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Preface

Systems biology and computational biology have recently become prominent
areas of research in the biomedical community, especially in the area of cell
biology. Given that much information on genes and their protein products has
become available, the big question is how the individual components interact
and work together, and how this determines the functioning of cells, organs,
and organisms. Long before the popularity of systems biology in biomedicine,
however, such approaches have been used successfully in a different area of
biology: population ecology. Research in the area of population dynamics in-
vestigated complex interactions between different populations of organisms,
such as the dynamics of competition and predation, food webs, community
structure, as well as the epidemiology of infectious diseases. In this field, the-
oretical biology and mathematical modeling have become an integral part
of research. Mathematical models allowed people to obtain interesting and
counter-intuitive insights into how complex interactions among different pop-
ulations can play out. Such mathematical studies not only gave rise to in-
teresting theoretical ideas, but also provided the basis for the design of new
experimental work and defined major questions and directions of research.
Around 1990, such population dynamic concepts, and the use of mathemati-
cal/computational approaches, started to be applied to the in vivo dynamics
between viruses and the immune system. These interactions have many sim-
ilarities to ecological, epidemiological, and evolutionary principles. Consider
the epidemiological spread of a pathogen (such as the common cold) through a
population of hosts. Pathogens and parasites reproduce inside infected hosts,
are released from the hosts into the environment, and infect other susceptible
hosts. Similarly, viruses reproduce inside host cells in vivo. Infected host cells
produce new virus particles which are released into the extra-cellular envi-
ronment and which can infect further susceptible host cells. The population
dynamic principles are very similar in both cases.

The interactions between pathogens and the immune system is an ex-
tremely wide and diverse topic. This book concentrates on a particular branch
of the immune system: killer T cells, or cytotoxic T lymphocytes (CTL). This
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reflects my own research interest and fascination. Killer T cells recognize in-
fected cells, and attack them. Therefore, this book focuses on pathogens which
enter host cells. Many pathogens can reproduce within their host without hav-
ing to infect cells. The main class of pathogens which do infect host cells are
viruses. In fact, viruses cannot reproduce without entering the host cells, be-
cause the cells’ metabolic machinery is required for replication. Hence, the
book considers killer T cell responses mostly in the context of viruses.

The purpose of this book is to review how mathematical and computa-
tional approaches can be useful to help us understand how killer T cell re-
sponses work to fight viral infections. Further, the aim is to demonstrate that
such mathematical and computational approaches are most valuable when
coupled with experimental work through collaborations. The writing style
also reflects this interdisciplinary spirit. While the topic of the book is math-
ematical modeling, the text is written in a way such that experimental im-
munologists and virologists should be able to understand the arguments, and
to see the biological implications of theory. Experimental readers are encour-
aged to skip the equations, and to focus on the biological interpretations and
discussions.

The work which is reviewed here builds on earlier mathematical research
on virus dynamics which considered in detail the relationship between the
evolutionary dynamics of viruses in vivo and the development of disease in
pathogenic human infections such as HIV. Some of this research is summa-
rized in the introductory chapter, and a thorough review is given in a previous
book by Martin Nowak and Robert May in the year 2000 (Virus dynamics,
Oxford University Press). While the current book aims to cover many im-
portant aspects of killer T cell dynamics, it is not intended to address all
important issues relevant to the understanding of killer T cell responses. The
book concentrates on those topics which have been relatively well worked out,
and where theory has been coupled with experimental work in a meaningful
way, or where published experimental work provides concrete applications and
case studies. It provides a personal view of the subject, guided by my long
standing collaborations with various experimental laboratories which work on
the biology of killer T cell responses, and which have guided me over the years.

My work, and this book, would not have been possible without the en-
thusiastic input and guidance from my experimental collaborators. During
my PhD years, Paul Klenerman introduced me to LCMV (lymphocytic chori-
omeningitis virus) infection, and subsequently to Hepatitis C virus (HCV)
and cytomegalovirus (CMV) infection. Our interactions continue to inspire
my theoretical work. Charles Bangham worked with me on the dynamics of
immune responses to human T cell leukemia virus (HTLV-1), and I am ex-
tremely grateful to him for his continuous guidance throughout my career.
Many of the theoretical concepts in the context of HIV infection came about
through my interactions with Jeff Lifson, whose monkeys brought new dimen-
sions to my work. I am grateful to Peter Doherty who shared many valuable
immunological insights in the context of murine influenza virus and gamma



Preface IX

herpes virus infections. Last but not least, much of my work would not be
possible without my collaboration with Allan Thomsen on CTL dynamics
in murine viral infections, especially LCMV. His interest in theory, and his
openness to apply theoretical thinking to experimental design has not only
benefited the quality of the mathematical research, but has also been and
continuous to be a tremendous amount of fun.

While my interactions with experimental laboratories has certainly been
vital for the development of my work, all this would not have been possible
without the guidance of my PhD advisor Martin Nowak, who introduced me
to this field and to some of my experimental collaborators, and who opened up
many valuable doors and opportunities. Similarly, interactions with theoretical
biologists and evolutionary biologists inspired me and influenced my thinking.
These include Francisco Ayala, Steve Frank, David Krakauer, Alun Lloyd, and
Alan Perelson. Finally, the Department of Ecology and Evolutionary Biology
at the University of California Irvine provided a stimulation and productive
environment for writing this book.

Irvine, California, USA Dominik Wodarz
September 2005
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1

Viruses and Immune Responses: A Dynamical
View

One of the most complicated organs of higher organisms is the immune sys-
tem. The function of the immune system is to fight off pathogenic organisms
that enter and grow within the host (for example viruses, bacteria, unicellu-
lar eukaryotic parasites such as malaria, and multicellular parasites such as
worms). Detailed molecular research has elucidated how immune cells func-
tion, that is, how they recognize an invading pathogen and mount orchestrated
responses that fight the infection and protect the host. In addition to under-
standing how the individual components of the immune system work, it is
also important to take a ”systems approach” and to investigate how the com-
plex interactions between the many components of the immune system work
together and determine the outcome of an infection. In a nutshell, this is the
subject of this book. In particular, the interactions between pathogens and the
immune system can be viewed as an ecological system within the body of an
organism. Specifically, the area of population ecology or population dynam-
ics has relevance. Several species of immune cells interact with populations
of pathogens in various ways. Two especially important population dynamic
interactions that are found in the immune system are predator–prey interac-
tions and competition. (i) When predators capture and kill their prey, they
reproduce such that their population size grows. This in turn has a negative
impact on the prey population. In the absence of prey, predators die. The
outcomes of such interactions can involve cycles in the population sizes of
predators and prey that can dampen over time. Similarly, when immune cells
encounter pathogens, they divide such that their population size increases, and
they remove the pathogens. In the absence of the pathogen, the population of
immune cells decays. This can also lead to cycling dynamics that can dampen
out over time. (ii) Competition means that two species share a common re-
source, such as food. The species that can utilize this resource more efficiently
will grow better and will be the superior competitor. The superior competitor
might drive the inferior competitor extinct (competitive exclusion), or the two
species can coexist. Within the immune system, different species of immune
cells can potentially recognize the same infection. Each species of cells can
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expand when it is exposed to this pathogen and kill it. If one immune cell
species is more efficient at expanding upon exposure, it fights the infection
more efficiently and can prevent another immune cell species from expanding.
This is because it reduces the number of pathogens to levels that are too low
for the inferior immune cell to become stimulated and divide.

How can such dynamical interactions between different species of immune
cells and populations of pathogens be understood? On the one hand, experi-
ments that document the dynamics of immune cells and of pathogens in vivo
are of central importance. Such data usually show how the populations of
pathogens and different immune cells develop over time. In addition, how-
ever, a rigorous understanding of such dynamics requires the use of mathe-
matical models that describe and predict the time course of an infection and
of immune responses [Levin et al. (1997)]. Mathematical models have been
of central importance for understanding the dynamics of populations in an
ecological context [Levin et al. (1997)]. In the beginning of the 1990s, such
ecological models started to be used by a number of people in order to de-
scribe the in vivo dynamics between viral infections and immune responses,
particularly in the context of human immunodeficiency virus (HIV) infection
[Nowak and May (2000)]. Much emphasis was placed on the viral side of these
dynamics, including the estimation of basic viral parameters, the evolutionary
dynamics of immune escape by the virus, and the analysis of drug treatment
in HIV infection. Subsequent work focused on the immune side of these in-
teractions, trying to explain a variety of experimental observations about the
dynamics of immune cells in various infections. One particular part of the
immune system that is very important in the fight against viral infections
are the killer T cells or cytotoxic T lymphocytes (CTL). They basically fight
intracellular pathogens. This book will review how mathematical modeling, in
close collaboration with experimental research, has contributed to our under-
standing of the dynamics between killer T cell responses and viral infections.

The aim of this chapter is to provide an introduction to the book. It
is written for an interdisciplinary audience. That is, both for mathemati-
cal/theoretical biologists and for experimental immunologists who study the
dynamics of immune responses. The chapter starts with a brief overview of
viral infections and the immune system that is relevant for this book. It sub-
sequently reviews important mathematical work on virus dynamics that is
not covered further and that forms the basis for the material presented here.
The chapter concludes with an explanation of the structure that underlies the
book. The review presented in the current chapter does not aim to provide
a full background or a full account of the work in this area of research. In-
stead, it provides some necessary background that is needed to understand
the concepts explored in this book. Mathematically oriented readers who are
interested in more detailed explanations of immunological and viral concepts
are referred to a standard text book, for example [Pier et al. (2004)]. Biological
readers who would like a more thorough introduction to virus dynamics are



1.1 Viruses 3

referred to more detailed reviews such as [Nowak and May (2000); Perelson
(2002)]

1.1 Viruses

Among the many pathogen types, this book will concentrate on pathogens that
live inside cells (intracellular pathogens). The majority of those are viruses.
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Fig. 1.1. General life cycle of a virus. The virus attaches to the cell via a receptor
and enters the cell. There, uncoating occurs where the protein coat is lost and the
viral genome is exposed. The viral genome is both replicated and expressed (i.e.
viral proteins are made). The newly generated viral proteins associate with viral
genomes to build new virus particles. The new virus particles eventually leave the
cell.

The life cycle of a virus can have both intracellular and extracellular stages.
A virus is basically genetic material wrapped up in a protein coat. It does not
have the metabolic machinery to reproduce. For reproduction, the virus has to
enter a cell and use the cell’s metabolic machinery. In order to enter a cell, the
virus usually attaches to some receptor on the cell and is taken in. Then the
virus uncoats (Fig 1.1), that is, the protein coat is lost and the viral genome
is exposed. Different viruses have different genomes. They can be DNA or
RNA, either single stranded or double stranded. The exact mechanism with
which reproduction occurs depends on the form of the genome. In addition to
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reproduction, the viral genome is expressed in the cell. That is, viral proteins
are built. The reproduced genomes then associate with the newly generated
viral proteins to form new virus particles that eventually leave the cell (Fig
1.1). There are two basic ways in which viruses can exit cells. (i) The progeny
viruses can lead to the bursting and death of the cell, whereupon the virus
particles are released. This process is called lysis. (ii) The progeny viruses can
bud off the cell. That is, they associate with the membrane of the cell and are
released, with the cell membrane enveloping the virus particle. The cell stays
alive in this case.
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Fig. 1.2. The life cycle of HIV is similar to the general scheme depicted in Fig 1.1,
with additional complexity. The viral genome is RNA. It is copied into DNA by
the viral enzyme reverse transcriptase. The viral DNA is subsequently integrated
into the host genome with the help of the enzyme integrase. Assembly of new virus
particles requires the host enzyme protease. Two classes of drugs attack HIV. Re-
verse transcriptase inhibitors prevent the process of reverse transcription. Protease
inhibitors prevent the assembly of new functional virus particles.

Some viruses integrate into the DNA of the host cell during their replica-
tion cycle. The best known example of this is human immunodeficiency virus
(HIV) (Fig 1.2). Once integrated, the genome of the host cell carries the virus
until the cell dies. HIV is an RNA virus. It carries an enzyme called reverse
transcriptase, which is used to copy the viral RNA genome into DNA (Fig 1.2).
This goes against the central dogma by Watson and Crick, which states that
genetic information flow can only go from DNA to RNA to protein. Viruses
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that copy RNA into DNA are called retroviruses . The resulting DNA is then
integrated into the host genome with the help of the enzyme integrase, which
the virus also carries (Fig 1.2). Once integrated, the viral genome is expressed
and replicated, resulting in new virus particles that bud off the host cell. The
assembly of functional progeny virus requires the enzyme protease, which is
part of the host cell metabolic machinery (Fig 1.2). Two classes of drugs in-
hibit the replication cycle of HIV (Fig 1.2). These are reverse transcriptase
inhibitors, which prevent the process of reverse transcription, and protease
inhibitors, which prevent the assembly of functional virus particles.

1.2 Basic Immunological Background

Immune responses can be subdivided broadly into two categories: (i) Innate
or nonspecific responses, and (ii) specific, adaptive responses. Innate immune
mechanisms provide a first line of defense against an invading pathogen. They
include physical barriers like the skin, changes in environment of the body,
such as fever, and immmune cells that can fight pathogens in a nonspecific
way. Nonspecific is the key word here and means that these responses can-
not specifically recognize the physical structure of the pathogen. Instead they
sense that an invader is present and react. While such responses slow down the
initial growth of a pathogen, they are usually insufficient to clear an infection.
For clearance, a specific and adaptive immune response tends to be required.
Specific means that cells bear receptors that can recognize the physical struc-
ture of a pathogen. More precisely, they recognize proteins from which the
pathogen is built. Upon recognition, these immune cells start to divide and
expand. They dramatically increase in number, and this enables them to ef-
fectively fight the pathogen, resulting in the resolution of the infection. There
is some terminology that is worth to point out here: A substance that is ca-
pable of inducing the generation of a specific immune response is called an
antigen. The site of the antigen that is actually recognized by the receptor
of the immune cell is called an epitope. The same pathogen can have a va-
riety of epitopes, each of which is recognized by a separate specific immune
cell. Therefore, multiple immune cell clones can respond against the same
pathogen.

From now on, we will only concentrate on specific, adpative immune re-
sponses because those are the ones that are generally necessary for the resolu-
tion of infections. The specific immune system has three major branches (Fig
1.3) . Two of them are mainly effector responses; that is, they directly fight
the pathogen. The third branch is mainly a regulatory response that ”helps”
the effector responses to become established. The two effector responses are
antibodies and CTL. Antibodies are produced by B cells. Before an infection
has happened, the antibodies tend to be on the surface of the B cells. They
serve as the receptor that can specifically recognize the pathogen. When the B
cells are exposed to a pathogen, they divide, and secrete the antibodies. The
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Fig. 1.3. The adaptive immune response consists of the following three main
branches. The B cells secret antibodies that neutralize free virus particles. The CTL
(also known as CD8 T cells) attack infected cells. The CD4 T helper cells are very
important regulators that ensure that CTL and B cell response develop efficiently.

antibodies now float freely, and can attach to the pathogen and neutralize it.
Such antibodies are therefore also called neutralizing antibodies. For instance,
they can neutralize free virus particles. On the other hand, CTL (cytotoxic
T lymphocytes or killer T cells), attack infected cells. That is, they fight in-
tracellular pathogens, mostly viruses and some bacteria. CTL bear the T cell
receptor on their surface. It can recognize particles of the pathogen that are
displayed on the surface of infected cells (see below). When this recognition
occurs, the CTL can release substances, and this results in the death of the in-
fected cells. This killing of the infected cells is also known as lysis. In addition,
CTL can secrete substances that trigger a reaction inside the infected cells
that prevents viral genomes from being expressed. In some cases, this reaction
even removes the viral genome from infected cells. That is, besides killing, the
CTL can also silence the virus by nonlytic means. CTL are also referred to
as CD8 T cells because they bear the CD8 marker. The regulatory or helping
branch of the specific immune system are the so called CD4 T helper cells.
These are T cells that bear the ”CD4 marker”, and they help the induction of
antibody and CTL responses. They also bear the T cell receptor with which
they can recognize the pathogen. They then interact with the CTL and the
antibody producing B cells. This interaction makes sure that the CTL and B
cells divide and expand to large numbers. In the absence of this CD4 T cell
help, CTL and B cells often do not expand properly and the immune response
is suboptimal.

This book concentrates on CTL responses. Therefore, the mechanisms with
which CTL recognize pathogens is explained in more detail here. Viruses
reproduce inside cells. During this process, expression of the viral genome
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Fig. 1.4. The T cell receptor recognizes viral antigen that is associated with a major
histocompatibility complex (MHC) molecule. Inside cells, viral antigen is processed
and chopped into small fragments. These associate with MHC molecules and are
transported to the cell surface. There are two types of MHC molecules, and this is
explained in more detail in Fig 1.5.

produces viral proteins. Some of these proteins are chopped up by specific
enzymes inside the cell and are transported to the cell surface. These pieces of
viral proteins are then displayed on the cell surface, so that CTL can recognize
them. The T cell receptor, however, cannot recognize a piece of viral protein
alone. The viral protein associates with a so called major compatibility com-
plex (MHC) molecule, and this compound is displayed on the surface of the
infected cell and is recognized by the T cell receptor (Fig 1.4). The important
point here is that MHC shows a very high degree of polymorphism. Different
MHC genotypes can associate with different viral protein segments. Therefore,
infected cells from different individuals are likely to display different segments
of a given viral protein. As a consequence these individuals differ in the exact
immune responses that are induced and thus differ in the susceptibility to the
infection. There are two basic types of MHC molecules: MHC class I and MHC
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class II. CTL recognize antigen that is associated with MHC class I. Every cell
of the body produces MHC class I molecules. On the other hand, antigen that
is associated with MHC class II molecules is recognized by CD4 T helper cells.
Antigen in conjunction with MHC class II is not displayed on infected cells.
Instead, it is displayed on so called antigen presenting cells (APCs). Examples
are dendritic cells and macrophages. These are not infected by the virus, but
they eat up virus particles. The captured virus particles are processed by the
APCs, and the resulting protein segments are displayed on the surface of the
APCs in conjunction with MHC class II. The purpose of APCs is to capture
pathogens and to display them to specific immune cells in order to start up a
response.

activated

CTL

activated

APC

resting

CTL

MHC II

CD4 T

helper cell

resting

APC

TCR
MHC I

Fig. 1.5. Pathway of CTL activation. There are two types of MHC molecules.
MHC I is found on every cell in the body. Upon infection, the virus inside the cell is
chopped up and the fragments are transported to the surface for display with MHC
I. CTL recognize antigen + MHC I. MHC II is found mostly on antigen presenting
cells (APCs). They eat up the antigen and display fragments of the virus on their
surface together with MHC II. This is recognized by CD4 T helper cells. Since every
cell in the body bears MHC I, APCs can contain both types of MHC molecules.
First, APCs interact with CD4 T cells through antigen/MHC II recognition. This
activates the APCs, and also induces the CD4 T helper cells to produce certain
signaling molecules. The activated APCs interact with the CTL via antigen/MHC
I recognition. This activates the CTL and starts a response.

The overall picture of how CTL, CD4 T helper cells, and APCs interact
to give rise to a successful CTL response is as follows [Ridge et al. (1998);
Schoenberger et al. (1998)] (Fig 1.5). Immune cells with a specificity for a
virus are present in the host at very low numbers if the host has never been
infected by this virus before. The host is said to be naive. The infection occurs
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in some specific tissue, such as the lung, liver, etc. The APCs eat up the virus
particles at this site and bring them to the lymph nodes that are locations
where most immune cells are parked. The APCs express both MHC class I and
MHC class II. This allows a set of reactions to occur in the lymph nodes. The
CD4 T helper cells recognize antigen displayed in conjunction with MHC class
II. The interaction between APCs and the CD4 T cells activates the APCs. In
addition, it triggers the CD4 T cells to divide and to produce certain signaling
chemicals called cytokines. The activated APCs also display the viral proteins
in conjunction with MHC class I, and can therefore interact specifically with
the CTL. This activates the CTL and induces them to divide such that the
population of these cells grows to high numbers (Fig 1.6). Since one cell gives
rise to a large number of cells through division, this is also referred to as
clonal expansion. CTL division is further supported by the cytokines that are
secreted from the CD4 T helper cells. The activated and expanding population
of CTL and CD4 T cells migrates away from the lymph nodes towards the
anatomical site of infection. There, the CTL recognize pieces of viral proteins
displayed on the infected cells themselves in conjunction with MHC class I
molecules. This interaction induces the CTL to perform antiviral activity. As
already mentioned briefly earlier, there are several ways in which CTL can
perform antiviral activity [Kagi and Hengartner (1996); Kagi et al. (1995a);
Kagi et al. (1996); Kagi et al. (1995b)]. On the one hand, CTL can kill, or
lyse, infected cells. The main molecule that mediates lysis is perforin, which
is secreted by CTL and induces programmed cell death (apoptosis) in the
infected cell. A less important mechanism of lysis is the interaction between
FAS and FAS ligand when CTL recognize an infected cell. On the other hand,
CTL can have nonlytic antiviral activity. They secrete molecules that either
silence viral gene expression in infected cells, remove the genome from the
infected cells, or prevent the virus from infecting susceptible cells. Interferon
gamma (IFN-γ) is an example of a molecule that is secreted from CTL and
that can inhibit viral replication inside infected cells.

As the CTL perform antiviral activity, virus load declines and clearance
of the virus from the host occurs in many cases. As the infection is resolved,
the population of CTL declines (Fig 1.6). This is often referred to as the
contraction phase. However, it does not decline to the same low levels from
where the response started. Instead it settles around an elevated level, and the
CTL persist at this elevated level for long periods of time in the absence of any
further exposure to the virus (Fig 1.6). This is called immunological memory
and is observed in all branches of the specific, adaptive immune system. If a
heightened number of immune cells remains after the resolution of infection,
it is thought that the host can react more efficiently if it is reinfected with the
same pathogen again. Such a secondary infection will not result in much virus
growth and the host is protected from symptoms and disease. Immunological
memory is also the basis that underlies the protective function of vaccines.

As stated above, in many cases, the expansion of a CTL response and of
immune responses in general results in the clearance of the virus from the
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Fig. 1.6. Before a host is exposed to antigen, there are few specific CTL and specific
immune cells in general. The host is said to be naive. Upon exposure to the virus,
the CTL divide and expand (clonal expansion). They fight the virus population,
and as the infection is resolved, the number of CTL declines to a certain degree.
It subsequently settles around an elevated level in the long-term. This is called
immunological memory. The elevated number of memory CTL can fight the virus
more efficiently if it infects the host a second time.

host. However, viruses can fight back against the immune system, and this
can result in failure to clear and thus in persistent infection. Various mecha-
nisms can lead to this effect, and many of them are present with HIV. Some
examples are listed as follows. As explained above, specific immune responses
can recognize a defined part of a viral antigen (i.e. a viral epitope). The T
cell receptor is specific for a given epitope. If the virus mutates this epitope,
the T cell will not be able to recognize it anymore. This renders the T cell
useless, because it cannot recognize or fight the virus. This is called antigenic
escape (Fig 1.7) and has been documented extensively with HIV, and hep-
atitis B and C virus, among other infections. Another important mechanism
by which viruses can fight back against the immunity is to impair the central
component of the specific immune system: the CD4 T cells (Fig 1.8). If the
CD4 T cell response is impaired, then the CTL and antibody responses cannot
be mounted effectively, resulting in weak responses. This in turn can result
in failure to clear the infection. HIV is a prime example of this. The CD4 T
cells are a main target cell that HIV infects. Infection results in CD4 T cell
death. Thus, no CD4 T cell help is available for HIV specific CTL or antibody
responses, and this compromises the ability of the immune system to fight the
infection. Other infections impair the CD4 T cell response by different mecha-
nisms, without killing the helper cells. An example is hepatitis C virus (HCV)
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Fig. 1.7. The concept of antigenic escape. One CTL is specific for a certain antigen.
If it mutates, the CTL cannot recognize it anymore. Another CTL response may
arise that can recognize the new mutant. If this mutant mutates further, it can also
escape the new response. Thus, there can be a race in which the CTL response tries
to adapt to an evolving virus, and the evolving virus continuously escapes the CTL.
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Fig. 1.8. A very effective way for viruses to fight specific immune responses is to
impair CD4 T cell help. Since CD4 T helper cells are central regulators of both B
cell and CTL responses, these effector responses cannot fight the virus efficiently
anymore in the absence of CD4 T cell help.

infection. The mechanism underlying this impairment is unclear. Some viruses
can impair T cell responses without killing them when not all necessary ac-
tivation signals are delivered upon stimulation. In this case, T cells tend to
remain silent, a state called anergy. Finally, another way to achieve persistent
infection is to simply hide from the immune system. In other words, the virus
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can establish a latent infection. The virus infects cells, but does not produce
progeny virus for extended periods of time. As a result, no viral antigen is
displayed on the cell surface, and the virus is invisible to the immune system.
Such latent phases are followed by ”lytic phases” where cells ”wake up” and
progeny virus is produced and spreads to other cells. The immune response
will prevent the rise of the virus to high levels, but will fail to remove the
virus because of the continued presence of latently infected cells.

tissue

cells CTL

Fig. 1.9. The concept of CTL induced pathology. Infected tissue cells are marked
in the diagram. If many tissue cells are infected by the virus, and a specific CTL
response persists continuously, many tissue cells can be killed by the CTL, and this
can result in pathology.

Most of the time, CTL responses are beneficial for the host. They expand,
fight the virus, and eliminate it. There is, however, also a negative side. If the
CTL response is strong enough to expand and kill infected cells, but not strong
enough to eradicate the infection from the host, it is possible to observe high
levels of persistent virus replication combined with an ongoing CTL response.
If the virus persists in many cells of a tissue, the ongoing killing by the CTL
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can severely damage the tissue. This can lead to the death of the host. This
concept is called CTL-induced pathology [Thomsen et al. (2000); Zinkernagel
(1993)] (Fig 1.9). This is an important concept that will be explored in this
book.

1.3 Experimental Mouse Models of CTL Dynamics
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Fig. 1.10. Different outcomes of LCMV infection, depicted as schematic time series.
(i) The CTL can clear the virus. (ii) If the CTL fail to clear the virus, they can
control the virus in the long-term at low levels. No pathology is observed. (iii) If
the virus persists at higher levels, and if the CTL response also persists, then the
killing of infected tissue cells can result in CTL-induced pathology. (iv) Finally, the
CTL response can go extinct, and the virus replicates at high levels. This also called
CTL exhaustion. Because the virus is noncytopathic (does not kill infected cells),
no pathology is observed.

The dynamics of CTL responses to viral infections are studied experimen-
tally by monitoring the number of CTL and the number of virus particles or
infected cells over time. This requires detailed data. For human pathogens,
such data are difficult to obtain, although a wealth of data has accumulated
from HIV infected patients. A more controlled and accurate way to study
CTL dynamics in vivo, however, is to use mouse models of virus infections.
Mice can be infected in a controlled way, and the populations of immune cells
and viruses can be measured at regular intervals. In addition, the mice can
be modified genetically by deleting certain functional parts of the immune
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system. Such mice are referred to as knockout mice. For example, mice can be
engineered to lack CD4 T cell help, or to lack CTL-secreted perforin that is
required to kill infected cells.

A particularly well studied mouse infection is lymphocytic choriomenin-
gitis virus (LCMV)[Lehmann-Grube (1971)]. It is a noncytopathic, or non-
cytotoxic virus. That is, infection does not result in the death of the host
cells. Several LCMV strains exist that differ in their replication rate. LCMV
infection can result in a variety of outcomes, depending on the viral strain,
the infectious dose, and the genotype of the mice [Moskophidis et al. (1995a);
Thomsen et al. (2000)]. The following outcomes can be observed (Fig 1.10).

(i) CTL-mediated clearance of the virus from the host. The CTL expand,
remove the virus, and settle around an elevated memory level.

(ii) CTL-mediated long-term control of the infection. This outcome is sim-
ilar to the first scenario, except the CTL do not manage to clear the virus.
Instead the virus persists at low levels. Persistent virus replication drives
an ongiong CTL response that keeps the infection at bay. No pathology is
observed in mice.

(iii) CTL-induced pathology. This occurs if the CTL do not clear the
infection and also fail to keep the persisting virus population at low levels.
Now, there is a large number of infected cells, in combination with an
ongoing CTL response that can kill these infected cells. Consequently,
many tissue cells die, and the mice waste away and die.

(iv) CTL exhaustion. This means that although the CTL response initially
expands, it later decays and goes extinct. No memory cells are generated.
As a result, the virus persists at high levels. Because LCMV is noncyto-
toxic, the mice remain healthy.

As the rate of viral replication is increased, or if the initial infectious dose
is increased, the infection dynamics shift from outcome (i) to outcome (iv)
[Moskophidis et al. (1993b)]. A faster initial virus spread in the host weakens
the ability of the CTL to catch up with the virus. Host parameters, most
importantly the strength of the CTL response, also have an influence. Mice
deficient in CD4 T cell help can only mount compromised CTL responses, and
this pushes the outcome towards CTL-induced pathology and CTL exhaustion
[Christensen et al. (2001)].

Studying mouse infections not only gives interesting insights about factors
that can influence the ability of CTL to successfully resolve a virus. It also has
implications for important human pathogens, such as HIV. A central feature
of HIV infection is that it infects and kills the CD4 T helper cells. Therefore,
the analysis of infection dynamics in mice that are deficient in CD4 T cell
help could shine light onto the factors that govern HIV dynamics. Similarly,
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the analysis of CTL-induced pathology in mice has implications for hepatitis
B and C virus infections. In these scenarios, a large number of liver cells
become infected, and CTL-mediated killing of liver cells could contribute to
liver pathology.

While LCMV is the most widely studied mouse virus, other mouse infec-
tions are also used to study CTL dynamics in vivo. These include vesicular
stomatitis virus (VSV), influenza virus, and gamma herpes virus. The latter
results in the generation of latently infected cells. This prevents immune re-
sponses from eradicating the virus from the host. Once infected, the latently
infected cells can periodically ”‘wake up”’ and become active. The best case
scenario is that an efficient, ongoing CTL response controls the infection at
low levels in the long-term.

1.4 Human Pathogenic Infections
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Fig. 1.11. Phases of HIV infection. During the acute phase, virus load rises to high
levels. Acute symptoms are experienced. The rise of virus load correlates with a
temporary dip in the CD4 T cell count. Immune responses rise, and virus load is
reduced. This marks the beginning of the asymptomatic period. During this period,
virus load only rises slowly, and the CD4 T cell count and immune responses stay
relatively stable. After a variable period of time, virus load rises more sharply, and
the CD4 T cell count drops sharply. This marks the beginning of AIDS. AIDS is
defined if the number of CD4 T cells has dropped from the normal level (1000 cells
/ µl blood) to 200 cells / µl blood. At this end stage of the disease, the HIV specific
immune responses also disappear.
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Work on mouse models of viral infections provides important information
about the dynamics of CTL responses, and these insights help in the under-
standing of human pathogenic infections, which are characterized by a con-
siderably higher degree of complexity. The best known human viral pathogen
is human immunodeficiency virus (HIV). HIV infection is characterized by
three phases (Fig 1.11). In the earliest stages of infection, after the virus has
entered the host, we observe the acute phase. The virus grows to high lev-
els and immune responses rise. The immune responses reduce virus load to
lower levels, but fail to clear the virus. The CD4 T cell count takes a tem-
porary dip before returning to normal levels (1000 cells / µl blood). During
this phase, infected individuals can experience symptoms typical of viral in-
fections in general, such as fever, rash, and fatigue. Once virus load has fallen
to lower levels, these symptoms subside, and this marks the beginning of the
asymptomatic or chronic phase of the infection. During this phase, virus load
remains relatively low and the CD4 cell count remains relatively high. The
final stage of the infection is the development of AIDS. This is characterized
by a fall of the CD4 T cell count to less than 200 cells / µl blood, and a sharp
rise in virus load. Because the body has a highly reduced CD4 T cell count,
the immune system does not function anymore, and the patient dies from a
variety of infections that would otherwise be cleared. Such infections are called
opportunistic infections. The duration of the asymptomatic phase of infection
is highly variable. On average, it takes between 5-10 years. However, some
patients develop AIDS rapidly after only a few months, while so called long-
term nonprogressors do not develop any signs of AIDS for as long as 15-20
years after infection. Such patients are characterized by very low virus loads
and high levels of immune responses. The reasons for the transition from the
asymptomatic phase to the development of AIDS are unknown.

A central feature of HIV is that it infects and kills CD4 T helper cells.
As explained above, these are the central regulatory branch of the specific
immune system that enable CTL and B cell responses to develop fully. The
virus can infect the entire CD4 T cell population. This includes CD4 T cells
that are specific to a wide variety of pathogens. This accounts for the gen-
eral subversion of immunity observed in AIDS patients. It also includes the
population of CD4 T cells that are specific to HIV itself. In fact it has been
found that HIV might preferentially infect HIV specific CD4 T cells [Douek
et al. (2002)]. Therefore, it attacks the immune responses against itself and
this can contribute to the ability of the virus to persist in the host. Immune
responses against HIV typically rise during acute infection and persist during
the asymptomatic phase. They tend to collapse as AIDS develops (Fig 1.11).
This applies both to neutralizing antibody responses and CTL responses. It
is thought, however, that these responses are compromised already early on
during the acute phase of infection [Rosenberg et al. (1997); Rosenberg et al.
(1999)].

Another important feature of HIV is its high mutation rate of about 10−4-
10−3 [Nowak (1990)]. This is because reverse transcriptase lacks proof reading
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mechanisms. During genome copying or replication, errors are incorporated.
In DNA replication, such errors are corrected by proof reading mechanisms.
When viral RNA is copied into DNA, such errors are not corrected, and this
results in an elevated mutation rate. It has been estimated that the HIV mu-
tation rate optimizes the ability of the virus to escape from immune responses
[Nowak (1990)]. More generally, it allows the virus to have an enormous evo-
lutionary potential. Because of the high mutation rate, the virus population
consists of many subtypes that all differ slightly from each other, but have a
similar core or master sequence. Such a collection of related types is called
quasispecies.

As mentioned briefly earlier in this chapter, two types of drugs are used to
attack the life cycle of HIV. (i) Reverse transcriptase inhibitors prevent the
process of reverse transcription; that is the process of copying viral genomic
RNA into DNA. If reverse transcription does not occur, the virus cannot inte-
grate into the host genome and the cell cannot become infected. (ii) Protease
inhibitors prevent the assembly of new functional virus particles in the cells.
This also inhibits the spread of the virus to further susceptible target cells.
The net effect of both classes of drugs is the same. They prevent the virus from
spreading to further host cells. Cells that are already infected, however, remain
infected and alive in the presence of drug therapy. Typical therapy regimes
involve a combination of three drugs, such as two different reverse transcrip-
tase inhibitors and one protease inhibitor. This minimizes the chances that
drug therapy fails as a result of drug resistance. This regimen is referred to
as combination therapy or highly active antiretroviral therapy (HAART).

HIV is probably the most complex infection with regards to the dynamical
interactions between viruses and the immune system. Another human disease
considered in this book is hepatitis, especially hepatitis C virus (HCV) infec-
tion. During the acute phase, a relatively small fraction of patients clear the
virus from the blood, and this is associated with very strong and sustained
CTL responses [Lechner et al. (2000a); Lechner et al. (2000b); Lechner et al.
(2000c)]. Most patients, however, fail to clear the virus and develop a pro-
ductive, persistent infection, associated with weaker and less sustained CTL
responses. HCV infects liver cells and causes liver pathology. Pathology does
not, however, occur immediately. The virus can replicate in the host for up to
20 years, before symptomatic infection is observed. The reason for this is not
known. While fundamentally different from HIV infection, HCV shares the
feature that specific CD4 T cell responses to itself are compromised [Barnes
et al. (2002)]. This might contribute to the ability of the virus to persist in the
host. In contrast to HIV, however, HCV does not infect and destroy CD4 T
cells. The mechanism that underlies the impairment of the HCV specific CD4
T helper cell responses remains unclear. Since CD4 T helper cell responses are
impaired in HCV infection, however, it provides a nice comparison to HIV.
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1.5 Virus Dynamics and Mathematical Modeling

Mathematical models provide an essential tool that complements experimen-
tal observation in the study of CTL dynamics. The complex and nonlinear
nature of the interactions that occur during the generation of immune re-
sponses renders a rigorous understanding of the outcome of infection difficult
to achieve by verbal arguments alone. Mathematical models go beyond verbal
or graphical reasoning and provide a solid framework that captures a defined
set of assumptions and follows them to their precise logical conclusions. This
framework can be used to generate new insights, to create hypotheses, and
to design new experiments. Such mathematical models of immune responses
are the subject of this book. Earlier work that is not covered in this book
concentrates more on the viral than on the immune side of these interactions,
and provides a basis for the material covered in the current volume. Much
of this work is concerned with HIV infection because of the amount of data
available. It is reviewed briefly as follows.

The life cycle of viruses, such as HIV, can be modeled by basic infection
dynamics equations. These are reviewed in detail in Chapter 2. The equations
describe the development of the populations of uninfected and infected cells,
as well as free viruses over time. Since drugs against HIV infection basically
inhibit the spread of the virus to new cells, but leave infected cells intact,
therapy is modeled by a reduction in the overall replication rate of the virus.
Upon initiation of treatment, the infected cells decay with a certain death rate
(natural + virus-induced death), and no newly infected cells are generated.
During chronic HIV infection, virus load fluctuates around relatively stable
levels. Upon drug treatment, the virus load of patients drops exponentially.
With the help of such kinetic data, mathematical models have allowed re-
searchers to calculate the death rate and thus the half-life of infected cells
(Fig 1.12) [Ho et al. (1995); Perelson et al. (1997); Perelson et al. (1996); Wei
et al. (1995)]. This is an indicator of the turnover rate of the virus. The faster
the death rate of infected cells (and thus the shorter their half life), the faster
the rate of viral replication has to be in order to maintain virus load at the
relatively stable levels observed in chronic infection. These studies gave rise to
very important insights. Before, it was thought that during the chronic phase
of infection, the virus is latent. That is, cells do not express the viral genome.
Consequently, AIDS is triggered by some event that ”’wakes up”’ the virus,
leading to productive virus replication and pathology. This turned out not to
be true (Fig 1.12). The half life of infected cells was found to be relatively
short, on the order of 1-2 days (Fig 1.12) [Ho et al. (1995); Perelson et al.
(1997); Perelson et al. (1996); Wei et al. (1995)]. Free virus particles were
found to have an even shorter half-life of about 6 hours. If infected cells and
free virus particles die so often, they need to be produced with a fast rate in
order to account for the constant virus load. That is, HIV has a high turnover
rate in the asymptomatic, chronic phase of the infection. Therefore, the in-
fection is not latent during this period. This has far reaching consequences.
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A high turnover rate means that many replication events occur during the
asymptomatic phase. Therefore, many mutants can be generated that escape
immune responses or antiviral drugs.
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Fig. 1.12. HIV dynamics upon drug therapy during asymptomatic HIV infection.
(i) First insights. Upon start of therapy, virus load declines exponentially (i.e. a
straight line on a log scale). According to mathematical models, the slope of this
line provides an estimate of the death rate of infected cells, and this allows us to
calculate the half-life of infected cells. The big result was that the half-life of infected
cells is short, on the order of 1-3 days. This means that the viral turnover rate is high
during the asymptomatic phase of the infection. This decay represents the decay of
infected CD4 T cells. (ii) Later results showed that viral decline upon drug therapy
is in fact biphasic. The fast rate of decline is followed by a much slower rate of
decline, where the half-life of infected cells is around 10-50 days. This represents the
decline of infected antigen presenting cells such as dendritic cells and macrophages.
As the viral decline continues it can slow down further because of the presence of
latently infected cells.

These results also provided optimism for the treatment of HIV infection.
If the infected cells decay with such a fast rate upon drug therapy, then a
duration of therapy of about three years would be sufficient to eradicate the
virus from the host. Further studies that were conducted over a longer period
of time and with a combination of drugs, however, revealed that the viral
decay upon drug therapy was biphasic (Fig 1.12) [Perelson et al. (1997)].
During the first phase, the half life of infected cells was around 1-2 days, as
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explained above. Subsequently, however, there is a second and much slower
phase of virus decay. During this phase, the half-life of infected cells is of the
order of 10-50 days (Fig 1.12). As time goes on, the rate of virus decay can
slow down further, with half-lives of infected cells reaching approximately 100
days. Therefore, in order to eradicate HIV from patients, drug therapy would
have to be applied for a duration of time that is longer than the life span of
patients. These different phases of virus decay are explained by the fact that
HIV can infect a variety of different cell types. The first and fast phase of
virus decay reflects the death of infected CD4 T helper cells. The second and
longer phase of virus decay reflects the death of infected antigen presenting
cells. HIV can infect a variety of such cells, most importantly dendritic cells
and macrophages. The slowdown to even lower rates of virus decay reflects
the presence of truly latently infected cells that do not actively express the
HIV genome [Chun et al. (1997)].

The finding that the virus turns over with a high rate during the asymp-
tomatic phase of the infection means that the virus has an enormous potential
to evolve. Two important aspects of viral evolution is the emergence of drug
resistant virus strains, and the rise of virus strains that escape immune re-
sponses (antigenic escape). Both aspects are reviewed as follows.

HIV can acquire resistance to antiviral drugs by simple point mutations.
Given the high mutation rate of the virus, drug resistance is generated easily
[Richman (1994); Richman (1996); Richman (1998)]. Mathematical models
have been used to work out the principles according to which drug resistant
virus strains emerge, and how treatment failure as a result of resistance can
be avoided. One important question is when exactly drug resistance evolves.
Does this occur during the phase of therapy, or in the pretreatment phase of
the infection [Bonhoeffer et al. (1997); Bonhoeffer and Nowak (1997); Ribeiro
and Bonhoeffer (2000)]? Mathematical models predict that the chances of re-
sistance evolving during treatment are very small compared to the chances of
resistance evolving in the pretreatment phase [Bonhoeffer and Nowak (1997);
Ribeiro and Bonhoeffer (2000)]. Therefore, if treatment fails as a result of
resistance, it is very likely that resistance evolved before the start of ther-
apy. Therefore, starting therapy as early as possible in the disease process
would minimize the chances that resistant viruses exist when the drug regi-
men is started, and that therapy fails. The first treatment regimes for HIV
infected patients involved the use of a single reverse transcriptase inhibitor.
This treatment was not successful because resistant mutants always emerged.
Now several drugs with different mechanisms of action are available, and they
can be used in combination. How many drugs should be used in combination
in order to prevent the emergence of a mutant virus that is resistant to all
drugs in use? Mathematical models suggest that a combination of three drugs
should be used [Ribeiro et al. (1998)]. If a single drug is used, it is very likely
that at least one resistant mutant exists upon initiation of treatment. If two
drugs are used, this likelihood is lowered but still relatively large. However,
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if three drugs are used in combination, then it is extremely unlikely that a
mutant that is resistant against all drugs in use is found upon start of therapy.
These calculations take into account the mutation rate of HIV, and a fitness
cost of resistant mutants (approximately 10%). They further assume that the
drugs affect different targets and that a mutant resistant against one drug is
not resistant against any of the other drugs in use. These are realistic assump-
tions, and clinical data indicate that a combination of three drugs results in
sustained suppression of virus load to undetectable levels. This requires that
the drug schedule is strictly maintained. If patients do not adhere to their
drug schedule, these calculations break down. In particular the chances that
a resistant mutant is generated during therapy increases sharply [Wahl and
Nowak (2000)]. This is because in this case, the virus is only suppressed par-
tially by the drugs, which allows for higher levels of viral replication during
therapy.

CTL clone 3CTL clone 1 CTL clone 2

virus strain 3virus strain 1 virus strain 2

Fig. 1.13. Asymmetry in the fight between HIV and the immune system. While a
given immune cell clone can only recognize the one viral strain it is specific for, all
viral strains can infect all susceptible CD4 T cells regardless of their specificity.

The other area in which viral evolution might play a major role is the
emergence of mutants that escape immune responses (antigenic escape mu-
tants). The evolutionary dynamics of antigenic escape have been explored
extensively with mathematical models [de Boer and Boerlijst (1994); Nowak
(1992); Nowak (1996); Nowak et al. (1991); Nowak and May (1991); Nowak
et al. (1995a); Nowak et al. (1995b); Regoes et al. (1998)]. It is possible that
antigenic escape contributes to the ability of the virus to persist in the host
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and to evade clearance. While the immune response fights the infection and
reduces virus load, an escape mutant emerges and grows. A new immune re-
sponse can be generated against this escape mutant. However, before it is
cleared, this mutant can acquire another mutation that enables it to also es-
cape from the new response. Consequently, the mutant will grow. Therefore,
while the immune system can adapt and mount new responses against variant
viruses, the virus population continues to evolve away from these responses
and to avoid clearance. Whether antigenic escape is an important mechanism
that contributes to viral persistence is unclear. Defects in certain branches
of immune responses (such as the impairment of CD4 T cell help) might be
a more important determinant of viral persistence [Rosenberg et al. (1999)].
Escape mutants have been identified clearly in a variety of cases, both in the
context of antibody and CTL responses [Goulder et al. (1997a); Goulder et
al. (1997b); Goulder et al. (1997c); McAdam et al. (1995); McMichael et al.
(1996); McMichael et al. (1995); McMichael and Phillips (1997); Phillips et
al. (1991); Price et al. (1997a); Price et al. (1997b); Price et al. (1999); Saag
et al. (1988); Wei et al. (2003)]. Several studies indicate that the emergence
of immune escape mutants might correlate with advanced progression of the
disease and the development of AIDS. Mathematical models suggest that im-
mune escape might indeed drive progression of the disease. A particular study
has defined an antigenic diversity threshold, beyond which the disease status
changes from being asymptomatic to the development of AIDS [Nowak et al.
(1991)]. The argument is as follows. There is an asymmetry in the way in which
the immune system fights the virus, and the virus fights the immune system
(Fig 1.13). As explained in the beginning of this chapter, immune responses
are characterized by specificity. That is, a response against the wild-type does
not recognize a mutant, and a response against a mutant does not recognize
the wildtype, or any other mutant. On the other hand, any HIV strain/mutant
can infect any susceptible CD4 T cell regardless of its specificity (Fig 1.13).
Therefore, as long as the number of HIV strains remains below a threshold,
the immune system can keep up with virus evolution and suppress the virus
to relatively low levels. However, once the number of viral escape mutants
has crossed a threshold, the immune responses collapse and the virus grows
to high levels (Fig 1.14). If there are too many viral mutants, a given CD4 T
cell clone can only recognize and fight a small fraction of the entire HIV pop-
ulation in the host (the virus strain to which it is specific), but all the virus
strains can infected and kill all CD4 T cells. Thus, in the presence of a large
number of escape mutants, the immune system loses this fight and becomes
overwhelmed (Fig 1.14). Whether evolution of immune escape really drives the
progression of the disease towards AIDS is not clear. Data from HIV infected
patients argue both in favor and against this theory [Goulder et al. (1997c);
McMichael and Phillips (1997); Price et al. (1997a); Wolinsky et al. (1996)].
Further interesting data come from monkeys who are naturally infected with
simian immunodeficiency virus (SIV, the monkey equivalent of HIV), and do
not develop any disease. In this case, it is possible that the virus persists at



1.6 Immune Response Dynamics: Structure of the Book 23

high levels, evolves towards high antigenic diversity, yet never develops any
disease [Broussard et al. (2001); Silvestri et al. (2005)]. This observation sug-
gests that other mechanisms must be necessary for the development of AIDS.
However, whether evolution to increased amounts of viral diversity is the key
to HIV disease progression or not, such mathematical modeling approaches
give rise to the more general message that the evolution of the virus in vivo
might be required for the development of AIDS (Fig 1.14). The traits of the
virus can change, which can switch the infection from an asymptomatic to a
pathogenic state. For example, the virus can evolve to replicate with a faster
rate [Tersmette et al. (1989)], use different coreceptors [Moore et al. (1997);
van’t Wout et al. (1994)], or change its toxicity for its target cells [Rudensey
et al. (1995)]. More studies are required to determine the key factors that
drive HIV disease progression.

Threshold

Time

Virus
load

Selection for antigenic diversity,
faster replication, broader cell tropism

Fig. 1.14. Viral evolution of antigenic diversity can in theory drive the progression
to AIDS. As more and more virus strains escape immune responses and accumulate,
a given immune cell clone can recognize smaller fractions of the viral population,
while all viruses can infect and impair all susceptible CD4 T cells. This leads to a
diversity threshold, beyond which immunity collapses and AIDS develops. In more
general terms, evolution of several viral characteristics (such as the replication rate,
cell tropism, etc) can contribute to HIV disease progression.

1.6 Immune Response Dynamics: Structure of the Book

The above section outlined briefly some interesting insights that were obtained
by mathematical models of HIV infection. These models focused mostly on
the viral aspects of the interactions between viruses and the immune system
(such as the viral turnover rate, the evolutionary dynamics of drug resistance,
and immune escape). Many more interesting mathematical studies have been
performed in this context, and this cannot be covered in detail here. A good
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summary of this work is given in [Nowak and May (2000)] and [Perelson
(2002)]. In addition to the dynamics of viral infections, however, it is also
important to study details about the dynamics of immune responses. What
are the principles that underlie the functioning of immune responses? How do
immune responses successfully clear infections, and when do they fail? How
can weak immune responses be boosted by treatment? These types of ques-
tions are the focus of the book. In particular, the book explores a specific
branch of the immune system: the cytotoxic T lymphocytes (CTL), which
are essential in the fight against many viral infections. Concentrating on this
branch of immunity allows a focused and detailed review of how mathemati-
cal models, in conjunction with experimental work, can provide insights into
the biology of immune responses. The book is structured as follows. Chap-
ter 2 reviews various mathematical models that have been used to describe
CTL dynamics. We start with the simplest models that have been used earlier
on, and subsequently introduce more complexity and biological realism. The
models that are introduced in Chapter 2 form the basis for the rest of the
book. Subsequent chapters refer to the equations set out in Chapter 2. They
review important insights that have been obtained by such models. First, we
explore basic principles of CTL responses such as their ability to control in-
fections, conditions when viruses can establish persistent infections, and the
concepts of immunological memory, immunodominance, and CD4 T cell help.
Further chapters concentrate on the effector function of CTL. That is, dif-
ferent mechanisms by which CTL can fight viruses (e.g. killing infected cells
versus silencing of the viral genome in infected cells), the occurrence of CTL-
induced pathology, and the role of effector molecules for CTL homeostasis.
These general mathematical considerations are then applied to the specific
case of human immunosuppressive infections, such as HIV. We discuss how
virus-induced immune impairment influences the infection dynamics, and ex-
plore how drug therapy can be used to overturn immune impairment and to
induce long-term immunological control of the infection. The book concludes
by looking at immune response dynamics on an evolutionary and epidemio-
logical level. In particular, we explore, how the properties of immunological
memory can affect the coevolution of parasites and their hosts.
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Models of CTL Responses and Correlates of
Virus Control

This chapter will introduce basic mathematical models that have been used
to study the dynamics between virus infections and CTL responses. These
models range from very simple and phenomenological to more complicated
models that try to capture many biological details explicitly. This range also
represents the development of these models over time, as more and more bi-
ological information became available from experimental research. Yet, even
the models that are based on latest biological information still include un-
certain assumptions because the appropriate biological and molecular details
have not been fully worked out so far.

Nevertheless, all these models are useful. The aim of a mathematical model
is not to include every molecular detail that is involved in the interactions be-
tween CTL and viruses. In fact, this amount of complexity in a mathematical
model would make it very difficult to achieve any meaningful insights by anal-
ysis. Instead, the aim of the model is to capture certain biological assumptions
that are thought to be key factors driving the dynamics between CTL and vi-
ral infections, and to follow them to their precise logical conclusions. This can
allow us to obtain an understanding that would otherwise not be possible, to
interpret experimental data, to generate new hypotheses, and to design new
experiments.

The simplest and most basic question in model analysis concerns the corre-
lates of CTL-mediated virus control. Which factors determine virus load and
the degree of control? Under which conditions are infections cleared by CTL,
and when are persistent infections established? We will go through a variety of
mathematical models and provide a basic analysis that centers around these
questions. This analysis will provide the basis for subsequent chapters that
use these models in order to examine particular aspects of the interactions
between CTL responses and viral infections. We start with a discussion of
equations that describe the process of virus replication in vivo, without the
presence of any immune responses. The equations describing CTL dynamics
will be built on top of these basic equations of virus dynamics.
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2.1 Virus Dynamics

The basic principles that underly models of virus dynamics are as follows
(Fig 2.1). When viruses meet susceptible cells, they infect them. Infected cells
produce new virus particles that leave the cell and find further susceptible
target cells. Repeated rounds of infection result in the growth of the virus
population. Growth is, however, not without bound, but is limited by the
availability of target cells. Once the virus has infected most cells of the tissue,
the population cannot grow further. This process can be modeled either in
a very simplistic way, or the viral life cycle can be described in more detail.
Both models will be described in turn.

The simplest way to model virus replication is by a density dependent
logistic growth equation. This is a very common equation in ecology that is
used to model the growth of populations [Lotka (1956)]. Denoting the virus
population by the variable v, the model is given by the following ordinary
differential equation.

v̇ = rv

(
1 − v

ω

)
− av. (2.1)

The rate of virus growth is given by the parameter r. Growth is density
dependent and saturates at a ”‘carrying capacity”’ ω. This represents target
cell limitation. Finally, the virus population decays with a rate a. Therefore,
this model does not distinguish between uninfected cells, infected cells, and
free viruses. Instead, it captures the virus population in a single variable.
Such a phenomenological model is often useful, especially if basic virus growth
equations need to be incorporated into complex models. This model has two
equilibria. If r < a, the virus fails to establish an infection and this is described
by v∗ = 0. On the other hand, if r > a, then an infection is established
successfully and this is described by v∗ = ω(r − a)/r.

Now, we consider a more detailed model that distinguishes between sus-
ceptible uninfected cells x, infected cells y, and free virus v [Anderson and May
(1991); De Boer and Perelson (1998); Nowak and May (2000)]. The model is
given by the following set of ordinary differential equations.

ẋ = λ − dx − βxv, (2.2)
ẏ = βxv − ay, (2.3)
v̇ = ky − uv. (2.4)

It is explained schematically in Fig 2.1. Uninfected cells are produced with
a rate λ, and die with a rate d. These are basic tissue dynamics in the ab-
sence of an infection. A balance between production and death will maintain
the tissue at a given size. When these susceptible cells meet free virus par-
ticles, they become infected with a rate β. The infected cells die with a rate
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Infected

target cell (y)

a

Virus (v)

+
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k

d
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target cell (x)

Fig. 2.1. Schematic diagram of the mathematical model (2.2–2.4). Uninfected cells
are produced with a rate λ and die with a rate d. Upon encounter with virus,
infection occurs with a rate β. Infected cells die with a rate a and produce free virus
particles with a rate k. Free virus decays with a rate u.

a. This death rate will often be larger than the death rate of uninfected cells
because viruses cause cell damage and cell death (cytopathicity or cytotox-
icity). Infected cells produce new virus particles with a rate k, and the free
virus particles that have been released from the cells decay with a rate u. We
observe the same types of equilibria as in the simple model (2.1). Failure to
establish an infection is described by x∗ = λ/d, y∗ = 0, v∗ = 0. Successful
establishment of infection is described by

x∗ =
au

βk
,

y∗ =
λβk − dau

aβk
,

v∗ =
λβk − dau

aβu
.

Which outcome is achieved is determined by the basic reproductive ratio of
the virus R0 [Anderson and May (1991)]. This is the average number of newly
infected cells produced by a single infected cell at the beginning of the infection
(when almost all cells are still uninfected). If R0 > 1, then one cell on average
gives rise to more than one newly infected cell, and the infection can spread.
If R0 < 1, then one cell on average gives rise to less than one newly infected
cell, and the virus population fails to spread and goes extinct. The basic
reproductive ratio of the virus is given by

R0 =
λβk

dau
.
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It is therefore determined not only by viral, but also by host parameters.
For example, if there are more susceptible target cells around (higher value of
λ/d), the virus can spread faster and this elevates its value of R0. This concept
of the basic reproductive ratio of the virus is described schematically in Fig
2.2, and is a very important measure that can be applied to experimental
data. For example, it can tell us by how much the efficacy of certain drugs
has to be increased in order to eradicate an infection from a host [Little et al.
(1999); Nowak et al. (1997)], and it plays an important role in the analysis of
drug resistance [Bonhoeffer et al. (1997)].

Ro=3

Ro=1

Fig. 2.2. The basic reproductive ratio of the virus R0. This measure expresses the
average number of newly infected cells produced by a single infected cell at the
beginning of the infection. If R0 > 1, the infection becomes established. If R0 < 1,
the infection goes extinct. If R0 = 1, then one infected cells on average gives rise
to one newly infected cell. This case is a border case, and irrelevant for practical
purposes.

It should be noted that this model can be simplified. Free virus populations
turn over at much faster rates than the population of infected and uninfected
cells. Therefore, we can assume that the virus population is in a quasi steady
state (v = ky/u), and we can rewrite model (2.2–2.4) as follows.

ẋ = λ − dx − β′xy, (2.5)
ẏ = β′xy − ay, (2.6)

where β′ = βk/u. The basic reproductive ratio can thus be written as R0 =
β′k/da. Often this simplified version of the model is given, and the composite
parameter β′ is written without the prime for simplicity.

2.2 Simplest Model for CTL Dynamics

Here, we introduce the simplest way in which the dynamics of CTL responses
can be modeled [De Boer and Perelson (1998); Nowak and Bangham (1996)].
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We consider a single population of CTL that fights the infection and denote
it by z. The essence of CTL responses is that CTL proliferate when they are
stimulated by viral antigen. The expanding CTL population then fights the
virus population, for example by killing infected cells. This is very similar
to the dynamics between predators and prey in ecology. The CTL are the
predators that grow on and kill their prey (virus). Building on the basic virus
dynamics equations (2.5–2.6), this is described by the following set of ordinary
differential equations.

ẋ = λ − dx − β′xy, (2.7)
ẏ = β′xy − ay − pyz, (2.8)
ż = cyz − bz. (2.9)

The CTL proliferate in response to antigenic stimulation with a rate c, and
die in the absence of antigenic stimulation with a rate b. The parameter c has
also been referred to as the CTL responsiveness. CTL kill infected cells with
a rate p. It is important to note that CTL can also have nonlytic activity.
For simplicity we do not include this here. Instead, we will introduce such a
model and analyze it in detail in Chapter 8. Further note, that naive CTL are
produced by the thymus, but this is not included in the model. The reason is
that the production rate of the CTL is very low, and naive CTL specific for
a given virus only exist at very low numbers. Therefore, this input term can
be ignored.

Assume that the basic reproductive ratio of the virus R0 > 1, such that
the virus can successfully establish an infection. Now we observe two possible
outcomes. If c(λ/a − d/β) < b, then the CTL response fails to become estab-
lished. This is because the CTL responsiveness c is too low to ensure sustained
CTL expansion. This outcome is thus described by the following equilibrium
expressions:

x∗ =
[
K

omatsuetal.]β, y∗ =
λ

[
Komatsuetal.] − d

β
, z∗ = 0.

On the other hand, if c(λ/a − d/β) > b, then a sustained CTL response
develops, and the system converges to the following equilibrium.

x∗ =
λc

dc + βb
,

y∗ =
b

c
,

z∗ =
c(βλ − ad) − abβ

p(dc + bβ)
.

In a typical simulation of this system (Fig 2.3), virus first grows and stimu-
lates the CTL. The CTL population expands and fights the virus population.
Damped oscillations occur and the system approaches its steady state. Virus
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load at the steady state is determined by two parameters. The rate of CTL
proliferation, or CTL responsiveness c, and the death rate of CTL in the ab-
sence of antigenic stimulation b. The higher the CTL responsiveness (higher
value of c), and the longer the life span of CTL in the absence of antigen
(lower death rate of CTL, i.e. lower value of b), the lower virus load. These
are thought to be properties of a CTL memory response, and this concept is
developed further in Chapter 3. Because the model is deterministic, virus load
can never be reduced to zero. Instead, however, it can be reduced to infinitely
low values, which correspond to virus extinction in practical terms (average
virus load is reduced to less than one virus particle).
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Fig. 2.3. Simulation of the simplest model that describes CTL dynamics (2.7–2.9).
Virus growth is followed by CTL expansion, and CTL-mediated activity reduces
virus load. Subsequent damped oscillations bring the system towards an equilib-
rium. The level of virus load at this equilibrium shows how well the infection is
controlled. If virus load lies below a threshold, this indicates virus clearance in prac-
tical terms. After expansion, the population of CTL remains at an elevated memory
level. Parameters were chosen as follows: λ = 1, d = 0.1, β = 0.1, a = 0.2, p = 0.5,
c = 0.2, b = 0.1.
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The major advantage of this model is its analytic simplicity. However, it
does have some unrealistic features. The CTL proliferation term is very strong.
That is, the rate of CTL expansion is directly proportional to the number of
CTL, and there is no saturation. In this case, the number of CTL is only
regulated by the amount of antiviral activity exerted by the CTL. Assume
that the CTL have lost their ability to kill and to perform any other antiviral
activity. The model predicts that the number of CTL would increase towards
infinity. While a reduction in CTL-mediated antiviral activity does lead to
increased numbers of CTL in vivo [Stepp et al. (2000)] (see Chapter 10), an
increase to infinity is certainly unrealistic. As a consequence of this strong
proliferation term, virus load is also only determined by immune parameters;
viral parameters, such as the viral replication rate, have no influence at all.
Again, this is an unrealistic feature of the model. Therefore, several variations
of this model have been used [De Boer and Perelson (1995); De Boer and
Perelson (1998); Wodarz and Nowak (2000b)] that aim to make this CTL
expansion term more realistic. In the following sections, models that describe
saturated CTL expansion will be discussed, because these will be used in later
chapters. In general, however, it is important to realize that this simplified
model can be used to describe CTL dynamics and to gain some meaningful
insights, as long as one is aware of its limitations, and the results obtained do
not depend on the unrealistic features of the equation.

2.3 Saturated CTL Expansion

The simple model of CTL dynamics (2.7–2.9) can be modified to assume that
the rate of CTL expansion saturates as the number of CTL grows to relatively
high numbers. This is expressed by the following differential equation [Wodarz
and Nowak (2000b)].

ż =
cyz

εz + 1
− bz. (2.10)

The level at which CTL expansion saturates is expressed in the variable ε.
The condition for the establishment of the CTL response is the same as in the
previous model (2.7–2.9). If a sustained CTL response becomes established,
the system converges to the following equilibrium.

x∗ =
βb(εa − p) − pcd +

√
[βb(εa − p) − pcd]2 + 4β2bελcp

2β2bε
,

y∗ =
λ − dx∗

βx∗ ,

z∗ =
βx∗ − a

p
.

This model has similar properties compared to the simple model discussed
above (2.7–2.9). A higher CTL responsiveness c and a longer life span of the
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CTL in the absence of antigen (lower value of b), correlate with lower virus
load. In addition, however, virus load is also a function of viral parameters,
most importantly the replication rate of the virus β. An increase in the pa-
rameter β leads to an increase in viral load up to an asymptote. Also, if the
CTL do not have any antiviral activity (p = 0), then the number of CTL
does not increase to infinity, but only up to a defined value. Thus, inclu-
sion of the saturation term eliminates the biologically unrealistic features of
the simpler model (2.7–2.9). However, this comes at the cost of having more
complicated equilibrium expressions that make the model less tractable by
analytical means.

If saturation already occurs at lower numbers of CTL (high value of ε),
it is possible to use a simpler version of this model, given by [Wodarz et al.
(2002)].

ż = cy − bz (2.11)

In this model the rate of CTL expansion is simply proportional to the amount
of antigen, but not to the number of CTL. The rate of CTL expansion is
therefore weakened. In this model, the CTL response can never go extinct.
Instead, if the CTL responsiveness c is low, the CTL persist at low levels.
Therefore, if R0 > 1, there is only one stable equilibrium, and this is given by
the following expressions.

x∗ =
βba − pcd +

√
[βba − pcd]2 + 4β2bλcp

2β2b
,

y∗ =
λ − dx∗

βx∗ ,

z∗ =
βx∗ − a

p
.

These equilibrium expressions have qualitatively the same properties as those
of the saturation model discussed above (2.10). There are several other vari-
ations to describe CTL dynamics, and they all lead to more realistic features
compared to the simplest model (2.7–2.9). Since they will not be used in this
book, however, they will not be discussed here. The interested reader is re-
ferred to [De Boer and Perelson (1998)]. A note of caution: while these models
do exhibit more realistic behaviors, the saturation terms are arbitrary and are
not based on any specific biological detail. This has to be kept in mind when
interpreting modeling results.

2.4 Precursor Versus Effector CTL

The models discussed so far capture the CTL in a single population z. In
reality, however, the population of CTL can be divided into at least two sub-
populations: CTL precursors or CTLp and CTL effectors or CTLe (Fig 2.4).
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CTLp do not have any antiviral activity, while CTLe do have antiviral activ-
ity. Naive CTL (which have never seen antigen before), exist as precursors.
When they become stimulated by antigen, the population of CTLp expands.
This culminates in the differentiation into CTL effectors that fight the virus.
Memory CTL are again precursor CTL without antiviral activity. In order
to attain antiviral activity, the memory CTL need to be stimulated again.
Mathematical models have been constructed that take into account this sub-
division of the CTL [Wodarz et al. (1998); Wodarz et al. (2000b); Wodarz
et al. (2000c)]. Denoting the population of CTL precursors by w and the
population of CTL effectors by z, the model is given by the following set of
differential equations.

ẇ = cyw(1 − q) − bw, (2.12)
ż = cqyw − hz. (2.13)

Contact with antigen

Activated

CTLp (w)

Differentiation

cqwy

Proliferation

Naive

CTLp
Effector

CTL (z)

Fig. 2.4. Schematic representation of the model (2.12–2.13), which distinguishes
between two subpopulations of CTL: the precursors, CTLp, and the effectors, CTLe.
Precursors become activated by antigen, proliferate, and differentiate into effectors.
CTLp do not have any antiviral activity, but CTLe do.

Upon contact with antigen, CTLp proliferate at a rate cyw and differen-
tiate into effector cells at a rate cqyw. CTL precursors die at a rate bw, and
effectors die at a rate hz. In this model, CTL memory lies in the population of
precursors w. If the life span of the CTLp is long in the absence of antigen (low
value of b), then the CTLp population persists at elevated levels for prolonged
periods of time after acute infection, as observed in vivo. On the other hand,
the life span of the effector CTL is assumed to be short (relatively high value
of h), because prolonged effector activity can have damaging consequences for
the host.

Experimental data indicate that upon expansion, CTL first differentiate
into effectors before assuming the memory phenotype again [Kaech et al.
(2002)]. This is not explicitly captured in the equations in order to preserve
analytical simplicity. Rather, this model is phenomenological. The CTL ex-
pansion and differentiation process that gives rise to effectors and eventually
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increases the number of memory CTLp is captured in the term cyw (rest-
ing memory CTL → activated proliferating CTL → effector CTL → resting
memory CTL). We assume that effector CTL are simply proportional to the
number of memory CTL and the amount of antigen (expressed by the term
cqyw). That is, we make a quasi steady state assumption.

Assume that the the basic reproductive ratio of the virus is greater than
one. A sustained immune response can become established if c(1 − q)(λ/a −
d/β) > b. In this case, the system converges to the following equilibrium.

x∗ =
λc(1 − q)

dc(1 − q) + bβ
, (2.14)

y∗ =
b

c(1 − q)
, (2.15)

w∗ =
z∗h(1 − q)

bq
, (2.16)

z∗ =
βx∗ − a

p
. (2.17)

According to these expressions, virus load is reduced by a high responsive-
ness and a long life span of the memory CTLp. Therefore, this model indicates
that the memory phenotype of the CTL is crucial for virus control. The level
of virus load is independent of the parameters of the effector CTL. These
notions are further developed in Chapter 3.

Note that the approach to the equilibrium can be more complex compared
to the simpler models discussed earlier in this chapter. For low values of b
(long life span of CTL in the absence of antigen), the system takes a long
time to equilibrate. After an initial transient phase, the dynamics lead to a
quasiequilibrium (y∧) at which virus load only decays at a very small rate.
Virus load at the quasiequilibrium is higher than at the true equilibrium,
but has similar properties. Hence, virus load at the quasiequilibrium can be
approximated by y∧ = αy∗, where α > 1. After a time period of 1/b, the
system approaches the true equilibrium y∗. This can have implications for the
control of persistent infections at low levels (see Chapter 3).

2.5 Programmed CTL Proliferation

The models discussed so far assumed that CTL require continuous antigenic
stimulation for cell division and proliferation. That is, if antigenic stimula-
tion was withdrawn, the CTL would stop to proliferate. However, this notion
turned out not to be true. Instead, a single encounter with antigen triggers
a program of CTL expansion and differentiation that is independent of fur-
ther antigenic stimulation events [Kaech and Ahmed (2001); Mercado et al.
(2000); van Stipdonk et al. (2003); van Stipdonk et al. (2001)] (Fig 2.5).
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This is referred to as programmed proliferation. It is thought that the CTL
undergo approximately 7-10 cell divisions that result in the generation of ef-
fector cells, and subsequently in the differentiation into memory cells. Even
if antigen is withdrawn at any time during this process, the proliferation and
differentiation program is still completed. If this process does not result in
the clearance of the pathogen, the memory CTL are reactivated and further
expansion occurs. It has been argued that the existence of the program signif-
icantly alters the properties of CTL dynamics, and that conclusions reached
by earlier models are not valid anymore. Hence, it is important to construct
a model of programmed CTL proliferation and to compare its properties to
those of the continuous stimulation models discussed above. This is done as
follows.

(i)

antigen

…
programprogram program program

+

Naïve

CTLp

Effector CTL

Actvated

CTLp Memory

CTL

Constant rate of division, independent from antigenic stimulation

(ii)

++ + + …

antigenantigenantigen antigen antigen

+

Memory

CTL
Naïve

CTLp

Actvated

CTLp Effector CTLrate of CTL expansion depends on
antigenic stimulation

Fig. 2.5. Schematic representations of (i) the programmed proliferation and (ii) the
continuous stimulation concepts.

The mathematical model that describes programmed CTL proliferation
[Wodarz and Thomsen (2005)] contains the following variables: resting and
memory CTL m; newly activated CTL m0; activated CTL that have under-
gone i (i = 1..n) cell divisions mi; and effector CTL z. It is given by the
following set of differential equations.

ż = 2rmn−1 − γz − δz, (2.18)
˙mn−1 = 2rmn−2 − rmn−1, (2.19)
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... (2.20)
ṁ1 = 2rm0 − rm1, (2.21)
ṁ0 = αym − rm0, (2.22)
ṁ = γz − αym − εm. (2.23)

We start with a population of resting CTL, denoted by m. Upon antigenic
encounter, these cells become activated at a rate αym. These activated cells
are denoted by m0. Following activation, the CTL undergo n rounds of prolif-
eration, and this is independent of antigenic stimulation. Proliferation occurs
with a rate 2rmi, where mi denotes CTL that have undergone i divisions
(i = 1..n− 1). The nth division gives rise to effector cells, denoted by z. They
can kill infected cells (or alternatively have nonlytic activity). Effectors die
at a rate δz and differentiate into memory cells at a rate γz. Memory cells
are again denoted by m, since they are resting. If the virus is not cleared
after this first round of programmed proliferation, the memory cells are re-
activated according to the same principles as described above and undergo
another round of programmed proliferation. The only difference is that mem-
ory cells are characterized by an elevated activation and proliferation rate
compared to naive cells (higher values of α and r, respectively). The model is
easily adapted to assume that effectors are generated after nE cell divisions
(nE < n), and that effectors subsequently undergo further divisions until they
have divided n times (9).

The acute infection dynamics are obviously different in the program model
compared to those observed in models that assume continuous antigenic stim-
ulation. This is because during this phase, the response is on autopilot, and
is not influenced by antigen. The acute phase of infection can be defined by
the first round of programmed CTL proliferation that ends with the genera-
tion of memory cells (that is, memory cells are not restimulated; more details
in Chapter 4). Here we concentrate on the long-term dynamics. In this case,
there is persistent infection and restimulation of memory cells. That is, the
virus is not cleared after the first round of programmed proliferation. The
properties of the program model will be compared to those of the models that
assume continuous antigenic stimulation in this context.

Recurring rounds of CTL proliferation will be induced, and the system
will eventually converge towards a steady state. Virus load at this steady
state determines the degree of virus control. The equilibrium expressions are
given as follows.

x∗ =
a + gy∗m

β
,

y∗ =
ε(

2nγ
γ+δ − 1

)
α

,
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m∗ =
1

gy∗

(
λ

d/β + y∗ − a

)
,

z∗ =
gy∗m∗

p
,

m∗
0 =

αy∗m∗

r
,

m∗
i = 2im∗

0, 1 < i < n − 1,

where g = (2npα)/(γ + δ).

Virus load is determined by a number of immunological factors. A high ac-
tivation rate of memory CTL (high value of α) and a long life span of memory
CTL in the absence of antigen (low value of ε) contribute to low virus loads.
Also, the higher the number of CTL proliferations (higher value of n), the
lower virus load. The number of CTL at the steady state is mainly determined
by the rate of antiviral activity p. The lower the rate of CTL-mediated an-
tiviral activity, the higher the number of CTL. Interestingly, these properties
are almost identical to the properties derived from mathematical models that
assume that CTL proliferation requires continuous antigenic stimulation. In
fact, the continuous stimulation models are a special case of the programmed
proliferation model in which the program is executed with a very fast rate.
This is shown mathematically as follows.

Assume that upon antigenic stimulation, the program is executed at a very
fast rate (high values of r), and that the turnover of activated and effector
CTL is significantly faster than the turnover of memory cells. In this case, the
programmed proliferation model can be reduced to a single equation for the
memory CTL. It is given by

ṁ =
(

γ2n

γ + δ
− 1

)
αym − εm. (2.24)

This is basically the same equation as the simplest continuous stimulation
model (2.7–2.9), where the CTL responsiveness is given by

c =
(

γ2n

γ + δ
− 1

)
α.

Therefore, the single CTL population in the continuous stimulation model
should be considered as the population of memory CTL. The effector CTL
population can be assumed to be in quasi steady state and is given by z =
2nαym/(γ +δ). Consequently, the rate of killing is described by p′y2m, where
p′ = 2nα/(γ + d). The killing term is proportional to the square of virus load
(y) because the generation of effector cells from memory cells is proportional
to virus load. In the simple continuous stimulation models (e.g. (2.7–2.9)),
the killing term is only linearly proportional to virus load because the model
does not distinguish between memory and effector CTL. More complicated
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continuous stimulation models that distinguish between memory and effector
CTL (2.12–2.13) have the killing term essentially proportional to the square
of virus load.

Given the similarities in the steady state properties of the programmed
proliferation and the continuous stimulation models, we ask the question why
programmed proliferation exists. The answer is that the equilibrium outcome
of the model does not tell the whole story (Fig 2.6). Instead, the dynam-
ical approach to the equilibrium provides interesting insights. We compare
the properties of programmed proliferation (2.18–2.23) to those of continuous
antigenic stimulation (2.24). We distinguish between two scenarios. First we
assume a strong CTL memory response that gives rise to a very low virus
load at equilibrium (clearance). Then we assume a weaker CTL response that
correlates with the persistence of higher virus load at equilibrium.

Assume that the CTL response is strong (Fig 2.6i). Consider the continu-
ous stimulation model first. Initially, the CTL response can be very efficient
at stopping viral growth and reducing virus load. This is because higher virus
load increases the rate of CTL proliferation. As virus load declines, however,
the effectiveness of the response becomes greatly diminished. This is because
generation of effectors requires constant antigenic stimulation, and the amount
of antigen is low. Consequently, the dynamics enter a phase where virus load
settles at a level that is significantly higher than the predicted equilibrium
and where virus load declines at a very slow rate (Fig 2.6i, quasiequilibrium
discussed above). Now, consider the programmed proliferation model. In this
case, CTL divisions are independent of antigenic stimulation. This provides
an initial disadvantage: as virus load grows, the increased level of antigenic
stimulation does not result in faster CTL expansion and the virus can more
easily grow to high levels and cause acute pathology. As virus load is reduced
to low levels by the CTL, however, the CTL can keep dividing despite the
small amounts of antigenic stimulation. Thus, in contrast to the continuous
stimulation model, production of effectors does not slow down abruptly as
virus load drops. Consequently, CTL-mediated pressure is maintained at low
virus loads and this results in efficient reduction of the virus population to
very low levels or extinction. Thus, clearance can occur before the system con-
verges to an equilibrium (Fig 2.6i). According to these arguments, we observe
a tradeoff between the ability of the CTL to clear an infection and the ability
of CTL to reduce acute phase symptoms. If the CTL are more efficient at
virus clearance, they are less efficient at containing acute virus load, and vice
versa. Thus, to optimize the fitness of the host, there should be enough pro-
grammed divisions to ensure clearance, but no more such that acute pathology
is limited. We hypothesize that the 7-10 antigen independent CTL divisions
observed in experimental data represent this optimum.

Now assume a weaker CTL memory response (Fig 2.6ii). In this case,
equilibrium virus load is higher, which can correspond to persistent infection.
The same equilibrium is reached, both in the continuous stimulation and the
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Fig. 2.6. Comparison between the programmed proliferation model (2.18–2.19)
and a continuous stimulation model (2.24). We distinguish between virus dynamics
in the presence of a strong CTL response (that can lead to low virus loads and
clearance), and a weak CTL response that results in persistent infection. (i) If the
response is strong, programmed proliferation leads to higher peak virus loads during
acute infection, but leads to more efficient clearance compared to the continuous
stimulation scenario. In the continuous stimulation model, virus load only converges
very slowly to its equilibrium value, and this hinders clearance. The reason is that
effector production relies on continuous encounter with antigen, which is limiting at
low loads. (ii) If the CTL are weak and persistent infection is established, both the
programmed proliferation model and the continuous stimulation model have similar
properties: they converge to the same equilibrium. The program model takes slightly
longer to converge to the equilibrium because there is delay between induction of
the response and the generation of effectors. Parameters were chosen as follows: (i)
λ = 10, d = 0.1, β = 0.05, a = 0.1, r = 5, γ = 1, α = 0.01, δ = 0.5, p = 0.2,
ε = 0.001; (ii) λ = 10, d = 0.1, β = 0.05, a = 0.1, r = 5, γ = 0.1, α = 0.005, δ = 1,
p = 0.1, ε = 1.

programmed proliferation model. The outcome of the dynamics does not de-
pend significantly on these model differences. Thus, if the CTL fail to resolve
the infection, the continuous stimulation and the programmed proliferation
models give rise to similar predictions.
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In summary, the process of programmed CTL proliferation can enhance
the ability of the response to clear viral infections because it allows elevated
CTL effector activity to persist at low virus loads. In the context of per-
sistent infections, however, the properties of programmed proliferation and
continuous stimulation are very similar. Therefore, it is likely that results ob-
tained from continuous stimulation models regarding CTL responses against
persistent infections remain robust in the context of programmed prolifera-
tion. Many of the results that are based on continuous stimulation models are
therefore valid.

2.6 Summary

This chapter has summarized a variety of mathematical models that have been
used to describe the development of CTL responses against viral infections.
We started with the simplest model, and subsequently added complexity to
account for more biological details. We discussed basic properties regarding
virus control in the context of these models, and this sets the stage for specific
aspects of CTL dynamics that will be discussed throughout the book. It is
important to realize that all of the models contain assumptions that represent
simplifications, or that have not yet been possible to verify by experiments.
Therefore, when interpreting model predictions, it is essential that results do
not depend on uncertain mathematical expressions used in the equations.
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CTL Memory

Immunological memory is a central characteristic of the immune system
[Ahmed and Gray (1996); Doherty et al. (1996); Zinkernagel (1996); Zinker-
nagel (2000a)]. Nevertheless, there is no simple definition of this concept.
The easiest definition is on the functional level: a host is protected more ef-
ficiently against a second infection if it has previously been infected with the
same pathogen, and survived the infection. Before the host has encountered a
pathogen it is said to be naive. This means that the number of immune cells
that are specific for this pathogen is relatively low. When the host is infected
with this pathogen for the first time (primary infection), the population of
specific immune cells expands, fights the pathogen, and subsequently settles
around a relatively stable level that is much higher than in the naive host. This
population of cells is referred to as memory cells, and memory persists in the
long-term after pathogen clearance. Upon reinfection with the same pathogen
(secondary infection or rechallenge), this population of memory cells can react
more efficiently against the invading virus compared to a naive host. Conse-
quently, the host suffers less or no pathology. Memory is found in all adaptive
branches of the immune system: B cells (or antibody) responses, as well as
T cell responses. Vaccinations rely on the generation of memory: the immune
system is artificially exposed to a pathogen (or an immunogenic part of the
pathogen), and this results in the generation of immunological memory and
in protection against infection. While the population of memory cells is main-
tained in the long-term after clearance of a pathogen, it declines slowly, and
this can lead to a loss of protection over time. It is unclear for how long hosts
are protected against reinfection, and this may vary from case to case.

Apart from these general considerations, uncertainties remain regarding
the nature of immunological memory, and how protection is achieved [Bruno
et al. (1995); Zinkernagel (2002b)]. On the one hand, the elevated level of
immune cells that remains after resolution of an infection can be directly re-
sponsible for the enhanced protection: the presence of a larger army of cells is
more efficient at fighting a pathogen. On the other hand, memory cells have
special traits. They are characterized by specific surface markers, and have an
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enhanced ability to become activated and to proliferate in response to anti-
genic stimulation. This also adds to their protective capacity. The mechanisms
by which protective memory cells are maintained in the long-term are debated.
Some immunologists have argued that protection requires that memory cells
be continuously exposed to small amounts of antigen that might remain in
the system even after resolution or clearance of a pathogen [Beverley (1990);
Gray and Matzinger (1991); Kundig et al. (1996a); Kundig et al. (1996b)].
On the other hand, it has been shown that memory cells can survive for a
long period of time in the absence of any exposure to antigen [Ahmed and
Gray (1996); Jamieson and Ahmed (1989); Lau et al. (1994); Murali-Krishna
et al. (1999)]. It is possible that while memory cells are indeed long-lived in
the absence of antigen, they need to be exposed to antigen periodically in
order to remain in a higher state of activation and thus to be able to fight
the pathogen immediately upon infection [Kundig et al. (1996a); Kundig et
al. (1996b)].

There are also important differences between the the properties of memory
in different branches of the adaptive immune system. The role of memory is
clearest in the context of B cells and antibodies. All successful vaccines are
based on antibody responses. Antibodies are passed from mother to child and
provide immunological protection during the first six months of life. Memory
T cells, on the other hand, are not transferred from mother to child. Among
T cells, the CTL are thought to have the main protective role since they
exert direct antiviral activity, while helper T cells are mostly involved in the
activation of effector responses. But even with CTL, the protective role is
unclear. While memory CTL can persist in the long-term without antigenic
stimulation, their ability to protect varies and can depend on the route of
infection [Ehl et al. (1997); Kundig et al. (1996a); Kundig et al. (1996b)].
Resting memory CTL are parked in the lymph nodes. Therefore, they are
inefficient at reacting to pathogens that enter through the periphery, but are
more efficient at reacting to pathogens that enter directly into the blood.
Memory CTL might need periodic exposure to antigen in order to exit the
lymph nodes, to patrol the entire body, and to provide immediate protection
against reinfection. CTL based vaccines have not so far been successful on a
larger scale.

This chapter concentrates on memory in the context of CTL responses
against viral infections. It reviews how mathematical models have helped re-
searchers to gain a better understanding of the role of CTL memory. It starts
with a brief section that summarizes the current knowledge about the genera-
tion of CTL memory in viral infections. It then discusses how these processes
can be captured by mathematical models and reviews the insights gained from
the modeling approaches. The dynamics both during primary and secondary
challenges will be examined. It will be demonstrated how insights gained from
the mathematical models can be applied to interpret experimental data.
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3.1 The Generation of CTL Memory: Biological
Background

When a host becomes infected with a virus, a CTL response is usually trig-
gered (Fig 3.1). The population of virus specific CTL expands to a peak after
which a contraction phase is observed. Following the contraction phase, the
population of CTL settles at a stable memory level that only declines at a
very slow rate (Fig 3.1). How is memory generated? The differentiation path-
way from naive cells to memory cells is not entirely clear (Fig 3.1). Several
experimental studies have suggested that differentiation into memory cells
and into effector cells occurs by different pathways and is influenced by cy-
tokines [Manjunath et al. (2001); Sallusto and Lanzavecchia (2001)]. Recent
evidence, however, points toward a linear differentiation pathway [Kaech et al.
(2002); Swain (2003); Veiga-Fernandes et al. (2000); Weninger et al. (2002);
Wherry et al. (2003b)] (Fig 3.1): naive cells expand and become effector cells
that have antiviral activity. The effector cells may die, or they may differen-
tiate into memory cells that are long-lived in the absence of antigen. Upon
secondary encounters with antigen, memory cells become activated and can
again give rise to effectors. More detailed work has distinguished between two
classes of memory cells (Fig 3.1): central memory cells, and effector memory
cells [Wherry et al. (2003b)]. Central memory cells express certain surface
receptors that allow homing of the cells to the lymph nodes. Central memory
cells seem to have the greatest capacity to persist in the absence of antigenic
stimulation and to react against secondary challenges. Effector memory cells
lack these homing receptors and are located primarily in the blood, spleen,
and nonlymphoid tissues. It is thought that effector memory cells are an inter-
mediate stage, and that they differentiate into central memory cells when the
infection is cleared. In case of a persistent infection, it is thought that central
memory cells are not generated. Instead, the system cycles between effector
memory and effector CTL, as a result of the continuous antigenic drive.

3.2 Mathematical Models of CTL Memory

CTL memory can be examined with mathematical models in a variety of ways.
One approach is to use a detailed and mechanistic description of the CTL dif-
ferentiation pathway. Such an approach has been explored in Chapter 2 in the
context of programmed CTL proliferation (2.18–2.23). This model described
antigen-mediated activation of naive CTL, followed by expansion, generation
of effector activity, and differentiation into memory cells. The memory cells
can in turn be reactivated and repeat this process. Such a model would ex-
plicitly describe the linear differentiation pathway outlined above.

Another approach is to use a simplified phenomenological model [Wodarz
et al. (2000b); Wodarz et al. (2000c)]. As described in Chapter 2, the detailed
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Fig. 3.1. Schematic diagram that outlines the development of CTL responses. (i)
Upon infection, naive CTL become activated and clonal expansion occurs until the
number of CTL has reached a peak. This leads to the differentiation into effector cells
that can fight the virus population. After the peak, we observe a phase of contraction,
where the number of CTL shrinks. This tends to coincide with reduction of virus
load to low levels. As the infection is resolved, the number of CTL settles at a stable
and elevated memory level. At first, the CTL differentiate into effector memory cells
that still have a relatively high state of activation, and subsequently differentiate
into resting central memory cells. (ii) The linear differentiation of CTL involves the
generation of effectors, effector memory cells, and central memory cells. If antigen
persists beyond this point, the memory cells can become reactivated to give rise to
further effectors.

CTL differentiation model can be approximated by a simple model that de-
scribes the turnover of memory CTL in response to antigen (2.12–2.13). We
explore this simplified approach in this chapter because it captures essential
characteristics of memory while allowing analytical simplicity: longevity in
the absence of antigenic stimulation, and a fast rate of activation. The model
distinguishes between memory CTL w and effector CTL z. The long life span
of memory CTL is expressed by a low value of b (slow death rate of memory
CTL), while a high activation and proliferation rate of CTL is expressed by
a high value of c.
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3.3 Resolution of Primary Infection: Mathematical
Predictions

Here we examine the conditions required to result in CTL-mediated clearance
of viral infections. Because our model is deterministic, the CTL response can-
not reduce virus load y to exactly zero, although virus load may be reduced
to very low levels. Hence we define an extinction threshold yext. If y < yext,
the virus population has gone extinct. Note that this threshold is arbitrary. In
reality it will depend on a complex balance between host and viral parameters
as well as stochastic events. In general, the lower the virus load predicted by
the model, the higher the chances of viral clearance.

We start by looking at the determinants of virus load at equilibrium. Ac-
cording to the model, two factors can suppress virus load: (i) long-term per-
sistence of memory CTL in the absence of antigen (low b); and (ii) a high
activation rate of memory CTL (high c). Note that virus load is independent
of effector parameters. Therefore, the model gives us the following important
insights: Clearance or resolution of infection depends crucially on the central
characteristics of CTL memory. This means that memory not only is im-
portant in the protection against secondary challenges, but may be equally
important for ensuring that a primary infection is resolved. The reason is as
follows (Fig 3.2). Assume that CTL are not long-lived in the absence of anti-
gen and that they require antigenic stimulation to be maintained. In this case,
the CTL response can initially drive virus load down to low levels. As virus
load declines, however, the number of CTL also declines significantly because
memory is weak. As the number of CTL declines, immunological pressure is
lost at low virus load, and this allows the virus to grow back and to establish a
persistent infection. This persistent infection will provide increased antigenic
drive, and this maintains an ongoing CTL response on top of the persistent
infection. The situation is different if CTL are maintained in the absence of
antigen. Now CTL-mediated pressure remains strong as virus load declines to
low levels, and this results in the extinction of the infection. The exact time
span for which the memory CTL have to be maintained in the absence of
antigen in order to control an infection is a complex function of host and viral
parameters, as well as stochastic factors determining extinction events.

It is important to point out that while the outcome of infection is dramat-
ically different in the two scenarios, the CTL dynamics can look very similar.
In both cases, CTL remain in the long-term. In the case of strong memory and
virus clearance, the CTL remain because they are long-lived in the absence of
antigen and have the upper hand over the infection. If CTL memory is weak,
the CTL persist in the long-term because they are just maintained on top of
the high antigen levels.

These results have been obtained from analyzing the determinants of virus
load at equilibrium. As described in Chapter 2, however, this equilibrium is
ony reached after a relatively long period of time if the life span of memory
CTL is long in the absence of antigen. Instead, the system settles around a
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Fig. 3.2. Schematic time series that illustrates how the quality of CTL memory can
decide whether an infection persists or is cleared form the host. (i) If memory is not
long-lived in the absence of antigen, virus load is initially reduced to low levels during
primary infection, but subsequently grows back as the CTL response diminishes at
low virus loads. The result is persistent infection, where a continuous CTL response
is maintained by the ongoing antigenic drive. (ii) If memory CTL are long-lived in
the absence of antigen, CTL-mediated pressure is maintained at low virus loads, and
this ensures that the virus is driven to extinction. In this case, the CTL persist in
the long-term because they can survive for extended periods of time in the absence
of antigenic stimulation. Note that a schematic time series diagram has been used
to illustrate this point, and not an actual model simulation. As explained in the
text, the model (2.12–2.13) is simplified in order to obtain clearer analytical results.
While equilibrium analysis provides all the necessary insights, the dynamics with
which the equilibrium is approached can be unrealistic due to the simplification.
Since our focus is not on these dynamics, but on the long-term properties, the
simplification is justified.

quasiequilibrium that is higher than the true equilibrium. At this quasiequi-
librium, virus load only declines with a very slow rate. The dependence of the
quasiequilibrium on the parameters of the model is, however, qualitatively
the same as the dependence of the true equilibrium on model parameters
(Chapter 2). Therefore, the general insights gained from the equilibrium anal-
ysis still hold. In addition, note that it is possible that virus load is cleared
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during the initial oscillations of the virus population, before equilibrium has
been reached. Analysis of these initial oscillations again indicates that such
”dynamic elimination” is enhanced by the presence of strong memory. But
it is important to keep in mind that even in the absence of strong memory,
dynamic elimination may occur if the infection is not very invasive, although
with delayed kinetics.

3.4 Resolution of Primary Infection: Experimental
Studies

The basic prediction resulting from the model is that antigen-independent per-
sistence of memory cells may be important for CTL-mediated viral clearance
during primary infection. One way to test this hypothesis is to analyze a sit-
uation in which the primary CTL response to a viral infection is intact, while
memory is impaired. Such a situation is given in MHC class II- and CD40L de-
ficient knockout mice infected with LCMV [Borrow et al. (1996); Borrow et al.
(1998); Thomsen et al. (1996); Thomsen et al. (2000); Thomsen et al. (1998)].
These mutants essentially lack CD4 T cell help. While it is thought that a
normal primary CTL response can be generated in the absence of CD4 T cell
help, memory fails [Shedlock and Shen (2003); Sun and Bevan (2003); Sun et
al. (2004)]. (The relationship between CD4 cell help and CTL responses will
be explored in detail in Chapter 4). During the early phase of the infection,
both wild-type and mutant animals reduce virus load to undetectable levels
(Fig 3.3). However, in contrast to wild-type mice, virus load reemerges to high
levels in the mutant mice about a month after infection. Resurgence of virus
load is associated with lack of a significant memory CTL response in mutant
animals (Fig 3.3). Interpretation of these data strongly supports the theory
that CTL memory may be necessary to successfully resolve an infection. How-
ever, caution is required because the knockout mice also lack efficient B cell
responses that may contribute to the overall immunological control of LCMV
[Planz et al. (1997); Thomsen and Marker (1988)].

Similar results were also obtained from other mouse infections. Helper-
deficient mice (that are thought to have defective memory) were infected with
influenza virus [Belz et al. (2002)] (Fig 3.4). While mutant mice still managed
to clear the virus eventually, it occurred with delayed kinetics. In accordance
with the model, the rate of virus decline was initially similar for mutant and
wild-type mice, but as virus load was reduced to low levels, the rate of virus
decline slowed down significantly in mutant animals (Fig 3.4). This shows that
in the absence of memory, CTL-mediated pressure may be lost at low virus
loads and this may compromise the ability to resolve the infection. Another
respiratory infection of mice is gamma herpes virus. It cannot be cleared from
the host because it establishes latent infection in B cells. The immune system
may either control it at low levels, or high virus loads are observed. CTL have
been shown to contribute significantly to virus control. Helper-deficient mice
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Fig. 3.3. Data replotted from Christensen et al. (1994) and Thomsen et al. (1996).
(i) Dynamics of LCMV infection in class-II-deficient mice compared to wild-type
mice. The y-axis is a measure of virus load. Although initial control of the virus is
similar in wild-type and mutant, blood virus titers resurge in class-II-deficient mice.
(ii) The primary CTL response in wild-type and mutant mice is similar. However,
class-II-deficient mice show lack of a CTL memory response. The y-axis is a measure
of CTL-mediated lysis. Lysis is measured at different ratios between CTL effector
cells and target cells (effector:target ratio on the x-axis).

were infected with gamma herpes virus [Sarawar et al. (2001)]. Virus load
was initially reduced to low numbers, but subsequently resurged. Mice were
then treated with anti-CD40 antibodies. This treatment can activate anti-
gen presenting cells that can then deliver help without the need for CD4 T
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Fig. 3.4. Data replotted from Belz et al. The graphs show lung virus titers fol-
lowing primary (i) and secondary (ii) challenge of wild-type (I − Ab+/+) and class-
II-deficient (I − Ab−/−) mice with murine influenza virus. While both mutant and
wild-type mice eventually clear the infection, the kinetics of clearance are markedly
slower in helper-deficient compared to wild-type mice.

cells. Therefore, this treatment made it possible to generate memory. Follow-
ing treatment, virus load dropped to significantly lower levels [Sarawar et al.
(2001)]. This indicates that generation of memory resulted in a reduction of
virus load, as suggested by the model. Interestingly, the number of CTL was
similar before and after treatment [Sarawar et al. (2001)]. Based on the model
we can provide the following explanation for this observation: before treat-
ment, CTL were short lived in the absence of antigen. Consequently, virus
load was high, and CTL were maintained by antigenic drive. After treatment,
memory CTL were generated that are long-lived in the absence of antigen.
Consequently, virus load was reduced and the number of CTL was maintained
because they could persist in the absence of antigenic stimulation.

3.5 Protection Against Rechallenge: Mathematical
Predictions

We now turn to the question whether and under what circumstances CTL
memory is protective against secondary infection by a virus. This is the con-
text in which memory is traditionally considered. How is protection defined in
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the model? CTL memory can be considered protective if it reduces the peak
virus load upon secondary challenge compared to primary challenge. This may
correlate with a reduction of clinical symptoms experienced. We will consider
two cases: First, we assume that the primary infection was cleared before the
secondary challenge occurs. After that, we examine the situation in which the
virus persists at low (and possibly undetectable) levels at the time when the
secondary challenge occurs.

3.5.1 Protection After Virus Elimination
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q = 0.5

Log initial number of CTL precursors

Fig. 3.5. Protection against secondary challenge after virus clearance. Plots are
derived from model (2.12–2.13). Peak virus load upon secondary challenge decreases
with an increase in the initial number of memory CTL precursors. However, this
decrease in peak virus load is only significant if the rate of effector cell production
is fast and the delay between virus entry and effector cell production is minimal
(expressed in the value of q). Baseline parameters were chosen as follows: λ = 10,
d = 0.1, β = 0.001, a = 0.5, p = 1, c = 0.1, b = 0.001, h = 0.1.

We assume that memory CTL are present at elevated levels following clear-
ance of a primary infection. We further assume that effector CTL are not main-
tained because they require antigenic stimulation to be created, and they are
short-lived. Since effector cells are required to combat the infection, the virus
will be able to grow without inhibition at the beginning of the secondary
challenge. Thus, protection against secondary challenge depends mainly on
the amount of time required for the CTL to migrate to the focus of infection
and to differentiate into effector cells. In our model, this is captured in the
parameter cq, the rate of differentiation into effector cells. Fig 3.5 shows the
effect of increased memory CTL abundance on the size of the peak virus load
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on secondary challenge, assuming different rates of effector cell production
(cq). Increased memory CTL levels are only protective if effector function is
produced sufficiently fast (large cq) once the pathogen has entered the host.
Strikingly, if there is a longer time delay in the production of effector function
(small cq), increasing the abundance of memory CTL even by four orders of
magnitude does not lead to a significant reduction of the peak virus load and
thus of clinical symptoms (Fig 3.5).

3.5.2 Protection During Viral Persistence

If the virus persists after primary infection (above or below detection limit),
memory CTL will continue to become activated and to differentiate into effec-
tor cells. Therefore, effector responses are maintained in the long-term. The
size of the memory population upon rechallenge is given by (2.16), and the
size of the effector population by (2.17). These are the equilibrium expressions.
At equilibrium, the birth rate equals the death rate, and the overall growth
rate of the virus is zero. Upon secondary challenge, a relatively small amount
of the same virus is added to the system that is at equilibrium. Therefore,
the virus from the secondary challenge cannot grow according to the model.
Consequently, on secondary challenge, the host is always protected against
clinical symptoms in this scenario. However, this protection may be compro-
mised if reinfection occurs with a virus strain that has mutated to become
competitively superior to the immunizing strain, e.g., due to a faster rate of
replication (Fig 3.6). In this case, the invading virus variant will have a posi-
tive initial growth rate and can therefore replicate up to a peak. The level of
the peak virus load increases with increasing competitive superiority of the
mutant compared to the wild-type (Fig 3.6).

3.6 Protection Against Rechallenge: Experimental
Studies

The mathematical analysis described above points toward the importance of
the initial CTL kinetics in protection against rechallenge. It is key that ef-
fectors are present at the site of infection as soon as possible upon challenge.
If antigen persists this is easily achieved. If antigen does not persist, it may
depend on the exact circumstances of infection whether the memory CTL can
prevent symptoms. In the experimental literature, there has been consider-
able controversy about the exact nature and protectiveness of CTL memory.
In particular, the role of persisting antigen for maintaining CTL memory and
ensuring an efficient secondary response is under intense debate [Beverley
(1990); Bruno et al. (1995); Gray and Matzinger (1991); Hou et al. (1994);
Jamieson and Ahmed (1989); Kundig et al. (1996a); Kundig et al. (1996b);
Lau et al. (1994); Mullbacher (1994); Oehen et al. (1992)]. Experimental re-
sults indicate that maintenance of memory CTL is antigen-independent, and
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Fig. 3.6. Protection against secondary challenge when the first virus persists in the
host. The graph is derived from model (2.12–2.13). If antigen persists the host is
protected if reinfection occurs with the same virus strain. However, reinfection with
a competitively superior strain results in an increase in peak virus load and thus
in reduced protection against secondary challenge. The higher the relative fitness
(replication rate) of the second strain, the higher the peak virus load upon infection.
Baseline parameters were chosen as follows: λ = 10, d = 0.1, β = 0.001, a = 0.5,
p = 1, c = 0.1, b = 0.001, h = 0.1.

that the efficacy of the secondary response may or may not require persis-
tent antigen, depending on the kinetics of effector cell production [Ehl et al.
(1997); Kundig et al. (1996a); Kundig et al. (1996b)]. This has been shown
with LCMV and VSV infection in mice. If the secondary infection is intra-
venous, then protection seems to be independent of the persistence of antigen
[Kundig et al. (1996a); Kundig et al. (1996b)]. In this case, the virus pop-
ulation directly encounters the memory CTL, which leads to instant CTL
activation and thus termination of the infection before the appearance of clin-
ical symptoms. On the other hand, protection against peripheral infection
appears to be dependent on the persistence of antigen [Kundig et al. (1996a);
Kundig et al. (1996b)]. This is because antigen persistence induces the expres-
sion of relevant markers on the surface of CTL, such as LFA-1 and VLA-4
[Andersson et al. (1994); Zimmerman et al. (1996)]. This ensures constant
recirculation through nonlymphoid tissues, which is required to recognize the
invading virus before it has already replicated to high levels. Recently, the ef-
fectiveness of protection against secondary challenge was compared directly in
an experimental system, immunizing mice both with LCMV and recombinant
Listeria monocytogenes expressing the nucleoprotein of LCMV [Ochsenbein
et al. (1999)]. In contrast to recombinant Listeria immunization, antigen was
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reported to persist at low levels following LCMV immunization. At compa-
rable levels of memory CTL, protection against secondary LCMV challenge
was significantly more efficient for LCMV-induced memory CTL compared
to recombinant Listeria-induced memory CTL. Thus, in agreement with our
theoretical results, experiments show that CTL memory tends to be more pro-
tective if the time window between invasion of the pathogen and induction of
antiviral CTL-effector activity is short, as a result of persistent antigen that
keeps the memory CTL activated and circulating through the body.

3.7 Summary

This chapter has described how a relatively simple mathematical model can
be used to gain important insights into the importance of CTL memory in
viral infections. The model gave rise to the new finding that in addition to
protection against secondary challenges, memory may be required for the res-
olution of primary infection. Impairment of memory could be a decisive defect
in CTL responses that could account for persistent and productive infections.
This theory will be applied to HIV and HCV infection in Chapters 11 and
12. In addition to these new insights, we have demonstrated how the model
has been used to gain some basic quantitative insights into the factors that
determine whether memory CTL are protective against secondary challenges.
Finally, we have shown how the models have been applied to experimental
data in order to address the hypotheses that have been generated.
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CD4 T Cell Help

The two main branches of the adaptive immune system that directly fight
infections are the CTL and the antibodies. The adaptive immune system,
however, contains another branch: the CD4 T helper cells. Just as the CTL,
they bear a T cell receptor that can specifically recognize antigen. Instead
of the CD8 surface receptor that is found on CTL, the helper cells bear the
CD4 receptor. Upon antigenic stimulation, the helper cells become activated,
undergo clonal expansion, and differentiate into memory cells. While it has
been documented that CD4 T cells can have direct antiviral activity [Doherty
et al. (1997)], this is thought to be not their main function. As their name
implies, their prevalent function is to help the CTL and antibody responses
to develop and to fight the infection. This chapter investigates the dynamics
of CD4 T cell help in the context of CTL responses.

When does CD4 T cell help influence the CTL (Fig 4.1)? The response
to an infection can roughly be divided into two phases. (i) During the acute
phase, the naive CTL expand, differentiate into effector cells, and fight the
virus. This is called the primary response. It can result in the resolution of
the infection. (ii) At this stage, we enter the memory phase. That is, the
effector cells differentiate into memory CTL that can persist at elevated lev-
els in the long-term. Upon further antigenic stimulation, the memory cells
can become reactivated, proliferate, and differentiate into effector cells again
that fight the virus. This is called the secondary response. These effectors
can in turn differentiate into more memory cells. If an infection is not cleared
but persists in the host, this cycle of memory cell stimulation, proliferation,
and differentiation is repeated continuously. Experimental data have shown
that the primary response develops normally in the absence of help [Borrow
et al. (1998); Janssen et al. (2003); Shedlock and Shen (2003); Sun and Be-
van (2003); Thomsen et al. (1996); Thomsen et al. (1998)]. It is therefore
called helper-independent. On the other hand, efficient restimulation of mem-
ory CTL appears to require CD4 cell help [Borrow et al. (1998); Janssen et
al. (2003); Shedlock and Shen (2003); Sun and Bevan (2003); Thomsen et al.
(1996); Thomsen et al. (1998)]. The mechanism underlying this observation is
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Fig. 4.1. Help is required for the expansion of memory CTL upon restimulation,
but help is not required for CTL expansion during the primary response.

unclear [Shedlock and Shen (2003); Sun and Bevan (2003); Sun et al. (2004);
Thomsen et al. (1996)]. Some data suggest that the interactions between CD4
cells and CTL is a one time event that occurs early during primary infection;
this results in the programming of the CTL, such that the memory cells can
subsequently react to further antigenic stimulation. Other data indicate that
the interactions between CD4 helper cells and CTL is required on a continu-
ous basis for memory CTL to divide and to expand. Irrespective of the details,
however, it appears that after a helper-independent primary CTL response,
further expansion of the CTL needs CD4 cell help.

The exact mechanisms by which CD4 cells deliver help to the CTL are still
unclear. Two main hypotheses can be found in the literature (Fig 4.2) [Ridge
et al. (1998); Schoenberger et al. (1998)]. Traditionally, the main role of CD4 T
cells was thought to be the secretion of cytokines upon contact with antigen.
These cytokines, especially IL-2, are thought to stimulate CTL, promoting
their expansion and maintenance. This mechanism will be referred to as the
classical pathway (Fig 4.2a). However, recently, it has become clear that a
more complicated pathway might be involved in the generation of help for
CTL responses [Ridge et al. (1998); Schoenberger et al. (1998)]. Experiments
suggest that CD4 T cells can specifically interact with antigen presenting
cells (APC), thereby activating them. Activated APCs in turn can specifically
interact with CTL, delivering help in the form of costimulatory signals. We
will refer to this mechanism as the CD4-APC-CTL pathway (Fig 4.2b).

In this chapter, we derive mathematical models that describe both path-
ways of help. This will form the basis for the chapters that examine the dynam-
ics of virus-induced helper cell impairment (Chapter 11) and the treatment of
immunosuppressive infections (Chapter 12). We will use these models to com-
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Fig. 4.2. Two mechanisms by which CD4 T helper cells stimulate CTL. (i) Accord-
ing to the classical pathway, the interaction between helper cells and APC induces
the helper cells to secrete cytokines, such as IL-2. These cytokines induce CTL acti-
vation and expansion. (ii) According to the CD4-APC-CTL pathway, the activation
process involves more steps. First the CD4 helper cells specifically interact with and
activate the APCs. The activated APCs in turn specifically interact with the CTL.
This results in CTL activation and expansion.

pare the two pathways of help, and to determine their ability to contribute to
virus control. These consideration will only concern chronic infections because
help is only required for the stimulation of memory CTL. We will then in-
clude a helper independent primary CTL response and compare the infection
dynamics in wild-type and helper deficient hosts.

The CD4-APC-CTL Pathway

According to the CD4-APC-CTL pathway, CD4 T cells specifically activate
APCs, and activated APCs then specifically interact with CTL, promoting
their expansion. This is mediated by receptor-ligand interactions, such as
CD40-CD40L or B7-CD28 [Andreasen et al. (2000); Borrow et al. (1998);
Thomsen et al. (1998)]. Thus, the CD4-APC-CTL pathway can be represented
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by the following reaction scheme:

Th + A ⇀↽k1
k2

ThA

ThA →k3 Th + A∗

CD8 + A∗ ⇀↽k4
k5

CD8A∗

CD8A∗ →k6 (n + 1)CD8 + A∗

A∗ →k7 A

(4.1)

where CD8 stands for CTL, Th stands for helper cells, A stands for APC, and
a star represents an activated state. Every CTL that binds to an activated
APC and that itself will get activated will through proliferation give rise to n
new CTL. Note that in assuming this we have aggregated CTL activation and
proliferation in one process. The ki are reaction constants. It is assumed that
the number of APCs is small and that this limits the reactions. The kinetics
of these reactions are given by:

d[A]
dt

= −k1[A][Th] + k2[ThA] + k7[A∗]

d[A∗]
dt

= k3[ThA] − k4[A∗][CD8] + (k5 + k6) [CD8A∗] − k7[A∗]

d[Th]
dt

= (k2 + k3)[ThA] − k1[A][Th]

d[CD8]
dt

= −k4[A∗][CD8] + (k5 + (n + 1) k6) [CD8A∗]

d[ThA]
dt

= k1[A][Th] − (k2 + k3)[ThA]

d[CD8A∗]
dt

= k4[A∗][CD8] − (k5 + k6) [CD8A∗]

where the square brackets denote concentrations of cell types or complexes
of cells. We next assume that the kinetics of complexes are fast compared to
the other reactions. This amounts to the assumptions that k2 + k3 � k1 and
k5+k6 � k4. Under these assumptions both complexes go to their quasi steady
state and the concentration will approximately be [ThA] = k1

k2+k3
[Th][A] and

[CD8A∗] = k4
k5+k6

[A∗][CD8]. This reduces the kinetics to:

d[A]
dt

= − k1k3x

k2 + k3
[A] + k7[A∗]

d[A∗]
dt

=
k1k3x

k2 + k3
[A] − k7[A∗]

d[CD8]
dt

= n
k4k6

k5 + k6
[A∗][CD8]

Note that the concentration of free helper cells is constant under these as-
sumptions. Let the total number of helper cells be given by x = [Th]+ [ThA].
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Under the assumptions made the number of helper cells in complexes is small
compared to the number of free helper cells. We can therefore assume that
[Th] = x. The total number of APCs is given by y = [A] + [A∗] + k1x

k2+k3
[A] +

k4
k5+k6

[A∗][CD8]. Note that the number of free APC’s [A] + [A∗] is constant
and the ratio of free activated to free non-activated APC’s will equilibrate.
At equilibrium we find:

[A∗] =
k1k3xy

k7 (k2 + k3) + k1k3x(1 + k4
k5+k6

[CD8]) + k1k7x

=
εxy

1 + εx(1 + fcz) + fhx

where ε = k1k3
k7(k2+k3)

is the net reaction constant of APC activation c = n k4k6
k5+k6

is the net reaction constant of CTL activation fh = k1
k2+k3

is a proportion-
ality constant for the Th-APC complex, and fc = k4

k5+k6
is a proportionality

constant for the CTL-APC complex.
We denote the number of CTL by z = [CD8] + [CD8A∗]. Under the

assumption that the number of CTL in complexes is negligible compared to
the total number, we can assume [CD8] = z. The proliferation of these cells
is described by:

c ε xyz

1 + εx(1 + fcz) + fhx
(4.2)

This is a form of the proliferation function that generalises several func-
tions that have been described previously. For instance, by assuming that
the amount of help x is constant we find:

αy

β + z
z (4.3)

where α = c/fc, β = 1/(εxfc) + (ε + fh)/(εfc). This proliferation function
has been derived by [Borghans et al. (1999); De Boer and Perelson (1994);
Fishman and Perelson (1993)] (see also Chapter 2). Another possible assump-
tion is that the help is vanishingly small, which amounts to linearising the
proliferation function in x in the neighbourhood of x = 0, which results in:

cεxyz (4.4)

which is arguably the simplest possible functional form (Nowak and Bangham
1996, Wodarz and Nowak 1999). In the derivation of the general proliferation
function it was assumed that k2 + k3 � k1 and k5 + k6 � k4. Hence it is
natural to assume that fh and fc can be ignored, which results in:

c ε xyz

1 + εx
. (4.5)

This functional form has also been used to describe CTL dynamics [Nowak
and Bangham (1996); Wodarz and Nowak (1999)] (see also Chapter 2). In the
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following, we will use this particular functional form. The rate of CTL acti-
vation and proliferation is thus a saturating function of the number of helper
cells with 1/ε as the half saturation constant. In the presence of large amounts
of help, the rate of CTL proliferation approximates cyz, where the parameter
c denotes the CTL responsiveness. This parameter includes a variety of fac-
tors that influence the ability of the CTL to respond to antigen, determined
by the T cell receptor and the MHC type of the host. The level of help is
given by the number of helper cells x, as well as the efficacy of those helper
cells ε. The higher the efficacy of help ε the lower the number of helper cells
x required to induce maximal stimulation of the CTL response.

If we next assume that CD8 cells die with a rate bz we get the kinetics

dz

dt
=

cεxyz

1 + εx
− bz (4.6)

In this model, the CTL response becomes established if εx > b
(cỹ−b) , where

ỹ denotes virus load in the absence of a CTL response. In other words, the
CTL response only becomes established if the amount of CD4 cell help lies
above a critical threshold. This result makes sense in that an immune response
is wasted when triggered by too low concentrations of antigen. Equilibrium
virus load in the presence of CTL is given by ŷ = b(1+εx̂)

cεx̂ . As shown in Fig 4.3,
an increase in the amount of help reduces virus load down to an asymptote,
at which the helper-induced stimulation of the CTL response has reached its
maximum. At the asymptote ŷ = b/c.
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Fig. 4.3. Effect of CD4 cell help on virus load, according to equation (4.6). Virus
load decreases asymptotically with increasing degrees of help. Virus load approaches
a value of b/c for high degrees of help. Parameters were chosen as follows: c = 1,
b = 0.1, ε = 0.01.
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The equilibrium viral load is determined by other immunological processes.
Within the framework presented here we can model the proliferation of CD4
T helper cells in response to activation by APCs. If we assume that helper T
cell proliferation is proportional to the amount of helper T cells in complexes
we find that helper T cell proliferation is given by: φxy, where φ is the prolif-
eration rate. If the death rate of helper T cells is given by ψ we can write for
the helper T cell dynamics:

dx

dt
= φxy − ψx (4.7)

The Classical Pathway

For the classical pathway of T cell proliferation it is assumed that CTL require
contact with the antigen and exposure to cytokines, denoted I, in order to
proliferate. The cytokines are released by CD4 cells upon contact with antigen.
This amounts to the following reaction scheme:

Th + A ⇀↽k2
k1

ThA

ThA →k3 Th + A + I

CD8 + A ⇀↽k5
k4

CD8A

CD8A + I →k6 (n + 1)CD8 + A + I
I →k9 ·

(4.8)

with kinetics:

d[A]
dt

= −k1[Th][A] + (k2 + k3)[ThA] − k4[CD8][A] + (k5 + k6[I])[CD8A]

d[Th]
dt

= −k1[Th][A] + (k2 + k3)[ThA]

d[CD8]
dt

= −k4[CD8][A] + (k5 + (n + 1)k6[I])[CD8A]

d[I]
dt

= k3[Th][A] − k9[I]

d[CD8A]
dt

= k4[CD8][A] − (k5 + k6[I])[CD8A]

d[ThA]
dt

= k1[Th][A] − (k2 + k3)[ThA]

Under assumption that k2 + k3 � k1 and k5 + k6[I] � k4we can assume that
the complexes CD8A and ThA go to their quasi steady states: [CD8A] =

k4
k5+k6[I] [CD8][A], and [ThA] = k1

k2+k3
[Th][A]. Under these assumptions the

free Th, denoted x, and APC, denoted y, populations are constant (note that
this tacitly assumes the number of Ths and APCs in complexes is neglegible
compared to the number of free cells). The kinetics simplify to:
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d[CD8]
dt

=
nk4k6[I]
k5 + k6[I]

[CD8]y

d[I]
dt

= k3xy − k9[I]

If, in addition, we assume that the cytokine concentration goes to equilibrium,
and by denoting [CD8] = z we get the proliferation rate:

γxy2z

1 + ηxy
(4.9)

where γ = nk4k6k3
k5k9

and η = k6k3
k5k9

. According to this expression, the efficacy of
such a response depends on the amount of antigenic stimulation. If the antigen
concentration is large the proliferation function goes to γ

η yz and the effect of
help disappears. In other words the response is likely to be effective at high
virus loads. However, for low antigen concentrations we find: γxy2z. For low
help we recover the same expression. Note that this differs from the prolifera-
tion function derived before. Under the classical pathway the proliferation is
much lower for low amounts of antigen and an immune response will be slow.
The T helper cell proliferation will not be affected by this different pathway.
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Fig. 4.4. The rate of CTL proliferation as a function of virus load for the two
pathways of help, based on equations (4.5) and (4.9) . The relationship is linear for
the CD4-APC-CTL pathway, while it is not for the classical pathway. The CD4-
APC-CTL pathway results in more efficient CTL proliferation at low virus loads.
The classical pathway results in more efficient CTL proliferation at high virus loads.
Parameters were chosen as follows: c = 1, ε = 0.5, γ = 2, x = 1, η = 1.
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4.1 Comparison of the Two Helper Pathways

The kinetics of the classical pathway are compared to those of the CD4-APC-
CTL pathway in Fig 4.4, plotting the rate of CTL proliferation as a function of
antigen concentration. While the rate of CTL proliferation is a linear function
of antigen concentration under the CD4-APC-CTL pathway, the relationship
is not linear under the classical pathway. The classical pathway induces CTL
proliferation more efficiently at high antigen concentrations, while the CD4-
APC-CTL pathway induces CTL proliferation more efficiently at low antigen
concentrations (Fig 4.4). This observation follows from the derivation of the
proliferation responses. The maximum response under the CD4-APC-CTL
pathway is cy, while under the classical pathway the maximum response is
given by γ/ηy. Because c = nk4k6

k5+k6
< nk4 = γ/η the maximum response of the

classical pathway exceeds that of the CD4-APC-CTL pathway.

4.2 How Does Help Work?

We have considered two possible mechanisms of help in the context of math-
ematical modeling: the CD4-APC-CTL pathway, and the classical pathway.
There is evidence supporting a potential role for both of these mechanisms.
Experiments suggest that in the absence of any form of help, CTL become
nonresponsive within days following antigenic challenge, not being able to
sustain their own proliferation [Deeths et al. (1999)]. However, exogenous
administration of IL-2 resulted in stimulation and proliferation of the CTL
[Deeths et al. (1999)]. On the other hand, experiments also suggest that help
can be administered directly by antigen presenting cells in the absence of CD4
cells. CD4 cells are thought to activate APCs through specific receptor lig-
and interactions, such as CD40 and CD40L. Crosslinking of CD40 on APCs
results in the delivery of help without the need for CD4 cells [Ridge et al.
(1998); Schoenberger et al. (1998)]. With these findings in mind, questions
arise regarding the exact nature of help and the relative roles of these two
pathways.

In this respect, our modeling approach offers the following insights. The
models suggest that the two pathways of help might both be required in
different situations. At high virus loads, the rate of CTL expansion is faster
with the classical pathway compared to the CD4-APC-CTL pathway (Fig
4.4). On the other hand, at low loads, the rate of CTL expansion is slower
with the classical pathway compared to the CD4-APC-CTL pathway (Fig 4.4).
This could translate to the following situation during the infectious process.
The classical pathway might be needed if the CTL response needs to expand
quickly in the face of relatively high or increasing virus loads. This can occur,
for example, if the host gets infected a second time and the memory CTL have
to react to a growing virus population. On the other hand, the CD4-APC-CTL
pathway could be needed for the CTL to fight the infection efficiently at low
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virus loads. This applies to the resolution phase of the infection, when the CTL
have already reduced virus load to low levels and need to drive the remaining
virus population extinct. If the CD4-APC-CTL pathway was not available,
modeling suggests that resolution of the infection is likely to be incomplete:
although virus load is initially reduced to low levels, immunological pressure
is lost at low loads, resulting in the ability of the virus population to grow
back and establish a persistent infection (see discussion in Chapter 3).

These verbal arguments can be supported by a simple model, taking both
pathways of T cell help into account. The model is given by the following set
of differential equations.

ẋ = φxy − ψx, (4.10)
ẏ = ry(1 − y/κ) − pyz, (4.11)

ż =
(cεx + k)yz

(1 + εx + k)
+

(γxy2z)
(1 + ηxy)

− bz. (4.12)

The variable x stands for helper cells, y denotes the replicating virus pop-
ulation, and z stands for the CTL response. Virus replication is modeled as a
simple density dependent growth process. The helper cell population expands
in response to antigenic stimulation, and delivers help to the CTL via both
the classical and the CD4-APC-CTL pathway, as derived in this chapter. Fig
4.5 shows simulations of this model for strong and weak helper cell responses.
The graphs plot virus growth and the rate of memory CTL expansion in the
context of a secondary infection. The figure distinguishes the rate of CTL ex-
pansion as a result of the two pathways of help: the classical pathway and the
CD4-APC-CTL pathway. If the helper cell response is strong, the outcome of
the model is suppression of virus load to low levels (Fig 4.5a). If we assume
that extinction occurs below a threshold level of virus load, the CTL response
clears the pathogen. At the beginning of the infectious process, the classical
pathway induces faster CTL proliferation than the CD4-APC-CTL pathway
(Fig 4.5a). However, when virus load starts to decline to lower levels, the
CD4-APC-CTL pathway results in faster induction of CTL proliferation that
results in the eventual clearance of the virus population (Fig 4.5a). On the
other hand, if the helper cell response is weak, the CTL response fails to clear
the infection resulting in persistent virus replication (Fig 4.5b). Initially, the
classical pathway induces a relatively strong CTL responsiveness (Fig 4.5b).
This is because at high loads, CTL proliferation resulting from the classical
pathway becomes less dependent on the amount of help. However, immuno-
logical pressure is lost at lower virus loads resulting in failure to suppress the
infection in the long-term (Fig 4.5b).

In summary, our mathematical models suggest different roles for the two
pathways of help: the classical pathway is required to react quickly to high
virus loads. Hence, the classical pathway could kickstart the CTL response
during the initial phases of the infectious process. On the other hand, the
CD4-APC-CTL pathway is required to ensure an efficient and fast response
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Fig. 4.5. Simulation showing the relevance of the classical pathway and the CD4-
APC-CTL pathway in the different stages of the infectious process, according to
equations (4.10–4.12). We consider virus growth and the rate of memory CTL ex-
pansion in the context of secondary stimulation, because help is only relevant in this
context. (i) Simulation assuming a relatively strong helper cell response, resulting
in resolution of the infection. Initially, at high virus loads, the classical pathway is
more efficient at inducing CTL proliferation. In the clearance phase of the infection,
the CD4-APC-CTL pathway is more efficient at maintaining CTL proliferation at
low virus load. Note that we assume an extinction threshold for the virus, since
the model is deterministic. (ii) Simulation assuming a relatively weak helper cell
response. Although initially the classical pathway induces relatively strong degrees
of CTL proliferation at high virus loads, immunological pressure is lost at low loads,
resulting in failure of the CTL response to resolve the infection. Parameters were
chosen as follows: ψ = 0.05, r = 0.1, κ = 20, p = 1, c = 0.08, ε = 1, γ = 0.08, η = 1,
b = 0.1; For (a), φ = 0.02; For (b) φ = 0.007.

at low virus loads. Hence, the CD4-APC-CTL pathway is important to ensure
viral clearance following the acute phase of the infection.
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4.3 Infection Dynamics in Helper Deficient Hosts

So far, we have investigated the dynamics of CD4 T cell help for CTL re-
sponses. Because help is only required for the expansion of memory CTL,
and not for the initial expansion of primary CTL, these considerations do
not apply to acute or primary infection dynamics. Instead, they apply to the
dynamics during the chronic phase of a persistent infection, or to secondary
infections. In this section, we investigate infection dynamics in the absence
of help. That is, we assume that no CD4 cell help is available in the host.
This scenario corresponds to helper deficient mice. In this case, there is an
intact primary CTL response, but no long-term memory CTL response. The
helper-independent primary CTL response is modeled with the equations that
describe programmed CTL proliferation (2.18–2.23). That is, upon antigenic
stimulation, the naive CTL become activated and divide a certain number of
times. This leads to their differentiation into effector CTL that have antiviral
activity. Effector CTL in turn differentiate into memory CTL. Because we
assume that no help is available, these memory CTL cannot react and give
rise to antiviral activity upon further antigenic stimulation anymore.

In the context of this model, we ask under which conditions such a CTL
response can clear the infection, and when persistent infection is established.
This will tell us under which conditions help is required for the clearance of
infection and when it is not. Experimental data suggest that several infections,
such as LCMV and γ-herpes virus, need help for clearance [Borrow et al.
(1998); Sarawar et al. (2001); Thomsen et al. (1998)]. Other infections, such
as murine infeluenza virus, however, can be cleared in the absence of help
[Belz et al. (2002)].

We ask how host and viral parameters influence the ability of an acute
(helper-independent) CTL response to clear an infection (Fig 4.6). Regarding
CTL parameters, we find an optimal rate of CTL activation (α) and prolifer-
ation (r) that maximizes the chance of pathogen clearance. Variation in both
parameters produces similar trends (Fig 4.6). As the rate of CTL activation
/ proliferation is increased from low to high, the degree of CTL-mediated re-
duction of virus load becomes stronger (i.e. clearance becomes more likely).
The reason obviously is that the immune response becomes more effective.
As the rate of CTL activation/proliferation is increased further, however, the
degree virus load reduction by CTL becomes weaker (i.e. clearance becomes
less likely). This is because effector activity is generated fast and the virus
can only grow to limited levels. Limited antigenic load reduces the chances to
trigger further naive CTL to expand. This results in the generation of overall
fewer effector cells and thus in a reduced chance of clearance. Hence, there
is a tradeoff between the extent of initial virus growth and the ability of the
CTL to clear the infection. If virus growth is stopped too early and virus load
does not reach higher levels, acute pathology is reduced, but fewer CTL effec-
tors are generated. This results in a reduced ability to clear. If virus grows to
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Fig. 4.6. Relationship between host and viral parameters and virus dynamics during
acute infection. Among the host parameters, we consider the rate of CTL activation
and proliferation (α and r), as well as the rate of CTL-mediated antiviral activity
(p). Among the viral parameters, we consider the replication rate (β). Two measures
are plotted. The minimum virus load is an indicator of the chance that the infection
is cleared. The lower the minimum load during acute infection the higher the chances
of clearance. The peak virus load indicates the severity of acute symptoms. Simu-
lations are based on the model of programmed CTL proliferation (2.18–2.23). For
explanation, see text. Parameters were chosen as follows: λ = 10, d = 0.1, β = 0.05,
a = 0.1, r = 5, γ = 1, α = 0.01, δ = 0.5, p = 0.2, ε = 0.001.

higher levels, stronger pathology is observed, but the infection is more likely
to be cleared. This tradeoff between limiting acute infection and ensuring vi-
ral clearance is a general property of the mathematical model that describes
programmed proliferation (2.18–2.23), and is also discussed in Chapter 2. In
contrast to this counterintuitive outcome, the relationship between the rate
of antiviral activity p and the chance of clearance is straightforward (Fig 4.6):
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the higher the rate of antiviral activity, the higher the chances to achieve virus
clearance.

Among viral parameters, the replication kinetics of the virus β significantly
determines the chances of virus clearance during the acute phase. We observe
an interesting relationship if the viral replication kinetics are changed from
low to high (Fig 4.6). (i) At first, an increase in viral replication reduces the
chances of viral clearance because the virus spreads faster. This corresponds to
the parameter region where the basic reproductive ratio of the virus is close to
one and the infection can just about be maintained. (ii) A further increase in
the viral replication kinetics, however, changes this relationship. Now, faster
virus replication leads to higher chances of clearance. This is because faster
spread gives rise quickly to higher levels of antigen. While this increases acute
pathology, it also induces more naive CTL to undergo expansion that results
in more effectors and more efficient clearance. On the other hand, slower virus
spread results in lower levels of antigen. While this reduces acute pathology,
it triggers fewer naive CTL into expansion, fewer effectors are generated, and
this renders clearance less efficient. The virus can be thought of as sneaking
past the CTL response by replicating relatively slowly and thereby providing
a weak stimulus. This might be observed with relatively slowly replicating
viruses, and has been suggested previously as a reason for the persistence of
some hepatitis C virus strains [Bocharov et al. (2004)]. Thus, there is again a
similar tradeoff between the efficacy of clearance and the ability of the response
to reduce acute symptoms. (iii) Finally, if the viral replication kinetics are
increased further, faster virus spread again decreases the chances of virus
clearance. This is because in this parameter region, virus spread is sufficiently
fast that at the time of CTL triggering, virus load has already attained the
highest possible values. Therefore, a further increase in the viral replication
kinetics does not change the level of antigenic stimulation, but merely counters
the effect of CTL-mediated antiviral activity. This is likely to be observed with
relatively fast replicating viruses.

If we would like to determine which viruses can be cleared by CTL in the
absence of help, we have to concentrate on differences in viral parameters.
According to the above discussion, the viral replication rate is the most im-
portant viral variable that can determine whether a helper-independent acute
CTL response can clear the infection. As discussed above, the relationship
between the viral replication kinetics and the ability of a single round of pro-
liferation to clear the infection is complex. For relatively slowly replicating
viruses it is possible that an increase in the rate of viral spread increases the
chances of viral clearance because CTL receive a higher antigenic stimulus.
On the other hand, in the parameter region where viral replication is generally
faster, an increase in the rate of viral spread always increases the chance of
viral persistence. Therefore, when comparing viruses that are characterized by
different replication rates in general, it is difficult to predict how replication
kinetics correlate with the need for help to resolve the infection.
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Fig. 4.7. Simulation of virus dynamics in helper deficient hosts. The simulation
is based on model (2.18–2.23). We assume that one round of programmed CTL
proliferation is induced in helper deficient hosts, which results in the generation
of memory cells. The memory cells cannot, however, be reactivated anymore. The
dynamics depend on the rates of viral replication. We compare different viruses
that are generally fast replicating, but that differ in their exact replication kinetics
β. This could correspond to LCMV infection. Virus load grows to a peak and is
then downregulated by the CTL response. Because memory cells cannot become
reactivated, however, the virus population can grow back from low levels. The lower
the rate of viral replication, the longer it takes for the virus to grow back, and
the longer the duration of virus control. Fast virus spread correlates with a fast
resurgence of virus load. Parameters were chosen as follows: λ = 10, d = 0.1, a = 0.1,
r = 1, γ = 0.1, α = 1, δ = 0.5, p = 0.4, ε = 0.001.

The easiest scenario is given by the comparison of viruses that differ in
their rate of spread but that all replicate at a relatively fast rate. In this
parameter region the model suggests that increased viral replication kinetics
correlate with an inability of CTL to clear the infection in the absence of help.
Moreover, the model suggests the following dynamics in helper deficient hosts
(Fig 4.7). The CTL response initially reduces virus load to low or undetectable
levels. This is because the acute response does not depend on help. If the viral
replication rate is relatively slow, this results in clearance or long-term control.
Otherwise, this is followed by a resurge of the virus population after a given
period of time, which correlates with the lack of memory CTL responses. The
time it takes for the virus to resurge depends on the rate of viral replication.
The faster the replication rate, the quicker the virus population grows back
(virus load is reduced to a lesser degree and can subsequently grow faster in
the absence of memory responses).
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Model predictions regarding the dynamics in the absence of help fit well
with experimental data from virus infections in helper deficient mice. LCMV
is a good case study [Lehmann-Grube (1971)]. It is a relatively fast replicat-
ing virus, but comes in different strains characterized by different replication
kinetics [Thomsen et al. (2000)]. As suggested by the model, if the replication
rate of the virus is slower, such as with LCMV Armstrong, absence of help
results in the clearance of the infection [Ahmed et al. (1988)]. Faster replicat-
ing strains of LCMV (such as Traub), however, result in persistent infection
[Christensen et al. (2001); Planz et al. (1997); Thomsen et al. (1996); Thom-
sen et al. (2000)]. In accord with the model, the experimental data show that
the acute CTL response initially reduces virus load to low levels, and that the
virus population subsequently grows back [Thomsen et al. (1996)]. In addition,
virus resurgence is observed earlier with faster replicating viruses [Thomsen
et al. (1996)].

4.4 Summary

In this chapter, we derived mathematical models that describe the delivery of
help by CD4 T cells for CTL responses. We considered two models of help: the
classical pathway that assumes that CD4 T cells secrete cytokines that stim-
ulate the CTL; and the so called CD4-APC-CTL pathway that assumes that
CD4 T cells need to activate APC, and the activated APCs in turn stimulate
the CTL. Comparison of the two pathways showed that the classical pathway
is more efficient at driving CTL proliferation at high virus loads, while the
CD4-APC-CTL pathway is more efficient at driving CTL proliferation at low
virus loads. Therefore, these two pathways of help might be important in dif-
ferent phases of an infection. When the virus population grows to high levels,
the classical pathway can make sure that the CTL can react efficiently. When
the virus load is already on its way down, the CD4-APC-CTL pathway makes
sure that immunological pressure is maintained at low virus load, and that the
infection is cleared. We further investigated infection dynamics in helper de-
ficient hosts and determined the conditions when a helper-independent acute
CTL response can result in clearance of infection, and when it fails. If help
is required for clearance, then the virus population is temporarily controlled
in helper deficient hosts, followed by a resurgence of virus load to high levels.
The rate of virus resurgence depends on the viral replication rate.
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Immunodominance

The chapters so far have investigated the dynamics between CTL and viral
infections, assuming that a single population of CTL fights a population of
viruses. The situation is, however, more complex than this (Fig 5.1). The
immune system can generate a huge diversity of T cells that are specific to
different antigens. A given virus consists of many parts that can all be poten-
tially recognized by CTL. These are called viral epitopes. Therefore, several
different CTL can exist that can recognize different epitopes of the same virus.
Each of these CTL can become activated and undergo clonal expansion upon
infection. Consequently there is not a single CTL response against an infec-
tion. Instead, there are multiple CTL responses or clones that fight the same
virus population.

When CTL responses against an infection are quantified in vivo over time,
several CTL clones directed against different epitopes are measured. A hier-
archy exists among the CTL responses, and the relative abundance of the dif-
ferent CTL is referred to as immunodominance [Yewdell and Bennink (1999)].
In some cases, it is possible that there is a single immunodominant response,
and that all other responses are either absent or present at very low levels.
This is referred to as a narrow response. In other scenarios, many CTL clones
coexist at relatively high levels, and this is referred to as a broad response.

This gives rise to the question of how immunodominance comes about, and
what determines the pattern of immunodominance observed in vivo [Adorini
et al. (1988); Bergmann et al. (1999); Brehm et al. (2002); Chen et al. (2000);
Goulder et al. (1997b); Wherry et al. (2003a); Yewdell and Bennink (1999)].
Mathematical models have played a useful role in this respect. They suggest
that a key concept that can explain immunodominance is the competition
between the different CTL clones for antigenic stimulation by the virus pop-
ulation [Nowak (1996); Nowak et al. (1995a)]. Each CTL clone requires anti-
genic stimulation in order to expand. The CTL clones are likely to differ in
the efficiency with which they respond to antigen (i.e. in their responsive-
ness). A more responsive CTL clone can become stimulated by lower levels
of antigen and can suppress virus load to lower levels than a less responsive
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Fig. 5.1. Schematic diagram that illustrates the concept of multiple CTL clones
directed against different epitopes of the same virus. An infected cell is depicted.
It displays parts of the virus on its cell surface. Different parts of the virus, called
epitopes, are displayed. Each of these epitopes can elicit a different CTL clone that
is specific for the particular epitope. Therefore, a single virus can induce multiple
CTL clones to respond, directed against different parts/epitopes of the same virus.

CTL clone. Imagine the existence of two CTL clones, CTL1 and CTL2. CTL1
can suppress virus load to levels that are too low to stimulate CTL2. In this
case, CTL1 will expand and will be maintained, while CTL2 will go extinct,
or persist at very low levels. In other words, CTL1 outcompetes CTL2, and
CTL1 is said to be immunodominant. This chapter will review mathemati-
cal models that analyze these competition dynamics between different CTL
that are directed against different epitopes of the same virus population, and
discuss how this influences the pattern of immunodominance.

5.1 A Mathematical Model for Multiple CTL Clones

We will consider an extension of the basic mathematical model of CTL re-
sponses that distinguishes between memory CTL and CTL effectors (2.12–
2.13). The properties of this model are reviewed in Chapter 3. Instead of
considering a single CTL response, we now assume the existence of multiple
CTL clones (i = 1..n) that are directed against different epitopes of the same
virus population [Wodarz and Nowak (2000a)]. Therefore, the population of
memory CTL is denoted by wi, and the population of CTL effectors is de-
noted by zi. The model is given by the following set of ordinary differential
equations.
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ẋ = λ − dx − βxy, (5.1)

ẏ = βxy − ay − y
n∑

i=1

pizi, (5.2)

ẇi = ciywi(1 − q) − bwi, (5.3)
żi = ciqywi − hzi. (5.4)

We assume that the CTL clones are characterized by different responsiveness
to the antigen ci and by different rates of target cell killing pi. For simplicity
we assume that the CTL responsiveness is positively correlated with the rate
of target cell killing, since both parameters are determined by recognition of
antigen in conjunction with MHC. However, the results do not depend on this
assumption. In such a scenario, the CTL clones are essentially in competition
with each other. Competitive ability correlates with the CTL responsiveness
of the epitope ci. The CTL clone directed at the epitope with the largest ci is
the most superior competitor. The outcome of these competitive interactions
depends the life span of the CTL response in the absence of antigen, i.e. on
the parameter 1/b (Fig 5.2).

According to equilibrium analysis of the model, only the clone with the
highest CTL responsiveness ci can survive at significant levels. Mathematically
speaking, all other CTL clones go extinct, although in practical terms, the
spatial environment of the immune system could result in persistence of these
clones at low levels. The reason is that the competitively superior CTL clone
reduces virus load to levels too low to stimulate the weaker CTL clones. This
argument can be expressed mathematically as follows. Let us rank the CTL
clones according to their competitive ability, expressed in the value of ci:
c1 > c2 > c3 > ... > cn. If virus load y has equilibrated, wi declines with an
exponential rate that is described by

wi(t) = e−b(1− ci
c1

)t.

Only the most superior competitor survives. In numerical simulations, this
result will be obtained if the life span of the CTLp response in the absence
of antigen (1/b) is short (Fig 5.2a). A short life span of the CTL in turn
correlates with weak virus control (see Chapters 2 and 3). Thus, lack of ef-
ficient CTL-mediated control of the infection correlates with the presence of
an immunodominant CTL clone (Fig 5.2a).

On the other hand, if the life span of the CTL memory response in the
absence of antigen is long (high 1/b), the dynamics between virus replication
and the CTL response converge to a quasiequilibrium. Similar to the basic
CTL memory model (2.12–2.13), virus load at the quasi equilibrium (y∧) is
higher than virus load at the true equilibrium (y∗), i.e. y∧ = αy∗, where
α > 1. Now, coexistence of multiple CTL clones directed against different
epitopes is possible (Fig 5.2b). This is because the competitively superior
CTL clone does not reduce virus load down to the true equilibrium, but only
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(ii) CTLp long lived in the absence of antigen

Fig. 5.2. Relationship between the longevity of the CTL response in the absence of
antigen and the clonal composition of the CTL response. (i) If memory CTL decay at
a fast rate in the absence of antigen (large b), most CTL clones are outcompeted by
the most immunogenic clone, resulting in immunodominance. This outcome corre-
lates with poor virus control. (ii) If memory CTL decay at a slow rate in the absence
of antigen (small b), we observe coexistence of multiple CTL clones directed against
different epitopes. This outcome correlates with efficient virus control. Simulations
are based on equations (5.1–5.4) Baseline parameters were chosen as follows: n = 20,
λ = 10, d = 0.1, β = 0.01, a = 0.5, q = 0.1, h = 1, ci = 1 + 0.1i, pi = ci. For (i),
b = 0.1; for (ii) b = 0.007.

to the quasiequilibrum, where virus load may still be sufficient to stimulate
the weaker CTL clones. We can define this more precisely by ranking the
CTL clones against different epitopes according to their competitive ability,
i.e. c1 > c2 > c3 > > cn. If the life span of the memory CTL is long, then
the dynamics of the CTL clones directed against the different epitopes can be
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described by

wi(t) = e−bt(1−α
ci
c1 ).

From this it follows that the CTL clone directed against epitope i wi persists
during the quasiequilibrium if ciα > c1. In summary, in the presence of a
long life span of memory CTL and thus efficient long-term virus control, the
dynamics do not lead to one immunodominant CTL clone, but to a broad
CTL response directed against multiple epitopes.

5.2 Theory and Data

The theory discussed here presents a simple explanation for different patterns
of immunodominance observed in data. The model suggests that weak virus
control, caused by a short life span of memory CTL, correlates with the dom-
inance of a single CTL clone. That is, we observe a narrow response. On the
other hand, efficient virus control, due to a long life span of memory CTL,
is associated with broad CTL response where multiple CTL clones, directed
against different epitopes, coexist with each other.

These predictions are supported by data from HIV infected individuals.
Long-term nonprogressors had strong CTL responses, low viral load, and a
stable CD4 T cell count of > 500 cells per µl blood fifteen years after infection
[Harrer et al. (1996a); Harrer et al. (1996b)]. There was a broad CTL response
directed against multiple epitopes and maintained at high levels despite the
low level of viraemia [Harrer et al. (1996a); Harrer et al. (1996b)]. This sup-
ports the prediction that broad CTL responses can be associated with efficient
virus control. On the other hand, faster progressing patients, characterized by
weaker immunity and less efficient virus control, are characterized by narrow
CTL responses [Borrow et al. (1997)], again consistent with model predictions.

Apart from these basic patterns, both theory and experiments have iden-
tified other factors that can influence the pattern of immunodominance in vi-
ral infections, and that have not been included in the simple model discussed
above (5.1–5.4). For example, virus evolution towards antigenic escape in HIV
infection can broaden the CTL response [Gupta and Anderson (1999); Nowak
(1996); Nowak et al. (1995a)]. Several variants of an epitope exist in the virus
population, and the CTL responses against these mutants can coexist. Anti-
genic escape and heterogeneity usually correlate with disease progression and
loss of immunological control in HIV infection [Goulder et al. (1997a); Klen-
erman et al. (1995); McMichael et al. (1995); McMichael and Phillips (1997);
Phillips et al. (1991); Price et al. (1997b)]. Thus, a broad CTL response can
be observed in the absence of good virus control, if loss of virus control is
caused by the evolution of antigenic heterogeneity, and not by a weak CTL
response itself. On the other hand, a narrow CTL response can also arise in
specialized circumstances that have not been taken into account in the model.
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In Human T lymphocyte virus type 1 (HTLV-1), a single dominant CTL re-
sponse directed against the TAX protein is observed [Bangham (1999); Goon
et al. (2004)]. While this could result from an inefficient CTL response that
fails to control the infection at low levels, another explanation is that TAX
is the only antigen exposed to CTL, and that infected cells are killed before
any other viral proteins can be presented on the cell surface. In addition, the
presence of specific viral antigens that are highly immunogenic compared to
alternative viral antigens could result in a narrow CTL response, even if it is
efficient and can control viral replication in the long-term.
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Fig. 5.3. CTL memory inflation in MCMV infection. Data taken from [Karrer et al.
(2003)]. The graphs show virus load and CTL responses over time. MCMV virus load
was measured in the spleen and salivary gland. pp89 specific CTL responses were
measured in the blood. This is a CTL clone that exhibits the inflation dynamics.
Mice were infected either with MCMV (diamond symbol), or with a vaccinia virus
that expresses the MCMV epitope pp89 (circle symbol). In contrast to MCMV,
vaccinia is cleared from the host. Inflation dynamics are only observed in MCMV
infected mice, but not in vaccinia virus infected mice. MCMV specific CTL first
expand to a peak, subsequently contract, and then inflate.
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5.3 An Unusual Pattern of Immunodominance

A different pattern of immunodominance in CTL responses has been observed
in murine cytomegalo virus (MCMV) infection. The virus establishes a la-
tent infection and thus persists for the life of the animal [Flemington (2001);
Holtappels et al. (2004); Hummel and Abecassis (2002); Reddehase et al.
(2002); Scholz et al. (2001)]. The latently infected cells can become reacti-
vated and initiate lytic replication. CTL have been shown to be important
for the resolution of acute CMV disease and for keeping the reactivation of
latent infection in check [Kaur et al. (1996); Quinnan et al. (1980); Reusser et
al. (1999)]. Viral reactivation is initiated from the immediate early (IE) gene
complex during latent infection. It is thought that CTL specific for the IE
gene products control the infection, because the full replication cycle of the
virus is usually not completed. While some CTL responses specific for MCMV
showed the typical pattern of CTL dynamics and immunodominance described
above, CTL directed against some epitopes show the following unusual dy-
namics [Karrer et al. (2003); Northfield et al. (2005); Sierro et al. (2005)]. The
acute response is characterized by rapid expansion of the CTL, followed by
a contraction phase. After that, however, there is a steady accumulation of
the specific CTL during the latent phase of the infection (Fig 5.3). As much
as 20% of all CD8 T cells can be specific for one CTL epitope one year after
infection. These dynamics have been termed ”memory inflation” [Karrer et al.
(2003)], and could explain why very large numbers of functional CTL specific
for human CMV are observed in seropositive individuals long after the resolu-
tion of primary infection. Thus, patterns of immunodominance change slowly
over time, and a response can become dominant long into the chronic phase
of the infection. In the following we discuss these unusual dynamics in the
context of mathematical models. We argue that the phenomenon of memory
inflation can also be explained by competition for antigenic stimulation. In
this case, it is, however, not different CTL clones that compete. Instead, it
might be a CTL clone that competes with natural killer cell responses. Natu-
ral killer (NK) cells are part of the innate immune system. While they cannot
recognize specific viral epitopes, they recognize signs that indicate that a cell
is infected and kill the cell [Arase and Lanier (2002); Carayannopoulos and
Yokoyama (2004); Dokun et al. (2001); French and Yokoyama (2003)]. NK
cells can also proliferate in response to the presence of an infectious agent.

To illustrate this point, we construct a mathematical model for CMV infec-
tion. It is based on simple virus dynamics equations and contains the following
additional features: (i) the distinction between infected cells that express early
viral gene products, and infected cells that express later viral gene products;
(ii) a compartment of latently infected cells. The model thus contains the fol-
lowing five variables: susceptible host cells x, infected cells that express early
viral gene products y0, infected cells that express later viral gene products y1,
latently infected cells L, and free virus particles v. It is explained schemati-
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cally in Fig 5.4, and is given by the following set of differential equations that
describe the development of these populations over time.

u a0

k
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d a1

Virus, v Early infected

Cell, y0

Late infected

cell, y1

Latently infected

cell

d

Susceptible host

cell, x

pa pi
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CTL, za

ci

NK cell, zi

bi

Fig. 5.4. Schematic diagram depicting the basic assumptions that underlie the
mathematical model of MCMV infection. The basic model consists of five variables.
Susceptible host cells, early infected cells, late infected cells, latently infected cells,
and free virus. The details of the model are explained in the text. When a virus
particle meets a susceptible host cell and infection occurs, either a productively
infected cell or a latently infected cell is generated. The productively infected cells
are subdivided into two populations: those which express early gene products (early
infected cells) and those which express late gene products (late infected cells). Late
infected cells produce new free virus particles and the replication cycle is completed.
Latently infected cells are silent but become activated with a certain probability.
This gives rise to productively infected cells. In addition to these basic dynamics,
the model also contains two types of immune responses. A specific CTL response
expands upon antigenic stimulation and exerts antiviral effector activity (through
lysis). The second immune response in the model are NK cells. A certain number
of NK cells with immediate antiviral activity are always around, and they can also
expand in response to antigenic stimulation.
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ẋ = λ − dx − βxv − γxv, (5.5)
ẏ0 = βxv − a0y0 − ηy0 + φL − pay0za − piy0zi, (5.6)
ẏ1 = ηy0 − a1y1 − pay1za − piy1zi, (5.7)
L̇ = γxv − φL − dL, (5.8)
v̇ = ky1 − uv, (5.9)

ża = αmn + ca(y0 + y1)za − baza, (5.10)
żi = ξ + ci(y0 + y1)zi − bizi. (5.11)

Susceptible host cells are produced with a rate λ and die with a rate d. Virus
infection results in the generation of a productively infected cell with a rate
β, and in the generation of a latently infected cell with a rate γ. Productively
infected cells first express early viral gene products (cells denoted by y0). They
die at a rate a0, and start expressing late gene products with a rate η (cells
denoted by y1). Infected cells that express late viral gene products die with
a rate a1 and produce new virus particles with a rate k. New virus particles
decay with a rate u. Latently infected cells die with a rate d, and become
activated with a rate φ. Activation is assumed to give rise to an infected cell
that expresses early viral gene products y1.

The CTL response is denoted by za and is modeled according to the sim-
plest assumptions where antigenic stimulation induces CTL proliferation, and
CTL kill infected cells. The variable za thus represents the population of ef-
fector CTL. It is assumed that CTL can recognize antigen on both types of
productively infected cells, i.e. those that express early viral gene products y0
and those that express late viral gene products y1. Antigen is not assumed
to be recognized on latently infected cells. The CTL response model is given
in two parts. In the acute phase it is assumed that naive CTL become stim-
ulated and undergo programmed expansion that involves eight cell divisions,
as described by equations (2.18–2.23). Programmed proliferation gives rise to
the population of CTL that are denoted by mn, and these differentiate into
effectors za with a rate α. Once effectors have been generated, the CTL dy-
namics are modeled by a simple predator–prey type equation: Upon antigenic
stimulation (from both types of productively infected cells), CTL proliferate
with a rate ca. In the absence of antigenic stimulation, they die with a rate
ba. They kill both types of productively infected cells (y0 and y1) with a rate
pa. The reason to use predator–prey equations in the post acute phase of the
infection is that in the context of virus persistence, the CTL are likely to
cycle between the effector and effector memory phenotypes. This should be
accurately described by the simple equations (see Chapter 2).

The population of NK cells is denoted by zi (i stands for innate). It is
assumed that reactive NK cells are present independent of the virus. They
are produced with a constant rate ξ and die with a rate bi. Thus, in the
absence of infection, NK cells that can react against CMV are present at a
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level of ξ/bi. In addition, it is assumed that the population of NK cells can
undergo clonal expansion upon antigenic stimulation [Dokun et al. (2001)]
with a rate ci. NK cells kill infected cells with a rate pi. It is assumed that
antigen is recognized on infected cells that express early viral gene products,
and on infected cells that express late viral gene products. Latently infected
cells are not assumed to be recognized.

In this model, there is a degree of competition for antigenic stimulation
between CTL and NK cells. This is because one branch of immunity can
suppress virus load and compromise the other. This competition is, however,
asymmetric. The development of CTL effector activity depends on antigenic
stimulation. The NK cell response can significantly suppress virus load and
thereby compromise the development of CTL effector activity. CTL can also
suppress virus load. But the generation of NK cell effector activity is not
compromised significantly by CTL. This is because a population of reactive
NK cells exists even before the infection, and immediate effector activity does
not rely on antigen-induced expansion of the NK cell population. Thus, in the
following we will examine how the CTL dynamics depends on NK cell activity
in the model.

We vary the strength of the NK cell response from high to low. The
strength of the NK cell response is captured by the number of reactive NK
cells that preexist before the infection (given by ξ/bi), their effector activity
pi, and their proliferation rate ci. As mentioned above, if there are a sufficient
number of reactive NK cells that preexist before the start of the infection, and
if they kill infected cells at a sufficiently high rate, then the basic reproductive
ratio of the virus is less than one and an infection is not established. Conse-
quently, a CTL response is not established either. Now assume that the NK
cell response cannot prevent the establishment of infection. Now we observe
an initial growth phase of the virus population. The extent of this growth de-
pends on how effective the preexisting NK cells are at removing infected cells.
The NK cell population will also expand in response to antigenic stimulation.
In addition, the population of CMV specific CTL will become stimulated and
expand. In the following, we examine how the dynamics of the CTL response
depend on the strength of the NK cell response. We will concentrate on the
rate of NK cell proliferation (or NK cell responsiveness ci as a measure of NK
cell efficacy. We distinguish between three basic types of CTL dynamics.

(i) The NK cell responsiveness is relatively high and lies above a threshold
(Fig 5.5a). We observe an initial expansion phase of the CTL, followed
by a decline. This decline will eventually result in the extinction of the
CTL population, despite an ongoing persistent infection. The reason is
that the NK cell response suppresses virus load to levels that are too
low to maintain the CTL response. Whether the specific CTL will go
extinct in practice depends on the life span of memory CTL. Experiments
suggest that memory CTL can be maintained for long periods of time in
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Fig. 5.5. Competition dynamics between CTL and NK cells, based on equations
(5.5–5.11). The competition dynamics depend on the relative strength of the CTL
and NK cell responses. (i) If the CTL are weak relative to the NK cell response, the
NK cells control the virus throughout the course of infection, and resting memory
CTL settle around a stable setpoint. (ii) If the CTL is stronger relative to the NK
cells, we observe inflation dynamics. At first NK cells control the virus, until the
expanding CTL population takes over. (iii) If the NK cells are too weak relative to
the CTL, the CTL immediately control the infection and no inflation is observed.
Parameters were chosen as follows: λ = 10, d = 0.1, β = 1, a0 = 0.1, a1 = 0.2,
p0 = 1, p1 = 0.000001, k = 1, u = 1, c1 = 15.5, b = 0.1, γ = 0.5, φ = 0.1, η = 0.01,
ξ = 0.01, r = 1, δ = 10. For (i) c0 = 1, (ii) c0 = 12, (iii) c0 = 14.

the absence of antigenic stimulation. In this case, the CTL would not go
extinct in a realistic period of time, but persist as a population of resting
memory CTL that decline at a very slow rate (Fig 5.5a).
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Fig. 5.6. Degree of CTL inflation depending on the protectiveness of the NK cell
response. The weaker and less protective the NK cell response, the stronger the
degree of CTL inflation that is observed. The reasons in as follows. The weaker the
NK cells, the less virus load is reduced after acute infection. The less virus load is
reduced, the higher the amount of antigenic stimulation for the CTL during chronic
infection, and the faster the rate of CTL expansion. As mentioned in Fig 5.4, if the
protectiveness of NK cells falls below a threshold and is too low, such that CTL
are more effective at reducing virus load already during acute infection, then CTL
inflation does not occur and these considerations do not hold. Simulations are based
on equations (5.5–5.11). Parameters were chosen as follows: λ = 10, d = 0.1, β = 1,
a0 = 0.1, a1 = 0.2, p0 = 1, p1 = 0.000001, k = 1, u = 1, c1 = 15.5, b = 0.1, γ = 0.5,
φ = 0.1, η = 0.01, ξ = 0.01, r = 1, δ = 10, c0 = 10, 12&13.

(ii) The NK cell response is weaker, and antigenic stimulation can main-
tain the CTL in the long-term (Fig 5.5b). We again observe an initial
expansion of the CTL population, followed by a contraction phase. But
now, the contraction phase is followed by a steady increase of the number
of specific CTL during the chronic phase of the infection (Fig 5.5b). This
may correspond to the CTL inflation dynamics. The reason is as follows.
The NK cell response is initially more effective than the CTL because it
can achieve higher levels of lysis earlier on. Thus, NK cells play the domi-
nant role in this acute phase and downregulate the virus population. This
prevents the CTL from expanding fully. Consequently, they contract in
the face of limited antigenic stimulation. The dynamics between the virus
population and the NK cells oscillates to a steady state. Virus load at this
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steady state is high enough so that the CTL become stimulated and ex-
pand during the chronic phase. CTL expansion continues until the number
of CTL is high enough such that CTL-mediated killing becomes the dom-
inant immune effector mechanism. Then the CTL settle around a steady
state and control the virus population (Fig 5.5b). The NK cell response is
expected to decline to a certain extent at this stage. The inflation dynamics
are determined by the following factors. The strength of NK cell mediated
virus control can determine the degree of inflation (Fig 5.6). The weaker
the NK cell response, the faster the rate of inflation. That is, the CTL pop-
ulation expands relatively slowly if the NK cell population is stronger, and
faster if the NK cell response is weaker. The weaker the NK cell response,
the higher the antigenic drive during chronic infection, and this allows for
more pronounced CTL expansion (Fig 5.6). Another factor that influences
the amount of inflation can be the rate of CTL mediated effector activity.
CTL inflation is more pronounced if the rate of CTL-mediated activity
is weaker. This is because with weaker CTL-mediated activity, a higher
number of specific CTL are required to achieve CTL-mediated control of
the virus population.

(iii) Finally, if the NK cell response is less effective at reducing acute virus
load compared to the CTL response, we do not observe CTL inflation
dynamics (Fig 5.5c). In this case, CTL settle around a stable memory
level after the acute phase of the infection. The difference to the first
scenario described above is that now the memory cells are expected to be
activated and not resting. The reason is that NK cells now do not play
a significant role in limiting acute virus growth. Consequently, the CTL
are immediately the dominant immune response that drive the dynamics
during acute infection and suppress virus load.

In summary, the dynamical interplay between NK cells, CTL, and the virus
population can lead to the phenomenon of CTL inflation where patterns of
immunodominance change slowly over the long-term during the chronic phase
of infection. If NK cells are more efficient than CTL at reducing virus load
during acute infection but fail to keep virus load at sufficiently low levels
during chronic infection, then we expect that CTL first expand to a limited
peak, contract, and then inflate. A major factor that determines the extent of
CTL inflation is the strength of the NK cell mediated control of chronic virus
load. If the NK cells response is strong, it keeps the virus at relatively low
levels during the chronic phase of the infection. This only provides a limited
antigenic stimulus for the expansion of CTL, and the extent of CTL inflation
is low. A weaker NK cell response allows higher virus loads during the chronic
phase of the infection. This allows for a higher antigenic stimulus for the CTL.
Consequently, CTL inflation is more pronounced. In addition, the weaker the
rate of CTL-mediated effector activity, the larger the degree of inflation be-
cause more specific CTL are required to control the virus population. The
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prediction that the extent of NK cell mediated protection can shape the dy-
namics of CTL memory inflation has recently confirmed by experimental data
from MCMV infected mice (Wodarz et al, in preparation).

While the model has only considered a single CTL response, multiple CTL
clones directed against different epitopes are observed in vivo. Depending on
the CTL responsiveness and the rate of CTL-mediated effector activity, some
CTL responses may inflate while others do not. For example, the amount of
virus maintained by the NK cell response may be too little to achieve expan-
sion for some CTL clones during chronic infection, while it will be sufficient
for others. Consequently some clones might remain as resting memory cells
at a stable level, while others inflate, further complicating the patterns of im-
munodominance. This has been observed in experimental data from MCMV
infected mice [Karrer et al. (2003)].

5.4 Summary

In this chapter we reviewed mathematical models that have aimed to ex-
plain patterns of immunodominance observed in vivo. Of central importance
is the concept of competition between immune responses. CTL clones directed
against different epitopes of the same virus compete for antigenic stimulation.
The more efficient a competitor, the lower the level to which it can reduce
virus load, and the more it can suppress the expansion of competing CTL
clones. This is how the dominance of one CTL clone can come about. The
dominance of a single CTL clones is expected to be observed especially in the
context of a weak response. If the response is stronger, the degree of competi-
tion between the CTL clones is reduced, and we expect to see a broader CTL
response where several CTL clones coexist over a prolonged period of time.
Antigenic heterogeneity can also contribute to a broadening of the CTL re-
sponse. Finally, we examined an unusual pattern of immunodominance where
certain CTL clones can be present initially at low levels and then slowly in-
crease in abundance during the chronic phase of the infection. Such inflation
dynamics have been observed in the context of murine MCMV infection, and
can be explained by the competition between CTL responses and NK cell
responses for antigenic stimulation.
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Multiple Infections and CTL Dynamics

When CTL dynamics are analyzed, we usually consider a CTL response in the
context of a single specific virus. Upon infection, the CTL response expands,
attains effector activity, fights the virus, and differentiates into memory cells.
Memory cells survive at elevated levels for a prolonged period of time after the
resolution of infection. However, hosts are exposed to a wide variety of infec-
tions over their lifespan. Each infection can potentially elicit CTL responses
that expand and build memory. This brings up a problem. As the host gets
infected by different pathogens, the total number of CTL would increase over
time as more and more populations of memory cells are created. However,
this does not occur. Instead, experiments have shown that a given infection
can result in the decline of the CTL memory population that was established
in response to a previous unrelated infection (Fig 6.1) [Liu et al. (2003); Selin
et al. (1999); Selin et al. (1996); Welsh et al. (1995)]. Thus, already estab-
lished CTL memory is diminished upon exposure to heterologous antigen. It
appears that the second infection activates the CTL memory population that
was established in response to a previous infection trough bystander effects.
Once activated, however, these CTL do not receive any further survival signals
because they are not specific for the antigen that is currently present in the
system. Consequently, they die and the population of memory cells declines.

These findings show that CTL responses to individual viruses do not occur
in isolation, but influence each other. If long-term persistence of memory CTL
would primarily serve to protect the host against secondary viral challenges,
then the only implications of these findings would be that protection against
rechallenge diminishes over time while the host experiences infection with
heterologous viruses. On the other hand, if long-term persistence of memory
CTL is required to achieve virus clearance or long-term control of the infec-
tion (see Chapter 2), then the finding that exposure to heterologous viruses
can lead to the attrition of previously established CTL memory has impor-
tant implications for the ability of the immune system to deal with multiple
infections at the same time. This chapter reviews mathematical models that
have addressed this issue.
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Fig. 6.1. Schematic illustration of memory attrition by heterologous antigen. If the
host is exposed to a given infection, it mounts a CTL response and builds memory. If
the host is subsequently exposed to another infection, it mounts a CTL response and
builds memory against this second infection. In addition, the second virus induces
a decline of the memory CTL against the first virus. This is the central concept of
the current chapter.

6.1 Mathematical Model

We construct a simple model taking into account two basic variables. The
virus populations, and the memory CTL populations specific for the respective
viruses. We assume that the host can be infected by n different viruses during
its life time. Virus of type i is denoted by vi, and the memory CTL response
specific to that virus is denoted by zi, where i = 1..n. The model is given by
the following set of ordinary differential equations.

v̇i = rivi

(
1 − vi

ki

)
− pivizi, (6.1)

żi = civizi − bizi − zi

j=1..n∑
j �=i

αjvj . (6.2)

This model uses a simplified equation to describe virus growth [Wodarz
(2001a)]. Instead of taking into account explicitly the number of infected and
uninfected cells, as well as the population of free viruses, we capture the
growth of the virus population in a single equation (2.1). The virus replicates
at a rate ri. Replication is density dependent, limited by the carrying capacity
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ki. The carrying capacity corresponds to target cell limitation. Virus replica-
tion is inhibited by the specific CTL response at a rate pi. The memory CTL
response becomes activated and proliferates in response to its specific anti-
gen at a rate ci. In the absence of antigen, the CTL response has an average
life span of 1/bi. In addition, the model assumes that heterologous antigenic
stimuli vj reduce the memory CTL response to virus i (zi) at a rate αj .

Note that the model makes a number of assumptions that are worth men-
tioning explicitly: (i) The n different viruses are assumed not to be in com-
petition with each other. That is, every virus has its own set of target cells
without significant levels of direct interference. This is a reasonable assump-
tion if the viruses are distinct pathogens. If the antigenically heterologous
virus only is a different strain of the same pathogen this assumption is valid
if virus load remains low and competition is not the driving force underlying
the dynamics (see discussion). (ii) For analytical simplicity it is assumed that
the impairment by a viral strain is the same for all strains, i.e. the αj values
are the same for all i. (iii) In the model, the CTL response to a given infection
is impaired directly by the presence of antigenically heterologous viral stim-
uli. An alternative mechanism could be that immune responses have an effect
on each other. This would be similar to Jerne’s network hypothesis [Hoffman
(1975); Jerne (1974a); Jerne (1974b); Urbain (1986)] according to which im-
mune cell type 1 can act on cell type 2 and vice versa. This can be viewed
as a reciprocal predator–prey interaction in which a given immune cell type
is both predator and prey to another, and vice versa. There has been con-
siderable debate and controversy regarding the network hypothesis, and the
applicability of such a regulatory mechanism could be different in the resting
and the active immune state [Anderson and May (1991)]. Here the network
hypothesis is not further pursued, since mathematical modeling approaches
[Anderson and May (1991)] suggest that it might not be able to fully account
for the observed experimental results.

6.2 Virus Control and Antigenic Heterogeneity

We start by summarizing the properties of CTL responses specific for a single
virus population in isolation (For now we omit subscripts for simplicity). If
r > 0, then the virus population grows during primary infection. If ck > b,
virus growth is followed by expansion of the CTL response. The rising CTL
response reduces virus load that eventually settles at an equilibrium level
described by v∗ = b/c. The level of CTL at equilibrium is given by z∗ =
r(1−v∗/k)/p. According to the model, virus load at equilibrium is influenced
by two immunological parameters. (i) A low virus load is promoted by a high
CTL responsiveness c. (ii) Low virus load and long-term control of an infection
requires a long life span of the CTL response in the absence of antigen, i.e. a
high value of 1/b. Hence long-term virus control or clearance requires antigen-
independent persistence of CTL memory. This is important because antigen-
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independent persistence of memory CTL ensures that immunological pressure
is maintained even if virus load declines to low levels. These notions are the
same as those described in Chapter 3.

These considerations apply as long as a given virus population is cleared
before the host is infected with an antigenically heterologous virus. However
the situation becomes more complicated if the host is faced with more than
one virus infection at the same time. There might be multiple acute infections
simultaneously present, or the host might harbor a collection of persistent
infections that can be immunologically controlled. In such a setting, a given
virus population can influence immune responses to the other pathogens. If the
CTL response has to deal with more than one infection at the same time, the
characteristics of the response required to result in virus control or clearance
can be altered. Equilibrium virus load for a given infection vi in the presence
of the specific CTL response zi is described by

v∗
i = (1/ci)

(
bi +

j=1..n∑
j �=i

αiv
∗
j

)
.

Thus, the abundance of virus i also depends on the collective abundance of
the other viruses in the host. More importantly, if

j=1..n∑
j �=i

αiv
∗
j > bi,

then a long life span of memory CTL in the absence of antigen (low value of
bi) loses its ability to contribute to virus control. In this case, reduction of
virus load is only promoted by a high CTL responsiveness ci. Thus, although
the CTL memory response still has in principle the capacity to persist in the
absence of antigen (low b), interference by the heterologous antigenic stimuli
renders this memory ineffective at maintaining strong immunological pressure
at low virus loads. At low loads, the degree of interference from heterologous
stimuli is stronger than the amount of specific antigenic stimulation, resulting
in reduction of CTL-mediated pressure. Hence, overall immunity is compro-
mised, and the chances of virus eradication, as well as the level of control, is
reduced.

6.3 Two Heterologous Infections

Here we assume that a given virus population v1 has established persistent
infection and is efficiently controlled by a CTL memory response z1. Failure to
clear the infection could have a variety of reasons. Examples are infection of
sites that are difficult to access by the immune response, or viral latency. We
investigate the consequence of infection with a heterologous virus v2 for the
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Fig. 6.2. Dynamics of two antigenically heterologous infections. Assume that virus
population v1 is controlled by the CTL response z1. The schematic diagram demon-
strates possible outcomes when adding a second virus infection v2. Either both
infections are controlled by their respective CTL memory responses, or one or both
responses are driven extinct, resulting in uncontrolled virus growth. For detailed
explanation, see text.

degree of antiviral immunity to both infections (Fig 6.2). The CTL response
against the heterologous virus z2 can expand if c2k2 > b2 + α1b1/c1. If this
condition is fulfilled and the CTL response z2 does invade, then the outcome
of infection is as follows. If c1k1 > b1 + α2b2/c2 then both infections are
controlled by their respective CTL responses. In the opposite case, the CTL
response z1 goes extinct, and virus population v1 reaches its carrying capacity
k1. Since increased load of virus population v1 has an increased adverse effect
on the CTL response z2, immunological control of virus population v2 is also
reduced. If c2k2 > b2 +α1k1 then the CTL response z2 is still maintained and
can control the virus population v2 to a certain degree. In the opposite case,
the CTL response z2 also goes extinct, and the virus population v2 reaches
its carrying capacity k2.

Similarly, if the CTL response z2 cannot invade in the first place, virus
population v2 will replicate up to its carrying capacity k2 and reduce immunity
to virus population v1. If c1k1 > b1 + α2k2, then the CTL response z1 is
maintained, otherwise it goes extinct and v1 = k1.
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This simple analysis demonstrates how the invasion of a heterologous
pathogen can upset the ability of CTL to control infections.It can potentially
lead to the collapse of the CTL response against both infections.

6.4 Multiple Heterologous Infections

Here we extend the above analysis to account for multiple persistent infections.
We investigate how accumulation of persistent infections influences overall
immunity and virus control, and discuss whether there is a limit to the number
of infections the immune system can deal with (Fig 6.3). We assume that there
are a number of n persistent virus infections vi that can infect the host over
time and that can be controlled by their respective specific CTL responses
zi. We start by considering the simplest case assuming that viral and host
parameters are the same for each infection and the respective CTL response
(i.e. ri = r; ki = k; pi = p; ci = c; bi = b; αi = α). Fig 6.3 shows how total
virus load and the total number of memory CTL depends on the number of
infections present in the host. Increasing the number of infections n results
both in an increase in virus load and the total number of memory CTL. For

n > (1 − c/α) −
√

kb(α + c)
kα

,

the total number of memory CTL declines with an increasing number of in-
fections. For

n > (1 + c/α) − b(c + α)
ckα

,

CTL memory collapses and the immune system loses control of all virus
infections. It is interesting to consider the rate of increase in total virus
load when infections are accumulated (when n is increased, Fig 6.3). For
n < (1/2)(1 + c/α) the increase in total virus load with the addition of new
infections is less than exponential (Fig 6.3). However, this trend is reversed
if n > (1/2)(1 + c/α) : if this threshold is crossed, then the increase in total
virus load becomes greater than exponential when new viruses are added to
the system (i.e. when n is increased, Fig 6.3). Hence, if the number of infec-
tions crosses this threshold, CTL memory starts to lose the ability to keep
the viruses in check and this culminates in a decrease of the CTL memory
population and eventually in extinction of CTL memory.

These basic patterns also underlie the more complicated and realistic case
assuming that host and viral parameters differ between individual infections
(Fig 6.4). An important parameter in this respect is the strength of the mem-
ory CTL responses. In the model this is described by ciki, i.e. it is a com-
bination of the rate of CTL activation and the level of antigenic stimulation
provided by the virus. For the purpose of analysis, we rank the CTL spe-
cific for the different viruses according to their rate of expansion, so that
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Fig. 6.3. Effect of the number of infections n on total virus load and the total num-
ber of memory CTL in the neutral model, assuming that parameters are identical
for each infection. An increase in n results in an increase in virus load. This increase
is less than exponential if n lies below a threshold defined in the text. If n lies above
that threshold, the increase in virus load is faster than exponential. An increase in
n also results in an increase in the total number of memory CTL. If n crosses a
threshold, the overall number of memory CTL decreases and finally goes extinct.
For mathematical details, see text. Simulations are based on equations (6.1–6.2).
Parameter values were chosen as follows: ri = 0.5, pi = 1, ki = 10, bi = 0.1, ci = 2,
αi = 0.1.

c1k1 > c2k2 > c3k3 > > cnkn. We can then test each successive CTL re-
sponse zi for its ability to persist in the face of the other virus infections. The
CTL response zi directed against virus infection vi can persist and control the
infection if

j=1..n∑
j/neqi

αjv
∗
j < ciki − bi.
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Fig. 6.4. Effect of the number of infections n on total virus load and the total
number of memory CTL in the realistic model, assuming that parameters differ
between the infections. The general pattern is the same as for the neutral model
shown in Fig 6.3. The main difference is that in this more realistic case, not all
CTL memory responses necessarily go extinct when the number of infections n
crosses a certain threshold. If n crosses a threshold, only a fraction of the CTL
memory responses are driven extinct. With each additional virus infection added
to the system, a higher fraction of the CTL memory responses goes extinct, until
all viruses can grow uncontrolled. The simulation assumes that the main difference
between the infections is the CTL responsiveness ci. Values were assigned according
to ci = 2 − 0.05i, where i = 1..n. Other parameter values were chosen as follows:
ri = 0.5, pi = 1, ki = 10, bi = 0.1, αi = 0.1. Simulations are based on equations
(6.1–6.2).

Thus, establishment of the memory CTL response zi is promoted by a low
total virus load of heterologous pathogens, as well as by a small negative effect
of these heterologous infections on the CTL response zi. If the above condi-
tion is not fulfilled, then the CTL memory response zi is not established, and
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the virus population vi reaches its carrying capacity ki. This in turn signif-
icantly increases overall virus load, and this can have an increased negative
effect on all other memory CTL responses present. If overall virus load is high
enough, this can lead to a chain reaction resulting in extinction of further
CTL responses (Fig 6.4). In the worst case, this chain reaction culminates in
extinction of the entire CTL memory population and uncontrolled replication
of all viruses present (Fig 6.4). This would be equivalent to death of the host.

6.5 Experimental Studies

In a set of experiments, mice were first infected and primed with influenza A
virus [Liu et al. (2003)]. That is, they generated a CTL response and CTL
memory that persisted in the long-term. Subsequently, the mice were infected
with gamma herpes virus γHV 68. Mice were sampled at 35, 60, and 100 days
after gamma herpes virus infection. At every time point tested, the influenza
specific memory CTL frequencies were significantly reduced for a number of
tissue sites in the mice. This effect was selective for the influenza specific CTL
memory population. Estimates of the total CTL count showed that there was
no significant reduction as a result of gamma herpes virus infection. It was
also checked whether the presence of the large, influenza specific memory CTL
population at the time of gamma herpes virus infection would modify the new
gamma herpes virus specific response. No significant effect was determined.
Therefore, the negative influence of one response on the other is asymmetric.
A new response can diminish a previously established memory CTL popula-
tion, but the previously established memory CTL population does not have a
negative impact on a new response.

This experiment was specifically simulated using the mathematical model
described above (6.1–6.2). While gamma herpes virus does does establish la-
tent infection, this has not been included in the model for simplicity because it
does not influence the results in question. The simulation (Fig 6.5) starts with
one infection that is resolved by a specific CTL response. This corresponds
to influenza virus in the experiments. After the virus is cleared, the memory
CTL are long-lived and only decay at a very slow rate. During this mem-
ory phase, a second virus (gamma herpes virus) is added to the system. The
maximum virus load of the lytic replication is resolved by the CTL, leading
to long-term memory and control. During the time that the gamma herpes
virus load increases, the CTL memory response to influenza virus is reduced
(Fig 6.5). As the gamma herpes virus load is diminished, the CTL memory
response against influenza virus is no longer negatively affected. The experi-
mental data showed that the CTL response against gamma herpes virus is not
selectively impaired, despite the presence of high initial numbers of influenza
virus specific CTL. This is in accord with the model simulation, assuming
that the heterologous antigen itself, and not CTL competition, is the reason
for the reduction of CTL memory.
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Fig. 6.5. Simulation of the experiments in which mice were first primed with in-
fluenza virus and then challenged with γHV 68 (gamma herpes virus). Simulations
are base on equations (6.1–6.2). The arrow indicates the time of γHV 68 infection.
A new CTL response against γHV 68 develops, and the previous CTL memory that
was induced by influnza, declines. Parameter values were chosen as follows: ri = 0.5,
pi = 1, ki = 10, bi = 0.005, ci = 0.5, αi = 0.05. For simplicity, the parameters were
assumed to be the same for both infections.

6.6 Coinfection: Viruses and Bacteria

It is often the case that viral infections, especially with respiratory viruses,
are accompanied by bacterial coinfections. According to the model, coinfec-
tion can reduce overall immunity, and this can result in delayed clearance,
or in failure to clear either infection (Fig 6.6). This weakened immunity in
turn opens up the possibility for other viruses to invade the host and to de-
teriorate the situation. Hence, especially in older patients, or in patients with
a compromised immune system, it could be helpful to administer antibiotics
even if symptoms are caused by a viral infection. Protection from bacterial
coinfections ensures that the CTL response can work with highest efficacy to
resolve the viral disease. If there already is a bacterial coinfection present in
the host, inhibition of bacterial growth reduces exposure of the immune sys-
tem to bacterial antigen, and this might enhance the CTL memory response
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against the virus (Fig 6.6). Hence, inhibition of bacterial growth could re-
sult in more efficient antiviral immunity and in faster resolution of the viral
disease.
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Fig. 6.6. Coinfection by a virus (v1) and a bacterial pathogen (v2). The viral and
bacterial infections are described by the same equations (6.1–6.2). If the amount
of CTL memory attrition is significant, coinfection can result in impaired or de-
layed resolution of both pathogens. Treatment of the bacterial infection (e.g. with
antibiotics, arrow) reduces the amount of bacterial antigen displayed to the immune
system. This strengthens the CTL memory response to the viral infection that can
now be driven extinct. Treatment of the bacterial infection was modeled by setting
r2 = 0, and introducing a term describing removal of the bacteria, γ = 0.5. Other
parameter values were chosen as follows: r1 = 1, r2 = 0.5, c1 = 0.5, c2 = 0.6,
ki = 10, pi = 1, bi = 0.1, ai = 0.5.

6.7 Vaccination

The fact that an increase in the number of antigenic stimuli experienced by
the immune system at the same time can result in overall compromised im-
munity has obvious implications for vaccination strategies. Immunization is
the most effective way of preventing infectious disease. Traditionally, there are
two main types of vaccines: live virus vaccines and inactivated virus vaccines.
Live avirulent vaccines have been most successful and have significantly re-
duced the incidence of several important diseases. The reason for the success
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of these vaccines is that the live attenuated virus replicates in the recipient.
However, this can also have negative effects on overall immunity, since from
an immunological point of view this antigenic exposure is equivalent to a nat-
ural infection. Even inactivated virus vaccines could in principle have negative
effects on overall antiviral immunity since application of multiple high doses
of the antigen could lead to attrition of the memory CTL population against
other infections. According to the arguments presented here, it is not a good
strategy to vaccinate people against as many infections as possible. Vaccina-
tion should be administered if the benefit to the individual achieved by the
immunization outweighs the cost to overall immunity of that individual (due
to a possible reduction in previously established CTL memory populations).
Hence, patients currently dealing with an acute infection should abstain from
vaccination, since the additional exposure to heterologous antigen could re-
duce the efficacy of CTL memory to resolve this acute infection. Similarly,
patients harboring pathogenic persistent infections such as HIV, HTLV, or
hepatitis should carefully consider possible immunizations.

From a broader perspective we could be faced with a potential dilemma
when thinking about vaccination strategies: While vaccination could be detri-
mental for individuals who have already experienced many different antigenic
stimuli, vaccinating against as many infections as possible could be beneficial
for the society as a whole, since it would effectively stop the spread of the
pathogen within the population. This problem merits further investigation by
mathematical models.

6.8 The Immune Phenome and Aging

The mathematical analysis of multiple infections in overall CTL dynamics
illustrates how how the life time immune effector and memory phenome will
be shaped by the overall antigenic (particularly the infection) history of the
individual. The consequences of those in high infection load environments are
potentially disastrous. An obvious example are people living in the developing
world and those involved in high risk behavior such as intravenous drug use.
As pointed out in the last section, such interactive effects need to be kept in
mind as we attempt to develop effective vaccination strategies for these vul-
nerable populations. Furthermore, the model has important implications for
antigenically variable pathogens (e.g. HIV or HCV) that expose the immune
system to a wide variety of different antigenic stimuli over a relatively short
period of time. This could result in the persistence of the virus variants, with
overall virus load increasing as more antigenic strains are produced. When
the number of antigenic strains crosses a threshold, CTL memory will decline
and eventually collapse.

These notions could also account for the observation that the efficacy of
antiviral immunity decreases with age. With advanced age, people become
more susceptible to viral infections, and recall responses have been observed
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to be less efficient compared to younger age groups [Effros and Walford (1983);
Fagiolo et al. (1993)]. During the life time the host becomes infected with a
wide variety of viruses and antigen might persist for prolonged periods of time.
Other viruses establish persistent infections. Thus, as the host ages, the num-
ber of heterologous antigenic stimuli presented to the immune system could
increase, resulting in progressive weakening of CTL memory and antiviral
immunity. CTL memory responses might also be required for tumor surveil-
lance, and might prevent cancer growth [Xiang et al. (1999)]. In this case, the
emergence of clinical tumors could also be the consequence of weakened CTL
memory caused by accumulation of too many antigenic stimuli over time.

6.9 Summary

This chapter has stressed that specific virus immune system interactions
should not be considered in isolation, but that heterologous infections can
activate and diminish previously established CTL memory in a nonspecifc
manner through bystander effects. In particular, the models discussed here
suggest that the negative effect on previously established memory is mediated
directly through the new virus population, and not through competition be-
tween the different CTL responses. The model assumptions and predictions
have been tested by experiments in which mice were sequentially challenged
with influenza virus and gamma herpes virus. These concepts have long reach-
ing consequences for the host. On the simplest level, the host loses memory-
mediated protection against rechallenge if memory gets deleted by exposure to
heterologous antigen. Moreover, simultaneous exposure to multiple pathogens
can render the host less effective at dealing with those pathogens. Impaired
memory responses can result in a reduced efficacy of the CTL at controlling or
eliminating viruses and pathogens in general. Once the host has been exposed
to too many infections, the model suggests that the overall capability of the
CTL are reduced, until the CTL populations collapse and fail to fight any
infection successfully. This trend might be observed during old age.
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Control versus CTL-Induced Pathology

A major mechanism by which CTL fight viruses is the lysis or killing of in-
fected cells. This removes the source of virus production and contributes to
virus clearance. As discussed in Chapter 8, lysis of infected cells can be essen-
tial for the resolution of infection [Jeffery et al. (1999); Kagi et al. (1996); Kagi
et al. (1995b); Saah et al. (1998); Schmitz et al. (1999)]. This form of antiviral
activity can, however, also have a negative impact on the host [Lehmann-
Grube (1971); Moskophidis et al. (1993c); Zinkernagel (1996)]. If many cells
are infected, then lysis of these cells can lead to a significant amount of tissue
damage. This can result in pathology, and even in the death of the host. Such
damage, brought about by CTL responses that fight an infection, is referred
to as CTL-induced pathology.

CTL-induced pathology is an example of a variety of conditions in which
the immune system can harm its own body. It is important to distinguish
it from the class of diseases that are known as autoimmune diseases [Fuji-
nami (2001); Matzinger (1998); Rouse and Deshpande (2002); Seewaldt et al.
(2000); Zinkernagel (1993)]. In autoimmune diseases, inappropriate immune
responses against proteins of the host’s own body are triggered, and this re-
sults in pathology. It is unclear how inappropriate responses develop. A viral
infection can be the reason. For example, the virus can carry an antigen that
mimics a host antigen, and this molecular mimicry can induce the disease.
With CTL induced pathology, an appropriate CTL response is triggered that
recognizes viral antigen and that can contribute to the resolution of the in-
fection. However, in the process of fighting the virus, a large number of tissue
cells can become killed if the virus has infected many cells, and this is the
reason for pathology.

The concept of CTL-induced pathology is best defined in the experimental
LCMV infection of mice [Lehmann-Grube (1971); Moskophidis et al. (1993c);
Zinkernagel (1996)]. As reviewed in Chapter 1, LCMV infection is charac-
terized by a variety of outcomes that range from viral clearance to CTL
exhaustion [Moskophidis et al. (1995b); Moskophidis and Kioussis (1998);
Moskophidis et al. (1993a); Moskophidis et al. (1993c); Zinkernagel (1996);
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Fig. 7.1. Schematic diagram that puts the concept of CTL-induced pathology into
context. A variety of outcomes can be observed. On the one hand, the CTL re-
sponse can be absent and can thus not cause pathology. If the CTL response clears
the virus, it also does not induce pathology. If CTL fail to clear an infection and
are continuously present and killing infected cells, CTL-induced pathology can be
observed.

Zinkernagel et al. (1977)]. The outcome of infection is determined by the ini-
tial virus load, the replication rate of the virus, and host parameters such
as the strength of the CTL response. If the CTL response is not exhausted,
but also fails to control the infection, the outcome is CTL-induced pathology
where the mouse loses weight, wastes, and dies (Fig 7.1). The antiviral CTL
have been shown to be the reason for this pathology. It is thought that such
immunopathology also plays a role in the pathogenesis of human infections,
but the evidence is often less clear. For example, it is not understood whether
the symptoms of the common cold are caused by the virus itself, or by the
CTL that fight the virus and therefore cause tissue damage. Based on the re-
sults obtained from LCMV infection, it has been suggested that CTL-induced
pathology could contribute to the development of AIDS [Zinkernagel (1994);
Zinkernagel (1995); Zinkernagel and Hengartner (1994); Zinkernagel et al.
(1999)]. Similarly, CTL-induced pathology could contribute to liver disease in
hepatitis B and C virus infections (HBV and HCV) [Guidotti et al. (1994a);
Guidotti et al. (1999a); Guidotti and Chisari (1996); Guidotti et al. (1999b)].

This chapter will review how mathematical models have helped to define
the conditions under which CTL have a net positive effect for the host, and
when CTL-induced pathology occurs. Theoretical predictions will be discussed
in the context of experimental data from LCMV infection. Finally, we explore
implications for HIV.

7.1 Basic Mathematical Insights

This section describes some basic mathematical results that give insights into
the conditions under which CTL-induced pathology occurs, and when CTL
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have an overall beneficial effect on the host. This can be done in the context
of the basic equations that describe infection dynamics (model 2.2–2.4). The
CTL response is given by equation (2.11) [Wodarz and Krakauer (2000)]; that
is, CTL are assumed to expand in response to antigenic stimulation. The prin-
ciples described here do not, however, depend on this particular mathematical
form to describe CTL dynamics. The degree of pathology is measured by the
sum of the number of uninfected and infected host cells that are targeted by
the virus x+y; in other words, the total number of tissue cells. In the absence
of infection, all cells are uninfected, and the equilibrium number of tissue cells
is given by x(0) = λ/d. If an infection becomes established, the system con-
verges to a new equilibrium where the total number of tissue cells is less than
or equal the number of tissue cells in the absence of infection (x+y <= x(0)).
The degree of pathology is measured by the fraction of tissue cells that remain
at equilibrium in the presence of the infection. We analyze equilibria because
CTL-induced pathology occurs mostly in persistent infections. There might be
transient pathology in acute infections that are eventually cleared, such as the
common cold. The properties of pathology in acute and transient infections
are, however, very similar to those derived from the equilibrium analysis.

We start the analysis by assuming that the virus is noncytotoxic (i.e. does
not kill the infected cell, a = d). An example of this is LCMV infection of mice
[Lehmann-Grube (1971)]. Two parameters are important for determining the
degree of CTL induced pathology. These are the efficacy of the CTL response
(described by the immune resonsiveness c and the rate of CTL-mediated lysis
p) and the replication rate of the virus (described by the parameter β) (Fig
7.2). The basic results are summarized in Fig 7.2. Consider the CTL efficacy
first. If the CTL efficacy is very weak, tissue size is similar to the levels in
the absence of infection (Fig 7.2). This is because the CTL hardly have any
effect on the dynamics, and the virus is assumed to be noncytotoxic. That
is, although infected cells are present, the total tissue size is not reduced by
the infection. As the CTL efficacy is increased, the total number of tissue
cells declines down to a minimum (Fig 7.2). This is because the CTL are not
efficient enough to reduce virus load significantly. High virus load, combined
with CTL-mediated lysis, results in pathology. As the CTL efficacy is increased
further, the tissue size rises again (Fig 7.2). This is because the CTL are more
efficient in this parameter region. Thus, virus load is reduced to relatively low
levels, and the killing of infected cells causes less damage to the tissue. As the
efficacy of the CTL response is increased further, the tissue size approaches
preinfection levels (Fig 7.2) because the virus is cleared (i.e. average number
of virus particles is very low).

Therefore, there is an intermediate CTL efficacy when pathology is max-
imized (Fig 7.2). This level of CTL efficacy is determined by the replication
rate of the virus (Fig 7.2). The faster the replication rate of the virus, the
higher the CTL efficacy at which pathology is maximized, and the higher the
efficacy of the CTL has to be in order to overcome pathology and to clear
the infection (Fig 7.2). In addition, the faster the viral replication rate, the
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Fig. 7.2. Basic properties of CTL-induced pathology, defined by a reduction of the
total number of target cells in the presence of CTL, compared to the absence of CTL.
Plot is based on equation (2.11). We assume that the virus is noncytotoxic. CTL-
induced pathology is most likely to occur at a low or intermediate efficacy of the
CTL response (cp). In addition, the replication rate of the virus plays an important
role. The faster the replication kinetics of the virus, the more severe the degree of
pathology observed. If the virus replicates at a fast rate, a significant reduction in
the total number of target cells will be observed even in the presence of a relatively
strong CTL response. If the virus replicates slowly, any degree of immunopathology
is only observed in the presence of inefficient CTL. Thus, for slowly replicating
viruses, an increase in the CTL responsiveness is likely to benefit the host, while for
faster replicating strains, the opposite applies (see vertical dashed line and arrows).
Parameters were chosen as follows: λ = 10, d = 0.1, a = 0.1, k = 1, u = 1, b = 0.1.

more pronounced the degree of CTL-induced pathology (Fig 7.2). Faster vi-
ral replication correlates with more infection events, and thus with a higher
number of cells that are killed by the CTL. In the context of this model, it is
not possible to provide meaningful analytical expressions for the CTL efficacy
at which the level of pathology is maximized, and for the degree of pathology.
The results described here are based on numerical simulations.

Although we have explored the properties of CTL-induced pathology as-
suming a noncytotoxic virus, our results do not strictly depend on this as-
sumption. In general, the presence of a CTL response can lead to a reduction
in the total number of target cells if the cytotoxicity of the virus is low relative
to the rate of viral replication. In terms of the model, CTL can contribute to
tissue damage if a < (λβ)1/2, where a denotes viral cytotoxicity and λβ corre-
lates with the replication kinetics of the virus [Krakauer and Nowak (1999)].
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Therefore, if the virus replicates at a fast rate, CTL can contribute to pathol-
ogy even if the virus is relatively cytotoxic.

Based on these findings we can give a definition of CTL-induced pathology.
CTL-mediated pathology occurs if the sum of uninfected and infected target
cells at equilibrium is smaller in the presence of a CTL response than in the
absence of CTL. It is brought about by a response of intermediate strength:
if the CTL are too weak they do not affect the dynamics significantly; if
they are too strong, they resolve the infection successfully. If their efficacy
is intermediate, the CTL fail to resolve the infection, and continuously kill
infected cells at a significant rate. The degree of CTL-induced pathology is
stronger the faster the replication rate of the virus. CTL-induced pathology
is not only observed in noncytotoxic viruses. It can be observed as long as the
viral cytotoxicity is low relative to the viral replication rate.

7.2 CTL-Induced Pathology in LCMV Infection

LCMV infection is an ideal system to test mathematical predictions. The oc-
currence of CTL-induced pathology, resulting from the killing of infected cells,
is clearly documented with LCMV. In addition, viral and host parameters can
be varied easily. According to theory, the viral replication rate and the effi-
cacy of the CTL response are key parameters that determine whether CTL
cause harm or not. Several LCMV strains exist that differ in their replication
rate [Moskophidis et al. (1995b)]. In addition, the viral replication rate can
be modified by knocking out IFN-γ in mice [Bartholdy et al. (2000); Nansen
et al. (1999); Thomsen et al. (2000); van den Broek et al. (1995a); van den
Broek et al. (1995b)]. Absence of IFN-γ increases the rate of viral replication.
The rate of viral spread can be further influenced by varying the initial virus
load. If mice are infected with a higher dose of the virus, the initial spread
of the virus is faster. The efficacy of the CTL response can be modulated by
knocking out CD4 T cell help [Andreasen et al. (2000); Borrow et al. (1996);
Borrow et al. (1998); Christensen et al. (2001); Thomsen et al. (1996); Thom-
sen et al. (2000); Thomsen et al. (1998)]. Absence of helper cells results in a
significantly reduced ability of CTL to control LCMV infection in the long-
term. Therefore, experiments in IFN-γ deficient mice and CD4 cell deficient
mice can be used to address the mathematical insights described above. The
effect of CD4 T cell help on CTL responses is discussed in detail in Chapter
4.

First, consider the replication rate of the virus (Fig 7.3) [Nansen et al.
(1999)]. We compare two strains. LCMV Armstrong replicates slowly, while
LCMV Traub replicates fast. Consider wild-type mice first. With a relatively
low initial virus dose of 200 PFU (plaque forming units, a measure of virus
load), the virus is controlled efficiently with both LCMV Armstrong and
LCMV Traub infection (Fig 7.3). If the initial virus load is a hundred fold
higher, then mice infected with LCMV Traub exhibit a significant degree
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Fig. 7.3. Degree of CTL-induced pathology observed in mice infected with the
slowly replicating LCMV strain Armstrong, and the fast replicating LCMV strain
Traub. Wild-type mice as well as IFN-γ deficient mice were infected. Pathology is
measured as percent change in body weight of the mice. Data taken from [Nansen
et al. (1999)]. (i) Infection with the slowly replicating LCMV Armstrong does not
cause significant pathology, even in IFN-γ deficient mice. (ii) Infection with the fast
replicating Traub strain results in significant pathology in IFN-γ deficient mice. (iii)
Infection with the fast LCMV Traub also results in significant pathology in wild-type
mice if the infectious dose is increased.

of CTL-induced pathology (Fig 7.3). In IFN-γ deficient mice, even infection
with the slow LCMV Armstrong results in limited pathology (Fig 7.3). On
the other hand, infection with fast LCMV Traub strain results in severe CTL-
induced pathology and death of the animals (Fig 7.3). These data confirm
the prediction that faster viral replication kinetics promote the occurrence of
CTL-induced pathology.
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Days post infection

Fig. 7.4. Effect of CD4 cell deficiency (weaker CTL response) and IFN-γ deficiency
on the development of CTL-induced pathology in mice infected with the slowly
replicating LCMV Armstrong. Pathology is measured as percent change in body
weight of mice. Data taken from [Christensen et al. (2001)]. A deficiency of CD4 T
cell help or IFN-γ alone does not result in significant pathology. On the other hand,
strong pathology and death of animals is observed if mice are deficient in both CD4
T cell help and IFN-γ.

Now, consider variation in the efficacy of the CTL response in addition to
the variation in the viral replication rate (Fig 7.4). We consider infection of
different types of mice with the slowly replicating LCMV Armstrong (Fig 7.4).
Four genetically different mice were infected [Christensen et al. (2001)]: wild-
type mice (CD4+ and IFN-γ+) that have an efficient CTL response and can
reduce the rate of viral replication; CD4+ IFN-γ mice that have an efficient
CTL response, but viral replication is faster due to the absence of IFN-γ; CD4-
IFN-γ+ mice that have a reduced efficacy of the CTL response, but can still
reduce the rate of viral replication through IFN-γ; and CD4- IFN-γ- mice that
have a weak CTL response and allow the virus to replicate faster. Infection
of wild-type mice induces a potent CTL response that rapidly controls the
infection. Pathology is not observed (Fig 7.4). A deficiency in either CD4 cell
help or IFN-γ alone also does not result in significant degrees of pathology
in the long-term (Fig 7.4). On the other hand, a deficiency in both CD4 cell
help and IFN-γ results in severe CTL-induced pathology and death of the
mice (Fig 7.4). The pathology was shown to be dependent on CTL-mediated
antiviral activity. This set of experiments confirms the prediction that the
efficacy of the CTL response (modulated through CD4 cell help) is also an
important determinant of pathology, and that pathology is most likely to be
observed if the replication rate of the virus is fast relative to the efficacy of
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the CTL response. As suggested by the model, CTL-mediated pathology is
the consequence of a relatively weak, and not a strong response.
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Fig. 7.5. Effect of CD4 cell help and IFN-γ deficiency on the dynamics of LCMV
and the LCMV specific CTL response, as predicted by the mathematical model
(7.1–7.4). (i) wild-type hosts; (ii) IFN-γ-/- but helper competent hosts; (iii) IFN-γ
competent but helper deficient hosts; (iv) hosts deficient in both IFN-γ and CD4
cell help. For details see text. Parameters were chosen as follows: λ = 10, d = 0.1,
a = 0.1, p = 1, c = 1, b = 0.01, g = 0.1, h = 0.1, β = 0.05, s = 1, q = 100. IFN-γ-/-
hosts are characterized by q = 0, while helper deficient hosts are characterized by
s = 0.01. Note the different scales on the y-axis for wild-type and IFN-γ deficient
hosts.

These experiments with the slowly replicating LCMV Armstrong strain
can in fact be simulated using a variation of the basic CTL dynamics model
discussed earlier in this chapter (2.2–2.4, 2.11) [Christensen et al. (2001)]. It
includes IFN-γ mediated suppression of viral replication and CD4 T cell help
(Fig 7.5). The model is briefly outlined as follows. It consists of four variables:
the population of uninfected cells x, infected cells y, CTL precursors w, and
CTL effectors z. It is given by the following set of equations:

ẋ = λ − dx − βxy

qz + 1
, (7.1)

ẏ =
βxy

qz + 1
− ay − pyz, (7.2)

ẇ = csyw − cgyw − bw, (7.3)
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Fig. 7.6. Effect of CD4 helper cell deficiency and IFN-γ deficiency on the level
of CTL-induced pathology, as predicted by the mathematical model (7.1–7.4). (i)
IFNγ-/- hosts with an intact CD4 helper cell response. (ii) IFNγ-/- hosts deficient
in CD4 cell help. For details see text. Parameters were chosen as follows: λ = 10,
d = 0.1, a = 0.1, p = 1, c = 1, b = 0.01, g = 0.1, h = 0.1, β = 0.05, s = 1,
q = 100; IFNγ-/- hosts are characterized by q = 0, while helper deficient hosts are
characterized by s = 0.01.

ż = cgyw − hz. (7.4)

The equations are based on the mathematical models for CTL responses de-
scribed in chapter 2 (2.12–2.13), and include two additions. First, the basic
rate of virus replication can be reduced by IFN-γ, secreted by CTL, with a
rate q. Second, the rate of CTL proliferation is dependent on help, which is
captured in the parameter s. For more general models of nonlytic inhibitors
secreted by CTL and models of CD4 T cell impairment, see Chapters 8 and
11, respectively.

The simulation results are as follows. In the wild-type scenario (Fig 7.5i),
a sustained CTL memory response is generated that resolves the primary
infection and ensures long-term immunological control and clearance. The
IFN-γ deficient scenario (Fig 7.5ii) is characterized by low level persistent
virus replication. However, the CTL response is still sustained, and controls
the infection over the long-term. The higher virus load maintains a higher
number of CTL in the memory phase compared with the wild-type scenario,
and small bursts of virus drive the CTL number up, which can keep viral
replication in check. The validity of this prediction has been documented by
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experiments [Bartholdy et al. (2000)]. The CD4 helper deficient scenario (Fig
7.5iii) also results only in a small loss of virus control. However, the simulation
suggests that over time the CTL response slowly decays and this can lead to
reduced levels of virus control over the long-term. Consistent with this, a slow
decline in the number of CTL has been observed in CD4 cell deficient mice
infected with LCMV Armstrong [Christensen et al. (2001)]. In the scenario
that is characterized by both a CD4 cell deficiency and an IFN-γ deficiency
(Fig 7.5iv), there is a rapid loss of virus control and a significant reduction
in the level of the CTL response. These patterns are also reflected in Fig
7.6, which shows model predictions about the effect of CD4 cell deficiency
and IFN-γ deficiency on the level of CTL-induced pathology (characterized
by a low number of host tissue cells). In the presence of CD4 cell help, the
model suggests that the host experiences transient pathology, followed by
relatively efficient virus control. In accordance with the experiments, IFN-γ
deficiency does not result in significant levels of pathology in the long-term. In
the absence of CD4 cell help, the simulations suggests that while no significant
long-term pathology is observed in the presence of IFN-γ, the absence of IFN-
γ leads to severe CTL-induced pathology, which corresponds to the wasting
and death of hosts (Fig 7.6). Thus, the predictions from computer simulations
coincide with the experimental results described above.

7.3 CTL-Induced Pathology and HIV Infection

Based on his work on immunopathology in LCMV infection, Rolf Zinkernagel
suggested that T cell depletion in HIV infection might not be brought about
by the virus itself, but by the CTL response that kills infected T helper cells
[Zinkernagel (1994); Zinkernagel (1995); Zinkernagel and Hengartner (1994);
Zinkernagel et al. (1999)]. He argued that HIV might be noncytotoxic and that
AIDS is the consequence of CTL-induced pathology. Consequently, treatment
could be aimed at reducing the CTL responses against HIV. This is a con-
troversial concept, and this section explores this topic from a mathematical
perspective. Clinical data indicate that HIV is cytotoxic, especially during the
later stages of the disease. Nevertheless, the basic modeling described above
has shown that CTL can contribute to tissue pathology even in the context of
cytotoxic viruses if the viral replication rate is sufficiently fast. However, HIV
brings additional complexity. We have to explain the depletion of the entire T
helper cell population, although HIV only infects a fraction of all available T
helper cells. In particular, HIV tends to infect activated T cells preferentially
[Heinzinger et al. (1994); Stevenson (1994); Stevenson (1996); Stevenson et al.
(1995)]. The basic model of infection dynamics (2.2– 2.4) can be modified to
account for this, and we will discuss the conditions under which CTL-induced
pathology can occur in this HIV specific scenario. The model is described as
follows.
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The model consists of five variables: resting uninfected CD4 T cells s,
activated uninfected T cells x, infected T cells y, free virus v, and CTL z. In
contrast to the basic virus infection model we assume that HIV only completes
it replication cycle in activated CD4 T cells and that T cell activation occurs
in response to viral antigen [Wodarz and Krakauer (2000); Wodarz et al.
(1999)]. This can include bystander activation resulting from high viral loads.
The model is given by the following set of differential equations.

ṡ = ξ − fs − rsv

x + ε
, (7.5)

ẋ =
rsv

x + ε
− dx − βxy, (7.6)

ẏ = βxy − ay − pyz, (7.7)
v̇ = ky − uv, (7.8)
ż = cy − bz. (7.9)

Resting CD4 T cells are produced at a rate ξ, die at a rate fs and become
activated by virus at a rate rsv/(x + ε). This assumes that the rate of T cell
activation is a function of the number of T cells that are already activated.
If ε is small, the rate of T cell activation significantly increases if the number
of activated T cells is low. On the other hand, if the value of ε is large, then
the rate of T helper cell activation does not depend on the number of already
activated cells, but only on virus load. Activated T cells die at a rate dx and
become infected at a rate βxv. Infected cells produce free virus at a rate ky,
die at a rate ay and are killed by CTL at a rate pyz. Free virus decays at
a rate uv. The CTL population expands in response to antigen at a rate cy
and decays at a rate bz. Persistent virus replication in the presence of a CTL
response is described by an equilibrium given by a third degree polynomial
expression, so results are obtained by numerical simulations.

So far, we measured pathology by the number of infected plus uninfected
cells. This is still true in the current context, but we have to consider both
the resting and the activated cells. Therefore, we determine by how much the
populations of resting uninfected T cells, activated uninfected T cells, and
infected T cells (s+x+y) have been reduced compared to preinfection levels.

The exact mathematical consequences of assuming that only activated T
cells become infected are set out in detail in [Wodarz et al. (1999)]. Here we
are interested in whether CTL-mediated pathology can lead to a depletion
of the overall CD4 T cell count at equilibrium. In the previous section we
found that CTL-induced pathology is the consequence of fast viral replication
relative to the CTL responsiveness of the host. In general, this also holds true
in the HIV specific model: fast virus replication relative to the strength of the
CTL response can deplete the population of CD4 T cells, even if the virus only
infects the subpopulation of activated T cells. This is true especially for a fast
rate of virus production by infected cells k. A faster rate of virus production
results in a higher number of free virions exposed to the immune system.
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This in turn results in the activation of more CD4 T cells from the pool of
resting cells. This makes more cells available for infection and for killing. If
more cells become activated and infected, and if the infected cells become
killed by the CTL, we observe CTL-mediated depletion of a large fraction
of the CD4 T cell population. Virus replication, however, consists of more
components than the rate of virus production, most importantly the rate of
virus entry into susceptible cells β. While in the general virus dynamics model
(2.2–2.4), this distinction makes no difference, in the HIV specific model a fast
rate of viral entry into susceptible cells may or may not contribute to the the
development of CTL-induced pathology. This is because a fast rate of viral
entry into susceptible cells β does not lead to a significantly higher activation
rate of CD4 T cells and therefore does not promote the killing of more infected
CD4 T cells. A fast rate of virus entry can only contribute to CTL-induced
T cell depletion if the rate of T cell activation increases significantly when
the number of functional (uninifected) T cells falls to low levels through a
feedback mechanism (low value of ε). In this case, a high value of β depletes
the population of activated T cells, and the feedback mechanisms indirectly
induces a higher rate of CD4 T cell activation. Whether such a feedback
mechanism exists or not is unclear.

To summarize, a fast rate of HIV replication can contribute to the de-
velopment of AIDS through CTL-induced pathology, even if the virus can
only infect the subpopulation of activated CD4 T cells. This is because a fast
rate of viral replication can lead to an accelerated activation rate of the CD4
T cells. Consequently more cells are available for infection and killing. This
mechanism also holds if HIV itself contributes to cell death, as documented
by data.

If CTL-induced pathology can contribute to the development of AIDS,
can a depletion of the CTL response have a therapeutic benefit? For the sake
of the argument, let us assume that HIV is noncytotoxic. In this case, the
basic modeling discussed above, and experiments with LCMV, suggest that
pathology can be avoided either if the CTL response is entirely absent, or
if it is strong relative to the replication rate of the virus (if the virus was
cytotoxic, then the absence of CTL would not prevent tissue pathology). In
the case of the HIV model however, the situation is different. The answer
depends on the life span of activated relative to resting CD4 T cells. For fast
viral replication kinetics, the model predicts that the sum of infected and
uninfected T cells in the absence of a lytic CTL response is approximately
ξ/d; that is the production rate of resting cells divided by the death rate of
activated T cells. In the absence of the infection, the total number of CD4 T
cells is given by ξ/f , where f is the death rate of resting CD4 T cells. Thus,
under the reasonable assumption that the death rate of activated T cells is
significantly higher than that of resting T cells (d >> f), a fast rate of viral
replication in the absence of a CTL response can still produce a reduction of
the CD4 T cell count. For example, the CD4 T cell count can be reduced from
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1000 to 200 if the death rate of activated cells is five times higher than that
of resting T cells. Therefore, depletion of the CTL response is not likely to
have a therapeutic benefit. Instead, therapy should boost CTL responses so
they are sufficiently strong relative to the replication rate of the virus. Then,
CTL-induced pathology does not occur.

7.4 Summary

This chapter examined mathematically the conditions under which antiviral
CTL responses are expected to give rise to pathology instead of resolving
the infection. CTL-induced pathology is promoted by a high rate of viral
replication relative to the efficacy of the CTL response. Contrary to some
suggestions, CTL-induced pathology is not promoted by a strong response,
but by a response that fails to reduce the virus to low levels. High virus load,
coupled with ongoing lysis of infected cells, results in tissue depletion. This
framework was applied to the analysis of LCMV infection, and predictions
are strongly supported by experimental studies. The mathematical models
further suggest that CTL-induced pathology can contribute to the depletion
of T helper cells in HIV infection, even if the virus is cytotoxic. In contrast to
some arguments, however, the model also suggests that the elimination of the
CTL response would not have any beneficial effect for the patient, and that
the CTL response should instead be boosted by treatment.
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Lytic versus Nonlytic Activity

Chapter 7 discussed the concept of CTL-induced pathology, where CTL-
mediated lysis of infected cells can lead to tissue damage and mortality of
the host, instead of virus control. A fast rate of viral replication relative to
the efficacy of the CTL was found to promote the occurrence of CTL-induced
pathology. Lysis of infected cells, however, is not the only mechanism by which
CTL can fight viral infections (Fig 8.1). CTL can also secrete soluble factors
that bind to infected cells [Guidotti et al. (1994a)]. This triggers a reaction
inside the cell that inhibits virus replication (Fig 8.1). Consequently, while the
cell remains infected and is not killed, it stops producing virus particles and
does not contribute to virus spread anymore. This type of mechanism is called
nonlytic activity of CTL. There are examples of this mode of CTL-mediated
activity across several infections. In LCMV infection, IFN-γ, secreted by CTL,
can reduce the rate of viral replication [Bartholdy et al. (2000)]. In HIV in-
fection, a soluble factor has been identified that can stop virus production
by infected cells. It has been termed CTL secreted antiviral factor (CAF),
and its exact identity if subject to debate [Levy et al. (1996); Zhang et al.
(2002)]. In addition, HIV specific CTL can secrete chemokines that can inhibit
the entry of certain HIV strains into their target cells [Cocchi et al. (1995);
Gallo (1997); Moore et al. (1997); Scarlatti et al. (1997)]. nonlytic CTL re-
sponses are thought to play an important role in HBV infection [Guidotti et
al. (1994b); Guidotti et al. (1999a); Guidotti and Chisari (1996); Guidotti et
al. (1996a); Guidotti et al. (1999b)]. The ability of CTL to silence the virus
inside infected cells may be crucial for the successful control of the virus with-
out the occurrence of liver pathology. It has also been reported that in HBV
infection, soluble factors secreted by CTL, might destruct the viral genome in
the infected cells, returning them to an uninfected state. The CTL therefore
cure the cells rather than killing them. This chapter examines the relative role
of lytic versus nonlytic CTL responses. Which type of response is required for
the resolution of different infections? Is there a certain balance of lytic and
nonlytic immunity, which is needed to fight viral infections?
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Fig. 8.1. Two different modes of CTL-mediated activity. (i) CTL-mediated lysis
involves specific contact between the CTL and the infected cell, and this results in a
death signal and apoptosis of the infected cell. (ii) nonlytic CTL activity involves the
secretion of soluble mediators by CTL. These soluble mediators influence the infected
cell such that virus replication in the cell is shut down. The infected cell remains
alive, but does not produce virus anymore. There are variations of this concept. For
example, the soluble mediators can prevent infection of the cell, or even lead to the
removal of the viral genome from the cell. With all forms of nonlytic activity, direct
contact between the CTL and the infected cell is not required, because the soluble
mediators are released and can find the infected cell.

Many experiments have addressed the important question of which types
of immune mediators are responsible primarily for controlling specific virus
infections [Bartholdy et al. (2000); Kagi and Hengartner (1996); Kagi et al.
(1995a); Kagi et al. (1996); Kagi et al. (1995b)]. In this respect, genetic knock-
out mice that lack the ability to perform CTL-mediated lysis, or that lack the
ability to perform nonlytic activity, have been useful. Lysis can be achieved
in two basic ways. The most important mode is the use of perforin molecules.
These are secreted by CTL and induce apoptosis of the infected cell. A less
important mode of lysis occurs through the interaction between FAS and FAS
ligand. This again triggers apoptosis of the infected cell. Both perforin- and
FasL knockout mice have been used to study how CTL responses deal with
viral infections in the absence of lysis. On the other hand, IFN-γ knockout
mice can be used to study how reduced nonlytic activity can influence the
ability of CTL to control viral infections. Note that nonlytic CTL responses
act in a similar way compared to antibody responses. They do not result in
the death of infected cells, but inhibit the spread of the virus from cell to cell.
Therefore, in order to determine how the relative balance of lytic and non-
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lytic responses affects the ability of CTL to control viral infections, antibody
deficient mice have been used to reduce the overall nonlytic activity of the
immune system. Such data will also be discussed in this chapter.

The following results and suggestions have been put forward by experi-
mental work. Perforin knockout mice do not lose control of certain cytopathic
viruses [Kagi et al. (1996); Kagi et al. (1995b)]. However, perforin knock-
out mice infected with the noncytopathic lymphocytic choriomeningitis virus
(LCMV) have been reported to be severely compromised in their ability to
control the infection [Kagi et al. (1996); Kagi et al. (1995b)]. Based on these
observations, Kagi and others formulated the hypothesis that CTL-mediated
lysis is an essential immune mechanism for fighting noncytopathic viruses in
general, whereas soluble immune factors are sufficient to combat cytopathic
viruses [Kagi et al. (1996); Kagi et al. (1995b)]. The explanation was that
cytopathic viruses kill the infected cells themselves. Thus, lytic activity is not
required to remove these viral reservoirs. On the other hand, lytic activity
is required for noncytopathic viruses because they do not kill the infected
cells. However, other and subsequent experiments have demonstrated that
the situation is more complicated than this. Soluble factors have been shown
to contribute to the resolution of noncytopathic infections [Bartholdy et al.
(2000); Ciurea et al. (2000); Guidotti et al. (1994b); Guidotti and Chisari
(1996); Guidotti et al. (1996b); Nansen et al. (1999); Planz et al. (1997); van
den Broek et al. (1995a); van den Broek et al. (1995b)], and some cytopathic
infections can be cleared independently by soluble and lytic effectors [Eichel-
berger et al. (1991); Topham et al. (1997)].

The effect of lytic and nonlytic immune responses on the dynamics between
replicating viruses and the immune system has been studied by mathemati-
cal models. This chapter summarizes insights gained from these models and
compares them to experimental data. The mathematical models suggest that
a correct balance between lytic and nonlytic immunity is crucial to achieve
virus control, and that a shift in this balance can lead to loss of control and
immunopathology.

8.1 Modeling Lytic and Nonlytic CTL Responses

Here we describe a modification of the basic model of virus dynamics (2.2–2.4)
and of the CTL response equation (2.11) to include both lytic and nonlytic
CTL activity [Wodarz et al. (2002)]. It includes the usual variables: suscep-
tible host cells x, a virus population y, and immune responses z. Susceptible
host cells are generated at a rate λ, die at a rate dx and become infected by
virus at a rate βxy. Virus replication is inhibited by the immune response at
a rate qz + 1. This corresponds to nonlytic antiviral activity. It is assumed
that nonlytic immunity can in principle affect any stage of viral replication,
e.g. virus production or infectivity. Infected cells die at a rate ay and become
killed by the immune system at a rate pyz. This corresponds to lytic effector
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mechanisms. The immune response is assumed to get stronger at a rate pro-
portional to the number of infected cells cy, and also decays exponentially at
a rate proportional to its current strength bz. Note that the variable z repre-
sents overall immunity that can be generated in response to a virus infection.
The parameter p expresses the strength of the lytic component, whereas the
parameter q expresses the efficacy of the nonlytic component. The model is
described by the following set of differential equations.

ẋ = λ − dx − βxy

qz + 1
, (8.1)

ẏ =
βxy

qz + 1
− ay − pyz, (8.2)

ż = cy − bz. (8.3)

Te basic conditions when an infection and the CTL response can become
established are identical to those discussed in Chapter 2 for the models (2.2–
2.4) and (2.11). In the presence of a CTL response, the dynamics converge to
the following equilibrium.

x∗ =
ba + cqλ + pbz∗

cqd + bβ
,

y∗ = bz∗/c,

z∗ =
−(dqca + bβa + dcp) +

√
(dqca + bβa + dcp)2 − 4pc(dcq + bβ)(da − λβ)

2p(dqc + bβ)
.

In terms of the clinical outcome of the infection, two measures have to be
taken into consideration. The first measure is the equilibrium virus load y∗.
The higher the virus load, the less efficient the immune system is in limiting
viral replication. Very low virus loads correspond to immune-mediated control
or clearance. The second measure is the total number of host cells, uninfected
plus infected, at equilibrium x∗ + y∗. Even if the number of infected cells is
reduced to relatively low levels, depletion of the population of uninfected host
cells can result in tissue damage. Hence, resolution of the infection requires
two conditions: (i) virus load has to converge toward low levels. (i.e. y∗ → 0);
(ii) the total number of host cells has to converge to the preinfection level.
(i.e. x∗ + y∗ → λ/d).

8.2 Effect of Lytic and Nonlytic Immunity on Virus
Control

Lytic and nonlytic effector mechanisms influence two basic viral properties:
the death rate of infected cells a and the replication rate of the virus β. To
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understand the relevance of immune responses, it is useful to consider the
effect of these two basic parameters on virus load and the total number of
target cells in the absence of immune control. The higher the death rate of
infected cells a, the lower the virus load (Fig 8.2). If the value of a lies above
a threshold, then the basic reproductive ratio of the virus R0 is less than
unity, and the infection becomes extinct. By contrast, an increase in the viral
replication rate β results in an asymptotic increase in virus load (Fig 8.2). If
the value of β lies below a threshold, then R0 < 1 and the infection becomes
extinct. Hence, both a decrease in the viral replication kinetics due to nonlytic
effector mechanisms and an increase in the death rate of infected cells due to
lytic effectors can contribute to a reduction in R0 and virus load.
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Fig. 8.2. Effect of the death rate of infected cells a and the replication rate of the
virus β on equilibrium virus load, y*, according to equations (8.1–8.3). The faster
the death rate of infected cells, and the slower the rate of viral replication, the lower
the virus load. Baseline parameters were chosen as follows: λ = 10, d = 0.1, a = 0.5,
β = 0.1.

The effect of these viral parameters on the total number of host cells is
more complex (Fig 8.3). The total number of host cells is not a monotonic
function of the death rate of infected cells a. Increasing the parameter a first
leads to a decrease of the total number of host cells down to a minimum. A
further increase in a results in an increase in the total number of host cells
until a crosses a threshold where R0 < 1. Then, the virus is extinct. The min-
imum equilibrium number of host cells is given at a death rate a = (λβ)1/2

and it has a value of [x ∗ +y∗]min = 2(λ/β)1/2 − d/β. Thus, the higher the
rate of viral replication, the higher the death rate of infected cells at which
the total number of host cells reaches the minimum, and the lower the value
of this minimum. (Fig 8.3). For very slow rates of viral replication, the min-
imum number of host cells approaches a value of λ/d, which is equivalent to
the number of host cells in the absence of an infection. These observations
give rise to two basic results. Reducing the replication rate of the virus by
nonlytic effector mechanisms is always beneficial to the host. Increasing the
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death rate of the infected cells by lytic effector mechanisms can be both detri-
mental and beneficial to the host. Lytic effectors are likely to be detrimental
if the virus replicates at a fast rate. In the following sections, we examine
the relative contribution of lytic and nonlytic effector mechanisms in noncy-
topathic and more cytopathic infections. We apply these findings to specific
cases to interpret experimental data.
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Fig. 8.3. Effect of the death rate of infected cells a and the replication rate of
the virus β on the total number of host cells at equilibrium x∗ + y∗ (a measure of
CTL-induced pathology). The total number of host cells is lowest (and pathology
is highest) for intermediate death rates of infected cells. The faster the replication
kinetics of the virus, the lower the minimum number of host cells, and the higher
the death rate of infected cells at which this minimum is attained. The plot is based
on equations (8.1–8.3). Baseline parameters were chosen as follows: λ = 10, d = 0.1,
a = 0.5. The viral replication rates for the individual curves are shown in the figure.

8.3 Noncytopathic Viruses

In terms of our model, we define a noncytopathic virus by assuming a = d.
That is, the death rate of infected cells in the absence of immunity equals
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(i) Non-cytopathic, slowly replicating virus (ii) Non-cytopathic, fast replicating virus
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Fig. 8.4. Control of noncytopathic viruses by lytic and nonlytic effector mecha-
nisms. (i) Slowly replicating virus. Lytic effectors alone can achieve a similar level
of virus control as a combination of lytic and nonlytic effectors. (ii) Fast replicating
virus. Lytic effectors alone cannot control the infection, because it results in im-
munopathology. Cooperation of lytic and nonlytic effector mechanisms can control
the infection, because nonlytic immunity slows down the overall replication kinetics
of the virus. Note that the effect of a nonlytic response alone has not been plotted.
This is because we consider noncytopathic viruses that do not kill their target cells.
Since the life span of infected cells is not reduced, absence of lysis is unlikely to result
in virus control in a short period of time. Plots are based on equations (8.1–8.3).
Parameters were chosen as follows: λ = 10, d = 0.1, a = 0.1, q = 10, p = 1, c = 0.1,
b = 0.1. For (a) β = 0.01; For (b) β = 0.1.

that of uninfected target cells. In this case, the absence of lytic immune ef-
fectors could result in failure to clear the infection, but because the virus is
noncytopathic, this might not harm the host in clinical terms. An example
is CTL exhaustion in LCMV infection [Moskophidis et al. (1993c)]. On the
other hand, prolonged persistence of replicating antigen at high loads could
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lead to a chronic state of activation of the immune system, resulting in the
overproduction of cytokines and hence damage to the host. This is observed
when perforin-deficient mice are infected with LCMV [Binder et al. (1998)].
These mice develop a severe cytokine-mediated aplastic anemia, and may
succumb from the infection. Another possible example of this outcome is hu-
man T cell leukemia virus (HTLV-1) infection [Bangham (1993)]. In addition,
noncytopathic viruses can induce cell damage without killing, for example
by turning off so called ’luxury’ functions [Oldstone et al. (1982)]. Therefore,
evolutionary pressure will have favored lytic effector mechanisms to clear non-
cytopathic viruses. However, according to the model, it will be hard for lytic
effectors to resolve an infection with a noncytopathic virus, especially if it
is replicating at a fast rate (Fig 8.3). The lytic effectors increase the death
rate of infected cells and thus can result in the depletion of target cells and
immunopathology. The faster the replication rate of the virus, the stronger
the CTL response has to be to minimize immunopathology and result in reso-
lution of the infection (Fig 8.3). According to the model, this difficulty can be
overcome by combined action of lytic and nonlytic effectors. Soluble mediators
reduce the replication kinetics of the virus. If the viral replication kinetics are
diminished, the lytic effectors are likely to result in resolution of the infection
instead of immunopathology.

Fig 8.4 summarizes the roles of lytic and soluble mediators in the clearance
of noncytopathic viruses. If the virus replicates at a slow rate, lytic effectors
alone are likely to be sufficient to control the infection. Although the model
indicates that the absence of soluble factors could result in a slight increase in
virus load, the infection is likely to be controlled in the long-term. If the virus
replicates at a fast rate, soluble immune mediators are required to reduce the
replication kinetics of the virus, enabling the lytic effector mechanisms to have
a beneficial effect on the host.

The most extensively characterized noncytopathic virus is murine LCMV.
The soluble cytokine IFN-γ has been shown to reduce the rate of viral replica-
tion in LCMV infection [Klavinskis et al. (1989); van den Broek et al. (1995a)].
Yet, the role of IFN-γ in the control of LCMV has been only worked out
recently. Early studies suggested [Kagi and Hengartner (1996); Kagi et al.
(1995b)] that in LCMV infection, IFN-γ did not contribute substantially to
virus control. However, this conclusion was based on the analysis of mice in-
fected with the slowly replicating Armstrong strain. More recent analysis, by
contrast, has provided clear evidence for an important role for IFN-γ and
other soluble mediators in the resolution of LCMV infection [Bartholdy et al.
(2000); Ciurea et al. (2000); Nansen et al. (1999); Planz et al. (1997); van den
Broek et al. (1995a); van den Broek et al. (1995b)]. Even with the slowly repli-
cating Armstrong strain, analysis revealed that although IFN-γ-deficient mice
infected with this strain did not show symptoms of disease, the infection was
not controlled completely and significant levels of virus could be demonstrated
in spleen and lungs months after infection [Bartholdy et al. (2000); Thomsen
et al. (2000)]. In these mice, an equilibrium was established describing per-
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sistent LCMV replication controlled by an ongoing CTL response. Because
virus load was kept at relatively low levels, pathology was virtually absent
[Bartholdy et al. (2000); Nansen et al. (1999)]. This observation is in agree-
ment with the theory presented here. Because the virus replicates at a slow
rate, the model predicts that lack of nonlytic effector mechanisms will only re-
sult in a small loss of virus control and lack of severe immunopathology. The
situation is different with faster replicating LCMV strains. IFN-γ-deficient
mice infected with LCMV Traub quickly lose control of the infection despite
the presence of efficient lytic effector mechanisms. In contrast to wild-type
mice, a relatively large fraction of infected IFN-γ -/- mice succumbed to im-
munopathology caused by a lytic CTL response [Nansen et al. (1999)]. This is,
again, in agreement with theoretical predictions (Fig 8.3). Because the virus
replicates at a fast rate, soluble factors are required to significantly slow down
the replication kinetics of the virus to avoid immunopathology. The absence
of soluble mediators augments CTL-induced tissue damage and death of the
host.

8.4 More Cytopathic Viruses

The last section examined the case of a noncytopathic virus, for which the life
span of an infected cell is equal to that of an uninfected cell. Similar consider-
ations apply to more cytopathic viruses as long as the life span of infected cells
lies below a threshold, given by a < (λβ)1/2. Within this parameter region,
an increase in the death rate of infected cells can have a detrimental effect on
the host (Fig 8.3). However, this does not apply if the death rate of infected
cells lies above the threshold given by a > (λβ)1/2. In this case, both lytic
and nonlytic effector mechanisms always have a beneficial effect on the host.
The reason is that in this parameter region, an increase in the death rate of
infected cells always results in an increase in the total number of host cells
(Fig 8.3). However, an effect of lytic effectors will be only apparent if the rate
of immune-mediated cell killing is fast relative to the rate of virus-induced
cell killing (i.e. if pz >> a). In this case, there are three possible scenarios
regarding the role of lytic and nonlytic effector mechanisms for controlling the
infection (Fig 8.5). (i) If the lytic effector mechanisms are sufficiently strong,
they can resolve the infection on their own. (ii) If the nonlytic effector mech-
anisms are strong enough, they can also resolve the infection on their own.
(iii) If neither lytic nor nonlytic effectors are sufficiently strong to resolve
the disease, a combination of both mechanisms is required to overcome the
infection.

An example of a virus infection characterized by a very high degree of
cytopathicity is VSV infection in mice [Andersen et al. (1999); Andreasen et
al. (2000); Bachmann et al. (1997); Kagi and Hengartner (1996); Thomsen et
al. (1997)]. The role of different types of immune effector mechanisms in this
extreme case can be investigated in MHC class I and II deficient hosts. Class
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Fig. 8.5. Control of a virus characterized by a high degree of cytopathicity relative
to its replication rate. Both lytic and nonlytic effector mechanisms can in principle
independently control the infection. Plots are based on equations (8.1–8.3). Param-
eter values were chosen as follows: λ = 10, d = 0.1, a = 0.4, β = 0.01, q = 10, p = 1,
c = 0.1, b = 0.1.

II-deficient mice have reduced levels of survival. However, a fraction of the
infected animals survived. In these cases, CD8+ T cell responses seem to be
able to control the infection partially [Andersen et al. (1999); Thomsen et al.
(1997)]. In class I-deficient mice, CD4+ T cell-dependent responses can resolve
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the infection successfully, most probably via the induction of IgG antibody
[Andersen et al. (1999); Thomsen et al. (1997)]. Animals deficient in both
class I and class II cannot control VSV infection at all, resulting in the death
of all mice infected [Andersen et al. (1999); Thomsen et al. (1997)]. These
results are consistent with the theoretical framework presented here. VSV is
extremely cytopathic, and hence the rate of virus-induced cell death could
be greater than the rate of CTL-mediated lysis. Therefore, although theory
suggests that, in principle, both lytic and nonlytic effector mechanisms should
be able to control the infection independently, lytic mechanisms will have
limited capabilities if the rate of viral cytopathicity is very high. Consequently,
in class II-deficient mice, CTLs are expected to have a limited effect on virus
control at best. However, we have to be cautious in the exact interpretation
of the data, because CD8+ T cells could also act in a nonlytic fashion.

An example of a cytopathic virus that is not at the extreme end of the
cytopathicity spectrum is influenza infection in mice [Doherty et al. (1997)].
Recovery from murine influenza virus infection has been shown to require in-
tact T cell responses [Doherty et al. (1997); Gerhard et al. (1997); Moskophidis
and Kioussis (1998)]. More specifically, experiments have revealed that both
CD4+ and CD8+ T cells can promote recovery through independent mecha-
nisms [Doherty et al. (1997); Gerhard et al. (1997)]. In the absence of CD8+
T cells, the infection can be resolved by a CD4+ T cell-dependent antibody
response [Eichelberger et al. (1991)]. Absence of CD4+T cells or B cells also
does not result in loss of virus control [Topham et al. (1996); Tripp et al.
(1995)]. Experiments have shown that CD8+ T cells can resolve the infection
through a lytic mechanism, mediated either by perforin or FAS [Topham et
al. (1997)]. The result that both lytic and nonlytic effector mechanisms can
independently clear influenza infection in mice is in agreement with the the-
oretical considerations presented here. Because the virus is cytopathic, both
a sufficient increase in the death rate of infected cells and a decrease in the
rate of viral replication are expected to have a beneficial effect on the host
and lead to resolution of the disease. With cytopathic viruses, a collaboration
between both types of effector is less likely to be required to ensure resolution
of the disease, especially if the virus challenge is not overwhelming.

8.5 Summary

We have used mathematical models to analyze the role of lytic and nonlytic
effector mechanisms in viral infections. Theory, complementing experimental
data, argues against the simple rule that lytic effectors are required to deal
with noncytopathic viruses, whereas soluble factors are sufficient to deal with
cytopathic viruses. Instead, the following pattern is suggested. In the present
context, the distinction between noncytopathic and cytopathic viruses is not
precise. The relevance of lytic and nonlytic effector mechanisms for resolving
the infection depends on the viral cytopathicity relative to the rate of viral
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replication. If cytopathicity lies below the threshold defined by a < (λβ)1/2,
then a combination of lytic and nonlytic effector mechanisms is likely to be
required to resolve the disease. The higher the replication rate of the virus, the
more nonlytic effectors are required to resolve the infection. nonlytic mecha-
nisms slow down the replication kinetics of the virus. This avoids the occur-
rence of immunopathology and enables the lytic effectors to clear the infection.
However, if the cytopathicity of the virus is large relative to its rate of repli-
cation (i.e. if a > (λβ)1/2) then both types of immune effectors are beneficial
to the host and can, in principle, independently result in resolution of the
infection. We have used this theoretical framework to interpret experimental
data from mice infected with the noncytopathic LCMV, the more cytopathic
influenza virus and the extremely cytopathic VSV. Our discussion has focused
on these infections, because aside from nicely reflecting a wide spectrum in
terms of viral cytopathicities, these models are well characterized; equally im-
portant, the life cycles of the involved viruses allows for rather simple and
straightforward virus host relationships. This is critical when first testing the
predictions against real life observations. However, our theoretical framework
has implications for improving our understanding of the mechanisms required
for immunological control in a variety of infections. An interesting example is
Hepatitis B Virus (HBV) that appears to be controlled by an intricate balance
between a lytic CTL response, nonlytic factors secreted by CTL, and antibody
responses [Guidotti and Chisari (1996); Guidotti et al. (1999b)]. CTL-secreted
soluble factors have also been reported to ’cure’ infected cells from the HBV
genome. Other viral infections show more complex life cycles than the ones
covered in detail here. For example, certain viruses go through cytopahtic and
noncytopathic phases during the course of infection (e.g. Epstein Barr Virus
or EBV [Thorley-Lawson and Babcock (1999)]). Other viruses, like HIV, are
characterized by varying levels of cytopathicity and replication rates in differ-
ent cell types (such as macrophages and T cells [van’t Wout et al. (1994)]).
Although these infections are characterized by more complicated life cycles
than assumed in our model, the insights from our theoretical framework can
still be applied. They can help us understand how these added complexities
influence the viral dynamics as well as the ability of the virus to evade efficient
immune-mediated control. For a detailed investigation of such particular in-
fections, the current framework can easily be incorporated into more specific
models.
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Dynamical Interactions between CTL and
Antibody Responses

Chapter 8 discussed how lytic and nonlytic CTL responses influence the out-
come of infection, what balance of responses is required to control different
infections, and how the occurrence of pathology can be avoided. Much of this
discussion focused on one type of immune cell, the CTL, that can perform
both lytic and nonlytic antiviral activity. As already mentioned in Chapter
8, however, nonlytic CTL responses effect viral spread in the same way as an
antibody response. Like nonlytic CTL responses, antibodies also inhibit the
rate of virus spread, without killing the infected cells. Antibodies are a major
branch of the immune system, and contribute significantly to nonlytic antivi-
ral activity. However, there is an important difference compared to nonlytic
CTL responses. Antibodies are produced by B cells that are a separate pop-
ulation of cells from the CTL. Both B cells and CTL proliferate in response
to stimulation by the same virus. Therefore, they are in competition with
each other for antigenic stimulation [Arnaout and Nowak (2000); Nowak et
al. (1995a)]. For example, if the CTL response suppresses virus load to levels
that are too low to stimulate the B cells, then a successful B cell/antibody
response might not be generated. Conversely, if the B cells reduce virus load
to levels that are too low to stimulate the CTL, a successful CTL response
will not be established. These competition dynamics add complexity to the
situation, because the outcome of competition will influence the relative bal-
ance between lytic and nonlytic immune responses that fight a given virus.
This balance can in turn determine whether the immune system deals with a
pathogen successfully, or whether pathology is observed. This chapter reviews
mathematical models that have addressed these interactions. First, a mathe-
matical model is presented that captures the competition dynamics between
CTL and antibody responses. We will then apply this model to investigate
how the interactions between these two branches of the immune system can
influence infection dynamics during acute and chronic phases. For the case of
chronic infection, we will explore how the evolution of a persistent virus can
shift the balance between lytic and nonlytic immunity over time such that
the infection changes from being asymptomatic to being pathogenic. These
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aspects will be discussed in the context of a specific example that is hepatitis
C virus (HCV) infection of humans.

9.1 Modeling Competition between CTL and Antibody
Responses

This section presents a mathematical model that includes two different effec-
tor responses that fight a viral infection independently: CTL and antibodies.
Since it is assumed that both responses rely on antigenic stimulation, the
model captures the competition dynamics discussed above [Wodarz (2003)].
The model contains five variables: susceptible host cells x, infected cells y,
free virus v, an antibody response w, and a CTL response z. It is given by the
following system of ordinary differential equations that describe the change of
these populations over time.

ẋ = λ − dx − βxv, (9.1)
ẏ = βxv − ay − pyz, (9.2)
v̇ = ky − uv − qvw, (9.3)
ẇ = gvw − hw, (9.4)
ż = cyz − bz. (9.5)

Susceptible host cells are produced at a rate λ, die at a rate dx and become
infected by virus at a rate βxv. Infected cells die at a rate ay and are killed
by the CTL response at a rate pyz. Free virus is produced by infected cells at
a rate ky, decays at a rate uv, and is neutralized by antibodies at a rate qvw.
Antibodies develop in response to free virus at a rate gvw and decay at a rate
hw. CTL expand in response to viral antigen derived from infected cells at a
rate cyz, and decay in the absence of antigenic stimulation at a rate bz.

Infection requires that the basic reproductive ratio of the virus is greater
than one. In the absence of an immune responses the system converges to the
following equilibrium:

x(0) = au/βk, y(0) = (λβk − dau)/aβk,

v(0) = ky(0)/u, w(0) = 0, z(0) = 0.

Now we assume that immune responses can potentially develop. This requires
the following conditions: cy(0) > b, and gv(0) > h. In this case, the following
three outcomes can be observed. (Stability conditions have been determined
by examining the ability of the immune cell populations to grow from low
numbers).

• The CTL response develops and the antibody response cannot become
established. This is because the CTL response is strong and reduces virus
load to levels that are too low to stimulate the antibody response. It is
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described by the following equilibrium. x(1) = (λuc)/(duc + βkb), y(1) =
b/c, v(1) = ky(1)/u, w(1) = 0, z(1) = [βx(1)v(1) − ay(1)]/py(1). This out-
come is attained if gkb/uc < h and cβhλ/[a(dg + βh)] > b.

• The antibody response develops and a sustained CTL response fails. This
is because the antibody response is strong relative to the CTL response
and reduces virus load to levels that are too low to stimulate the CTL.
This is described by the following equilibrium. x(2) = λg/(dg +βh), y(2) =
βhλ/[a(dg + βh)], v(2) = h/g, w(2) = ky(2) − uv(2)/qv(2), z(2) = 0. It is
attained if gkb/uc > h and cβhλ/[a(dg + ηbh)] < b.

• Both CTL and antibody responses develop. This equilibrium is described
by x(3) = λg/(dg + βh), y(3) = b/c, v(3) = h/g, w(3) = ky(3) −
uv(3)/qv(3), z(3) = (βx(3)v(3) − ay(3))/py(3). It is attained if gkb/uc > h
and cβhλ/[a(dg + βh)] > b.

These outcomes are thus governed by competition between CTL and anti-
body responses for the virus population. This is because the virus population
is a resource that both CTL and antibodies require for survival. Competition
can result either in the exclusion of one branch of the immune system, or both
branches may coexist. Competition among immune responses has been doc-
umented experimentally [Borghans et al. (1999); Freitas and Rocha (2000)],
and similar dynamics have been described by [Arnaout and Nowak (2000)].

The following sections will explore how these competition dynamics can
influence acute and persistent phases of infection. This will be discussed specif-
ically in the context of hepatitis C virus infection. This is because data indi-
cate that the balance between CTL and antibody responses might determine
whether the virus is cleared during acute infection, whether it can establish
a persistent, chronic infection, and whether the infection is asymptomatic or
pathogenic. HCV primarily infects liver cells. A relatively small percentage
of patients clear the virus from the blood, while the rest develop persistent
infection that results in liver pathology as long as 10-20 years after infection.
The reason for this long asymptomatic phase is not known. Although not
completely understood, it is thought that HCV might not be very cytopathic
for liver cells, and that liver pathology can be caused by the antiviral CTL
response [Chang et al. (1997)] (CTL-induced pathology, see Chapter 7). In
addition, clinical data indicate that the virus can escape antibody responses,
both during the acute and persistent phases of the infection [Farci (2001);
Farci et al. (2000)]. Thus, viral evolution can alter the balance between lytic
and nonlytic immunity over time. Therefore, the model will be discussed with
HCV in mind, and subsequently, we will discuss biological data in the light of
the mathematical insights.
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Fig. 9.1. Dynamics during acute infection, according to equations (9.1–9.5). (i) The
CTL response is strong relative to the antibody response. Thus, a sustained CTL
response develops while the antibody response does not become fully established.
The outcome is viral clearance. (ii) Both CTL and antibody responses are sufficiently
strong to become fully established. Again, the outcome is virus clearance. (iii) The
CTL response is weak relative to the antibody response. The result is persistent
infection in the presence of an ongoing antibody response. The CTL response is not
sustained. Parameters were chosen as follows: λ = 10, d = 0.1, β = 0.01, a = 0.1,
p = 1, k = 1, u = 1, q = 1, h = 0.1, b = 0.1, For (a) g = 0.5, c = 1. For (b) g = 1.5,
c = 1. For (c) g = 1; c = 0.1.

9.2 Competition during Acute Infection

We assume that upon infection of the host, the virus population is homo-
geneous (i.e. there is no antigenic diversity). As the virus population grows,
both CTL and antibody responses will start to expand. The outcome of the
dynamics in acute infection depends on the relative strengths of the responses.
According to the above analysis, three outcomes are possible (Fig 9.1).

(i) The CTL response is dominant relative to the antibody response, and
the CTL will clear the infection.

(ii) Both the CTL and antibody responses are equally strong. This is also
likely to result in resolution or clearance of infection.

(iii) The CTL response is weak relative to the antibody response. Thus, the
antibody response dominates. If we assume that HCV is weakly cytopahtic
[Layden et al. (1999); Layden et al. (2000); Neumann et al. (1998)], the
antibody response is unlikely to clear the infection. The reason is that while
free virus particles are removed, a relatively large pool of infected cells
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remains because they do not become killed. Hence, the result is persistent
infection in the presence of an ongoing antibody response.

Note that it is also possible that the virus is cleared before equilibrium has
been reached, because virus load can oscillate before reaching steady state and
fall to very low levels. (”dynamic elimination”, Chapter 2). In general, simu-
lations indicate that parameter combinations that suppress virus load to low
levels at equilibrium also promote the occurrence of ”dynamic elimination”.
Thus, the arguments that are presented in the context of the equilibrium anal-
ysis would also apply if the infection is cleared before equilibrium has been
reached.

If the virus does persist, the model further suggest that the host will be
asymptomatic. The reason is that this scenario is associated with the domi-
nance of an antibody response. We measure the degree of pathology by the
number of liver cells. A persistent infection with a weakly cytopathic virus in
the presence of an antibody response does not cause significant tissue damage,
because there is little killing of virus infected cells.

To summarize, if the virus is assumed to be weakly cytopathic, the model
suggests that a strong and sustained CTL response is required to clear the
infection. The notion that sustained T cell responses are required for control
of HCV infection is strongly supported by experimental and clinical studies
[Cooper et al. (1999); Lechner et al. (2000b); Lechner et al. (2000c); Thimme
et al. (2001)]. CTL-mediated clearance of infection can also be associated with
the presence of antibody responses if these are sufficiently strong. On the other
hand, if CTL responses are weak, we can observe persistent infection in the
face of a dominant and ongoing antibody response. The model further suggests
that this persistent infection is initially asymptomatic.

9.3 Effect of Viral Evolution during Chronic Infection

Here, we explore how this initially asymptomatic persistent infection can
change, resulting in the development of liver pathology. We concentrate on
the effect of viral evolution towards escape from antibody responses. The
following model extends the previous analysis to include viral escape from
antibodies.

ẋ = λ − dx − βx

n∑
i=1

vi, (9.6)

ẏi = βxvi − ayi − pyiz, (9.7)
v̇i = kyi − uvi − qviwi, (9.8)
ẇ = gviwi − hwi, (9.9)
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Fig. 9.2. Chronic infection dynamics and viral evolution, according to equations
(9.6–9.10). The figure shows the dynamics of the virus population, the antibody
response, and the CTL response over time. We assume that the CTL response is
weak. Thus, persistent infection develops in the presence of an ongoing antibody
response. The presence of antibodies results in the emergence of antibody escape
mutants. Each peak of the virus population corresponds to the emergence of a
new escape mutant (shown in different shades). The antibody response adapts to
these new variants by creating new specificities. As the virus population evolves
towards increased diversity, the weak CTL response expands. This coincides with a
reduction in antibody responses. Once the CTL response becomes more dominant,
liver pathology can set in. Parameters were chosen as follows: λ = 1, d = 0.1,
β = 0.03, a = 0.1, p = 1, k = 2.5, u = 2, q = 1, g = 2, h = 0.1, c = 0.1, b = 0.2.

ż = cz

n∑
i=1

yi − bz. (9.10)

The model assumes that n virus variants can be generated that vary in the
antibody epitopes. Antibody escape has mostly been studied in the context
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of the hypervariable regrion 1 (HVR1), but the model description applies to
any mutation that confers resistance to antibodies. For simplicity we assume
that the variants only differ in their antibody epitopes; otherwise, they are
identical (for example, they replicate at the same rate). The results do not,
however, depend on this simplification. Viruses of strain i are denoted by vi,
and cells infected with strain i are denoted by yi(i = 1..n). Each virus strain
can elicit an antibody response that is specific for this strain wi. For simplicity
we assume that the strength of the antibody response against the individual
variants is identical. While the antibody response against the different variants
are likely to be characterized by different efficacies, the dynamics in question
are not changed by this simplification. We also include a CTL response in the
model. We assume that the CTL response is crossreactive and can recognize
all antibody escape variants. For the present arguments we do not need to
consider antigenic escape from CTL responses in the model.

In the following, we investigate how virus evolution influences the dynamics
between HCV and the immune responses from acute infection through the
chronic phase, assuming that the CTL response is weak. This is done by a
combination of analytic and numeric methods. As outlined above, a weak CTL
response can result in persistent infection, and this leads to the dominance
of antibody responses (Fig 9.2). Because of persistent replication, variants
evolve that escape the antibodies. These new variants, in turn, elicit new
antibody responses, and in this way, increased antigenic diversity develops
over time (Fig 9.2). The outcome of infection as a function of the number of
virus strains n is given by the following equilibria.

x(4) =
λg

(dg + nβh)
, y

(4)
i =

βλh

a(dg + nβh)
,

v
(4)
i = h/g, w

(4)
i =

ky
(4)
i − uv

(4)
i

qv
(4)
i

, z(4) = 0.

Thus, as the virus population evolves, virus load slightly increases due to the
accumulation of antigenic variants, and the antibody response broadens as
a result of this diversification. The overall number of liver cells is, however,
predicted to remain constant, which corresponds to absence of pathology (Fig
9.3). These dynamics change if the number of antigenic variants crosses a
threshold given by n > badg/([βh(cλ − ba)]. If this condition is fulfilled, the
CTL response can expand and increase in dominance relative to the antibody
response (Fig 9.2). Thus, while the CTL responsiveness is weak, the accumu-
lation of mutants that escape from the antibodies increases antigenic drive,
and this promotes increased expansion of the weak CTL. However, this CTL
response contributes little to virus control. Instead, it marks the beginning of
liver pathology (Fig 9.3): CTL kill the infected cells and can thus contribute
to tissue damage [Chang et al. (1997)]. Invasion of the CTL response after
accumulation of antigenic diversity is described by the following equilibrium
expressions.
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Fig. 9.3. Outcome of chronic infection as a function of the number of antibody
escape mutants n, according to equations (9.6–9.10). Equilibrium values of virus
load, immune responses, and the percentage of liver cells are plotted. Accumulation
of virus diversity allows the CTL response to expand. The CTL can induce liver
damage. As the number of antibody escape mutants increases, liver damage becomes
stronger. This can correspond to disease progression and to an increase in liver
damage over time. While the equilibrium values give us a good idea of how the
outcome of infection depends on the number of antibody escape variants, the actual
population sizes can be different if the escape dynamics are sufficiently fast so that
the equilibrium will not be visible (see Fig 9.2). The general trend, however, remains
robust. Parameters were chosen as follows: λ = 10; d = 0.1, β = 0.03, a = 0.1, p = 1,
k = 2.5, u = 5, q = 1, g = 10, h = 0.1, c = 0.01, b = 0.2.
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The degree of pathology that results from CTL invasion is a function of the
number of virus strains (Fig 9.3). Continued escape from antibody responses
shifts the balance between antibodies and CTL further towards the CTL.
Since antibodies prevent, and CTL induce tissue pathology, the amount of
liver damage increases with the accumulation of antibody escape variants.
When the number of antigenic variants crosses a threshold, the CTL response
attains maximum dominance relative to the antibody response. This threshold
is given by n > gkb/uch. At this point, CTL-induced pathology is expected to
be at its maximum (Fig 9.3). Furthermore, as this threshold is attained, virus
evolution is expected to stop, because target cell limitation does not allow
invasion of additional virus variants in the face of significant liver destruction.
Note in Figs 9.2 & 9.3 that there is no significant change in virus load as the
dynamics progress from the asymptomatic phase towards liver destruction.
This suggests that the development of disease will not correlate significantly
with levels of virus load.

9.4 Application: Experimental Data on HCV Infection

The modeling framework helps us understand and interpret experimental data
on immune responses against HCV. The role of CTL and antibodies for the
resolution of HCV infection is debated in the literature [Farci et al. (2000);
Klenerman et al. (2000)]. Studies of the acute phase of the infection showed
that both humans or chimpanzees who cleared the virus from blood devel-
oped strong and sustained CTL responses [Chang et al. (2001); Cooper et al.
(1999); Lechner et al. (2000a); Lechner et al. (2000b); Lechner et al. (2000c);
Thimme et al. (2001)]. In chimpanzee studies, CTL-mediated clearance is as-
sociated with the absence of strong antibody responses [Cooper et al. (1999)],
and this supports the notion of competition between the two branches of the
immune system. Humans and chimpanzees who developed persistent infec-
tion were characterized by an initial CTL response that was not sustained at
high levels beyond the acute phase of infection [Cooper et al. (1999); Lechner
et al. (2000a); Lechner et al. (2000b); Lechner et al. (2000c); Thimme et al.
(2001)]. Persistent infection has, however, been observed to be associated with
vigorous antibody responses [Farci et al. (2000); Major et al. (1999)], again
pointing to the occurrence of competition. Thus, it was argued that a strong
CTL response is crucial for the resolution of infection. The theoretical results
presented here agree with this conclusion. On the other hand, it has been
argued that antibody responses are crucial for deciding the outcome of infec-
tion [Farci et al. (2000)]. Farci et al. demonstrated that patients who resolved
the infection showed evolutionary stasis in the virus population. Patients who
developed chronic infection showed accumulation of genetic variation in anti-
body epitopes. It was concluded that escape from antibody responses allows
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the virus to persist. The importance of viral evolution for persistence has also
been stressed by others [Forns et al. (1999); Weiner et al. (1992)]. The theory
presented here argues that antigenic escape might not be the reason for viral
persistence, but the consequence of viral persistence. Continued productive in-
fection in the presence of an immune response is the most efficient scenario for
the evolution of antigenic escape [Wodarz and Nowak (2000a)]. This argument
does not, however, diminish the importance of antibodies in HCV infection.
If a persistent infection is established, the model suggests that antibodies are
crucial for keeping the patient asymptomatic, and that escape from antibodies
allows the balance of immune responses to be shifted in favor of weak CTL
that cause liver pathology. Thus, the importance of different types of immune
responses should be considered in a broader setting than just in the context
of clearing the virus during acute infection. The relative balance of antibody
and CTL responses can be crucial for deciding whether the persistent infection
remains asymptomatic, or whether pathology is observed.

A central concept in this analysis is that viral evolution towards escape
from antibodies might drive disease progression. This concept is very difficult
to test with data. Studies have quantified sequence diversity and the rate of
virus evolution in patients that differ in the severity of liver disease [Cabot
et al. (2000); Curran et al. (2002); Farci (2001); Lyra et al. (2002); Major et
al. (1999); Thomson et al. (2001)]. Even if virus evolution does drive disease
progression - as suggested here - this does not mean that we expect higher
virus diversity or faster evolution in patients with severe compared to mild
disease. The amount of viral diversity and the rate of evolution is a complex
function of the degree of immune-mediated viral suppression, virus load, and
the number of susceptible host cells [Wodarz and Nowak (2000a)]. If virus load
is suppressed efficiently, reduced replication does not allow a fast accumula-
tion of mutations. On the other hand, immune-mediated suppression of the
virus allows for the coexistence of different antigenic variants [Regoes et al.
(1998)]. If immune responses are diminished, however, competition between
virus strains becomes an important factor that can lead to a reduction in viral
diversity [Nowak et al. (1991)]. Moreover, as the number of susceptible cells
becomes limiting - for example because of liver destruction - virus evolution
may slow down or stop, because new antigenic variants cannot invade [Regoes
et al. (1998)]. Therefore, if pathology develops as a result of virus evolution
towards antigenic escape, it is possible that patients with severe disease show
reduced levels of virus diversification and evolution compared to patients with
milder disease. Data on virus diversity have given rise to different and contra-
dictory results [Cabot et al. (2000); Curran et al. (2002); Farci (2001); Lyra
et al. (2002); Major et al. (1999); Thomson et al. (2001)]. Studies with HCV
infected patients report the emergence of antibody escape mutants early after
infection [Farci et al. (2000)], while data from the chimpanzee model argue
against the frequent occurrence of antibody escape mutants during the early
stages of the infection [Major et al. (1999)]. While the chimpanzee data argue
against a role of escape for virus persistence, this study does not address the
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role of escape for disease progression, which occurs over a much longer period
of time. Curran et al. [Curran et al. (2002)] reported a consistent accumula-
tion of amino acid changing substitutions in patients with mild liver disease.
In patients with severe liver disease, however, they reported significantly lower
rates of virus evolution. The observation that the virus continuously evolves
in patients with mild disease supports the notion that ongoing virus evolu-
tion can eventually shift the dynamics towards pathology. A reduced rate of
evolution in patients with severe disease is also consistent with the theoretical
arguments presented here. As severe pathology develops, the number of sus-
ceptible host cells is reduced and this can prevent invasion of further antigenic
variants. The hypothesis that viral evolution can drive disease progression is
further supported by the observation that the virus diversity, as well as the
ratio of amino acid changing to silent substitutions was higher in individuals
with severe liver disease [Cabot et al. (2000); Curran et al. (2002)]. Similar
patterns have been observed in studies of viral evolution following liver trans-
plants in patients with mild and severe disease [Lyra et al. (2002)]. Investi-
gation of the expected patterns of diversity and rates of evolution in patients
with different severity of disease under various assumptions will benefit from
further mathematical modeling.

Another factor that can influence patterns of viral evolution is the ability
of the specific immune responses to adapt to the changing virus population.
The model assumes that new escape variants can always trigger new anti-
body specificities. Therefore, the virus continuously evolves away from the
immune response. Clinical data from HCV infected patients suggest that spe-
cific CD4 T helper cell responses are impaired [Lechner et al. (2000c)]. Helper
cell impairment can in turn compromise the ability of the neutralizing an-
tibody response to adapt to new virus variants [Klenerman et al. (2000)]. If
this happens, virus evolution towards increased antigenic diversity in antibody
epitopes is expected to stop. It is not clear for how long the antibody response
can continue to adapt to the virus population. As the disease progresses, the
antibody response is more likely to fail to adapt to the virus population. This
could also contribute to the reduced rate of evolution seen in HCV infected
patients with severe liver disease.

It is an interesting observation that accumulation of antigenic diversity
and the development of disease does not correlate with a significant increase
in virus load in the model. Upon development of symptoms, virus load may be
relatively small: While CTL induce pathology in the model, they can suppress
viremia to a certain degree at the same time. Variations in virus load observed
between patients is thus unlikely to be due to differences in the amount of
antigenic diversity and disease status, but to differences in other host param-
eters. Hence, the models suggests that there is no obvious correlation between
pathology and virus load. This is consistent with clinical data [de Araujo et
al. (2002); Manzin et al. (1997); Pontisso et al. (1999); Puoti et al. (1999)].
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9.5 Summary

This chapter expanded the consideration of lytic and nonlytic effector mech-
anisms. In contrast to Chapter 8, where the same CTL were assumed to have
both lytic and nonlytic antiviral activity, we now assumed that lytic and non-
lytic effector mechanisms derive from separate populations of immune cells:
CTL and antibodies. Both branches require antigenic stimulation to mount
a response, and they are therefore in competition. The balance between lytic
and nonlytic effector activity can therefore depend on the outcome of this
competition. If CTL exclude antibodies, then the balance can be shifted to-
wards lytic responses. If antibodies exclude CTL, then the balance can be
shifted towards nonlytic immunity. If both branches coexist, the balance is
more even. Finally, we discussed how the evolution of antigenic escape by the
virus can shift the balance of immune responses over time, and how this can
shift the outcome of the dynamics from lack of disease towards pathology.
HCV infection could be an example of where the competition between CTL
and antibodies might determine the course of infection, and where escape
from antibodies during chronic infection could shift the dynamics from an
asymptomatic to a pathogenic state.



10

Effector Molecules and CTL Homeostasis

Chapters 7, 8, and 9 have discussed effector molecules in relation to their
direct antiviral activity: to kill infected cells or to inhibit the spread of the
virus from cell to cell by nonlytic means. We discussed the role of the differ-
ent types of effector mechanisms for the successful resolution of infection, and
how the exact balance between lytic and nonlytic effector mechanisms can
determine whether pathology is observed or not. However, experimental data
indicate that the effector molecules might have a broader function than just
antiviral activity [Stepp et al. (2000)]. In addition, they might serve as regu-
latory molecules that determine the extent to which the population of CTL
expands in response to antigenic stimulation. Experimental data indicate that
the amount of effector molecules that are secreted by CTL can influence the
peak size of the CTL response, as well as the number of CTL found in the
memory phase after the infection has been resolved. Of particular interest in
this respect are mice that have deficiencies in either perforin or IFN-γ. Per-
forin is the main effector molecule that is responsible for CTL-mediated lysis,
while IFN-γ is known to be a CTL-secreted soluble mediator that inhibits
viral replication in several infections, for example LCMV. A deficiency in ei-
ther perforin or IFN-γ, or both, has been observed to result in higher levels
of CTL both in the acute and the post acute phase of infections [Bartholdy
et al. (2000); Matloubian et al. (1999); Stepp et al. (2000)].

Matloubian et al [Matloubian et al. (1999)] reported that perforin might be
an important regulatory molecule that determines CTL numbers during the
response against LCMV infection. Perforin deficient mice were characterized
by persistent infection, higher levels of CTL, a reduced decline of activated
CTL, and by pathology that resulted in death of the animals. Mortality was
completely reversed by depleting the CTL in vivo. Thus it was hypothesized
that perforin downregulates the CTL response during chronic infection, and
therefore prevents excessive CTL-mediated killing that can result in tissue
damage. Bartholdy et al [Bartholdy et al. (2000)] investigated the dynamics
of LCMV infection in IFN-γ deficient mice. They considered the relatively
slowly replicating Armstrong strain. While wild-type mice cleared the infec-
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tion, a persistent infection was established in IFN-γ deficient mice. Again,
the persistent infection was accompanied by an ongoing CTL response that
was sustained at higher levels compared to wild-type animals. Furthermore, a
higher proportion of the CTL had an activated phenotype and were actively
cycling compared to wild-type animals. However, no pathology was observed
in this experiment. Instead, the persisting virus was controlled by the elevated
CTL response in the long-term at low loads. Badovinac et al [Badovinac et al.
(2002); Badovinac et al. (2000)] investigated the dynamics of the bacterium
Listeria monocytogenes in perforin- and IFN-γ deficient mice. They also found
that the absence of these effector molecules correlated with an increased ex-
pansion and a decreased contraction phase of CTL, which resulted in elevated
numbers of CTL in the acute and the post acute phase of the infection. In
addition, they found that the immunodominance hierarchy was altered in
knockout animals. Based on their experiments, they argued that expansion of
the CTL is controlled by perforin, while IFN-γ controlled the death phase of
the CTL and the immunodominance hierarchy.

The reasons for these observations have been debated in the literature.
Mathematical models have played an important role in this respect [Bartholdy
et al. (2000); Thomsen et al. (2000); Wodarz (2001b)]. They can suggest mech-
anisms that underly the experimental observations, and they can be used to
test whether certain hypotheses are consistent with experimental observations
or not. This chapter starts with a possible explanation of the experimental
data, as suggested by mathematical modeling. We then review arguments
that counter this hypothesis. Finally, we discuss further mathematical and
experimental work that has addressed this controversy.

10.1 CTL Homeostasis and Predator–Prey Dynamics

The observation that the absence of effector molecules results in elevated
levels of CTL can be explained without invoking a separate regulatory role
of the effector molecules [Wodarz (2001b)]. Instead, this observation could
come about by the predator–prey type dynamics that underly the interactions
between CTL responses and infectious agents. The infection can be considered
the prey that becomes killed. The CTL can be considered the predator that
reproduces in the presence of the prey (virus). Consider the ecological scenario
where foxes are predators and rabbits are prey. If each fox is inefficient at
capturing rabbits, many rabbits are found. Because many rabbits are around,
many foxes also persist as a consequence. On the other hand, if each fox is very
efficient at capturing rabbits, then few rabbits remain in the system. Fewer
rabbits can in turn support fewer foxes. Effector molecules, such as perforin
and IFN-γ, determine the efficiency with which CTL can ”capture” and and
remove pathogens. If effector molecules are present at normal levels, then the
CTL are efficient at reducing virus load. Low virus load can only support
few CTL because CTL proliferation depends on antigenic stimulation. On
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Fig. 10.1. CTL dynamics in perforin deficient and IFN-γ deficient hosts, as pre-
dicted by the mathematical model (8.1–8.3). Absence of perforin and IFN-γ results
in elevated virus load and elevated levels of CTL as a result of the increased anti-
genic drive. Parameters were chosen as follows: λ = 10, d = 0.1, β = 0.01, a = 0.2,
c = 0.1, b = 0.1; for wild-type p = q = 1; for mutant p = q = 0.1. Note there is still
some effector activity left in the mutant scenario since there can be other sources of
lytic and nonlytic CTL-mediated activity.

the other hand, if the effector molecules are absent, then the CTL are less
efficient at reducing virus load. Higher virus loads can in turn maintain a
larger number of CTL. This can be shown by computer simulations (Fig 10.1)
that are based on the mathematical model that includes virus dynamics as
well as the presence of lytic (perforin) and nonlytic (IFN-γ) CTL responses
(8.1–8.3). The activity of perforin is expressed in the parameter p. Relatively
high values of p correspond to wild-type animals, while reduced values of p
or p = 0 corresponds to perforin knockout mice. The activity of IFN-γ is
expressed in the paramter q. Relatively high values of q correspond to wild-
type animals, while knockout animals are characterized by reduced values of q
or q = 0. Fig 10.1 compares the wild-type scenario to the perforin- and IFN-γ
knockout simulations. In both cases, the virus persists at higher levels. This
results in higher peak numbers of CTL during the acute phase of the infection,
and the persistently replicating virus drives continuous CTL expansion that
leads to higher numbers of CTL during the memory phase of the infection.

The simulations can be taken further to investigate the conditions under
which the knockout of effector molecules also results in CTL-induced tissue
pathology (see Chapter 7). Consider IFN-γ deficiency first. According to the
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model, the degree of CTL induced pathology observed in the absence of IFN-γ
depends on the rate of viral replication (see Chapter 7). If the virus replicates
slowly, there is minimal target cell depletion and the host is likely to sur-
vive with the virus and CTL coexisting. This corresponds to the experiments
with LCMV Armstrong infection in IFN-γ deficient mice described above
[Bartholdy et al. (2000)]. If the virus replicates with a high rate, on the other
hand, strong depletion of target cells is predicted to occur in the absence of
IFN-γ, and the host is likely to die. Such an outcome has been observed with
the faster replicating LCMV Traub strain [Bartholdy et al. (2000)]. Similar
considerations apply to the absence of perforin. Even if perforin is completely
absent, the host can still potentially die from CTL-induced pathology in the
context of a fast replicating virus. This is because FAS-mediated lysis, a less
efficient and perforin-independent mechanism to kill infected cells, can still
cause pathology. This explains why some perforin deficient hosts not only
show elevated levels of CTL, but also tissue pathology [Matloubian et al.
(1999)].

10.2 Effector Molecules and Immunodominance

In experiments with the intracellular bacterium Listeria monocytogenes, it
was found that the absence of effector molecules not only elevates the overall
level of the antiviral CTL, but that it might also alter the immunodominance
hierarchy of different CTL clones that react to different epitopes [Badovinac et
al. (2000)]. In particular, IFN-γ knockout mice showed this effect. On the other
hand, perforin knockout mice did not show an altered immunodominance
hierarchy.

The consideration of immunodominance brings additional complexity to
the theoretical arguments, because we must now consider multiple CTL clones
that react against the same virus, but against different epitopes. A given CTL
clone is said to be immunodominant if it reaches higher abundances relative
to other CTL clones. Mathematical models that consider multiple CTL clones
that are directed against different viral epitopes suggest that immunodomi-
nance is the result of competition of CTL for antigenic stimulation by the
virus [Nowak et al. (1995a); Nowak et al. (1995b)] (Chapter 5). Each CTL
clone requires antigenic stimulation to proliferate. CTL clone 1 may reduce
virus load to levels that are too low to effectively stimulate CTL clone 2. Con-
sequently, CTL clone 1 will be present in significantly higher abundances than
CTL clone 2. CTL clone 1 is said to be immunodominant. CTL clone 2 can
even go extinct. According to mathematical models, the competitive ability
of CTL is mostly determined by the rate at which they respond to antigen
and proliferate. Thus, for the presence of IFN-γ to alter the immunodominanc
hierarchy, IFN-γ must be able to influence the rate of CTL proliferation. For
instance, it has been documented that IFN-γ can upregulate MHC expression
and thus promote the induction of CTL responses [Heise et al. (1998a); Heise



10.2 Effector Molecules and Immunodominance 141

0

0.2

0.4

0.6

0.8

1

0 50 100 150 200 250 300

0

0.5

1

1.5

0 50 100 150 200 250 300

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

w t gko

CD8 Clone 1

CD8  Clone 2

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

w t pko

IFN- knockout (gko)perforin knockout (pko)

time

T
ot

al
#

C
T

L
#

C
T

L
at

eq
ui

lib
ri
um

mutant

wild type

Fig. 10.2. Immunodominance in perforin deficient (pko) and IFN-γ deficient (gko)
hosts, as predicted by the mathematical model (10.1–10.4). Absence of perforin re-
sults in a higher level of specific CTL, but not in an altered death phase or immun-
odominance. Absence of IFN-γ does result in a reduced death phase of the CTL and
in altered immunodominance. Note that immunodominance hierarchies are shown
at equilibrium in this figure in order to keep the graphs clear and concise. However,
the immunodominance hierarchies in the model are already established right at the
beginning of the infectious process when CTL responses start to expand. Parame-
ters were chosen as follows: λ = 10, d = 0.1, β = 0.02, a = 0.1, p1 = 1, p2 = 0.1,
q1 = 30, q2 = 5, c1 = 0.01, c2 = 0.02, b = 0.05, ε = 10, f = 0.001. For pko: p1 = 0.2,
p2 = 0.02. For gko: q1 = 0.5, q2 = 0.5.

et al. (1998b)]. The following equations present a model that describes two
CTL clones that are directed against different epitopes of the same virus. The
CTL are assumed to be able to lyse infected cells by perforin, and also se-
crete IFN-γ, which can inhibit viral replication, and which can promote CTL
proliferation.

ẋ = λ − dx − βxy

(q1z1 + q2z2) + 1
, (10.1)

ẏ =
βxy

(q1z1 + q2z2 + 1
− ay − y(p1z1 + p2z2), (10.2)

ż1 =
(c1 + fq1)yz1

εz1 + 1
− bz1, (10.3)

ż2 =
(c2 + fq2)yz2

εz2 + 1
− bz2. (10.4)

x denotes the quantity of uninfected host cells, y is the quantity of infected
host cells, z1 is the quantity of specific CTL clone 1, and z2 is the quantity
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of specific CTL clone 2. As in the basic model for virus infection (2.2–2.4),
uninfected cells are produced with a rate λ and die with a rate d. They become
infected by the pathogen at a rate β and die at a rate a. CTL lyse infected
cells at a rate pi. They also secrete IFN-γ, which inhibits microbial replication
at a rate qi. Two factors determine the responsiveness of the CTL: the basic
expansion rate of the cells ci and the aforementioned secretion of IFN-γ,
which enhances the rate of CTL proliferation at a rate fqi (e.g. through MHC
upregulation by IFN-γ). The rate of CTL proliferation is assumed to saturate
at high CTL abundances, as determined by the parameter ε (See Chapter
2). Finally, CTL die with a rate b in the absence of antigenic stimulation.
Knockout of perforin and IFN-γ is represented in the model by a reduction
in the parameters pi and qi respectively.

Assume that CTL clone 1 has a lower basic rate of proliferation in response
to antigenic stimulation but secretes larger amounts of IFN-γ than CTL clone
2. Because of the larger amounts of IFN-γ secreted by CTL clone 1, the
proliferation of this clone can be sufficiently enhanced such that it is the
dominant response (Fig 10.2). If the production of IFN-γ is reduced in both
CTL clones by the same amount (equivalent to a knockout), it is possible that
clone 2 becomes the dominant response (Fig 10.2). This is because in this IFN-
γ deficient situation, IFN-γ does not contribute significantly to increasing
the proliferation rate of the CTL. Since CTL clone 2 has the higher basic
rate of proliferation in response to antigenic stimulation, it will dominate. In
contrast to this result, a deficiency of perforin does not result in altered levels
of immunodominance in the model (Fig 10.2).

Therefore, the experimental observations in perforin and IFN-γ knockout
mice can be explained in relatively simple terms. The elevated levels of CTL
during the acute and post acute phases of infection can come about through
the simple predator–prey dynamics that underly the interactions between a
pathogen and CTL responses, without the need to invoke separate regulatory
roles. A change in the immunodominance hierarchy requires in addition that
the effector molecules influence the rate of CTL expansion upon antigenic
stimulation. In particular, they need to enhance CTL proliferation in response
to antigenic stimulation. This has been well documented in the literature in
the context of IFN-γ [Heise et al. (1998a); Heise et al. (1998b)], but not
for perforin. This explains the altered immunodominance hierarchy in IFN-γ
deficient, but not in perforin deficient mice.

10.3 The Role of Antigen for CTL Proliferation

The arguments presented in the previous section rely on the fact that CTL
respond to antigenic stimulation: less effector activity results in higher virus
load; higher virus load correlates with a larger antigenic drive that leads to
a larger number of CTL. Recently, however, experimental data have revealed
that the development of CTL responses occurs by a process called programmed
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proliferation (see Chapter 2) [Kaech and Ahmed (2001); Mercado et al. (2000);
van Stipdonk et al. (2003); van Stipdonk et al. (2001)]. According to this
concept, a single encounter with antigen is necessary to induce CTL expan-
sion and differentiation. The encounter with antigen activates the naive CTL.
Subsequently, the CTL undergo a program of proliferation that includes ap-
proximately 7-10 division events. The population of CTL differentiates into
effector cells, declines to a certain degree, and then settles around a memory
level. The processes of division, differentiation, contraction, and memory gen-
eration are not influenced by further exposure to antigen. That is, they occur
even if the CTL never see antigen again. Further antigenic stimulation is only
required if the generated memory CTL need to be become reactivated. In this
case, another program of expansion and differentiation may be triggered.

If CTL expansion occurs according to a program that is independent of
antigenic stimulation, it can be argued that the level of CTL, or the im-
munodominance hierarchy, cannot be driven by virus load or competition
for antigen. Thus, elevated levels of CTL cannot be explained by increased
antigenic drive that is a consequence of reduced effector activity. Instead, the
increased levels of CTL in perforin and IFN-γ knockout animals (as well as the
altered immunodominance hierarchy in IFN-γ mice) requires that the effector
molecules have separate regulatory functions that determine CTL homeosta-
sis [Badovinac et al. (2002); Badovinac et al. (2000); Stepp et al. (2000)]. In
the next section we discuss mathematical models and experimental data that
address this controversy.

10.4 Programmed CTL Proliferation and the Role of
CTL Effectors

Here, we consider a model that takes into account explicitly the concept of
programmed CTL expansion. Assuming that perforin and IFN-γ only perform
effector function and do not have any separate regulatory activity, we will in-
vestigate whether and how a deficiency of these effector molecules influences
the level of the CTL responses. We consider the model that describes pro-
grammed CTL proliferation (2.18–2.23), assuming that CTL can have both
lytic and nonlytic effector activity.

According to this model, the absence of effector molecules is predicted
to have no effect on the number of antiviral CTL if the CTL only undergo
a single round of proliferation. That is, naive cells undergo approximately
7-10 programmed divisions, differentiate into effectors, and eventually into
memory cells. In other words, the memory cells do not become restimulated
again. This, however, might only occur in a restricted set of circumstances. It
is quite likely that after only one round of programmed proliferation some of
the virus, or some antigen derived from the virus, is still present in the host. In
this case, the memory CTL will become restimulated and will undergo another
round or programmed proliferation. If this occurs, the model predicts that the
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lack of effector molecules will lead to elevated levels of antiviral CTL. This is
because after the first round of CTL proliferation, reduced effector activity will
leave more virus in the system, and this results in a stronger stimulation of the
memory CTL. In fact, in the context of a persistent infection, the properties of
the program model converge to those of the simplified predator prey equation
that assumes that CTL division requires continuous antigenic stimulation.
This has been demonstrated in Chapter 2. Consequently, the mechanism that
was derived from the simple predator–prey like models to account for the
elevated level of CTL in perforin and IFN-γ knockout mice remains robust in
the context of programmed proliferation as long as the memory CTL become
restimulated.

10.5 Effector Molecules and CTL Homeostasis in VSV
Infection

Vesicular stomatitis virus (VSV) has some special properties that allow us to
investigate further, whether reduced effector activity alone can account for
the elevation in the number of antiviral CTL (without invoking separate reg-
ulatory functions of the effector molecules) [Christensen et al. (2004)]. While
CTL responses develop against VSV, they do not contribute to virus clear-
ance. VSV infection is very virulent in mice. It either kills the host, or it is
cleared by an antibody response. Antibody mediated clearance occurs before
significant levels of antiviral CTL can be observed. Nevertheless, the VSV
specific CTL expand and differentiate into effector and memory CTL. This
is probably because they become stimulated while the virus is still in the
system, and thus the antigen independent proliferation program is triggered.
By the time effector activity is achieved, however, the virus is already cleared.
Therefore, the effector molecules do not perform antiviral effector activity and
do not influence virus load. Hence, if the reduced antiviral activity by itself
is responsible for the elevation of the number of specific CTL, then we would
expect that with VSV infection of mice, perforin or IFN-γ do not influence
the level of CTL. If, on the other hand, perforin and IFN-γ have separate
regulatory activity which determines CTL homeostasis, then we should also
observe elevated numbers of CTL in knockout mice infected with VSV.

Unlike what has been observed when perforin and IFN-γ are essential for
pathogen clearance, neither molecule was found to play an important role in
regulating the kinetics of the VSV specific CTL response, which is character-
ized by the absence of antiviral activity in vivo [Christensen et al. (2004)].
Therefore, in this setting, it appears that the effector molecules do not have
separate regulatory activity. This is consistent with the argument that in the
other experiments discussed in this chapter, the elevation of specific CTL
numbers in knockout mice is brought about by the reduced effector activity
and the resulting higher antigenic drive itself.
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10.6 Summary

This chapter has discussed how mathematical modeling has been useful in sug-
gesting a mechanism that could account for the elevated levels of antiviral CTL
in perforin- and IFN-γ knockout mice, and for the altered immunodominance
in IFN-γ deficient animals. The models suggest that the basic predator–prey
like interactions that underly the dynamics between replicating pathogens and
CTL responses could lead to the experimental observations: reduced effector
activity leads to higher antigenic drive that in turn leads to a higher number
of CTL. It is thus not necessary to invoke separate regulatory roles for these
effector molecules. Mathematical models further suggest that this mechanism
is even consistent with the concept of an antigen independent CTL prolifera-
tion program, as long as the memory CTL become restimulated after the first
round of CTL expansion. Experiments with VSV infected mice support these
notions. In this scenario, CTL effector molecules do not contribute to fighting
the virus and do not influence virus load. The absence of the effector molecules
does not result in significantly altered CTL levels in this case. While all these
results show that the experimental data are consistent with the most parsi-
monious explanation, they do not exclude the possibilities that these effector
molecules have additional functions that should be investigated further. An
understanding of these mechanisms is also important from a medical point
of view. The disease called ”familial hemaphagocytic lymphohistiocytosis”
or FHL is characterized by unregulated and self destructive CTL responses
[Stepp et al. (2000)]. Patients react to simple infections with inflammatory
processes characterized by the activation of T cells and macrophages. There
is evidence that FHL patients harbor genetic and functional defects of the
effector molecule perforin [Stepp et al. (2000)].
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Virus-Induced Subversion of CTL Responses

So far, this book has discussed how CTL responses can fight viral infections,
leading to their successful resolution and clearance. On the other hand, viruses
have the ability to avoid clearance by a variety of mechanisms. A very promi-
nent mechanism that has been documented in the context of several pathogens
is antigenic escape. Viral epitopes acquire mutations that prevent the CTL
response from recognizing the epitope. Consequently, the infected cell is not
attacked by the CTL. HIV is probably the best known virus that shows ex-
tensive antigenic escape [McMichael et al. (1996); McMichael and Phillips
(1997); McMichael and Rowland-Jones (2001); Phillips et al. (1991); Price et
al. (1997a); Price et al. (1999)]. Because HIV has a relatively high mutation
rate, escape mutants are readily generated and this can contribute to the in-
ability of the CTL response to fight HIV effectively, and it might contribute
to the eventual development of AIDS. HCV infection is another example of
a human pathogen that can readily acquire mutations, allowing it to escape
from immune responses [Farci et al. (2000)]. Another mechanism to avoid
immune-mediated clearance is to establish a latent infection [Thorley-Lawson
and Babcock (1999)]. This means that cells can be infected by the virus, but
once inside the cell, the virus is silent and does not produce further progeny
viruses for prolonged periods of time. If the virus is silent, the CTL cannot
recognize that the cell is infected, because no viral proteins are produced. If
the cell is sufficiently long-lived, it can carry the virus and provide a reservoir
for viral persistence. At certain time intervals, the virus can reactivate in the
cells and start producing new virus particles. This is called the lytic phase of
the infection, and the CTL response tends to prevent growth of the virus to
high numbers. Thus, while the CTL manage to control the virus in this case,
latent infection of cells prevents clearance of the virus.

These are examples of viral strategies to escape a fully functional CTL
response. An alternative strategy is to impair the functionality of the CTL
response itself (Fig 11.1). This leads to an ineffective response that is unable
to deal with the infection, even if the virus does not escape from the response
by any other means. In other words, the virus actively attacks the immune
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CD4 T  helper cells are killed,
either by the virus, or by the CTL
response against the virus.
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Fig. 11.1. Virus-induced suppression of the CD4 T helper cell response. The most
prominent example is HIV infection. Helper cells are the central component of the
immune system that orchestrate specific immune effector response such as CTL and
antibodies. If T helper cells are infected by the virus, they can become killed and
this can compromise the ability of the immune system to mount effective responses.
The helper cells can be killed either by the virus itself, or by CTL that kill the
infected T helper cells.

system. Active, virus-induced impairment of the CTL response is the subject
of this chapter. A major mechanism by which this can be achieved is the
infection and killing of CD4 T helper cells Fig (11.1). This population of cells
is of central importance in the generation of any antiviral effector responses. If
CD4 T cell help is impaired, the host fails to mount effective CTL or antibody
responses against the pathogen [Borrow et al. (1996); Borrow et al. (1998);
Thomsen et al. (1996); Thomsen et al. (1998)].

Recently, experiments have generated more detailed insights into the role
of CD4 T cell help for the development of CTL responses. Experiments sug-
gest that initial CTL expansion and differentiation in the acute phase does
not depend on help [Borrow et al. (1996); Borrow et al. (1998); Janssen et al.
(2003); Shedlock and Shen (2003); Sun and Bevan (2003); Sun et al. (2004);
Thomsen et al. (1996); Thomsen et al. (1998)]. The maintenance of memory
and/or the reactivation of the memory cells, however, crucially depends on
help. The mechanism that underlies this observation is unclear. Some studies
suggested that the helper cells somehow ”program” the CTL during acute in-
fection and that the subsequent availability of help has no influence [Shedlock
and Shen (2003); Sun and Bevan (2003)]. On the other hand, a recent study
indicates that the presence of help may be continuously required to maintain
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memory in the long-term [Sun et al. (2004)]. In any case, the absence of help
might lead to a response that is initially normal during the acute phase of
infection, but then quickly loses its effectiveness because the restimulation of
memory CTL is impaired. As discussed extensively in Chapter 3, the absence
of effective and sustained CTL memory responses can be a reason for the
failure to clear a virus, and for the establishment of persistent infection.

As described in Chapter 4, ”help” can be delivered to CTL via antigen
presenting cells (APCs), most prominently dendritic cells [Ridge et al. (1998);
Schoenberger et al. (1998)]. That is, the CD4 T helper cells directly interact
with the APCs, which results in the activation of the APCs. Activated APCs,
in turn, directly interact with CTL, which promotes the proliferation and
differentiation of the CTL. Thus, the easiest way for a virus to impair CD4 cell
help is to infect and kill either the CD4 T helper cells directly, or to infect and
kill the APCs. Both options apply to HIV, which has been shown to impair
the T helper cell response against itself significantly [Douek et al. (2002);
Rosenberg et al. (1999)]. LCMV infection is also thought to impair helper cell
responses. LCMV infects a variety of cell types that include APCs and CD4
T helper cells [Moskophidis et al. (1995a)]. While LCMV is noncytopathic,
the initial acute CTL response that develops against the virus might kill
infected APCs and helper cells and thereby remove the very stimulus that it
needs to be sustained. HCV is another example where the virus specific helper
cell response is impaired, although the exact mechanism of this impairment is
unclear. Even if the virus does not kill APCs and helper cells, it can disable the
responses by other mechanisms. An example is anergy, where the the presence
of too much virus might result in the failure of the response to develop.

This chapter reviews mathematical models that describe the dynamics
between the CTL response and a virus that infects and impairs its specific
CD4 T helper cell responses. We investigate what outcomes of infection are
expected to be observed, and how host an viral parameters determine whether
the CTL can resolve the infection or not. Theory will be applied to specific
case studies such as LCMV infection of mice, and SIV/HIV infection.

11.1 A Basic Model for Virus-Induced Impairment of
Help

As mentioned above, help influences the ability of memory cells to expand. In
the absence of help, memory cells cannot be restimulated efficiently, and CTL
responses cannot be sustained beyond the acute phase of infection [Janssen
et al. (2003); Shedlock and Shen (2003); Sun and Bevan (2003); Sun et al.
(2004)]. In order to investigate the properties of helper cell impairment math-
ematically, we therefore modify a basic mathematical model that distinguishes
between two subpopulation of CTL: the memory CTL that are CTL precur-
sors (CTLp) without effector activity; and the effector CTL that have antiviral
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activity (2.12–2.13). In this model, the CTLp proliferate in response to anti-
genic stimulation and subsequently differentiate into effector cells. To include
the effect of help, we assume that the rate of CTLp proliferation is not only
proportional to antigen, but also to the number of cells that can deliver helper
signals for the CTL [Wodarz et al. (1998); Wodarz and Nowak (1999); Wodarz
et al. (2000c)]. To take into account the ability of the virus to impair help, we
further assume that these helper cells are targets for infection by the virus,
and can therefore be killed by infection. Denoting the susceptible population
of helper cells by x, the population of infected cells by y, the population of
CTLp by w, and the population of CTL effectors by z, the model is given by
the following set of ordinary differential equations.

ẋ = λ − dx − βxy, (11.1)
ẏ = βxy − ay − pyz, (11.2)
ẇ = cwxy − qwy − b1w, (11.3)
ż = qwy − b2z. (11.4)

The rate of CTLp expansion is given by cwxy and is therefore proportional
to both antigen y and the number of helper cells x. The proliferating CTLp
differentiate into effectors with a rate qwy. The CTLp die with a rate b1w and
the effector CTL die with a rate b2z. Note that this is a simplified model. As
mentioned above, the initial CTL expansion in acute infection is not depen-
dent on help. Help is only required for the stimulation of memory CTL. This
model does not include an initial helper independent response, but assumes
that CTL expansion always depends on help. This is because we are inter-
ested in the long-term dynamics and equilibrium outcomes, and not in the
details of the acute infection dynamics. Thus, numerical simulations of the
acute phase are expected to be inaccurate. In particular, the initial amount
of CTL expansion in the absence of help will be lower than expected in vivo.
Our analysis, however, does not concentrate on this phase.

Because this model is based on the general virus dynamics equations 2.2–
2.3), establishment of infection requires that the basic reproductive ratio of the
virus is greater than one (see Chapter 2). If the virus establishes an infection,
two alternative outcomes can be observed. First, the CTL response can go
extinct and the virus persists at relatively high levels. This is described by

x(1) = a/β,

y(1) = λ/a − d/β,

w(1) = 0,

z(1) = 0.

In this case, the virus wins the fight. It successfully impairs the helper cell
response such that the virus can replicate unopposed.

Alternatively, a sustained CTL response is established that controls the
virus at relatively low levels over the long-term. The exact virus load will
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depend on the strength of the CTL response. If virus load is sufficiently low,
it will correspond to virus extinction in practical terms. This outcome is de-
scribed by the following equilibrium expressions.

y(2) =
b1

cx(2) − q
,

w(2) =
b2(cx(2) − q)(βx(2) − a)

b1qp
,

z(2) =
βx(2) − a

p
,

x(2) =
(λc + qd − b1β) +

√
(λc + qd − b1β)2 − 4dcλq

2dc
.

In this case, the CTL response wins. It maintains the upper hand, and controls
the virus in the long-term.

In summary, we observe two outcomes: Failure to contain the virus and
successful control of the virus. Note that failure to control does not necessar-
ily correlate with the complete extinction of the CTL response in reality. The
absence of help might result in the maintenance of inefficient CTL that persist
in the absence of help and that do not contribute significantly to virus control.
Such a population of inefficient ”helper independent” CTL can be included
in the model, as discussed below. The following sections examine the condi-
tions under which loss of control is observed, and when the CTL response is
successfully established.

11.2 What Determines the Outcome of Infection?

Here, we examine under which conditions the CTL manage to control the
virus, and when the CTL fail and go extinct in the model. The parameter
region of the model can be divided into two regions, according to the following
condition:

(
λ

[
Komatsuetal.] − d

β
)(c

[
K

omatsuetal.]β − q) > b1.

The most important parameter that determines the outcome of this condition
is the replication rate of the virus β relative to the strength of the CTL
response c. If the viral replication rate is relatively low, the condition holds. If
the viral replication rate lies above a threshold, the condition is violated. If the
inequality is true, the CTL response will persist. However, if the inequality
is not satisfied, the situation is more complicated. In this case, one has to
distinguish between two parameter regions that mostly depend on the rate of
viral replication.
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Fig. 11.2. Outcomes of the mathematical model (11.1–11.4). There are two out-
comes. Either, the CTL response goes extinct and the virus replicates at high levels,
or a sustained CTL response become established and we observe long-term control
of the infection. Which outcome is achieved depends on the rate of viral replica-
tion relative to the CTL responsiveness of the host, and can depend on the initial
conditions. If the viral replication rate lies below a threshold, the outcome is CTL
extinction. If the viral replication rate lies above a threshold, the outcome is long-
term CTL-mediated control of the virus. If the viral replication rate is intermediate,
both outcomes are stable and the outcome depends on the initial conditions. Low
initial virus load and a high initial number of CTL promote the CTL control out-
come, while high initial virus load and low initial numbers of CTL promote the CTL
extinction outcome.

• If the rate of viral replication is intermediate and lies below a threshold,
then both the CTL persistence and the CTL exhaustion equilibria are
stable. In other words, we observe bistability. Now the outcome of the sys-
tem depends on the initial conditions. A small initial virus load promotes
CTL persistence, while a high initial virus load promotes extinction of the
CTL response. The initial number of CD4 T helper cells is also significant
with a low initial CD4 T helper cell count driving the system towards
CTL extinction. The initial number of CTL is also important. Low ini-
tial numbers of CTL (i.e. a naive host) promotes CTL extinction, while
a high initial number of CTL promotes CTL-mediated virus control. This
outcome is observed if the CTL control equilibrium expressions are real
([λc + qd − b1β]2 > 4dcλq)and positive ( x(2) > q/c or x(2) > a/β).

• If the rate of viral replication is higher and lies above a threshold, then the
CTL control equilibrium becomes unstable and the only outcome is CTL
extinction. This is observed if the CTL control equilibrium expressions are
complex or negative.
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In summary, the rate of viral replication is a major determinant of the
outcome of infection. If it is relatively low and lies below a threshold, the
only possible outcome is CTL-mediated control of the infection. If the viral
replication rate is faster, we enter a parameter region where both the CTL
control outcome and the CTL extinction outcome are stable. In this case,
the outcome of infection depends on the initial conditions. If the rate of viral
replication crosses a final threshold, then the only possible outcome is the
extinction of the CTL response.

11.3 Robustness of Predictions

We have discussed the dynamics of virus-induced helper cell impairment in
the context of a specific model that took account of CTL precursors and CTL
effectors. As pointed out in Chapter 2, uncertainties remain regarding the
expansion and differentiation pathway of CTL upon antigenic stimulation,
and about the exact mechanism by which viruses impair CD4 T cell help.
The results discussed here do, however, not depend on these uncertainties.
The same properties are observed in a much simpler and more general math-
ematical model that does not make specific assumptions about these details
[Komarova et al. (2003)]. It is summarized as follows.

We consider a model that contains two variables: the virus population y
and a population of immune cells, e.g. CTL, z. We assume that the degree of
immune expansion depends on virus load, and that the response inhibits virus
growth. The model is given by the following pair of differential equations:

ẏ = ygr(y) − yz, (11.5)
ż = zf(y). (11.6)

The virus population grows at a rate that is described by the function
gr(y). This is a function that depends on the amount of virus y and on the
parameter r, denoting the viral replication rate. The virus population be-
comes inhibited by the immune response at a rate yz. Immune expansion is
determined by virus load y and is described by the function f(y). The generic
shape of functions gr(y) and f(y) is presented in Fig 11.3. Positive values of
these functions indicate growth, and negative values correspond to decay in
the population. Consider the virus growth function gr(y). On the trivial side
we make the assumption that the higher the replication rate of the virus r the
higher the viral growth rate. The only other assumption is that virus growth
is density dependent: growth slows down at higher virus loads; when virus
load crosses a threshold, growth stops and the virus population declines. This
corresponds to target cell limitation where the virus runs out of cells to infect.

Now we turn to the function describing immune expansion, f(y). We make
the assumption that the presence of the virus can both stimulate and impair
immunity, depending on virus load y. If virus load lies below a threshold, the
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Fig. 11.3. Diagram explaining the behavior of the general mathematical model
(11.5–11.6). The model is defined by the virus growth function gr(y) and the immune
expansion function f(y). As explained in the text, the function gr(y) depends on
the viral replication rate, r, while the function f(y) does not. (i) The functions f(y)
and gr(y) are plotted versus y. f(y) is the humped curve labeled in the figure. The
rest of the curves represent g(r) for different valus of r. The function f(y) has two
fixed roots, y1 and y2. The parameter r determines at which value of y = y∗ the
function gr(y) equals zero. If the value of r lies above a threshold so that gr(y) = 0
for y > y2, we are in the bistable parameter region. If the value of r is smaller so
that gr(y) = 0 for y1 < y < y2, the only stable outcome is immune control Si.
If the value of r is still smaller so that gr(y) = 0 for 0 < y < y1, only the virus
equilibrium Sv is stable. Finally, if the value of r is very small, then gr(y) = 0 for
y < 0 and the infection cannot become established in the first place, S0. (ii) This
is a schematic diagram that summarizes how the outcome of infection depends on
the viral replication rate, r, as detailed above.

rate of immune expansion is negative. That is, levels of antigen are too low
to induce a response. If virus load lies above a threshold, the rate of immune
expansion is also negative because immune impairment outweighs antigenic
stimulation. Thus, high virus loads inhibit immunity. Immune expansion is
positive for intermediate virus loads, because antigenic stimulation is strong
relative to immune impairment. The precise conditions f(y) and gr(y) have to
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satisfy for the results to hold true are given in [Komarova et al. (2003)]. This
framework makes minimal assumptions and defines a collection of models.
Hence, results derived from this framework are robust and do not depend on
the particular form of the equations. We analyze the behavior of the whole
class of models. We find three outcomes.

• In the trivial case S0 there is no infection and no immune response.
• Alternatively, the virus can establish an infection in the absence of an

immune response, Sv. We will refer to the equilibrium Sv as the virus
equilibrium because the virus can grow unchecked and cause pathology
directly or indirectly.

• Finally, the virus can establish an infection that is controlled by an immune
response, Si. We refer to this outcome as the immune control equilibrium.

As in the more detailed model (11.1–11.4), the outcome depends on the
replication rate of the virus, parameter r. This is described as follows.

(i) If the replication rate is very small, the virus cannot infect the host
and the system converges to S0.
(ii) If the replication rate of the virus crosses a threshold, an infection
can be established, but the amount of antigenic stimulation is too low to
trigger sustained immunity. The system converges to Sv.
(iii) If the replication rate is higher and crosses another threshold, levels of
antigen are sufficient to trigger sustained immunity. The system converges
to the equilibrium describing long-term immunological control, Si.
(iv) If the viral replication rate is still higher and crosses a final thresh-
old, the immune response can be significantly impaired. In this parameter
region, both the immune control (Si) and the virus equilibrium (Sv) are
stable, and the outcome of infection depends on the initial conditions in
the same way as discussed in the more detailed model (11.1–11.4).

Therefore, the behavior of this much simpler, and more generalized model
is very similar to that of the more detailed and mechanistic model (11.1–
11.4). However, there is one difference: in model (11.1–11.4) a very high rate
of viral replication results in the instability of the CTL control outcome and
the dynamics always converge to the CTL extinction equilibrium. This does
not happen in the simplified model (11.5–11.6). This difference is, however, not
very meaningful. Although in the simplified model, the CTL control outcome
does not become stable for high rates of viral replication, the trajectories
are less and less likely to lead to the CTL control outcome the faster the
viral replication rate is. Therefore, the CTL control outcome will for practical
purposes never be attained at high rates of viral replication.

This model will be considered in more detail in Chapter 12, because
it forms the basis for exploring how therapy can be used to restore CTL-
mediated control in immunosuppressive infections.
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11.4 Experimental Verification: CTL Exhaustion in
LCMV Infection

If adult mice are infected with LCMV, a variety of outcomes can be observed
(reviewed in Chapter 1). Two of these outcomes are CTL mediated clearance
and CTL exhaustion [Moskophidis et al. (1993a)]. CTL exhaustion means
that after the primary response, the CTL go extinct and the virus replicates
persistently at high levels. Because LCMV is noncytopathic, the mice survive
despite persistent infection at high virus loads. Therefore, similar to the math-
ematical model, we observe a CTL control and a CTL extinction outcome.
Experiments have determined when each outcome is observed in LCMV in-
fected mice. In accordance with the mathematical model, it has been found
that the outcome of LCMV infection depends on the cell tropism of LCMV,
the replication rate of LCMV, and the initial conditions.

A central feature of our mathematical model is that the virus actively
impairs CD4 T cell help, and that this can be the reason for CTL extinction.
Different LCMV strains are characterized by different cell tropisms, i.e. they
infect different cell types [Ahmed and Oldstone (1988)]. For example, the
Armstrong strain is predominantly neurotropic. On the other hand, the C13
and Docile strains are lymphotropic, i.e. they infect immune cells. Among
the immune cells, they predominantly infect CD4 T helper cells and antigen
presenting cells such as macrophages. Data indicate that CTL exhaustion
correlates with the ability of LCMV to infect such immune cells [Ahmed et
al. (1988); Borrow et al. (1995); King et al. (1990); Oldstone et al. (1988);
Villarete et al. (1994)]. This supports the mathematical notion that CTL
extinction is the result of active virus-mediated immune impairment.

The main viral determinant of whether the CTL control the infection or go
extinct in the mathematical model is the replication rate of the virus. Faster
virus replication promotes CTL extinction in the model. This also holds true in
LCMV infection of mice [Christensen et al. (2001); Moskophidis et al. (1995a);
Moskophidis et al. (1993c); Thomsen et al. (2000)]. Different strains replicate
at different rates. Faster replicating strains, such as Docile and Traub, are
more likely to induce CTL exhaustion than slowly replicating strains, such as
Armstrong. In addition, the lack of interferon-mediated suppression of viral
replication promotes the occurrence of CTL exhaustion [Christensen et al.
(1999); van den Broek et al. (1995a); van den Broek et al. (1995b)]. Further,
the outcome can depend on the route of infection [Moskophidis et al. (1995a)].
Subcutaneous infection is less efficient at causing CTL exhaustion than intra-
venous infection. Subcutaneous infection might slow down the initial spread
of the virus considerably, compared to intravenous infection. The importance
of viral replication for the outcome of infection is also demonstrated by ex-
perimental data in Fig 11.4.

Finally, the model suggests that the outcome of infection can depend on
the initial conditions [Moskophidis et al. (1995a); Moskophidis et al. (1993c);
Wodarz et al. (1998)]. This is confirmed by experimental data (Fig 11.4). A
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Fig. 11.4. Experimental data on CTL exhaustion in LCMV infection taken from
[Wodarz et al. (1998)] (i) In vivo growth rate of LCMV docile (faster replicating) and
LCMV Armstrong (slower replicating). (ii) CTL persistence versus CTL exhaustion,
depending on the initial virus load. With low initial virus load (2x102 pfu), the
CTL response against both strains persists with higher lelves of lysis observed for
LCMV Docile infected mice. Virus titers are kept at low or undetectable levels.
With high dose infection (2x106 pfu), the CTL response against LCMV Armstrong
persists while it is exhausted with LCMV Docile infection. Accordingly, virus titers
in LCMV Docile infected mice persist at relatively high levels. (iii) Naive (primary)
challenge versus memory rechallenge. The difference is that in memory mice the
initial number of CTL is elevated. CTL-mediated activity remained much higher in
memory compared to naive mice.

higher initial virus load correlates with a higher efficiency of exhausting the
CTL response. The faster the replication rate of a strain, the lower the initial
virus dose necessary to induce a decline of the specific CTL. The dependence
of the course of infection on the initial virus load is shown in Fig 11.4. While
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LCMV Docile fails to induce exhaustion of the CTL response at an initial
dose of 2x102 pfu, the specific CTL vanished when mice were infected with
2x106 pfu. In accordance with the model, the initial numbers of T cells also
plays an important role. As shown in Fig 11.4, CTL exhaustion is less likely to
occur in mice that have been immunized and have a high number of memory
CTL at the time of infection, compared to mice that are naive and have low
numbers of CTL at the time of infection. In addition, data indicate that CD4
T cell depletion promotes the occurrence of CTL exhaustion.

11.5 Helper-Dependent versus Independent CTL
Responses

The basic model of helper cell impairment (11.1–11.4) was characterized by
two outcomes: CTL control and CTL extinction. In LCMV infected mice,
these two outcomes are observed, and experiments support the model pre-
dictions regarding the conditions under which CTL extinction occurs. CTL
extinction is, however, not a very prominent observation among viral infec-
tions. Consider HIV infection. There are also two outcomes that correspond
to control versus lack of control. Some patients, called long-term nonprogres-
sors, control the infection at very low virus loads for more than 15 or 20 years.
These patients are characterized by high levels of CTL that are thought to
contribute to this state [Harrer et al. (1996a); Harrer et al. (1996b); Rosenberg
et al. (1997); Rosenberg et al. (1999)]. On the other hand, most patients are
typical progressors that develop AIDS within a variable period of time (on
average 5-10 years). These patients have relatively high virus loads, and weak
CTL responses. In this case, the CTL fail to control the infection. Yet, the
virus specific CTL do not go extinct (although they might go extinct at the
very end of the disease process). How can this be reconciled with the basic
model of virus-induced immune impairment (11.1–11.4)?

The CTL included in the basic model of immune impairment (11.1–11.4)
can be thought of as so called helper dependent CTL. That is, their mainte-
nance is strictly dependent on the presence of CD4 T cell help. In addition,
they are fully functional and can differentiate into memory cells that can be
reactivated repeatedly by the persistent infection. If help is limiting, this pop-
ulation of CTL can go extinct. Apart from this, we also consider a population
of so called helper independent CTL. These are CTL that develop in the ab-
sence of help. They do not differentiate into a full memory phenotype and are
therefore less efficient at fighting the virus infection. It is possible that such
inferior CTL are maintained in the absence of specific T cell help because
cytokines secreted by a variety of immune cell types could induce limited pro-
liferation. These CTL are, however, unlikely to control an infection. Rather
they are maintained as a result of continuous virus persistence and a high
activation state of the immune system. Therefore, rather than to distinguish
between the presence and absence of specific CTL, we distinguish between
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two types of CTL responses that are qualitatively different: a helper depen-
dent response that can control an infection in the long-term, and a helper
independent response that is maintained by persisting antigenic drive and
cannot control the infection in the long-term. In the following, we modify the
basic model of immune impairment (11.1–11.4) to include such a population
of helper independent CTL.

Virus dynamics are described by the basic model of virus replication (2.2–
2.4). We add two types of CTL responses to this model: (i) The helper inde-
pendent response is captured in the variable z1 that represents effector cells.
The CTL expand at a rate c1yz1 and decay at a rate b1z1. They kill infected
cells at a rate p1yz1. Obviously, CTL expansion does not depend on help.
Consequently, a population of memory cells are not included, since memory
generation requires help. (ii) The helper-dependent response is modeled in a
similar way as in the basic impairment model (11.1–11.4). That is, we dis-
tinguish between memory CTLp w and effector CTL z2. This is because in
the presence of help, memory responses develop that can be restimulated by
further exposure to antigen. The memory CTL can proliferate in the presence
of help and antigen with a rate c2xyw and decay in the absence of antigenic
stimulation with a rate b2w2. Th memory CTL differentiate into effector CTL
with a rate c2qyw, and effector cells die with a rate hz2. Effector CTL kill
infected cells with a rate p2yz2. The model is given by the following set of
differential equations.

ẋ = λ − dx − βxy, (11.7)
ẏ = βxy − ay − p1z1y − p2z2y, (11.8)

ż1 = c1z1y − b1z1, (11.9)
ẇ = c2xyw − c2qyw − b2w, (11.10)
ż2 = c2qyw − hz2. (11.11)

A basic difference between helper-dependent and helper-independent CTL in
the model concerns the life span of the response at low levels or in the absence
of antigen. We assume that the helper dependent response is long-lived in the
absence of antigen, manifested in the memory CTLp population. On the other
hand, the helper-independent response is relatively short lived in the absence
of antigen, because it is assumed that memory CTL are not generated in this
case. Hence, 1/b2 >> 1/b1.

We assume that the basic reproductive ratio of the virus is greater than
unity. That is, the virus can initially grow in the host. In this primary phase
of the infection, both helper dependent and independent CTL responses can
in principle expand. The system subsequently settles to one of two alter-
native equilibria. The first outcome (Fig 11.5i) describes establishment of
the helper-dependent CTL response that can be maintained at low levels of
antigen. This response can control the virus infection in the long-term. The
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Fig. 11.5. The establishment of helper-dependent and helper-independent CTL re-
sponses in the model (11.7–11.11). (i) If the helper-independent CTL response is
strong relative to the replication rate of the virus, then virus spread is limited. Sig-
nificant amounts of immune impairment are avoided and a more efficient helper de-
pendent memory CTL response becomes established. The helper-independent CTL
response goes extinct. (ii) If the helper-independent CTL responsiveness is low rela-
tive to the rate of viral replication, then virus spread is fast. This results in significant
amounts of helper cell impairment and the failure to develop a helper-dependent
CTL response. Instead, the helper-independent response persists, maintained by
relatively high levels of antigenic stimulation. Parameters were chosen as follows:
λ = 1, d = 0.1, a = 0.2, p1 = 1, p2 = 1, b1 = 0.1, c2 = 0.05, b2 = 0.01, q = 0.5,
h = 0.1, For (a) c1 = 0.1, β = 0.3. For (b) c1 = 0.05, β = 0.8.

helper-independent response goes extinct. This is described by the following
equilibrium.

x(1) =
λ

d + βy(1) ,
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z
(1)
1 = 0,

w(1) =
hz

(1)
2

c2qy(1) ,

z
(1)
2 =

y(1)(c2βq − c2a) + b2β

c2p2y(1) ,

where

y(1) =
c2(λ − dq) − b2β − √

[c2(λ − dq) − b2β]2 − 4βc2qdb2

2βc2q
.

The second outcome (Fig 11.5ii) describes the failure of the helper-dependent
CTL response to become established. In this case, the virus can replicate
persistently at significant levels, and this virus replication maintains a helper-
independent CTL response that can suppress virus load to a certain degree.
This is described by the following equilibrium.

x(2) =
λc1

dc1 + b1β
,

y(2) = b1/c1,

z
(2)
1 =

βx(2) − a

p1
,

w(2) = 0,

z(2) = 0.

The behavior of the model is similar to the simpler model described above
(11.1–11.4).The helper-dependent response always becomes established if

β <
c1[c2b1(λ − qd) − b2c1d]

b1(c2b1q + b2c1)
. (11.12)

This condition can be simplified by making two assumptions: (i) the helper
dependent CTL response is long-lived, i.e. the value of b2 is small. (ii) the
rate of target cell generation is significantly faster than the rate of target
cell death, i.e. λ >> qd. In this case the above condition can be written
as β < c1λ/b1q. Hence establishment of a helper-dependent CTL response is
promoted by a slow rate of viral replication relative to the responsiveness of the
helper-independent CTL. This is because the extent of early viral replication
determines the amount of virus-induced immune impairment. The stronger the
helper-independent CTL response and the slower the rate of viral replication,
the slower the initial spread of the virus population. This paves the way for
the rise of a helper dependent memory CTL response required for long-term
control of the infection.

If the above condition (11.12) is not fulfilled, then we have to distinguish
between two parameter regions. If the replication rate of the virus β lies
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below a threshold relative to the strength of the helper-independent CTL
response, then two outcomes are stable (this threshold could not be defined
mathematically): the establishment of the helper-dependent CTL, and the
establishment of the helper-independent CTL. Which outcome is observed
depends on the initial conditions. Establishment of a helper-dependent CTL
response is promoted by a low initial virus load, a high initial number of helper-
independent CTL, and a high initial CD4 cell response. On the other hand,
if the replication rate of the virus β lies above a threshold, then the helper-
dependent CTL response cannot become established and the only possible
outcome is lack of virus control in the presence of helper-independent CTL.

Therefore, the conditions which decide whether a helper dependent CTL
response controls the infection, or whether there is lack of control in conjunc-
tion with the maintenance of helper-independent CTL are qualitatively similar
to the conditions which decide whether we observe CTL extinction or CTL-
mediated virus control in the basic immune impairment model (11.1–11.4). In
both cases, faster virus replication promotes lack of long-term control, and we
observe a parameter region in which the outcome of infection depends on the
initial conditions.

In addition, an important result from this extended model (11.7–11.11) is
that the presence of a helper independent CTL response promotes the estab-
lishment of a helper-dependent response. The stronger the helper-independent
response, the higher the chances that a helper-dependent memory response
becomes established. In addition, the presence of a high initial number of
helper-independent CTL promotes a switch to the helper-dependent memory
CTL response. This finding is interesting to consider in the light of competition
dynamics; especially in the light of previous theoretical studies that analyze
the dynamics of multiple CTL clones directed against the same virus popula-
tion [De Boer and Perelson (1994); Nowak (1996)]. In these models, different
populations of CTL compete for the same resource, i.e. the virus population.
The CTL clone characterized by the highest responsiveness outcompetes all
other CTL clones (see Chapter 5). This is because it reduces virus load to a
level too low to stimulate the competitively inferior CTL populations. In the
model analyzed here (11.7–11.11), there are two types of CTL that grow in
response to the same virus population, and this also results in competition
dynamics. The presence of a helper-dependent CTL response leads to the ex-
tinction of the helper-independent response, since it can reduce virus load to
very low levels. However, the reverse is not true. In the contrary, the presence
of a helper-independent response promotes the establishment of a helper-
dependent response. This is because the helper-independent CTL response
prevents the occurrence of very high virus loads, and thus prevents strong
levels of helper cell impairment. Hence, competition is asymmetric: while the
helper-dependent CTL response can exclude the helper-independent response,
the helper-independent response lowers immune impairment and promotes the
establishment of the helper-dependent response.
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11.6 Immune Impairment and the Level of Immune
Responses

A central argument throughout this chapter was that virus-induced immune
impairment results in significantly reduced levels of CD4 T cell help, and
this can lead lack of virus control due to the extinction of the virus specific
CTL, or the maintenance of inefficient CTL responses. This is also shown in
clinical data that measure the HIV specific CD4 T cell responses in typical
HIV infected patients and in long-term nonprogressors who do not develop
AIDS after more than 15-20 years [Rosenberg et al. (2000); Rosenberg et al.
(1997); Rosenberg et al. (1999); Rosenberg and Walker (1998)]. long-term
nonprogressors have significantly higher levels of HIV specific CD4 T cell
responses compared to typical patients. However, this simple and intuitive
reasoning can be misleading. It is important to recognize that the level of
the response does not necessarily correlate with the strength of the response
[Betts et al. (2001); Wodarz et al. (2000a); Wodarz et al. (2001)]. This can be
demonstrated with a mathematical model.

So far, we have considered a simplified model that included a general
population of helper cells that could be infected. Emphasis was placed mostly
on the virus specific CTL response. Here, we focus on the virus specific CD4
T helper cell response. That is, we distinguish between two subpopulations of
CD4 T helper cells: the virus specific population of helper cells, and the general
population of helper cells. We further assume that virus specific helper cells
need to be activated by the virus in order to become infected. This has been
documented with several infections, for example HIV and HTLV-1. Thus, we
further distinguish between resting and activated virus specific T helper cells.
The model is given by the following set of ordinary differential equations.

ṡ = ξ − fs − rsy, (11.13)
ẋ1 = rsy − d1x1 − β1x1y, (11.14)
ẋ2 = λ − d2x2 − β2x2y, (11.15)
ẏ = y(β1x1 + β2x2) − ay − pyz, (11.16)

ż =
cx1yz

εx1 + 1
− bz. (11.17)

where s denotes the number of virus specific resting T helper cells, x1 the
population of activated virus specific helper cells, x2 the general population
of T helper cells (that are not specific to the virus in question), y the number
of infected cells, and z the CTL response. Resting specific T helper cells are
are produced with a rate ξ, die with a rate fs, and become activated by
virus with a rate rsy. Activated specific CD4 T cells die with a rate d1x1 and
become infected with a rate β1x1y. The general population of helper cells are
produced with a rate λ, die with a rate d2x2 and become infected with a rate
β2x2y. Infected cells die with a rate ay and are killed by the CTL with a rate
pyz. The CTL response grows with a rate cx1yz/(εx1 + 1), and the response
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decays with a rate bz. Since the focus of this model is not on the CTL, but
on the helper cell responses, the CTL response is described by a simplified
equation. CTL expansion is a saturating function of the level of specific helper
cells, as described in Chapter 4, and the distinction between memory CTLp
and effector CTL has been omitted.

(i)

(ii)

Fig. 11.6. Observed (i) and predicted (ii) relationship between viral load and SIV
specific CD4 T cell proliferative responses. These are a measure of the amount of
T cell help available. Data taken from Wodarz et al. Predictions are derived from
model (11.13–11.17). We observe a one-humped distribution.

A complete analysis of this model will not be presented here and the in-
terested reader is referred to [Wodarz et al. (2000a)]. We use this model to
examine how the level of specific CD4 T cell responses correlates with virus
load. As shown in Fig 11.6, we observe a one-humped relationship. That is at
high virus load, the helper cell response is low. This is because most helper
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cells are infected and killed by the virus. That is, the virus has the upper hand.
As the virus load is reduced, the level of the helper cell response increases.
This is because a lower virus load corresponds with less infection and killing
of the helper cells, and thus with less immune impairment. This negative cor-
relation between virus load and the level of helper cell responses continues
until a peak is reached. Now we enter a parameter region where lower virus
loads correlate with reduced levels of helper cell responses. In other words,
there is a positive correlation between virus load and the level of helper cell
responses. The reason is that now immune control dominates over immune
impairment. As the CTL response becomes stronger, virus load is suppressed
to very low levels, and this removes the amount of antigenic stimulation re-
quired to maintain high numbers of specific helper cells. The lower the virus
load, the lower the degree of antigenic stimulation, and the lower the specific
helper cell responses. Thus, there are two basic parameter regions: if virus-
induced immune impairment is the driving force of the dynamics and virus
load is relatively high, then there is a negative correlation between virus load
and helper cell responses. On the other hand, if immune control is sufficiently
strong and the level of immune impairment is low, then there is a positive
correlation between virus load and the level of helper cell responses. A low
level of specific helper cells can therefore indicate either an impaired response
where the virus has the upper hand, or a strong response where the immune
system has the upper hand.

These model predictions have been confirmed with data from SIV infected
macaques (Fig 11.6). Like HIV, the simian form of the virus infects and kills
CD4 T helper cells. The typical course of disease shows a relatively high
setpoint virus load after the acute phase, followed by gradual progression to
AIDS over time. As will be explored in detail in Chapter 12, regimes of early
therapy can induce varying degrees of CTL-mediated control in SIV infected
macaques. These experiments have produced monkeys with a range of setpoint
virus loads, from very low to levels which are typical of a progressing animal.
The SIV specific CD4 T cell responses were measured in these animals, and
plotted against virus load (Fig 11.6). Consistent with model predictions, a
one-humped correlation was observed. Among animals showing the highest
levels of virus control, the correlation was positive. Among animals showing
less efficient virus control and higher loads, the correlation turns negative. This
confirms the theoretical notion that the strength of the helper cell response
does not necessarily correlate with the number of helper cells observed. Low
numbers of helper cells can indicate either very efficient, or very inefficient
control.

11.7 Summary

This chapter has explored the dynamics of virus infections that actively im-
pair their specific helper cell responses. The most basic model indicated the
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existence of two alternative outcomes: CTL-mediated control versus CTL ex-
tinction. According to the model, a high replication rate of the virus promotes
CTL extinction, and for intermediate viral replication rates, the outcome of
infection can depend on the initial conditions. A high virus load and a low
initial number of T cells promotes CTL extinction. These predictions are
supported by data from LCMV infected mice. A more elaborate model dis-
tinguished between helper-dependent and helper-independent CTL responses.
In this model, there is no CTL extinction. Instead we observe a qualitatively
similar outcome: lack of long-term virus control in the presence of an ineffi-
cient CTL response. The conditions that promote lack of control are the same
as those that promote CTL extinction in the simpler model. A more general-
ized model suggests that the conclusions described here are robust and do not
depend on the exact mathematical formulation of immune impairment pro-
cess. Finally, we pointed out that the level of the immune response does not
necessarily correlate with the strength of the response. Low levels of specific
T helper cell responses can be observed either if there is significant immune
impairment and loss of virus control, or if virus control is very efficient.



12

Boosting Immunity against
Immunosuppressive Infections

Chapter 11 explored the topic of virus-induced suppression of specific im-
mune responses. In particular, we concentrated on the importance of helper
cell impairment because this is a central feature of several persistent human
viruses, such as HIV, HBV, and HCV. As explained in chapter 4, helper cell
responses can be crucial for the resolution of viral infections by CTL. There-
fore, if the impairment of helper cell responses can be reversed by treatment,
long-term immunological control of the infection could be achieved without
the need for further therapy. Long-term immune mediated control is a partic-
ularly desirable outcome with these persistent human infections because drug
therapy comes with severe side effects and is difficult to tolerate. The subject
of this chapter is to explore how therapy can be used to achieve long-term
immunological control of immunosuppressive infections.

The problem is illustrated best in the context of HIV infection. antiviral
drug therapy has conferred significant benefit to HIV infected patients. Ad-
ministration of drug cocktails consisting of three or more different drugs can
reduce and maintain virus load below detection limit in many patients. Nev-
ertheless considerable problems remain such as viral resistance, side effects
and lack of compliance during prolonged therapy [Condra et al. (1995); Frost
and McLean (1994); Larder et al. (1989); Richman (1994)]. Furthermore it
is unlikely that combination therapy alone can eradicate HIV from infected
patients because of long-lived infected cells and sites within the body where
drugs may not achieve effective levels [Chun et al. (1997); Finzi et al. (1997);
Perelson et al. (1997); Wong et al. (1997)]. Currently, the only possibility to
prevent the development of disease in patients is life-long therapy. It is not
clear, however, for how long patients can tolerate these aggressive treatment
regimes. Hence there is considerable interest in searching for therapy regimes
that may reduce virus load and restimulate immune responses, thereby turn-
ing the balance between HIV and the immune system in favor of the immune
system. Lessons can be learnt from so called long-term nonprogressors [Harrer
et al. (1996a); Harrer et al. (1996b)]. These are HIV infected individuals who
have not developed any sign of disease for as long as 15-20 years after infec-
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tion. long-term nonprogressors are characterized by very low levels of virus
load and high levels of HIV specific helper cell responses and CTL responses.
In contrast, typically progressing patients are characterized by low levels of
specific helper cell and CTL responses, already early in the course of infection
[Rosenberg et al. (1997); Rosenberg et al. (1999)].

Although HCV is a very different virus compared to HIV, some of the
immunological profiles appear similar [Lechner et al. (2000c)]. A fraction of
patients clear HCV from the blood, while the rest of the patients develop a
persistent infection that culminates in liver disease as long as 10 to 20 years
after infection. Patients who clear the virus from the blood are characterized
by substantial CD4 helper cell responses and sustained CTL responses against
the virus. Patients who develop persistent infection are characterized by the
absence of significant helper cell responses and the absence of sustained CTL
responses [Day et al. (2002)]. Patients with persistent infection are treated
with a combination of antiviral drugs and interferon [Barnes et al. (2002)]. In
some patients, a course of therapy can result in sustained suppression of the
virus after cessation of treatment, but in others, virus rebound is observed.
Clinical data suggest that successful treatment correlates with the boosting of
HCV specific immunity during therapy. Therefore, we are faced with a similar
problem: given that HCV can impair specific T cell responses, how can we use
treatment to reverse this impairment, and to induce long-term immunological
control? HCV infection can be considered to be a less difficult case in this
regard: In contrast to HIV, HCV does not kill T cells and the overall extent
of immune impairment might be less.

In the following, we draw on the mathematical models from chapter 11. We
review how they have been used to explore conceptual therapy regimes that
can result in reversal of immune impairment and control of immunosuppressive
infections. We show how the models can be applied to experiments with SIV
infected macaques and to clinical data from HCV infected patients. We finish
the chapter by discussing the concept of ”structured treatment interruptions”
that have been subject of much debate recently.

12.1 Basic Properties of Immune Impairment

Here we summarize essential results about immune impairment that are im-
portant in the context of therapy. This is based on the models presented in
chapter 11. Again, we concentrate on the impairment of specific CD4 T helper
cell responses. As reviewed in Chapters 3 and 4, CD4 T cell help is crucial
for the generation of memory cell responses. Memory cell responses, in turn,
may be crucial to ensure long-term virus control and resolution of infection
(Chapter 3). HIV infection can result in the death of HIV specific CD4 T
cells [Klenerman et al. (1996)]. HCV infection results in the impairment of
virus specific helper cell responses, although the virus does not appear to kill
the cells, and the mechanism underlying this impairment is unclear [Barnes



12.1 Basic Properties of Immune Impairment 169

et al. (2002)]. Therefore, both HIV and HCV infection might be characterized
by the lack of efficient memory CTL responses that are maintained in the
absence of antigen, and this could account for persistent infection and the
eventual development of pathology. CTL responses that are observed in HIV
infected patients may be suboptimal or ”helper-independent” CTL, main-
tained by constant antigenic drive as a result of persistent replication. This is
supported by clinical data [Kalams et al. (1999); Ogg et al. (1999)]: CTL re-
sponses are observed to decline to insignificant levels when virus is suppressed
to low levels by antiviral drugs. This indicates that they are not long-lived
in the absence of antigen and therefore do not share this memory phenotype.
An aim of therapy should thus be the restoration of a sustained and efficient
CTL memory response that can control the virus in the long-term.

In order to explore such therapy regimes, we will use the simplest and
most general immune impairment model presented in chapter 11 (11.5–11.6)
because this is most robust and independent of the exact form of the equations.
It describes the interactions between an immunosuppressive infection y and
the T cell response z:

ẏ = ygr(y) − yz,

ż = zf(y).

Although this model has been explained in Chapter 11, we will recapitulate
the most important properties here because it is of central importance to
the arguments presented in the current chapter. As explained in chapter 11,
gr(y) is a general function that describes the growth rate of the infection, and
f(y) is a general function that describes the expansion of the T cell response.
For mathematical details, see Chapter 11. The basic assumption of the model
is that intermediate virus loads stimulate the T response while higher virus
loads impair the T cell response. We are interested in the effect of the viral
replication rate r on the outcome of infection. This is because this parameter
is reduced by antiviral therapy. Increasing the viral replication rate from low
to high, we observe the following outcomes.

• If the replication rate is very small, the infection cannot be maintained.
This outcome is denoted by S0.

• If the replication rate of the virus crosses a threshold, an infection can
be established but the amount of antigenic stimulation is still too low to
trigger a sustained T cell response. The outcome is low virus load is the
absence of immunity. This is denoted by Sv.

• If the replication rate crosses another threshold, levels of antigenic stimu-
lation are sufficient to trigger a sustained T cell response. We observe T
cell mediated control of the infection. This is denoted by Si
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• As the replication rate of the virus crosses a final threshold, levels of anti-
gen can become relatively high such that immune impairment can out-
weigh the degree of antigenic stimulation. In this situation two alternative
outcomes are possible: low virus load controlled by a sustained T cell re-
sponse; and high virus load in the absence of a sustained T cell response.
Which outcome is attained depends on the initial conditions. If the host
is naive and has a low initial number of T cells, the likely outcome is loss
of control. This is also promoted by a high initial virus load. On the other
hand, if the initial number of T cell is already elevated, then the likely
outcome is maintenance of the T cell response and control of the infection.
This is also promoted by a low initial virus load.

In the following sections we explore CTL dynamics during antiviral therapy
and investigate how therapy can be used to restore sustained CTL-mediated
control of the infection.

12.2 T Cell Dynamics during Therapy

In this section we explore the dynamics of T cell responses during antiviral
therapy. We assume that the system has approached the immune impairment
outcome where the virus population is not controlled in the long-term. Be-
cause in this parameter region, both the immune impairment and the immune
control outcome are stable, a temporary phase drug treatment can shift the
dynamics into a domain of attraction where the T cell response retains con-
trol of the virus after the cessation of therapy. The bistability properties of
the model are illustrated in Fig 12.1. Below line L, the system moves to the
impairment outcome. Above line L, the system moves to the control outcome.
Line L, which separates the two outcomes, is determined mainly by the num-
ber of T cells. Therefore, starting from the impairment outcome and a low
number of T cells, the aim of therapy should be to push the number of T cells
above line L. Once this has been achieved, therapy can be stopped and virus
control will be maintained.

We assume that the infection is in the bistable parameter region (iv),
and that the virus equilibrium has been attained. We ask how a single phase
of therapy can establish sustained immune-mediated control of the infection.
During therapy, the replication rate of the virus r is reduced in the model. The
amount of reduction corresponds to the efficacy of the drugs. Upon cessation of
therapy, the parameter r is reset to its pretreatment value. The CTL dynamics
during drug therapy are as follows.

During therapy, the system converges toward a new equilibrium that is
determined by the efficacy of the drugs. As explained above, sustained viral
suppression will be only achieved upon cessation of treatment if therapy has
moved the level of the immune response in the domain of attraction of the
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Fig. 12.1. Phase space diagram showing the behavior of the model. Equilibria are
indicated, and the arrows show the equilibrium outcomes toward which the system
moves over time depending on the starting conditions. Stable equilibria are indi-
cated by closed circles. Unstable equilibria are indicated by open circles. Shading
indicates the biologically irrelevant region where the immune response assumes neg-
ative values. The dashed lines indicate line L, the pretreatment separatrix. (i) The
pretreatment regime and behavior of the model in the bistable parameter region.
(ii), (iii) Therapy-mediated reduction of the viral replication rate r by an inter-
mediate and a stronger amount, respectively. The flow lines are generated for a
particular model that is an example of the class of models examined in our general
framework (11.5–11.6)(see [Komarova et al. (2003)] for details and parameters).

immune control equilibrium (above line L). In this context, it is important to
point out that there is a trade-off between the amount of immune impairment
and antigenic stimulation in the expansion of immune responses. Treatment
has to be efficient enough to sufficiently reduce the degree of immune impair-
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Fig. 12.2. Simulation of therapy assuming relatively weak and relatively strong
therapy. Phases of treatment are indicated by shading. (i) With weaker therapy,
therapy should be stopped after a time threshold, once the level of immune responses
has significantly risen. (ii) With strong therapy, therapy has to be stopped early,
before the temporary immune expansion has vanished. The graphs are generated for
a particular model that is an example of the class of models examined in our general
framework (11.5–11.6) (see [Komarova et al. (2003)] for details and parameters).
Parameters were chosen as follows: r = 3.5, k = 10, a = 3, p = 1, c = 12, ε = 5,
u = 3, b = 0.3. For (i)r = 3.13 during therapy; for (ii) r = 3.013 during therapy.

ment, allowing the immune response to expand. However, if treatment is too
efficient, not only immune impairment, but also the degree of antigenic stim-
ulation is diminished. This reduces the amount of immune expansion. The
following cases of increasing drug efficacy are discussed (the dynamical be-
havior of the model is summarized in Fig 12.1, and the corresponding time
series are shown in Fig 12.2).
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For treatment to have any effect, the drugs must have a minimum level
of efficacy so that the viral replication rate is reduced from region (iv) into
region (iii). In this case, the only stable equilibrium during treatment is the
establishment of an immune response and virus control, Si. (Fig 12.1ii). The
system will move from the pretreatment equilibrium toward the treatment
equilibrium. During this process the immune response expands (Fig 12.2i).
After a time t > tmin, the level of the response moves above line L. Hence,
in principle, after the duration of therapy has crossed this time threshold,
treatment can be stopped and sustained viral suppression will be achieved
(Fig 12.2i). Note that the time it takes the immune response to cross line L
can be long, because the system has to pass an unstable saddle equilibrium
Sv (Fig 12.1ii). This time period can be shortened if in addition to drug
treatment, the number of immune cells are augmented by immunotherapeutic
approaches. Note in Figs 12.1ii and 12.2i that the approach to the treatment
equilibrium is oscillatory. Conditions for when such oscillations are expected to
occur have been defined in [Komarova et al. (2003)]. If they do occur, they may
have different implications depending on the efficacy of the drugs. We have
two possible scenarios. If therapy is less efficient, the treatment equilibrium
(Si) lies high above the line L, and the oscillations do not pose a problem. If
therapy is more efficient, the treatment equilibrium (Si) lies above but closer
to line L. After the immune response has risen to a peak, the oscillations can
take the response temporarily below line L before the treatment equilibrium
is reached (Fig 12.1ii). Therapy should not be stopped in the phases when the
immune response goes through troughs.

If therapy is even more efficient, the treatment equilibrium lies below line
L (greatly reduced virus load cannot maintain immunity during treatment).
This occurs if the replication rate of the virus is pushed from parameter region
(iv) to region (ii). As shown in Fig 12.1iii, the only stable outcome during
treatment is the presence of the virus (at reduced levels) in the absence of
sustained long-term immunity, Sv. Since the treatment equilibrium lies below
line L, cessation of therapy when equilibrium has been reached will result
in rebound of the virus (Fig 12.2ii). However, on the way to this treatment
equilibrium, the number of immune cells can temporarily rise above line L
soon after start of therapy. Subsequently, it declines to low levels (Fig 12.2ii).
This is because during the initial phase of treatment, immune impairment has
been reduced, but levels of virus load are still high enough to stimulate immune
expansion. Once virus load is reduced further by the drugs, this initial immune
expansion diminishes due to lack of antigenic stimulation. Thus, to achieve
sustained viral suppression in this case, treatment must not be continued
for too long: treatment has to be stopped early while the level of immune
cells is still high enough and above line L (Fig 12.2ii). Note, however, that
the peak of the response during this temporary phase of expansion can lie
below line L (Fig 12.1). In this case virus rebound will always be observed
when therapy is stopped. Such an outcome is promoted by very strong drug-
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mediated suppression of viremia, and/or the absence of a sufficient number of
reactive immune cells.

To summarize, the analysis has given rise to the insight that a single phase
of drug treatment during chronic infection can result in long-term control of
the virus. We have described the following relationship between efficacy, du-
ration, and success of therapy (summarized in Fig 12.2). Therapy has to be
efficient enough to reduce the rate of viral replication r at least from pa-
rameter region (iv) to region (iii). Within this constraint, significant immune
responses develop during therapy only if suppression of viremia is relatively
weak because this ensures the presence of sufficient antigenic drive. Control
is maintained if therapy is stopped after a defined time threshold, once im-
munity has peaked and become established. On the other hand, if treatment
is stronger, immune responses peak early after initiation of treatment and
subsequently decline because the level of antigenic drive is diminished. Long-
term control now requires an early stop of treatment, before immunity has
significantly declined. Treating too long will result in failure. A single phase
of treatment will not lead to sustained immunological control if drug-mediated
suppression of viremia is too strong, or if the number of reactive immune cells
is too low.

12.3 Application: Early Treatment of SIV/HIV

Experimental data from SIV infected macaques that received drug therapy
during the early stages of primary infection [Lifson et al. (2000); Lifson et
al. (2001); Wodarz et al. (2000a)] (Fig 12.3) are consistent with the model
results. Fig 12.4 shows model simulations that should be compared to the
experimental data on SIV infected macaques in Fig 12.3 and described as
follows. As shown in Fig 12.3i, in the absence of any treatment, viral load
increased to a peak value at approximately two weeks post inoculation, then
declined, eventually equilibrating at levels typical of progressing SIV infection
(< 106 SIV RNA copy Eq ml−1 of plasma). SIV specific lymphoproliferative
responses, which indicate CD4 T helper cell function, were notably limited in
this animal. In striking contrast, Fig 12.3ii shows results for an animal in which
antiretroviral treatment was initiated 24 hrs post inoculation and continued
for 28 days. In this animal, no viral RNA was detected in the plasma during
the treatment period, or during a six week followup period after discontinu-
ation of treatment. However, SIV specific lymphoproliferative responses were
demonstrated during this treatment period, indicative of immunological sensi-
tization of CD4 T cells responding to virus. Continuing cellular immunological
sensitization, in the absence of measurable plasma viremia or seroconversion,
probably reflects responses to replicating virus that was present at very low
levels, or in an anatomically contained site. When the animal showed no ev-
idence of viral replication during the first six weeks after discontinuation of
treatment, it was rechallenged with a second infectious inoculum of the same
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pathogenic SIV isolate. Strikingly, no plasma virus was detected, although
SIV specific lymphoproliferative responses increased transiently during the
rechallenge. These results suggest that the initial treatment regimen had not
only prevented the establishment of persistent productive infection, but has
also conferred resistance to subsequent direct, intravenous rechallenge with
a known infectious inoculum of a highly pathogenic SIV isolate. Peripheral
blood mononuclear cells (PBMC) from the animal were readily susceptible to
SIV infection in vitro, demonstrating that absence of productive established
infection in vivo was not due to any intrinsic resistance to infection at the
cellular level.

(i) (ii) (iii)

(iv) (v)

Fig. 12.3. Representative data illustrate different scenarios of viral and host dy-
namics in SIV infection. Data taken from [Wodarz et al. (2000a)] and [Lifson et
al. (2000)]. (i) Plasma viremia (triangles) and anti-SIV proliferative responses (cir-
cles) for an untreated rhesus macaque infected intravenously. Dashed lines represent
the threshold sensitivity of the virus load assay and the background of the anti-
SIV lymphoproliferation assay. The solid arrow on the x-axis indicates the time
of inoculation. The plus sign indicates the time of seroconversion to SIV antigens.
(ii) Result of a rhesus macaque that received 28 days of treatment with tenofovir
(PMPA), beginning 24 hrs post inoculation. Graphing conventions are as for (i),
except that shaded box labeled Tx indicates the interval of tenofovir treatment,
the minus symbol on the x axis indicates that the animal did not seroconvert, and
the open arrow on the x axis indicates the time when the animal received a second
intravenous challenge with the same SIV isolate. (iii) Results from another macaque
that received 28 days of treatment beginning 24 hrs post infection. (iv) Results of a
rhesus macaque that received 28 days of treatment and was started 72hrs post inoc-
ulation. (v) Results for a final animal that received 63 days of treatment beginning
72hrs post inoculation.

Fig 12.3iii shows a third animal in which virus was not detected in the
plasma following the initial challenge, or in the immediate followup period,
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but was detected following the rechallenge. Strikingly, this post challenge peak
was self limited, declining below the threshold of measurement, in conjunction
with boosting of anti-SIV proliferative responses. After an additional, more
blunted peak of plasma virus, which declined in conjunction with a boosting
of proliferative responses, plasma viremia declined to below the threshold of
measurement and has remained undetectable for months.

(i) (ii) (iii)

Fig. 12.4. Qualitatively different outcomes predicted by a mathematical model of
anti-SIV immune responses. Simulations are based on a variant of the models dis-
cussed here, see [Wodarz et al. (2000a)] for details and parameter values. Shaded
areas represent intervals of antiviral therapy. (i) In the absence of treatment, virus-
induced impairment of CD4 helper cells precludes the development of sustained high
levels of memory CTL, resulting in the lack of efficient virus control. Treatment
during the primary phase of infection facilitates the establishment of a sustained
CTL response by inhibiting excessive viral impairment of the helper CD4 helper cell
responses, while still allowing antigenic sensitization. (ii) With a sufficiently long
treatment period, begun shortly after inoculation, a sustained CTL response is es-
tablished, facilitating sustained control of viral replication, with damped oscillations
of viral suppression and reemergence. (iii) When brief treatment is begun shortly
after inoculation, CTL respnses develop, but high level replication of virus emerging
after treatment discontinuation results in the absence of a sustained CTL response.

Results from two other animals illustrate the potential impact of vary-
ing the delay before initiation of treatment, and the duration of treatment.
As shown in Fig 12.3iv, when the same 28 day treatment regimen was not
started until 72 hrs post inoculation, measurable levels of SIV RNA were de-
tected transiently during the initial portion of the treatment period. While
plasma viremia declined below detection levels during the treatment interval,
it rapidly reemerged following drug discontinuation. SIV specific lymphopro-
liferative responses were not measured during the treatment period in this ani-
mal, but appeared rapidly in conjunction with the peak of reemergent viremia
following treatment discontinuation. The peak level of viremia reached after
stopping treatment was lower than that typically seen with untreated primary
infection, and subsequently decreased to below 104 SIV RNA copy eq ml−1.
As viral load fell, so did SIV specific proliferative responses; with subsequent
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increases in viral load, SIV specific proliferative responses increased. How-
ever, with continued followup, SIV specific proliferative responses eventually
no longer increased in association with increases in viral load, consistent with
cumulative depletion or functional compromise of the responding cell pool.
In conjunction with this, viral load rose in a manner that suggested loss of
immunological control of viral replication, equilibrating at a level typical of
progressive SIV infection.

Results from a final animal showed that extending the duration of post
inoculation antiretroviral treatment appeared to compensate, at least in part,
for its delayed initiation. As shown in Fig 12.3v, delaying the start of treat-
ment until 72 hrs post inoculation was again associated with the presence of
measurable plasma viremia during the initial portion of the treatment period.
With treatment, plasma viremia declined to below measurable levels, and re-
mained there for the duration of the eight week treatment period. However,
strong SIV specific proliferative responses were demonstrated during the treat-
ment period. Upon discontinuation of treatment there were several apparent
cycles of blunted peaks of reemergent viremia that spontaneously declined,
often below the levels of detection without any further intervention. Cyclical
peaks and decreases in SIV specific proliferative responses were also observed,
with the system eventually equilibrating at levels of plasma viremia typically
associated with slowly progressive disease.

Further work has demonstrated that the protection achieved by early post
inoculation therapy is broad and mediated by CTL. Macaques that controlled
SIV for a year after the post inoculation treatment were rechallenged with
a heterologous and more virulent strain of SIV [Lifson et al. (2001)]. While
infection generally resulted in a self limited peak of viremia, the virus was
reduced below the level of detection. Therefore, the immunological protection
was not strain specific. In addition, virus load rose sharply when CTL were
depleted from the animals with antibody treatment. This demonstrates that
CTL contributed significantly to the suppression of viremia.

What are the implications of these results for HIV infected patients? A
single phase of treatment has so far never resulted in improved immunological
control in patients. When therapy is stopped, virus load usually returns to
pretreatment levels. There are two important differences between the exper-
iments described above and the situation with HIV infected patients. In the
macaque experiments, treatment was started very early, within hours or a few
days post inoculation. The experiments have shown that even if the start of
treatment is delayed to 72 hours, compromised virus control is observed. HIV
infected patients are at best diagnosed weeks after infection. By that time the
relevant immunological specificities might already be killed off by the virus.
Another important difference is the drug regimen used. The macaques were
treated with a single drug (PMPA), which is in fact less efficient at suppressing
viral replication than the human drugs. The models suggest that less effec-
tive suppression of virus replication might promote immunity better because
it provides sufficient low level antigenic stimulation to induce the response.
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With HIV infected patients, a combination of three (or more) efficient drugs
are used. This might lead to strong and quick suppression of the virus and
very little antigenic stimulation for immunity to develop. In support of this no-
tion, clinical data have shown that patients with intermittent blips of viremia
during treatment show higher levels of CTL during treatment than patients
that suppress viremia more efficiently [Ortiz et al. (2002)]. Thus, the direct
application of these results to HIV infected patients is limited. The value of
the results, however, is to show that there are two alternative outcomes of
the infection - progression and long-term control - and that treatment can
in principle switch the outcome from lack of long-term control into a state
of long-term nonprogression. The results are also valuable in a wider context
involving therapeutic vaccination approaches.

12.4 Application: Treatment of HCV Infection

We discuss our theory also in the context of HCV infection. Impairment of
specific helper cell responses has been clearly documented, and the virus is not
thought to destroy the T cells [Barnes et al. (2002); Lechner et al. (2000b);
Lechner et al. (2000c)]. Therefore, the relevant immune cells that need to be
stimulated may not be absent during chronic infection. Two types of dynamics
can be observed in early HCV infection. A small fraction of patients clear the
virus from the blood. This outcome is associated with the development of
strong CD4 helper cell responses and sustained CTL responses that persist
in the long-term following resolution of infection. The rest of the patients
develop chronic productive infections. This outcome is associated with weak
CD4 helper cell responses and lack of sustained CTL responses.

Data from treated HCV infected patients [Barnes et al. (2002)] support the
model predictions about the immune response dynamics during drug treat-
ment. This study looked at the dynamics of virus and the specific CD4 T cell
responses during a single phase of treatment in 15 subjects. These subjects
had persistent viremia and lack of significant CD4 T cell responses to the
virus before therapy. Upon cessation of treatment, a fraction of these subjects
were characterized by virus rebound, while the rest showed long-term control
of the infection below detectable levels.

The T cell dynamics during treatment support the model simulations
[Barnes et al. (2002)]: T cell responses first increase towards a peak and
then decline to low levels. The exact timing of the rise and peak of T cell
responses differs between patients with different outcomes of treatment. In
patients with virus rebound, generally CD4 T cell responses temporarily in-
creased and peaked after the start of treatment, followed by a decline to
insignificant levels. In those patients, treatment was generally stopped after
the T cell responses had peaked. In the light of our theoretical framework,
an earlier cessation of treatment, while immune responses were around their
peaks, might have resulted in containment of the infection. Patients charac-
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terized by long-term control after treatment showed, overall, later peaks of
CD4 T cell responses, and therapy was stopped while immune responses were
closer to these peak levels. After cessation of therapy the CD4 T cell responses
were, in some cases, boosted to even higher levels, as suggested by our model
simulations (Fig 12.2). These data confirm that a single phase of treatment
can indeed result in long-term immunological control of an immunosuppres-
sive infection, and that the observed dynamics are at least consistent with our
theoretical framework. There is indication that similar dynamics can occur in
HBV infection [Boni et al. (2001)].

12.5 Treatment Interruptions

An important result from the above discussion is that long-term immune con-
trol can be achieved by a single phase of therapy if the combination of timing
and efficacy of treatment is optimized. This is in contrast to previous notions
that suggested that special regimes, such as structured therapy interruptions,
have to be used to boost immunity [Garcia et al. (2001); Lisziewicz and Lori
(2002); Lori et al. (2000a); Lori et al. (2000b); Miller (2001); Montaner (2001);
Ortiz et al. (1999); Ortiz et al. (2001); Rosenberg et al. (2000)]. Structured
treatment interruptions are defined as multiple phases of treatment, separated
by periods during which no treatment is received. According to our theoret-
ical framework, therapy interruptions can be only helpful in a restricted pa-
rameter region. Namely, interruptions can be beneficial if the following two
conditions hold: (1) drug-mediated viral suppression is too strong to allow
sufficient antigenic stimulation, and (2) the number of reactive immune cells
is reduced to very low numbers (however, the number of immune cells must
be above a threshold for any therapy to work). In the limited circumstances
when interruptions help, the dynamics are as follows.

Treatment interruption dynamics are illustrated in Fig 12.5. A single phase
of therapy moves the system toward the treatment equilibrium; the immune
response increases, but is not sufficiently boosted to cross line L. Upon ces-
sation of therapy, the system moves back to the pretreatment equilibrium.
However, as shown in Fig 12.5, the trajectory toward the treatment equilib-
rium upon start of therapy is different from the trajectory away from the
treatment equilibrium when therapy is stopped. Namely, when treatment is
stopped, the immune response expands further before it declines again. The
reason is as follows. Upon cessation of treatment, the virus population grows.
During this growth phase, virus load first attains levels at which the amount
of antigenic stimulation outweighs immune impairment, and this results in
immune expansion. Of course, as virus load grows further, immune impair-
ment outweighs antigenic stimulation, resulting in an eventual decline of the
response.

Based on this, therapy interruptions can work as follows. The first phase of
treatment should be stopped while the immune response is around its maxi-
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Fig. 12.5. Dynamics of structured therapy interruptions. (i) Phase space diagram.
Solid line indicates treatment. Dashed line indicates phases off treatment. We start
from the virus equilibrium, Sv, indicated by the black triangle. Interruptions can
push the dynamics above line L. (ii) Time series presentation of these dynamics.
While a single treatment phase fails to establish control, interruption therapy induces
control. The plots are generated for a particular model that is an example of the
class of models examined in our general framework (11.5–11.6) (see [Komarova et
al. (2003)] for details and parameters). Parameter values were chosen as follows:
r = 0.7, k = 10, a = 0.1, p = 1, c = 0.6, ε = 1, u = 0.075, b = 0.1. During therapy,
r = 0.101.

mum value (peak). During the off phase, the immune response will temporarily
expand, as described above. When the immune response attains the maximum
level during this off phase, therapy should be reapplied. This will result in fur-
ther immune expansion that can push the response above line L. The second
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phase of treatment should, however, not be continued for too long: after the
response peaks above line L, it will decline and fall back below line L. It is
crucial that therapy is stopped while the immune response is still sufficiently
high and above line L (Fig 12.5). If timing and duration of treatment are
suboptimal, the immune response might not be pushed above line L by a sin-
gle interruption. In this case, repeated therapy interruptions can increase the
chances of success if the above scheme is continued.

Therapy interruptions received attention in the literature following some
encouraging studies [Garcia et al. (2001); Lisziewicz and Lori (2002); Lori et
al. (2000a); Lori et al. (2000b); Miller (2001); Montaner (2001); Ortiz et al.
(1999); Ortiz et al. (2001); Rosenberg et al. (2000)]. An example is the treat-
ment of a cohort of patients that were diagnosed during acute infection and
presented symptoms. The patients received a number of treatment interrup-
tions, and after about three interruptions, virus load remained at relatively
low levels [Rosenberg et al. (2000)]. This improved control correlated with in-
creased levels of HIV specific CTL. Other, larger scale and longer term studies,
however, failed to show such positive effects of treatment interruptions on the
level of immunological control of HIV [Kaufmann et al. (2004); Oxenius et al.
(2002)]. One reason might be that these studies were performed in patients
that were further advanced in the disease process, and not during acute infec-
tion. It is possible that the relevant immune cells that need to be stimulated
had already been killed by that time, rendering a boost of immune responses
a very difficult task.

12.6 Summary

This chapter has reviewed how antiviral drug therapy can be used to boost
CTL memory in immunosuppressive infections that impair CD4 T cell help.
We applied theory to HIV and HCV infections. The models, together with
experimental and clinical data, show that a single phase of treatment can
result in the restoration of CTL memory if the relationship between timing and
the efficacy of drug treatment is optimized. In the context of SIV infection, we
showed that the dynamics predicted by the equations are seen in experimental
data from infected macaques that were treated shortly after inoculation. In
the SIV/HIV system such early therapy is probably required because the virus
quickly kills the necessary immune cells that need to react. Since HCV does
not kill the helper cells, it is a more benign scenario in this respect. Clinical
data suggest that a single phase of treatment in chronic infection can restore
long-term virus control depending on the exact timing when treatment is
stopped. We discussed the topic of structured treatment interruptions in the
light of mathematical modeling and interpreted published clinical data.
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Evolutionary Aspects of Immunity

This book has specialized in the dynamics of killer cell responses to viral
infections. That is, we investigated the principles according to which CTL
responses develop against viruses in vivo, how they fight the infection, and
how viruses can fight back and subvert the CTL response. In other words, we
concentrated on the interactions between populations of viruses and species
of immune cells within the body of a host.

However, this discussion of CTL responses would be incomplete without
evolutionary considerations. According to Theodosius Dobshanski, ”nothing
in biology makes sense except in the light of evolutionary biology”. This chap-
ter examines the interactions between CTL responses and infectious agents
on an evolutionary level. The evolution of the immune system is a large sub-
ject and includes a wide variety of topics. In this chapter, we would like to
concentrate on one particular aspect. We would like to discuss how the in
vivo dynamics of CTL responses, and immune responses in general, influence
the coevolution between pathogens and their hosts’ immune system. This will
be done in the context of immunological memory, one of the most important
hallmarks of specific immune responses (Chapter 3).

Immunological memory can be defined as the prolonged persistence of el-
evated numbers of specific immune cells after the resolution of an infection
(Chapter 3). Memory can protect against reinfection with the same pathogen.
The duration for which protection lasts is not well defined and can vary from
pathogen to pathogen. In some cases, protection can last a relatively long
time, even for the life of the organism. In other cases, the phase of protec-
tion is relatively short lived. The most basic question is whether prolonged
memory and protection is advantageous for the host. At first sight, this might
seem like a trivial question, although there has been a fair amount of de-
bate in the literature [Davenport (2000); Kundig et al. (1996a); Kundig et al.
(1996b); Zinkernagel (2000b); Zinkernagel (2002a)]. The argument has been
put forward that if an organism survives the first (primary) infection, it will
also survive if it becomes infected a second time with the same organism
[Zinkernagel (2000b); Zinkernagel (2002a)]. Hence, memory does not confer
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an advantage to the organism. This argument, however, does not take into
account the fitness cost that can be associated even with a self limiting and
acute infection [Davenport (2000)]. This fitness cost is greatly reduced if the
organism if protected by immunological memory. For example, while the or-
ganism experiences symptoms from the infection, it is is more prone to being
eaten by predators, and is less efficient at utilizing its natural resources. In ad-
dition to these arguments, however, there is additional complexity associated
with this issue. It turns out that the duration of immunological memory can
influence the fitness of virus strains that are characterized by different levels
of virulence. Therefore, the duration of immunological memory can shape evo-
lutionary processes in the virus population. This, in turn, can influence the
evolution of the hosts’ immune system. These complicated interactions will
be examined with the help of mathematical models in the following sections.
We start with a model that takes into account the interactions between a
population of hosts and a single population of pathogens. Then, this model
will be extended to include a diversity of pathogen strains or species in order
to examine evolutionary processes.

13.1 A Single Population of Pathogens

We start with the description of a relatively simple epidemiological model
that describes the interactions between a population of hosts and a single
population of pathogens [Anderson and May (1991)] (Fig 13.1i). In contrast
to all previous chapters, we do not consider the spread of the pathogen within
a host. Instead, we consider the spread of the virus from host to host. This is
because we are interested in the evolution of pathogens and their hosts. The
model takes into account the following basic variables. Susceptible and un-
infected hosts S, infected hosts I, recovered hosts that are protected against
reinfection R, and a population of pathogens P . Uninfected and susceptible
hosts are assumed to reproduce at a rate r and die at a rate d. Note that repro-
duction saturates at high host densities, and this is captured by the parameter
ε. Hosts become infected by the pathogen at a rate β. Infected hosts are char-
acterized by an elevated death rate a, reflecting pathogen-induced mortality.
In addition, they are assumed to recover from infection at a rate α. Recovered
hosts die at the same rate as uninfected individuals d, and they cannot be
reinfected by the pathogen. This protection is not infinite, but is lost at a rate
g. The model assumes that all host populations reproduce. The pathogen is,
however, not transmitted vertically to the offspring. Moreover, it is assumed
that offspring from recovered and immune hosts are once again susceptible to
infection. (while antibody memory can be transferred from mother to child,
this protection only lasts for a few months; T cell memory is not transferred
from mother to offspring). Finally, pathogens can be released from the hosts
into the environment at a rate k, and may decay in the environment at a rate
u. The dynamics are formulated in terms of the following ordinary differential
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equations that describe the development of these populations over time.

Ṡ =
r(S + I + R)

ε(S + I + R) + 1
− dS − βSP + gR, (13.1)

İ = βSP − aI − αI, (13.2)
Ṙ = αI − dR − gR, (13.3)
Ṗ = kI − uP. (13.4)

Susceptible Infected
Recovered -

Immune+

Pathogen
d u a d

k

g
r – reproduction: 

•all host populations reproduce
•offspring of infected hosts are uninfected; 
•offspring of immune hosts are again susceptible

(i) Basic dynamics

(ii) One host, two pathogens

Susceptible

Infected with
Pathogen 1

Infected with 
Pathogen 2

Immune to 1
Infected with 2 

Immune to
both

Immune to 2
Infected with 1 

Immune to
Pathogen 1

Immune to
Pathogen 2

Fig. 13.1. Schematic representation of the mathematical models discussed in this
chapter. (i) Basic epidemiological model that describes the spread of a pathogen
through a host population (13.1–13.4). The model considers a single population of
hosts and a single population of pathogens. (ii) Extended model that describes the
interactions between a population of hosts and two populations (species or strains)
of pathogens (13.5–13.14). For details, see text.

The model is characterized by two outcomes.

(i) The pathogen is not maintained and the host population remains unin-
fected (S > 0, I = R = P = 0).

(ii) The pathogen is maintained in the host population, and the susceptible,
infected, and recovered hosts, as well as the pathogen population, settle at
an equilibrium level. The expressions for this equilibrium are not written
out here since they are long and complicated.
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The pathogen is maintained in the population and outcome (ii) is observed
if β(r − d)/dε − a − α > 0.

We would like to understand in which direction the duration of memory
and protection is expected to evolve. In the model, the rate at which immune
hosts revert to being suseptible is given by the variable g. Hence, the average
duration of memory is given by G = 1/g. In order to study in which direction
the duration of memory (G) is expected to evolve, we analyze the competi-
tion between two populations of hosts that differ in the duration of memory.
We examine whether a host population with a shorter or longer duration of
memory can invade, and this exercise is repeated. This will tell us towards
which duration immunological memory is expected to evolve. It is found that
the host population with the longer duration of memory will always invade
and outcompete the host population with the shorter duration of memory.
Hence, the duration of memory is predicted to evolve to infinity (G = ∞). Of
course, in reality, the duration of memory would be finite because cells cannot
live forever, and because of reproductive tradeoffs that are not included in the
model. Therefore, we refer to this as the maximum memory outcome. Thus, in
this simple setting, a host with a longer duration of immunological protection
has a selective advantage and will survive.

13.2 Two Competing Pathogen Populations

Now, we consider a more complicated scenario. Instead of one pathogen pop-
ulation, we now consider two pathogen populations that infect the same host
population (Fig 13.1ii). These could be two species of pathogens, or two
strains of a given pathogen species. An important assumption is that the
two pathogen species or strains are not immunologically cross-reactive. There-
fore, hosts recovered from one pathogen are still susceptible to infection by
the other. The model includes the following variables. Two populations of
pathogens P1 and P2. The population of hosts infected with pathogen 1 are
denoted by I1, and hosts recovered and immune to pathogen 1 are denoted
by R1. Similarly, hosts infected by pathogen 2 are denoted by I2, and hosts
recovered and immune to pathogen 2 are denoted by R2. Hosts immune to
pathogen 1 are still susceptible to pathogen 2, and hosts immune to pathogen
2 are susceptible to pathogen 1. Thus, we have the following additional pop-
ulations: Hosts recovered from pathogen 1 and infected with pathogen 2 I12;
hosts recovered from pathogen 2 and infected with pathogen 1 I21. Hosts re-
covered and immune to both infections are denoted by R12. For simplicity, it
is assumed that hosts do not experience simultaneous multiple infections. The
equations for the model are given by the following set of ordinary differential
equations.

Ṡ =
rH

εH + 1
− dS − β1SP1 − β2SP2 + g(R1 + R2 + R12), (13.5)
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İ1 = β1SP1 − a1I1 − α1I1, (13.6)
Ṙ1 = α1I1 − dR1 − gR1 − β2R1P2, (13.7)
İ2 = β2SP2 − a2I2 − α2I2, (13.8)
Ṙ2 = α2I2 − dR2 − gR2 − β1R2P1, (13.9)
˙I12 = β2R1P2 − a2I12 − α2I12, (13.10)
˙I21 = β1R2P1 − a1I21 − α1I21, (13.11)
˙R12 = α2I12 + α1I21 − dR12 − gR12, (13.12)
Ṗ1 = k1(I1 + I21) − uP1, (13.13)
Ṗ2 = k2(I2 + I12) − uP2. (13.14)

where the sum of the host population is given by H = S + I1 +R1 + I2 +R2 +
I12 +I21 +R12. The model is based on the simple one host one pathogen equa-
tions introduced in the previous section (13.1–13.4). Because there are now
two pathogen strains, hosts that are immune to one pathogen can be infected
by the other pathogen at a rate β. Note that this model includes the possibility
for competition between the pathogens, because the two pathogen populations
share the same host. The better a species of pathogen is at spreading through
the host population, the more superior its competitive ability.

The model gives rise to the interesting finding that the duration of mem-
ory (G) can regulate the outcome of competition between the two pathogens
(Fig 13.2). If the duration of memory is short and the population of immune
hosts becomes susceptible again at a fast rate (low value of G), competition
between pathogens is strong and the superior pathogen wins and excludes
the inferior one. On the other hand, if the duration of protection is longer
(higher value of G), competition between the two pathogens is weaker and
coexistence of the pathogens can be observed (Fig 13.2). The longer the du-
ration of protection, the higher the relative abundance of the competitively
inferior pathogen (Fig 13.2). In other words, long lasting immunological mem-
ory allows a competitively inferior pathogen to persist and to be maintained
in the host population. The reason is as follows. A long duration of memory
results in the presence of hosts that are only susceptible to one, but not the
other pathogen species. Therefore, the degree of interspecific competition is
reduced relative to intraspecific competition. This results in coexistence. If,
on the other hand, the duration of memory is relatively short, then the ma-
jority of hosts will be susceptible to both pathogen species. In this case, the
degree of interspecific competition is much higher and competitive exclusion
is observed. A relationship between immunity, cross-reactivity, and pathogen
diversity has also been discussed in the context of influenza virus infection
[Andreasen et al. (1997); Lin et al. (1999)].

Mathematically speaking, for the inferior pathogen to persist, the fol-
lowing condition has to be fulfilled: assuming that pathogen 1 is the supe-
rior competitor and pathogen 2 is the inferior competitor, the condition is
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Fig. 13.2. Duration of memory and the competition between an inferior (dashed
line) and a superior (solid line) pathogen. (i) If memory is short, the superior
pathogen outcompetes and excludes the inferior one. If the duration of memory lies
above a threshold, the inferior pathogen can coexist with the superior one. (ii) The
longer the duration of memory, the higher the abundance of the inferior pathogen.
Simulations are based on equations (13.5–13.14) Parameter values were chosen as
follows: r = 0.5, d = 0.01, β = 1, α = 0.1, k = 1, u = 0.5, a1 = 0.03, a2 = 1, (i)
g = 10, (ii) g = 0.01.

β2S
∗ + β2R

∗
1 > α2 + a2, where S∗ and R∗

1 are the equilibrium level of suscep-
tible and recovered hosts assuming that the competitively superior pathogen
P1 is only present.

13.3 Pathogen Competition and the Evolution of
Memory Duration

What are the implications of these findings for the evolution of immunological
memory? The answer depends on the assumptions of the model. If the inferior
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Fig. 13.3. Schematic representation depicting the evolution of immunological mem-
ory assuming the presence of two populations of pathogens that differ in their fitness
(13.5–13.14). The pathogens differ in their virulence (rate of host killing), and we
assume that we are in a parameter region where increased virulence correlates with
reduced fitness. The system can evolve towards two different outcomes. The maxi-
mum memory outcome and the shorter or ”suboptimal” memory outcome. Which
outcome is achieved by evolution depends on the initial conditions; that is the initial
duration of memory. If the simulation is started with an initial duration of memory
that lies above Gthr, having a longer duration of memory is advantageous. Thus,
evolution takes the system to the maximum memory outcome. If the simulation is
started with an initial duration of memory that lies below Gthr, the system evolves
towards the suboptimal memory outcome.

pathogen species is less virulent, persistence of this pathogen due to a longer
duration of memory can be only advantageous for the host. The situation
is, however, more complicated if the inferior pathogen is more virulent. In
this case, the persistence of the inferior pathogen due to a longer duration of
memory can be costly for the host population because the level of virulence
is higher. From an evolutionary point of view this is the most interesting
parameter region, and we will focus on this.

In this parameter region where the inferior pathogen is more virulent, the
following arguments apply. While a long duration of memory is advantageous
because it protects the host from reinfection, a short duration of memory can
also be advantageous because it allows less virulent pathogens to exclude more
virulent ones. We observe two outcomes towards which the system may evolve
(Fig 13.3). One of the outcomes is maximum memory (G = ∞). The other
outcome is a suboptimal and shorter duration of memory (smaller value of
G). To which state the system evolves depends on the starting condition G0
(Fig 13.3). If we start with a duration of memory that lies above a threshold
(G0 > Gthr), the system evolves towards maximal memory. If we start with



190 13 Evolutionary Aspects of Immunity

0.001

0.01

0.1

1

10

100

1000

104

0.1 1 10

Rate of host killing by more virulent pathogen, a2

D
ur

a t
io

n
o f

m
em

or
y

(G
)

Gthr

Suboptimal memory 
outcome

Maxim
um

memory
outc

ome

Fig. 13.4. Dependence of the value of Gthr - separating the two outcomes - on the
degree of host killing by the more virulent pathogen. We assume that we are in a
parameter region where increased virulence results in reduced fitness. Starting with
a duration of memory that lies above Gthr, the system evolves to the maximum
memory outcome (indicated by the arrows pointing upwards). Starting with an
initial duration of memory that lies below Gthr, the system evolves to the suboptimal
memory outcome, which is indicated by a line. If the degree of host killing by the
more virulent pathogen is similar to that of the less virulent one, Gthr is low and
the system is likely to evolve to the maximum memory outcome. If the degree of
host killing by the more virulent pathogen is higher, Gthr is high and the system is
likely to evolve to the suboptimal memory outcome. As the degree of host killing by
the more virulent pathogen is increased, the duration of memory at the suboptimal
outcome becomes longer, because less memory reduction is required to exclude more
virulent pathogens. Plot is based on equations (13.5–13.14). Parameters were chosen
as follows: r = 0.5, d = 0.01, β = 1, α = 0.03, k = 1, u = 0.5, a1 = 0.03, a2 = 1.

a duration of memory that lies below the threshold (G0 < Gthr), the system
evolves to the state describing suboptimal memory. What is the initial dura-
tion of memory that separates the two outcomes (value of Gthr)? As shown in
Fig 13.4, it depends on the rate of host killing by the more virulent pathogen.
At one extreme, the rate of host killing by the more virulent pathogen is sim-
ilar to that of the less virulent pathogen. Fig 13.4 shows that the threshold
duration (Gthr) separating the two outcomes is short. Therefore, the system
is likely to evolve to maximum duration of memory. The reason is that the
difference in virulence between the two pathogens is low. Thus, it does not
pay to reduce memory in order to exclude the more virulent pathogen. At the
opposite extreme, the rate of host killing by the more virulent pathogen is
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much higher than that of the less virulent one. Now, the threshold duration
(Gthr) that separates the two outcomes is very high. In this case, the system is
likely to evolve towards the suboptimal memory outcome. The reason is that
the more virulent pathogen is characterized by a much higher rate of host
killing compared to the less virulent one. It therefore confers a significant cost
to the host population, and exclusion of the more virulent pathogen by means
of memory reduction confers a significant advantage. Note, however, that the
duration of protection at the suboptimal memory outcome becomes longer as
the rate of host killing by the more virulent pathogen is increased. The reason
is that a higher rate of host killing reduces the relative fitness of the more
virulent pathogen, and thus less memory reduction is required to exclude it.

Note, however, that the two outcomes to which the system can evolve may
not be stable states. Assume that evolution takes the system to the suboptimal
memory outcome. This can result in the exclusion of a more virulent pathogen
and reduction in pathogen diversity. As pathogen diversity is reduced, it will
become advantageous again to evolve a longer duration of memory because
this leads to lasting protection. As memory becomes longer, however, inferior
pathogens may invade again. As a consequence more virulent pathogens can
persist and pathogen diversity increases. In this scenario, it will once again
pay to evolve towards a shorter duration of memory. Thus, we may expect
the duration of memory to cycle over time.

13.4 Application to Immunological Observations

Following the theoretical discussion, we now try to relate the results to im-
munological data. This is a challenging task because much of the informa-
tion required to link theory and data is currently not available. In order to
test theory, the duration of protection against reinfection needs to be mea-
sured in the context of two types of pathogens. One pathogen needs to be
genetically diverse and cocirculate as a collection of distinct serotypes; the
other pathogen should be homogeneous. Based on theory, immunity against
any strain/serotype of the diverse pathogen should be shorter than protection
against the homogeneous pathogen. For this to be true, however, the following
conditions need to hold: the serotypes should be characterized by differences
in pathogenicity, and the more pathogenic strains should have reduced fitness
relative to the less pathogenic strains. This is very difficult to quantify [Lip-
sitch and Moxon (1997)], and such information does not currently exist to our
knowledge.

Nevertheless, it is interesting to consider rhinoviruses as an example
[Groarke and Pevear (1999); Pevear et al. (1999)]. Rhinoviruses are the
causative agents of the common cold. They cocirculate as a collection of many
different serotypes. The primary infection results in the generation of IgA in
nasal secretions and IgG in blood stream. Acquired immunity is type specific,
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and correlates with the level of mucosal IgA antibodies [Hendley (1999)].
(While other responses, such as CTL, are not necessarily type specific, their
role in protection is uncertain). The titer of IgA antibodies, however, declines
at a relatively fast rate, and protection is thought to only last for one or
two years [Barclay et al. (1989); Gern et al. (1996)]. This is in contrast to
the observation that many infections, as well as vaccines, can result in the
presence of protecting antibodies for decades [Slifka and Ahmed (1998)]. It
can be hypothesized that the shorter duration of memory is observed against
rhinoviruses because it prevents the maintenance of pathogenic strains in the
host population. Validation of this hypothesis would, however, require detailed
investigations, as outlined above. This could have important implications for
vaccination approaches: prolonging the duration of protection against rhi-
noviruses by vaccination might allow for the emergence of more pathogenic
strains, resulting in a cost for the human population. It is an important ques-
tion how the duration of memory can be modulated. For example, it has
been observed that memory CTL (cytotoxic T lymphocytes) can persist for
a very long time in the absence of antigenic stimulation [Murali-Krishna et
al. (1999)], and this should apply to all infections. Interestingly, it has also
been demonstrated that the number of memory CTL against a given pathogen
can be reduced by an antigenically heterologous infection [Selin et al. (1999)]
(see Chapter 6). Thus, if a host is exposed to many serologically distinct
pathogens in a relatively short period of time, memory against the pathogens
can be reduced and might last for a shorter period of time. It is interesting
to consider the hypothesis that this could be adaptive for the host: it may
allow a reduction in pathogen diversity and the extinction of more patho-
genic strains. Other factors can also modulate the duration of immunological
memory. The interactions between pathogens and the immune system can
result in the impaired generation of memory and thus in shorter protection.
If shorter protection is advantageous for the host, there will be no selection
pressure to overcome this impairment. On the other hand, protection can be
prolonged if memory is reboosted. This can occur if reinfection is not pre-
vented and limited pathogen growth occurs. While symptoms may be absent,
the limited pathogen growth could increase an otherwise declining memory
cell population. These examples show that the duration of memory should not
be considered as a fixed constant, but as a variable that can be modulated.
The models presented here provide a framework in which to consider the topic
of memory duration in more detail.

13.5 Summary

This chapter examined how immune response dynamics in vivo can be linked
to the evolution of pathogens and their hosts. This was done by focusing on the
duration for which hosts are protected against reinfection by the memory cells.
If a population of hosts is faced with a single population of pathogens, a longer
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duration of protection is always advantageous for the host. The situation is
different, however, if a given host population is infected by more than one
species or strain of pathogen that are not immunologically cross-reactive. Now,
the duration of memory can influence the competition between the pathogens.
In specific circumstances, a relatively long duration of memory can allow the
coexistence of a more virulent pathogen with a less virulent one. On the
other hand, if the duration of memory is short, a more virulent pathogen
can be driven extinct by the less virulent one. This gives rise to the following
evolutionary patterns. If the duration of memory is short, pathogen diversity is
expected to decrease, and a pathogen with a relatively low degree of virulence
is likely to prevail. In this case, the host will evolve towards a longer duration
of memory. This in turn allows an increase in pathogen diversity and the
emergence of pathogen strains that are characterized by increased levels of
virulence. This, however, is costly for the host, so the host’s immune system
is expected to evolve back towards shorter memory durations. Therefore, the
evolutionary trajectories of the host and pathogens are expected to move in
cycles.
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