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Preface

The single irreplaceable component at the core of a chemical
process is the chemical reactor where feed materials are con-
verted into desirable products. Although the essential variables
by which chemical processes can be controlled are reaction tem-
perature, pressure, feed composition, and residence time in the
reactor, two technological developments of major consequence
starting with 1960s have made possible cost-effective operation
under less severe conditions; these are the extensive use of effi-
cient catalysts and the introduction of improved or innovative
reactor configurations. The impact of heterogeneous catalysis
is significant in this respect since petroleum refining, manufac-
turing of chemicals, and environmental clean-up, which are the
three major areas of the world economy today, all require
the effective use of solid catalysts. The challenges involved in
the design of novel solid catalysts and modification of many
existing ones for higher selectivity and stability have also
prompted the development of “engineered” catalysts befitting
novel reactor configurations, requiring the use of new supports
such as monolithic or foam substrates as well as the establish-
ment of new techniques for coating surfaces with diverse catalyst
components in order to ensure longevity particularly in cyclic
processes.
In industrial practice, the composition and properties of the

complex feed mixtures that are processed for producing a range
of valuable chemicals generally necessitate the use of heteroge-
neous catalytic reactors. Numerous chemical and physical rate
processes take place in a heterogeneous reactor at different
length and time scales and frequently in different phases.
The prerequisite for the successful design and operation of cat-
alytic reactors is a thorough microkinetic analysis starting from
intrinsic kinetic models of the steady-state chemical activity and
leading to global rate expressions obtained by overlaying the
effects of physical rate phenomena occurring at the particle
scale. Kinetic models of increasing complexity may be required
depending on the variety of components and number of reac-
tions involved. The second critical stage in reactor modeling
and design is a macrokinetic analysis including the detailed
description of physical transport phenomena at the reactor scale
and utilizing the global rate expressions of the microkinetic
analysis. The final catalytic reactor model which integrates these
essential stages can successfully predict the performance and
dynamics of plant-scale industrial reactors as well as simulating
their start-up, shutdown, and cyclic operation. Taking into
account engineered catalysts and new reactor configurations,

the modeling and scaling up of reactions conducted at the
bench-scale to pilot plant and industrial-scale reactor levels have
to be modified in order to include simultaneous multiscale
approaches along with the conventional sequential modes.
Multiphase Catalytic Reactors: Theory, Design, Manufactur-

ing, and Applications is a comprehensive up-to-date compila-
tion on multiphase catalytic reactors which will serve as an
excellent reference book for graduate students, researchers,
and specialists both in academia and in industry. The content
of the book is planned to cover topics starting from the first
principles involved in macrokinetic analysis of two- and
three-phase catalytic reactors to their particular industrial appli-
cations. The main objective is to provide definitive accounts on
academic aspects of multiphase catalytic reactor modeling and
design along with detailed descriptions of some of the most
recent industrial applications employing multiphase catalytic
reactors, in such a way as to balance the academic and industrial
components as much as possible. Accordingly, seven chapters
are included in Parts II, III, and IV to review the relevant
mathematical models and model equations utilized in the fun-
damental analysis and macroscopic design of specific reactor
types together with some useful approximations for their
design and scale-up from a practical standpoint, while the four
chapters in Part VI describe specific industrial applications and
contain pointers that tie in with the modeling and design
approaches presented for the particular multiphase catalytic
reactor types discussed in Parts II, III, and IV. Furthermore,
the chapters included in Parts I and V of the book contain
detailed reviews of the basic principles and essential tools of
catalytic reaction engineering that are crucial for the successful
design and operation of catalytic reactors. All chapters of
the book are contributed by experts distinguished in their
respective fields.
The total of 15 chapters included in Multiphase Catalytic

Reactors: Theory, Design, Manufacturing, and Applications are
organized in six parts. Part I is an overview of the principles
of catalytic reaction engineering, embracing Chapter 1 which
is a survey of multiphase catalytic reactor types and their indus-
trial significance as well as Chapter 2 on the microkinetic anal-
ysis of heterogeneous catalytic systems which surveys the
formulation of intrinsic rate equations describing chemical rate
processes and the construction of global rate expressions that
include the effects of physical mass and heat transport phenom-
ena occurring at the particle scale. Chapters 3 through 9 in

xii



Parts II, III, and IV discuss individual two- and three-phase cat-
alytic reactor types and provide design equations and empirical
relationships that characterize different multiphase reactors;
mathematical modeling is an integral part of these chapters.
In Part II, two-phase catalytic reactors are grouped as fixed-
bed gas–solid catalytic reactors (Chapter 3) and fluidized-bed
catalytic reactors (Chapter 4). Part III deals exclusively with
three-phase catalytic reactors and includes Chapter 5 on
three-phase fixed-bed reactors as well as Chapter 6 on three-
phase slurry reactors, both of which find significant industrial
applications; moreover, multiphase bioreactors are also included
in Part III as Chapter 7. Part IV is devoted to the discussion of
the more recent state-of-the-art structured reactors; the theoret-
ical aspects and examples of structured reactors enabling process
intensification in multiphase operation are treated in Chapter 8
on monolith reactors and in Chapter 9 on microreactors of dif-
ferent configurations including microstructured packed beds
and microchannel reactors. Part V of the book is specifically
designed for surveying the essential tools of catalytic reactor
modeling and design and comprises two chapters. Chapter 10
discusses the recent developments and experimental techniques
involved in lab-scale testing of catalytic reactions, including
steady-state and transient flow experiments as well as the micro-
kinetic and TAP approaches to kinetic analysis, while
Chapter 11 surveys the numerical solution techniques that are
frequently used in catalytic reactor analysis and demonstrates
with some case studies. The capstone section of the book,
Part VI, contains four chapters devoted to specific industrial
applications of multiphase catalytic reactors and includes the

recent developments and practices in Fischer–Tropsch technol-
ogies (Chapter 12); a thorough discussion of reactor modeling,
simulation, and scale-up approaches involved in the hydrotreat-
ing of oil fractions (Chapter 13); a detailed assessment of the
performances of various reactor configurations used for fuel
processing (Chapter 14); and a comprehensive discussion of
catalytic deoxygenation of fatty acids in a packed-bed reactor
as case study in production of biofuels (Chapter 15).

It is indeed a pleasure to thank all of the contributors who
have made this challenging task achievable. The editors are sin-
cerely grateful for their willingness to devote their valuable time
and effort to this project, for their readiness in sharing their
vision, knowledge, years of experience, and know-how, and also
for their patience in tolerating various expected or unexpected
extensions arising from the busy schedules of different contribu-
tors. It has definitely been a privilege to work with the authors,
coauthors, and reviewers involved in this book. The editors
would also like to extend their thanks to Wiley-Blackwell for
their commitment to this project and to Michael Leventhal
for his organization andmanagement of the publication process.

On a more personal note, the editors would like to take this
opportunity to express their sincere gratitude to the late Profes-
sor David L. Trimm, who has inspired their research in catalysis
and catalytic reaction engineering through many years as super-
visor, mentor, colleague, and friend.

Zeynep Ilsen Önsan,
Ahmet Kerim Avci,

Istanbul, October 2015
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CHAPTER 1

Catalytic reactor types and their industrial
significance

Zeynep Ilsen Önsan and Ahmet Kerim Avci
Department of Chemical Engineering, Boğaziçi University, Istanbul, Turkey

Abstract

The present chapter is aimed to provide a simplified overview of
the catalytic reactors used in chemical industry. Each reactor type
is described in terms of its key geometric properties, operating
characteristics, advantages, and drawbacks among its alternatives
and typical areasofuse.Thesignificanceof the reactors isexplained
in the context of selected industrial examples. Industrial reactors
that do not involve the use of solid catalysts are also discussed.

1.1 Introduction

Today’s chemical markets involve many different products with
diverse physical and chemical properties. These products are pro-
duced in chemical plants with different architectures and charac-
teristics. Despite these differences, general structure of a chemical
plant can be described by three main groups of unit operations,
namely, upstream operations, downstream operations, and the
reaction section, as shown in Figure 1.1. Among these groups,
the reactor is the most critical section that determines the plant
profitability via metrics such as reactant conversion, product
selectivity, and yield: high per-pass conversions will reduce the
operating expenses involved in product separation and purifica-
tion steps as well as the recycling costs (Figure 1.1). At this stage
selection of the appropriate reactor type and ensuring their effi-
cient operation become critical issues to be addressed.

In almost all reactors running in the chemical industry, the
desired product throughput and quality are provided by cata-
lysts, the functional materials that allow chemical synthesis to
be carried out at economic scales by increasing the reaction
rates. Owing to this critical feature, more than 98% of the today’s
industrial chemistry is involved with catalysis. Since catalysts
have direct impact on reactor performance, they have to be
operated at their highest possible effectiveness, which is deter-
mined by the degree of internal and external heat and mass
transport resistances defined and explained in detail in
Chapter 2. At this stage, the function of the reactor is to provide

conditions such that the catalyst particles can deliver the best
possible performance (e.g., activity, selectivity, yield) at suffi-
cient stability. For example, for a highly exothermic reaction
system such as Fischer–Tropsch (FT) synthesis, heat trans-
port/removal rates within the reactor should be very high to pre-
vent undesired temperature elevations that can negatively affect
product distribution and, more importantly, cause thermally
induced deactivation of the catalysts. Considering the fact that
transport rates are favored by good mixing of the reactive fluid
at turbulent conditions, the selected reactor type should allow a
wide operating window in terms of pressure drop, which is a
limit against the occurrence of well-mixed conditions. The pos-
sibility of integration and operation of effective external heat
exchange systems should also be taken into account in the
selected reactor type. The final selection is carried out in the con-
text of fixed capital investment, operating expenses, and profit-
ability of the technically feasible solutions.

Synthesis of commercial chemical products having different
physical and chemical functional properties involves the existence
of different combinations of catalytic chemistry, thermodynamic
properties, and heat andmass transport conditions (e.g., nature of
the catalyst and fluids) within the reactor volume. As a result, sev-
eral reactor types are being proposed. Classification of the reactors
can be carried out based on various criteria such as compatibility
with the operating mode (batch vs. continuous reactors) and the
number of phases (homogeneous vs. heterogeneous reactors).
In this chapter, reactors are classified according to the position
of the catalyst bed, that is, whether it is fixed or mobile. In
packed-bed, trickle-bed, and structured (i.e., monolith andmicro-
channel) reactors, catalyst bed is fixed, while it is mobile in flui-
dized-bed, moving-bed, and slurry reactors. The descriptions of
these reactor types are summarized in the following sections.

1.2 Reactors with fixed bed of catalysts

1.2.1 Packed-bed reactors
In packed-bed reactors (PBRs), the solid particulate catalyst
particles forming the bed are fixed in an enclosed volume. The
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particles are randomly packed, so there is not a regular structure,
and, as a result, fluid flow takes place through irregular, random
paths. Reactions take place over the active sites that are buried
within the pores of the catalyst particles. A simple description
of the PBR operation is shown in Figure 1.2 [1]. Owing to their
relatively simple configuration and operation, PBRs are widely
used in the chemical industry. They are used in high-throughput,
continuous operations. Since the catalyst is considered as a sep-
arate solid phase and the fluid types are either gas only or gas–
liquid mixtures, PBRs are classified as heterogeneous reactors.
In the case of coexistence of three phases with concurrent down-
flow of liquid and gas over the solid packing, the reactor is called
as a trickle-bed reactor (see Section 1.2.4). The geometry of the
catalyst-containing volume, which can be either a tube or a vessel,
dictates the type of the PBR. Descriptions of the so-called tubular
and vessel-type PBRs are given later.

1.2.1.1 Tubular PBRs
PBRs are known to have inherently weak heat transfer pro-
perties due to the presence of voids within the catalyst bed
(Figure 1.2 [1]) that act as resistances against the transport of
heat along the reactor. The tubular PBR geometry, which
involves the location of catalyst-containing tubes in a particular
pattern within a shell, is preferred over a regular vessel when
high rates of heat input or removal are essential for highly

endothermic or exothermic reactions, respectively. This advan-
tage of the tubular configuration, however, comes at the expense
of higher pressure drop. It is also worth noting that the process
of catalyst packing and unloading in tubular geometry is more
difficult than that involved in vessels. Therefore, catalyst lifetime
in tubular PBRs should be long enough to minimize the down-
times for and costs associated with catalyst changeover.
The shell/tube configuration of tubular PBRs depends on the

nature of the catalytic reaction. For highly endothermic reac-
tions such as catalytic steam reforming, the reactor geometry
is similar to that of a fired furnace in which the catalyst-packed
tubes are heated by the energy released by the combustion of a
fuel on the shell side. Catalytic steam reforming involves the
conversion of a hydrocarbon to a hydrogen-rich mixture in
the presence of steam:

CmHnOk + m – k H2O=mCO

+ m – k+ n 2 H2, m > k ΔH > 0
1 1

The process is known as the conventional method of produ-
cing hydrogen for meeting the hydrogen demands of the refin-
ing and petrochemical industry. The most widely used fuel in
steam reforming is natural gas, which is mostly composed of
methane:

CH4 +H2O=CO+ 3H2, ΔH = 206 kJ mol 1 2

Methane steam reforming is conventionally carried out over
Ni-based catalysts. Owing to the high endothermicity and slow
kinetics, the process depends strongly on the input of external
energy at high rates for ensuring commercially viable through-
put of hydrogen. The critical energy demand of the reaction is
met in a reactor (also called as the reformer) where multiple
Ni-based catalyst-packed tubes are heated mainly via radiative
heat generated by homogeneous combustion of a fuel, typically
natural gas, in a process furnace. This configuration sets the
basis for the development and use of various types of commer-
cial steam reforming reactors described in Figure 1.3 [2], which
differ in the positions of heat source and the degree of delivery of
the combustion energy to the so-called reformer tubes. A further
detailed representation of a tubular reformer is provided in
Figure 1.4 [2]. Depending on the capacity of the reactor, the
number of tubes can be increased up to 1000, each having outer
diameter, wall thickness, and heated length ranges of 10–18 cm,
0.8–2.0 cm and 10–14 m, respectively. The degree of furnace-to-
tube heat transfer affecting the rate of Reaction 1.2 and hydro-
gen production capacity of the reactor is limited by thermal
stability of the tube material which is found to decrease signif-
icantly with temperature above ca. 850 C [3]. Therefore special
alloys, particularly microalloys, composed of 25Cr 35Ni Nb Ti
are used to improve the operating window of the reactor [3].
The multitubular PBR configuration is preferred when con-

vection is not sufficient for delivering the necessary heat flux
to sustain the operation. However, in most of the exothermic
and endothermic reactions, the temperature of the catalyst
bed can be regulated by convective external heat transfer. In
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such cases, the catalyst-containing tubes are bundled in a shell-
and-tube heat exchanger like configuration involving circulation
of the heat transfer fluid on the shell side. This PBR concept is
described in Figure 1.5 [4] in which alternative methods of cir-
culation of the heat transfer fluid around the packed tubes are
introduced. Inmildly endothermic or exothermic reactions, heat
transfer can be realized to provide nearly isothermal conditions
in cross-flow and parallel flow configurations shown in
Figure 1.5a and b [4], respectively. In such reactors, inside dia-
meters and lengths of the tubes are reported to vary between
2–8 cm and 0.5–15 m, respectively [4]. For endothermic cases,
the heating medium can be a gas or a liquid, with the latter

offering better heat transfer rates due to higher convective heat
transfer coefficients of liquids. Cooling in exothermic reactions
is carried out either by circulation of a heat transfer fluid or by
boiling heat transfer. In the former case, fluids such as molten
salts are force-circulated around the tube bundle. The heated liq-
uid leaving the reactor is then passed through an external steam
generator and cooled for the next cycle. In the case of boiling
heat transfer (Figure 1.5c [4]), however, the cooling fluid that
is fed from the bottom of the reactor rises up due to natural cir-
culation induced by the decreasing density profile that is caused
by continuous heat absorption from the tubes. Partial evapora-
tion of the cooling water is also observed. Vapor bubbles agitate
the liquid and increase the convective heat transfer coefficient.
The resulting vapor–liquid mixture is then let to settle in a steam
drum where steam is separated, and the remaining liquid sent
back to the cooling cycle together with some makeup water.
Even though this configuration eliminates the need for cooling
fluid transportation equipment, the tubes may be overheated if
heat generation in the tubes becomes excessive to evaporate cool-
ing water on the shell side. In such a case, the rate of convective
heat removal will be less than the rate of catalytic heat generation,
and the tubes are subjected to the risk of burning out.

In multitubular PBRs heat management can be improved by
increasing the heat transfer area per catalyst volume, which is pos-
sible by using tubes with smaller diameters. In this case, definite
amounts of catalyst will be packed into a higher number of tubes,
which will offer increased external tube surface area for heat
transfer. Due to the reduced tube cross-sectional area, smaller
tube diameters will also increase the linear flow rate of the reactive
mixture and favor well-mixed conditions that increase the heat
transport rates. However, these advantages are naturally limited
by pressure drop, as higher flow rates will cause increased fric-
tional loss of mechanical energy of the reactive fluid and will
require increased pumping/compression costs. Nevertheless,
the trade-off between heat transfer rates and pressure drop can
be relaxed by the possibility of using different combinations of
size, shape, and material of the catalyst pellets [4, 5]. For example,
pellet shapes offering higher void fractions and larger hydraulic
diameters allow lower pressure drop operations. It is worth noting
that the rate of catalytic reactions increases with the surface area
of the catalyst bed that necessitates the use of smaller pellets.
Therefore pellet size also requires careful optimization.

Figure 1.3 Furnace configurations for
multitubular packed-bed reformers.
(Source: Dybkjaer [2]. Reproduced with
permission of Elsevier.)

Figure 1.4 Side-fired tubular reformer design by Haldor-Topsøe.
(Source: Dybkjaer [2]. Reproduced with permission of Elsevier.)
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The length and diameter of the tube and the particle size
(hydraulic diameter) also affect flow distribution within the
packed tube. If the ratio of the tube diameter to that of the particle
diameter is above 30, radial variations in velocity can be
neglected, and plug (piston) flow behavior can be assumed.
The ratio of the tube length to particle diameter is also important;
if this ratio exceeds 50, axial dispersion and axial heat conduc-
tion effects can be ignored. These effects bring notable simpli-
fications into the modeling of PBRs, which are discussed in
Chapter 3.

1.2.1.2 Vessel-type PBRs
The design and operational requirements explained for tubular
PBRs are also valid for PBRs in which the catalyst bed is packed
in one vessel as described schematically in Figure 1.6a [4]. This
reactor configuration is preferred when the reaction is carried
out at adiabatic conditions. However, as demonstrated in
Figure 1.6b and c [4], bed temperature can be changed by heat
addition to/removal from the bed for obtaining a temperature

profile as close as possible to that of the optimum. Figure 1.6b
[4] is a representation of addition or removal of heat to/from
the catalyst bed by direct injection of hot or cold feed to the
bed. This heat management strategy can be used where the heats
of reactions are low. Successful implementation of this strategy
depends on careful consideration of mixing and redistribution
of the injected fluid with that of the reactive mixture and of
the adiabatic temperature change upon injection, which should
be within acceptable limits. A better regulation of the bed tem-
perature is possible by the use of interstage heat exchangers
between multiple adiabatic beds (Figure 1.6c [4]). This configu-
ration is more suitable for improving conversions or product
selectivities in reactions limited by chemical equilibrium. The
possibility of using different heat exchange equipment between
the stages helps in handling high reaction enthalpies. For endo-
thermic reactions, interstage heating is usually carried out by
means of fired heating, in which the heat transfer fluid is heated
in a fired furnace and then circulated between the beds to pro-
vide heat to the reactive fluid. Adiabatic heat generated during
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Figure 1.5 Heat transfer strategies in multitubular packed-bed reactors. (a) Cross-flow, (b) parallel flow, and (c) boiling-water cooling.
(Source: Eigenberger [4]. Reproduced with permission of John Wiley & Sons, Inc.)
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Figure 1.6 Various configurations of vessel-type packed-bed
reactors. (a) Single-bed adiabatic packed-bed reactor,
(b) adiabatic reactor with interstage gas injection, and
(c) multiple adiabatic beds with interstage heat exchange.
(Source: Eigenberger [4]. Reproduced with permission
of John Wiley & Sons, Inc.)
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exothermic reactions is removed by contacting the hot bed efflu-
ent with interstage heat exchange tubes in which a coolant, for
example, water, is circulated for steam generation purposes.

Multiple adiabatic beds with interstage heat exchange config-
uration compete with tubular PBR geometry, as both configura-
tions provide regulation of the bed temperature to improve
reactant conversion and product selectivity. In this respect,
the tubular PBR alternative is better, because it offers continuous
control over the bed temperature. However, although tempera-
ture regulation is only possible through a stepwise pattern in the
multiple adiabatic beds, they do offer several practical advan-
tages such as the possibility of (i) changing the catalyst bed in
individual stages at different times, (ii) distributed stagewise
feeding of a reactant instead of its total feeding at the inlet,
and (iii) drawing a limiting product from an intermediate stage
in case of reactions limited by equilibrium [4, 5].

Vessel-type PBRs are widely used in chemical industry.
A descriptive example is ammonia synthesis, which is an exo-
thermic equilibrium reaction:

N2 + 3H2 = 2NH3, ΔH = −92 4 kJ mol 1 3

The reaction is carried out in a multistage PBR with interstage
cooling (Figure 1.7 [4]) in the 400–500 C range and involves the
use of iron-based catalysts. In order to favor ammonia produc-
tion by shifting the chemical equilibrium to the product side,
pressures up to 300 bar are required. As adiabatic temperature
rise hinders conversion due to the equilibrium limit, the reactive
mixture is cooled down between the beds, and the recovered
heat is used for steam generation. The resulting conditions
deliver a product mixture including ca. 20% NH3 which is sepa-
rated by a series of condensers. Upon separation, unreacted mix-
ture of N2 and H2 is combined with fresh makeup feed and
recycled to the first stage of the reactor.

Another commercial example involving the use of a vessel-
type PBR is autothermal reforming (ATR) of natural gas. It is
a key step in gas-to-liquid (GTL) processes and is used to pro-
duce synthesis gas (CO +H2) for FT synthesis in which a mix-
ture of hydrocarbons in the C1–C30+ range is synthesized [6]. In
ATR, noncatalytic oxidation (Reaction 1.4) and Ni-catalyzed
steam reforming of natural gas (Reaction 1.2) are combined,
and product distribution is affected by water–gas shift
(Reaction 1.5), an important side reaction of steam reforming
[3, 7]:

CH4 + 1 5O2 CO+ 2H2O, ΔH = −519 kJ mol 1 4

CH4 +H2O=CO+ 3H2, ΔH = 206 kJ mol 1 2

CO+H2O=CO2 +H2, ΔH = −41 kJ mol 1 5

ATR is carried out in an adiabatic PBR as described in
Figure 1.8 [7]. Natural gas, steam, and oxygen (or enriched
air) are cofed to a mixer–burner unit for ensuring combustion
of the homogeneous mixture of reactants taking place in the
combustion chamber. Heat produced in the combustion zone,
where temperature can be well above ca. 1500 C, is then
transferred to the Ni-based catalyst bed on which Reactions
1.2 and 1.5 take place to produce a mixture of H2 and CO
at molar ratios close to 2 at temperatures above ca. 1000 C
and at pressures up to ca. 30 bar [3, 7]. Success of the reactor
depends on keeping the exothermic heat within the vessel,
that is, operating the reactor adiabatically. For this purpose,
the inner wall of the steel pressure vessel is lined with multiple
layers of refractory insulation. A special catalyst pellet shape
including numerous holes is used to minimize pressure drop
along the bed and to avoid bypass of gas through the refrac-
tory layer.

400°C, 300 bar, 2% NH3
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Figure 1.7 Packed-bed reactor with multiple adiabatic beds
for ammonia synthesis.
(Source: Eigenberger [4]. Reproduced with permission of
John Wiley & Sons, Inc.)
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1.2.2 Monolith reactors
Monolith reactors are composed of a large number of parallel
channels, all of which contain catalyst coated on their inner
walls (Figure 1.9 [1]). Depending on the porosity of the mono-
lith structure, active metals can be dispersed directly onto the
inner channel walls, or the catalyst can be washcoated as a sep-
arate layer with a definite thickness. In this respect, monolith
reactors can be classified among PBR types. However, their
characteristic properties are notably different from those of
the PBRs presented in Section 1.2.1. Monolith reactors offer
structured, well-defined flow paths for the reactive flow, which
occurs through random paths in PBRs. In other words, the res-
idence time of the reactive flow is predictable, and the residence
time distribution is narrow in monoliths, whereas in a PBR, dif-
ferent elements of the reactive mixture can pass through the bed
at different rates, resulting in a wider distribution of residence
times. This is a situation that is crucial for reactions where an
intermediate species is the desired product and has to be
removed from the reactor before it is converted into an unde-
sired species.
Hydraulic diameters of monolithic channels range between

ca. 3 × 10−4 m and 6 × 10−3 m [8]. Combination of such small
diameter channels leads to surface areas per reactor volume in
the order of ~104 m2/m3 (which is ~103 m2/m3 for PBRs) and
void fractions up to ~75% (which is ~40% for PBRs). As shown
in Figure 1.10 [9], these design properties allow monolith reac-
tors to operate with pressure drops that are up to three orders of
magnitude less than those observed in PBRs.

Monolith reactors differ from PBRs in terms of transport
properties. Owing to the small channel diameters, the flow
regime is laminar. In this case, channel shape and diameter dic-
tate the values of heat andmass transfer coefficients according to
the definitions of the Nusselt (Nu= hf dh λf ) and Sherwood
(Sh = kgdh DAB) numbers, respectively. Assuming that the flow
is fully developed, values of Nu and Sh are constant for a given
channel shape [10]. However, in the case of PBRs, where turbu-
lent flow conditions are valid, transport coefficients improve
with the degree of turbulence and mixing within the reactor.
It is worth noting that transport coefficients in monolith chan-
nels can be slightly affected by the flow rate if the surface of the
channel is tortuous. The reader is directed to Chapter 8 for a
detailed analysis and discussion of monolith reactors.
Heat management in monolith reactors via external heating

or cooling is not as effective as in PBRs due to lack of convective
heat transport in the radial direction. At this point, the material
of construction of the monolithic structure affects the overall
performance. Monolith reactors can be made of metals or cera-
mics. In case of nonadiabatic reactions, metallic monoliths are
preferred due to their higher thermal conductivity which par-
tially eliminates the lacking convective contribution. Ceramic
monoliths, on the other hand, have very low thermal conductiv-
ities (e.g., 3 W/m.K for cordierite [11]) and are suitable for use in
adiabatic operations.
Despite their notable advantages in terms of residence time

distribution and pressure drop, the operating windows of mon-
olith reactors are narrower than those of PBRs. As the catalyst is
integrated to the monolithic structure, replacement of the cata-
lyst bed in case of its irreversible deactivation becomes a serious
issue. Moreover, small channels are subject to the risk of plug-
ging either by the dirt and scale that can come together with the
feed stream or by phenomena such as coking that may occur
during reactions involving hydrocarbons conducted at high
temperatures. In such as case, flow distribution and residence
time in the channels will be disturbed, and product distribution
will be adversely affected. Prevention of these risks is possible by
careful selection and control of the operating conditions, which
in turn put some limitations on the versatility of using monolith
reactors.
The capability of offering high surface area-to-volume ratios

together with low pressure drop makes monolith reactors the
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Figure 1.8 Packed-bed reactor configuration for autothermal reforming of
methane to synthesis gas.
(Source: Aasberg-Petersen et al. [7]. Reproduced with permission of Elsevier.)
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(Source: Onsan and Avci [1]. Reproduced with permission of Elsevier.)
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unique choice for use as three-way catalytic converters in vehi-
cles to regulate the emission levels. The compact nature of the
monolithic catalytic converters allows their integration into
the exhaust gas aftertreatment zone of the vehicles. These con-
verters involve washcoated layers of precious metal catalysts that
are capable of reducing the NOx, CO, and unburned hydrocar-
bon content of the exhaust gas below the legislative limits. Apart
from vehicular use, monolith reactors are also used in NOx

removal from flue gases in power stations because of their capa-
bility of providing adiabatic conditions with low pressure drop.
It is worth noting that monolith reactors are not limited for use
only in gas-phase reactions and can also be used for handling
gas–liquid-type reactive mixtures [10].

1.2.3 Radial flow reactors
In addition to monolith reactors, pressure drop in fixed-bed
operation can be reduced by employing radial flow reactors.
These units are essentially packed-bed type, with gaseous reac-
tive flow being in the radial direction, that is, perpendicular to
the catalyst bed, instead of being in the axial direction
(Figure 1.11 [4]). The radial flow pattern is achieved by directing
the flow to the catalyst pellets that are packed between two per-
forated cylinders or concentric screens. The flow orientation is
flexible, that is, can be either from outside cylinder to inside cyl-
inder or vice versa. In this design, radial flow distance along the
catalyst bed is constant and is independent of the amount of cat-
alyst packed. This unique featuremakes radial flow reactors suit-
able for use in cases where large catalyst volumes are needed in
high-pressure operations with strict pressure drop limitations.
During operation, however, the catalyst bed settles down and
causes a gap for bypassing of the fresh feed through the upper

part of the perforated cylinder. This issue can be addressed by
refining the design of the upper closure [4]. Radial flow reactors
are used in such applications as the synthesis of ammonia
(Figure 1.12 [12]) and methanol.

1.2.4 Trickle-bed reactors
Trickle-bed reactors are similar to the PBR geometry described
in Section 1.2.1.2, with the main difference being the coexistence
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Figure 1.11 Radial flow reactor concept.
(Source: Eigenberger [4]. Reproduced with permission of John Wiley &
Sons, Inc.)
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of gas and liquid phases in the reactive mixture and putting
trickle-bed reactors among those classified as three-phase
(gas–liquid–solid) reactors. In gas–solid PBRs described in
Section 1.2.1.2, headspace above the catalyst bed is usually filled
with inert ceramic balls to ensure uniform distribution of
the gaseous feed over the entire bed. Cocurrent feeding of gas
and liquid phases, however, calls for using a more sophisticated
distributor design that is expected to mix the two phases
and then distribute them uniformly across the catalyst bed to
ensure sufficient wetting of the catalyst pellets and to prevent
channeling of the gas and liquid components in the feed. The
requirement of sophisticated distributors such as bubble cap
trays is another factor that differentiates trickle-bed reactors
from gas–solid PBRs. Status of feed mixture distribution to
the catalyst bed dictates the diameter of the reactor, which is
usually under 5 m. Height-to-diameter ratio is usually in the
range of 5 and 25 [13]. Typical sizes of the catalyst pellets, which
can be cylinder, sphere, extrudate, needle, or bead in shape,
range between 1 and 5 × 10−3 m and give bed void fractions
between ~0.35 and 0.40 [13]. Details on the design, analysis,
and operation of trickle-bed reactors are provided in Chapters
5 and 13.
Trickle-bed reactors are mainly used in key petroleum

refining applications such as hydrocracking, hydrodesulfuriza-
tion, and hydroisomerization. The process involves the
combination of hydrogenation/hydrotreating and cracking of

vacuum gas oil and residues (liquid phase) to produce lighter
hydrocarbons such as gasoline in the presence of hydrogen
(gas phase) over a catalyst (solid phase) in the 300–600 C
range and at pressures up to ~150 atm to ensure high solubility
of the gaseous phase in the liquid. Conventional hydrocraking
catalysts, such as Pt on aluminosilicates or zeolites, involve two
components, namely, an acidic component for cracking and
isomerization reactions and a noble metal component for
the hydrogenation reactions [14]. The trickle-bed reactor
involves the presence of up to six successive catalyst beds.
Since hydrocracking reactions are exothermic, adiabatic tem-
perature rise in each bed is regulated by interstage cooling
enabled by the injection of cold hydrogen quenches; the
gas–liquid mixture is remixed and redistributed prior to its
entrance to the succeeding bed. In hydrodesulfurization,
which is an important operation in crude oil refining, the
organic sulfur components, that is, sulfides, disulfides, thiols,
and thiophenes existing in crude oil (liquid phase), are con-
verted to hydrogen sulfide in the presence of hydrogen (gas
phase) over alumina-supported Co–Mo or Ni–Mo catalysts
(solid phase) in the 350–400 C range. The resulting H2S is
then removed by processing over beds of ZnO. In hydroisome-
rization, on the other hand, the light alkanes in the C4–C6

range are converted to branched-chain isomers in the presence
of hydrogen for producing high-octane component additives
for being blended into gasoline. The process, carried out in
trickle-bed reactors, involves the use of catalysts such as
Pt supported on chlorinated alumina or on acidic zeolites.
In contrast with hydrocrackers, interstage heat exchange is
not used in hydroisomerization reactors which involve milder
conditions, with temperatures and pressures ranging between
ca. 110–180 C and 20–70 atm, respectively. As exothermic
equilibrium reactions are involved in hydroisomerization,
the catalyst should be able to operate at low temperatures to
favor the desired conversions.

1.2.5 Short contact time reactors
Pressure drop in fixed beds can be reduced by minimizing the
amount of catalyst used, which leads to the existence of short
contact times. In addition to reduction of pressure drop, these
reactors are ideal for carrying out reactions whose extent and
product distribution depend strongly on the contact time
(e.g., direct partial oxidation of hydrocarbons to synthesis
gas). A typical concept of such a reactor, called the disk reactor,
is shown in Figure 1.13 [4]. The reactor involves a thin layer of
catalyst in the form of wire gauzes or pellets, whose height and
diameter are in the orders of centimeters and meters, respec-
tively. Quenching at the downstream of the catalyst bed helps
in halting further conversion of the products into other
unwanted species.
In addition to the disk reactor, short contact times can also be

achieved in monolith reactors (Section 1.2.2) and in microchan-
nel reactors (Section 1.2.5), the latter involving fluid mechanical
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properties and architectures similar to those of monoliths,
where the existence of thin layers of washcoated porous
catalysts together with high fraction of void space allows fast
fluid flow almost without compromise from pressure drop
(Figure 1.14 [1]). These factors lead to the occurrence of contact
times in the order of milliseconds, whereas it is in the order of
seconds in PBRs. Like in the case of monoliths, the existence of a
structured flow pattern in microchannel units leads to precise
control of residence times that promotes selective productions.
Even though such similarities exist between monolith and
microchannel reactors, they differ in certain aspects. Micro-
channel units have channel diameters in the submillimeter
range, whereas larger diameter channels up to 6 × 10−3 m are
used in monoliths. Owing to the constant Nu and Sh numbers
per cross-sectional channel shape, higher heat and mass trans-
port coefficients can be obtained in microchannels as a result of
the smaller hydraulic diameters which also lead to higher surface
area-to-volume ratios (i.e., up to ~5 × 104 m2/m3) than those of
monoliths. These factors favor precise regulation of reaction
temperature, an important benefit for strongly exothermic reac-
tions. Due to their special manufacturing techniques involving
micromachining and bonding of the plates (Figure 1.14 [1]),
various nonlinear patterns (e.g., wavy shapes) along the channel
length, which induce static mixing and improve heat transport,
can be implemented in microchannels [15]. On the other hand,
in monoliths, channels are limited to have straight axial pat-
terns. Finally, the range of materials of construction is versatile
(e.g., various metals and ceramics, polymers, silicon) in micro-
channels, whereas monoliths can be made of ceramics and
metals only.

In addition to their advantages stated earlier, compact dimen-
sions of the microchannel reactors allow inherently safe produc-
tions, as the risks associated with reactions (e.g., thermal
runaway) are not significant due to the small quantities in the

order of microliters processed in each channel. Even though
small throughput is a disadvantage of short contact time reac-
tors, the capacity of the microchannel reactors can be rapidly
increased through the so-called numbering-up approach, which
is much simpler than the traditional scaling-up approach. The
resulting capacities are expected to be suitable for small-scale
throughput industries such as pharmaceuticals and fine chem-
ical productions. Applications of microchannel reactors in these
industries are provided by Hessel et al. [16]. Nevertheless, pro-
duction capacities of the microchannel units and other short
contact time reactors are far from being able to compete with
those of the continuously operating commercial reactors
involved in the petroleum and petrochemical industries. The
reader is directed to Chapters 9 and 14 for more detailed infor-
mation about the microchannel reactors.

1.3 Reactors with moving bed of catalysts

1.3.1 Fluidized-bed reactors
Fluidized-bed reactors (FBRs) are continuously operating units
of the gas–solid type, involving a catalyst bed which is fluidized
when the volumetric flow rate of the gaseous feed stream exceeds
a limiting value called the minimum fluidization flow rate. The
resulting degree of mixing between the gas and solid phases in
the FBR brings several operational advantages over a gas–solid
PBR (Section 1.2.1). FBRs offer uniform temperature distribu-
tion due to intensive mixing, which minimizes the chance of
hot spot formation in exothermic reactions. Heat management
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Figure 1.14 Schematic presentation of a microchannel reactor. (a) Machined
plates with microchannels, (b) microchannel reactor block obtained after
bonding the plates, and (c) characteristic section of the multichannel reactor.
(Source: Onsan and Avci [1]. Reproduced with permission of Elsevier.)

Catalyst

Quench

Figure 1.13 Disk reactor concept.
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in FBRs is conventionally carried out by the heat transfer sur-
faces that are immersed into the reactor vessel. In this respect,
fluidization favors heat transfer coefficients and subsequent
fast heat exchange between the bed and immersed heat transfer
surfaces. Mobility of the catalyst phase widens the operating
window for allowable pressure drop. Therefore, pellet sizes
smaller than those involved in PBRs can be used in FBRs, and
higher reaction rates can be obtained due to increased catalytic
surface area per unit bed volume. Even though higher heats of
reactions evolve with increased rates, the possibility of fast heat
exchange helps in effective regulation of the bed temperature.
FBRs also allow constant catalytic activity either by online addi-
tion of fresh catalyst or by its continuous regeneration in a sep-
arate zone, like in the case of the fluidized catalytic cracking
(FCC) operation described later. Modeling and design aspects
of FBRs are explained in detail in Chapter 4.
The advantages listed previously for FBRs, however, have to be

considered together with several operational limitations. Fluidi-
zation of the catalyst pellets at high velocities can cause unavoid-
able acceleration of the erosion of both reactor vessel and heat
exchange surfaces, and their undesirable breakdown into smaller
particle sizes eventually calls for the need of cost-intensive cata-
lyst separation/gas purification equipment. In contrast with
breakdown, the pellets can also merge into each other, and the
resulting increase in particle weights can cause defluidization,
which can seriously disturb the reactor operation.Moreover, res-
idence time distribution is not narrow in FBRs due to the chaotic
movement of reactive fluid inside the vessel. Another operational
drawback of FBRs is linked with their high sensitivity against the
presence of sulfur in the gaseous feed mixture. Once they enter
the reactor, sulfur-containingmolecules can immediately poison
the entire bed due to intense mixing of the phases and the highly
exposed surface area of small catalyst particles and can eventually
cause a suddendrop in pressure. This serious drawback, however,
is less serious in gas–solid PBRs as sulfur poisoning moves like a
wave front. In otherwords, at the beginning of the operation, only
the section of the packed bednear the inlet will be poisoned, while
pellets at the downstream will remain active until the ones at the
upstream are saturated with sulfur.
Apart from the operational drawbacks stated earlier, capital

and operating expenses involved in an FBR exceed those of a
PBR of equivalent capacity due to requirements of larger vessel
volume for handling fluidization and of installing gas purifica-
tion and solid circulation components. Chaotic nature of the
operation also calls for a tedious preliminary study of the proc-
ess of interest at the pilot scale that should be followed by a labor
and cost-intensive scaling-up stage, all of which eventually
increase the capital cost of the commercial FBR unit.
Although not as widely used as a gas–solid PBR, FBR remains

as the only choice for processes such as FCC and high-
temperature Fischer–Tropsch (HTFT) synthesis, both of which
have key roles in the petroleum processing and petrochemical
industries. FCC is a critical step in petroleum refining and
involves catalytic breakdown of heavy gas oil molecules into

commercially valuable products such as gasoline, diesel, and ole-
fins. The FBR reactor, shown in Figure 1.15 [17], is composed of
a riser and a regenerator between which the catalyst is circulated
continuously at rates that can exceed 100 tons/min. Endother-
mic cracking reactions that take place in the riser at tempera-
tures of 500–550 C unavoidably deposit coke on the surface
of the zeolite-based catalyst pellets [17]. Spent catalysts are con-
tinuously transported to the regenerator in which coke is burned
off with hot air at ca. 730 C for the restoration of the catalytic
activity. The cycle is completed when the regenerated catalysts
are conveyed back to the riser unit. Heat needed to drive the
endothermic cracking reactions is supplied by the hot catalysts
that come from the regenerator. HTFT synthesis, on the other
hand, involves catalytic conversion of synthesis gas into a hydro-
carbon mixture rich in olefins and gasoline. The process is car-
ried out at 340 C and 20 atm over iron-based catalysts. As FT
synthesis is strongly exothermic and the product distribution
is a strong function of temperature, the catalyst bed should be
maintained at isothermal conditions. This requirement is met
by the circulating fluidized-bed (CFB) reactor, known as the
Sasol Synthol reactor, shown in Figure 1.16a [12], in which heat
released during reactions is absorbed by the cooling coils
immersed into the reactor vessel to produce steam [18, 19].
These reactors can operate with capacities up to 8 × 103 bar-
rels/day (3.3 × 105 tons/year). CFB reactors are then replaced
by turbulent FBRs, known as Sasol Advanced Synthol reactors
(Figure 1.16b [19]), due to their smaller size, lower capital
expense requirements and maintenance costs, and their ability
to operate at higher conversions and capacities up to 2 × 104
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Figure 1.15 Riser cracking process by UOP. (a) Reactor, (b) stripper,
(c) riser, (d) slide valve, (e) air grid, and (f ) regenerator.
(Source: Werther [17]. Reproduced with permission of John Wiley &
Sons, Inc.)
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barrels/day (8.5 × 105 tons/year) with lower pressure drop [18,
19]. The use of FBRs in HTFT is extensively discussed in
Chapter 12.

1.3.2 Slurry reactors
Slurry reactors involve the coexistence and intense mixing of
gas, liquid, and solid phases in the same volume. The possibility
to run slurry reactors in the batch, semibatch, or continuous
modes differentiates these reactors from others in terms of oper-
ational flexibility. In slurry reactors, the roles of the three phases
can be different, that is, liquid can be a reactant, a product, or an
inert that serves as a contacting medium for gas and solids. Sim-
ilarly, dissolved gas can either be a reactant or an inert for indu-
cing mixing of liquid and solids via bubbling. The solid phase
usually corresponds to the finely dispersed catalyst particles with
diameters lower than 5 × 10−3 m [20].

Slurry reactors are typically used for highly exothermic reac-
tions. Heat removal from the reaction mixture is provided by
cooling coils immersed into the reactor vessel. Intense mixing,
which is enabled either by gas bubbling or by a mechanical agi-
tator, increases the heat transfer coefficient between the reaction
mixture and coils and improves the rate of heat removal. High
heat capacity and heat transfer coefficients of the slurries are
other factors that further promote heat transport and tempera-
ture control. Excellent heat management capabilities of slurry
reactors make them promising candidates for several processes,
with the most popular one being the low-temperature Fischer–
Tropsch (LTFT) synthesis that involves conversion of syngas
into a hydrocarbon mixture heavier than that synthesized in
HTFT. LTFT is carried out in the ~190–250 C range and at

pressures between 20 and 40 atm over Co-based catalysts
[6, 18]. As Co is more active than the Fe catalyst of HTFT
[21], exothermic heat generation is higher, and the demand
for fast heat removal becomes more critical. The reaction starts
in the gas–solid mode, where the synthesis gas with a molar H2/
CO ratio of ~2 contacts the Co-based catalyst pellets. In the
course of reaction, the liquid phase, called wax, is produced first
in the pores of the pellets and then in the entire reactor. These
conditions can be handled in a slurry bubble column reactor
(SBCR), a special version of the slurry reactor, described in
Figure 1.17 [21]. The same process can also be carried out in
a multitubular PBR involving trickle flow. However, the slurry
bubble column offers several advantages such as lower pressure
drop (ca. 1 atm in SBCR vs. 4 atm in PBR), higher intrinsic cat-
alytic activity due to the possibility of using small particle sizes
that minimize intraparticle diffusion limitations, higher mass
transfer coefficients due to well mixing, longer runs due to pos-
sibility of online addition/removal of the catalyst, better temper-
ature control improving reactant conversion and product
selectivity, and lower capital expenditure requirements [21].
Nevertheless, the drawbacks brought by the mobility of the cat-
alyst phase, that is, the need for catalyst–wax separation and the
risk of immediate catalyst poisoning, should not be underesti-
mated in SBCR operation. Apart from LTFT synthesis, slurry
reactors are used in other applications such as oxidation and
hydroformylation of olefins, methanation and polymerization
reactions, and ethynylation of aldehydes [20]. Further informa-
tion regarding the modeling and design of the slurry reactors is
presented in Chapter 6. The reader is also directed to Chapter 12
for a detailed discussion about the use of slurry reactors in LTFT.
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1.3.3 Moving-bed reactors
Moving-bed reactors are preferred when there is a need for con-
tinuous catalyst regeneration. In this operation, fresh catalyst is
fed from the top of the reactor, and it moves in the downflow
direction by gravitational forces. Spent catalyst leaving the reac-
tor at the bottom is usually replaced in the continuous mode.
While the catalyst movement is downward, reactive mixture
flow can be cocurrent or countercurrent to that of the cata-
lyst flow.
Moving-bed reactors do not involve intense mixing of the cat-

alyst bed with the reaction mixture. In this respect, heat manage-
ment within the bed is not as efficient as that involved in FBRs or
in slurry reactors. High heat capacity of the circulating catalyst
pellets dictates the heat transport in the moving-bed reactors. As
described in Chapter 13, these reactors are used in catalytic
hydrotreating of heavy oils, in which the moving bed ensures
steady conditions for the catalyst and therefore minimizes the
need for periodic shutdowns.

1.4 Reactors without a catalyst bed

The reactor types introduced in Sections 1.2 and 1.3 depend on
the existence of a catalyst bed, either fixed or moving, for the
operation. However, there are multiphase reactions, such as
the gas–liquid type, which do not involve the use of a solid cat-
alyst. Gas cleaning/purification applications, such as removal of

CO2 or H2S from gas streams via mono-/diethanolamine or
di-/triethylene glycol solutions and removal of nitrogen
oxides by water; liquid-phase processes of oxidation, nitration,
alkylation, hydrogenation, or manufacturing of products such
as sulfuric acid, nitric acid, and adipic acid; and biochemical
processes such as fermentation and oxidation of wastewater
are examples of industrial applications of gas–liquid reactions
[22]. Depending on factors such as residence time distribution
of the phases, throughput demand of the process, and heat
transfer requirements, gas and liquid phases can be contacted
in various configurations; that is, gas can be distributed into
the bulk liquid in the form of bubbles (bubble columns, plate
columns), liquid can be sprayed to the bulk gas in the form of
droplets (spray columns), or both phases can be contacted as
thin films over an inert packing or on the reactor wall (packed
columns, wetted wall columns). The common direction for liq-
uid flow is from the top to the bottom of the reactor, and gas flow
is usually in the opposite direction. Column-type reactors pre-
sented here involve a vessel and the particular components
required to introduce or contact the phases (e.g., spargers for
gas bubbling, spraying equipments for showering down the liq-
uid, packing materials for contacting gas and liquid films, liquid
distributors for ensuring uniform wetting of the packings, sieve
plates for directing the liquid flow and for providing cross-
contact with the rising gas). In general, reactor performance is
affected by the gas solubility, which is expected to be high for
improved rates. Operating temperature should be low, while
pressure should be high for increasing gas solubility in the reac-
tor. Depending on the heat of reaction, heat transfer equipment
can be integrated to the reactor structure for regulating the tem-
perature in the desired limits.
In some gas–liquid reactions, a mechanical agitator can be

integrated into the reactor for improving mixing and mass
transfer between the phases. In this case, the reactor is called
as a stirred-tank reactor (Figure 1.18 [12]). The agitator is com-
posed of an impeller that is mounted on a mechanically rotated
shaft. Rotation and desired level of fluid mixing are provided by
a variable speed electric motor that is placed on the reactor ves-
sel. Gas–liquid stirred-tank reactors are also equipped by spar-
gers for dispersing the gas bubbles into the liquid and by baffles
to minimize swirl and vortex formations. In general, four baffles,
each of which is one-tenth of the vessel diameter, are placed into
the inner perimeter of the vessel. Aspect ratio, which is defined
as the ratio of the liquid height in the tank to the tank diameter,
is usually set up to be ~3 for increasing the residence time
of the gas and improving the extent of reaction between
phases. In such configurations, mixing is provided by multiple
impellers mounted on the same shaft with distances up to one
tank diameter [23].
In stirred-tank reactors, the possibility of regulating the agi-

tation speed and the selection of various impeller types and dia-
meters allow control over the degree of mixing of different
fluids, which is quantified by the impeller Reynolds number
(Re = D2Sρ/μ; D, impeller diameter; S, speed of agitation; ρ, fluid
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Figure 1.17 Slurry bubble column reactor for low-temperature
Fischer–Tropsch synthesis.
(Source: Espinoza et al. [21]. Reproduced with permission of Elsevier.)
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density; μ, fluid viscosity). The impeller types not only affect the
mixing characteristics but also the power consumption deter-
mined by the dimensionless power number (Po = P/ρS3D5; P:
power consumption). Plots of Po versus Re define the power

characteristics of the impeller which is affected by factors such
as its position in the tank and its diameter. In the laminar
regime, characterized by Re < 10, Po decreases linearly with
Re, whereas in the turbulent regime (Re > 104), Po remains con-
stant and reaches an asymptotic value which is a function of the
impeller type [23].

Heat transfer into/from the stirred-tank reactors is made pos-
sible by various configurations (Figure 1.19 [12]). Low heat
duties can be realized by the heat transfer fluid flowing in a
jacket surrounding the vessel (Figure 1.19a). For higher heat
duties coils (Figure 1.19b) or internal tubes (Figure 1.19c) are
immersed into the vessel for heat transfer fluid circulation.
Heating/cooling of the reactive mixture in an external heat
exchanger via a circulating loop (Figure 1.19d) is also possible.
Other possible heat transfer configurations are shown in
Figure 1.19e and f. In all cases, heat transfer coefficient on the
reactor side is known to increase with the degree of mixing.

In addition to processes involving gas–liquid reactions, stir-
red-tank reactors can also be used for single (liquid)-phase reac-
tions. Moreover, their operation is not limited to the continuous
mode, and they can be easily adapted for use in semibatch and
batch modes. The absence of a gas phase does not pose impor-
tant structural and operational differences from those stated ear-
lier for multiphase systems. However, in the case of single-phase
operation, the aspect ratio is usually kept lower (~1) to ensure
well mixing of the reactive liquid. Regardless of the number
of phases involved, stirred-tank reactors can approach their
ideal states if perfect mixing is established. Under such condi-
tions, it is assumed that reaction takes place immediately just
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Figure 1.19 Heat transfer strategies in stir-
red-tank reactors. (a) Jacket, (b) internal
coils, (c) internal tubes, (d) external heat
exchanger, (e) external reflux condenser,
and (f ) fired heater.
(Source: Couper et al. [12]. Reproduced with
permission of Elsevier.)
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after the entrance of the reactants, and the properties of the exit
stream are the same with those of the reactive mixture. Never-
theless, depending on the fluid properties and the specific
internal geometry of the vessel, poorly mixed zones causing
selectivity issues may develop in real operations.

1.5 Summary

Catalytic reactors are critical processing units of industrial
chemistry. The complex combination of several factors such
as conditions of the key reactions, requirements, and limitations
of the catalytic chemistry and the demand for meeting the com-
mercial targets for conversion and yield have led to the evolution
of numerous catalytic reactor types. Besides technical require-
ments, fixed and operating capital expenses of the reactors
determine the final decision for the selection of the appropriate
reactor type. This chapter aims to provide an overview of all the
factors involved that may help readers in understanding the key
features of these complex reactors and their significance in
chemical industry. The contents of this chapter are prepared
to set the basis for the following chapters, each of which provides
detailed information about the analysis, design, and modeling of
the multiphase reactors covered in this book.
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CHAPTER 2

Microkinetic analysis of heterogeneous
catalytic systems

Zeynep Ilsen Önsan
Department of Chemical Engineering, Boğaziçi University, Istanbul, Turkey

Abstract

This chapter deals with the microkinetics of gas–solid catalytic
reaction systems. An applied approach is adopted in the discus-
sion, which starts with the formulation of intrinsic rate equations
that account for chemical processes of adsorption and surface
reaction on solid catalysts and then proceeds with the construc-
tion of global rate expressions that include the individual and
simultaneous effects of physical external and internal mass
and heat transport phenomena occurring at the particle scale.

2.1 Heterogeneous catalytic systems

The task of the chemical reaction engineer is generally com-
pleted in two consecutive phases: (i) measurement and evalua-
tion of the chemical kinetic behavior of a reaction system
(microkinetic analysis and modeling) and (ii) use of this infor-
mation in the design of equipment in which the reaction will be
conducted (macrokinetic analysis and reactor design). Without
underestimating the importance and complexity of the second
phase, it can be said that the first phase of the task is by far
the more critical, since it has to be completed correctly before
the second phase is tackled. Chemical kinetic models, which
are essential for efficient reactor design and scale-up, need to
be based on experimental data that reflect steady-state chemical
activity, that is, chemical events only. In solid-catalyzed hetero-
geneous systems, physical processes such as mass and energy
transport at the particle scale may interfere with chemical
(intrinsic) rates to modify the overall (global) reaction rates
observed. These physical transport phenomena are analyzed
depending on the characteristics of the particular catalyst/reac-
tor system used and are then superimposed on the chemical
kinetic model.

Accordingly, in order to arrive at the rate equation(s) appro-
priate for macrokinetic analysis at the reactor scale, microkinetic
analysis has to take into account several chemical and physical
rate processes at the particle scale:

1 Transfer of reactant(s) from the bulk gas stream to the exte-
rior catalyst surface

2 Diffusion of reactant(s) from the exterior surface into the
interior surface

3 Chemisorption of reactant(s) on the inner surface of the pores
4 Surface chemical reaction to form product(s)
5 Desorption of product(s) from the surface of the pores
6 Diffusion of product(s) from the pores to the exterior catalyst

surface
7 Transfer of product(s) from the exterior catalyst surface to the

bulk gas stream
In this sequence, steps 3–5 are the chemical rate processes;

laboratory analysis of these steps in the absence of physical
effects yields the intrinsic reaction rate. Steps 1 and 7 are exter-
nal physical rate processes separated from and in series with the
chemical rate processes, while steps 2 and 6 are internal physical
rate processes occurring simultaneously with chemical rate
processes. The external and internal physical transport effects
existing in a particular system are superimposed on the intrinsic
reaction rate to obtain the global reaction rate, which is used in
the macroscopic mass and energy transport equations required
for reactor design.

In the intrinsic heterogeneous catalytic cycle, the reactants are
adsorbed on the catalyst surface at specific locations called active
sites, and they are activated by chemical interaction with these
sites to form the catalyst–reactant complex, thus rapidly trans-
forming on the active site to adsorbed products which subse-
quently desorb from these sites allowing them to momentarily
return to their original state until other reactant molecules
adsorb. The simple hypothesis initiating from Langmuir’s work
on chemisorption [1, 2] forms the basis of the modern theory
used in the interpretation of the kinetics of reactions at the cat-
alyst surface:

Adsorption of reactants Surface reaction
Desorption of products

This postulation has been useful in correlating a wide variety
of kinetic results as well as in predicting the effects of new
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conditions imposed on reacting systems. There are, however,
some conceptual difficulties arising from experimental results
which suggest that only a small fraction of the surface is active
and that active sites for chemisorption are not the same for all
species. The simple physical model of the catalyst surface pro-
posed later by Taylor [3] has the following features: (i) the cat-
alyst surface can offer a variety of sites where molecules can
adsorb with various bond strengths, (ii) the structure of the
adsorbed species depends on bond strength, (iii) for a particular
surface reaction to happen, bond strengths must be within spe-
cific limits, and (iv) sites that meet these bond energy require-
ments are called the active sites for the reaction. In short,
there are a “fixed number of active sites” that account for the
catalytic activity of a solid catalyst.
While the basic variables by which chemical processes can be

controlled are temperature, pressure, inlet reactant concentra-
tions, and residence time in the reactor, two technological devel-
opments of major consequence starting with 1960s have made
possible cost-effective operation under less severe conditions:
the prevalent use of efficient catalysts and improved reactor con-
figurations. The impact of heterogeneous catalysis is significant,
since three major areas of the world economy, namely, petro-
leum refining, chemicals manufacturing, and environmental
cleanup, all require the use of efficient solid catalysts.
The general definition of a catalyst is common to homogene-

ous, heterogeneous, and enzyme catalysis. A catalyst is a sub-
stance that increases the rate at which a chemical reaction
approaches equilibrium without itself suffering permanent
chemical change. This description indicates that a catalyst gets
temporarily involved in the chemical reaction, changes chemical
reaction rates, but does not disturb chemical reaction equilib-
rium. Catalysts can only accelerate reactions that are thermody-
namically feasible, that is, only those with negative Gibbs free
energy change, ΔG < 0, at a specified temperature. For a given
reaction, the chemical equilibrium reached in the absence and
presence of a catalyst is the same equilibrium:

ΔG = −RgT lnK 2 1

Since the overall reaction equilibrium constant K is also equal
to the quotient of the velocity constants for the forward and
reverse reactions (K = kf/kr), both reactions are accelerated by
the same factor. This does not, however, suggest that all the reac-
tions in a multiple reaction system are accelerated to the same
extent; quite the reverse, the merit of a successful catalyst is to
accelerate only the desirable reaction(s).
In solid-catalyzed reactions, the reactant binds to an active

site on the catalyst surface where an intermediate catalyst–
reactant complex is formed, and reaction occurs on the active
site to form products which are then released into the gas.
Transformation of the reactant into product is expedited,
because the role of the catalyst is to convert reactant(s) into a
form in which conversion to product(s) is easier, and by this
means, the catalyst provides a new reaction path that is energet-
ically more beneficial than the uncatalyzed path (Figure 2.1).

Chemical reactions, catalyzed or uncatalyzed, take place in
accordance with the Arrhenius equation:

k=Aexp −
EA
RgT

2 2

The preexponential or the frequency factor A is catalyst
dependent, that is, it varies with the extent of surface and has
the same units as the rate constant k. On the basis of the collision
theory, it can be estimated that the frequency factor of a unimo-
lecular heterogeneous reaction is smaller than that of its homo-
geneous counterpart by a factor of 1012. It follows that, for
efficient catalysis, the activation energy EA of the catalyzed reac-
tion should be at least 80 kJ/mol lower than that of the uncata-
lyzed one at 298 K. At higher reaction temperatures, the
difference in EA must also be higher in order to keep the advan-
tage of the catalyzed reaction rate. EA and A usually tend to com-
pensate the change in one another; hence, the compensation (or
theta) effect between A and EA has to be taken into account [4].

2.1.1 Chemical and physical characteristics of
solid catalysts

In heterogeneous catalysis, the reaction takes place at the inter-
face between the catalyst and the less dense phase. Adsorption is
defined as the preferential concentration of gas molecules at a
fresh solid surface, caused by the existence of a field force that
attracts molecules of the contacting fluid. Two major types of
adsorption have been recognized, namely, physical adsorption
and chemisorption [5, 6].
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Figure 2.1 Potential energy curves representing the action of a solid catalyst.
(Source: Davis [4]. Reproduced with permission of John Wiley & Sons.)
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Physical adsorption, which is similar to the condensation of
vapor molecules onto a liquid surface of the same composition,
(i) is due to weak attractive forces of the van der Waals type,
(ii) is multilayer and nonspecific, (iii) occurs at temperatures
close to the boiling point of the adsorbate, and (iv) has low heats
of adsorption close to the heats of condensation of the adsorbate
involved.

Chemical adsorption (chemisorption), on the other hand, is
similar to a chemical reaction resulting in the formation of an
intermediate compound restricted to the surface layer of the
adsorbent and, unlike physical adsorption, it (i) involves chem-
ical bonding and exchange of electrons between the adsorbate
and the partially uncoordinated active sites of the adsorbent,
(ii) is monolayer and highly specific, (iii) occurs at temperatures
well above the boiling point of the adsorbate, and (iv) has much
higher heats of adsorption close to the heats of chemical reac-
tions. Conditions required for catalysis designate chemisorption
as the essential precursor to surface reaction. Physical adsorp-
tion may, nonetheless, facilitate the transition of reactants from
the gaseous to the chemisorbed state (Figure 2.2).

2.1.1.1 Quantitative treatment of chemisorption
The key concept in the quantitative treatment of chemical
adsorption is due to Langmuir [1, 2] in his pioneering work aim-
ing to find “a relation between the quantity of gas adsorbed by a
solid and the pressure of the gas over the solid when equilibrium
is reached.” His original derivation was a kinetic one, with the
implicit assumptions of (i) monolayer adsorption, taking place
through the collision of gaseous adsorbate molecules with
vacant active sites on the surface, (ii) one site–one entity inter-
action, with each surface site accommodating only one entity
(i.e., one atom or one molecule), and (iii) energetic uniformity
of the entire active surface.

Langmuir used fractional surface coverage by the adsorbate
gas, θA, as a measure of the amount of gas adsorbed and

envisaged a dynamic equilibrium between the adsorption and
desorption rates of the adsorbate, Rads = Rdes. The original form
of the Langmuir isotherm for molecular adsorption of the
adsorbate gas, A + S A − S, was obtained as

θA =
KAPA

1 +KAPA
2 3

KA =
kads
kdes

= adsorption equilibrium coefficient

Rads = kadsPA 1 − θA and Rdes = kdesθA

For dissociative adsorption, A2 + 2S 2A − S, the Langmuir
isotherm becomes

θA =
KAPA

1
2

1 + KAPA
1
2

2 4

For multicomponent adsorption on similar sites, A + S
A − S and B + S B − S,

θA =
KAPA

1 +KAPA +KBPB

θA =
KAPA

1 + KiPi
for i number of components 2 5

The monolayer assumption of the Langmuir treatment is
valid since exchange of electrons and chemical bonding are
involved in chemisorption, and the usual range of chemical bond
distances would indicate the formation of only a monolayer
restricted to the surface. The second one site–one entity assump-
tion is not always true, since chemisorption of more molecules
on one site or one molecule on two or more sites is possible
depending on the coordination between active sites and adsorb-
ate molecules. The third assumption regarding energetic equiv-
alence of the active surface contains an important weak point;
experimental observations clearly indicate decreasing heats of
adsorption ΔHads with increasing surface coverage θ. The
major reasons for the decline in ΔHads are listed as surface
heterogeneity and lateral interaction between adjacent species;
that is, highly active sites are covered first and adsorption on
neighboring sites increases surface repulsions.

The early work of Beeck in 1950 shows isosteric heats of
adsorption for hydrogen as a function of surface coverage
on several metal films, exhibiting their dependence on surface
coverage [8, 9]. These data also indicate that there is a common
region corresponding to intermediate surface coverages (0.2 < θ
< 0.8) that are essential for efficient catalysis, where the decline
in the heats of adsorption is linear and an average ΔHads value
may be used with some approximation if the fall is not appreci-
able. The distinct advantage of the Langmuir isotherm is that it
readily describes multicomponent chemisorption in all partial
pressure ranges and also predicts the two limiting conditions
of θA 0 when PA 0 and θA 1 when PA ∞; as a result,
it forms the basis of the modern treatment of heterogeneous
reaction kinetics in the formulation of rate equations.

Two other well-known isotherms that do not involve an
assumption regarding energetic equivalence of the active surface
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Figure 2.2 Effect of temperature on amount of gas adsorbed for
simultaneous physical adsorption and activated chemisorption.
(Source: Hill [7]. Reproduced with permission of John Wiley & Sons.)

Microkinetic analysis of heterogeneous catalytic systems 19



are the Temkin isotherm and the Freundlich isotherm [6]. The
Temkin isotherm takes into account a linear fall in ΔHads with
increasing θ andpermits its interpretation in termsof surfacehet-
erogeneity as well as lateral repulsion between adsorbed species:

θA = k1 ln k2PA 2 6

This isotherm may be derived from kinetic considerations for
intermediate surface coverages (0.2 < θ < 0.8), but it does not lend
itself to multicomponent adsorption and also fails to predict the
limiting conditions of θA 0when PA 0 and θA 1when PA

∞. Even though it was used for correlating the kinetics of
ammonia synthesis, the Temkin isotherm has not found much
use in the kinetic analysis of solid-catalyzed gas-phase reactions.
Originally postulated as an empirical equation, the Freun-

dlich isotherm with two constants, k and n, can be derived from
thermodynamic or statistical considerations with the assump-
tions that ΔHads decreases exponentially with increasing surface
coverage and that this decrease is due to surface heterogeneity:

θA = k PA
1
n; n > 1 2 7

The statistical derivation shows that the Freundlich isotherm
is expected to be valid at low surface coverages; in fact, the iso-
therm successfully predicts that θA 0 when PA 0 but fails to
predict θA 1 when PA ∞. The Freundlich isotherm can
handle multicomponent adsorption to some extent, and in some
cases, the Langmuir isotherm can be reduced to the power func-
tion form of the Freundlich isotherm.

2.1.1.2 BET treatment of physical adsorption
The Langmuir approach was extended to multilayer adsorption
by Brunauer, Emmett, and Teller in the form of the BET equa-
tion with two constants. The linearized form of the BET equa-
tion is important in the measurement of total surface areas of
porous solid catalysts [5]:

P
Vads P0−P

=
1

VmC
+
C−1
VmC

P
P0

2 8

Here, P is the pressure of adsorbate (N2), in mmHg; P0 is the
saturation or vapor pressure of adsorbate, in mmHg; Vads is the
volume of adsorbed gas, in cm3; Vm is the volume of monolayer,
also in cm3; andC is a constant for the particular gas–solid system
used and temperature. Utilizing the P versus Vads data obtained
on a constant-volume or constant-pressure BET equipment, the
volume of the monolayer is easily calculated from the slope and
intercept of the BET equation. The specific surface area Sg of the
catalyst is then calculated in a simple sequence of steps using the
ideal gas law,Avogadro’s numberN0, and the cross-sectional area
Am of one molecule of the adsorbate:

Sg m2 g = total surface area per unit weight of catalyst sample

Vm =monolayer volume cm3

Vm

22414
=

cm3

cm3 mol at STP
=moles of gas in monolayer

Vm

22414
6 02 × 1023

molecules
mol

= number of molecules in monolayer

Vm

22414
6 02 × 1023 Am = area covered by the molecules in monolayer

Am = cross-sectional area of one molecule = 16 2Å
2
for N2

Sg m2 g =
Vm

22414
6 02 × 1023 Am

1
wcat

10−20 2 9

including the conversion of (Å)2 to m2 as well as the weight of
the solid catalyst sample.

2.1.1.3 Catalyst physical properties
The physical properties of solid catalysts have a pronounced
effect on their catalytic performance and are also used in geo-
metric models of catalyst particles as well as in expressing effec-
tiveness factors. The more frequently used properties are listed
in the following.
Sg (m

2/g), total surface area per gram of catalyst, or specific
surface area, is a measure of the extent of surface available for
adsorption and determines the amount of gas adsorbed.
Vg (cm

3/g), void volume or pore volume per gram of catalyst
particle, is a measure of the effectiveness of the internal surface
and is calculated from

Vg cm3 g =
VHg−VHe

mp
2 10

Here, VHg and VHe (both in cm3) are the volumes of Hg and
He displaced by the particle as measured by pycnometry, respec-
tively, and mP is the mass of the catalyst sample.
ā (Å), mean pore radius, is roughly estimated by assuming all

pores are cylindrical, straight, and parallel with the same radius
and length:

a Å =
2Vg

Sg
2 11

ρS (g/cm
3), density of the solid phase in the particles, is cal-

culated using VHe:

ρS g cm3 =
mP

VHe
2 12

ρP (g/cm3), density of the porous particles, is calculated
using VHg:

ρP g cm3 =
mP

VHg
2 13

ЄP, void fraction or porosity of the particles, is calculated
using the difference between VHg and VHe or from (VgρP);
voidage of most industrial catalysts is in the range of
0.40–0.60:

ЄP =
VHg−VHe

VHg
or VgρP 2 14

Pore-volume distribution, distribution of void volume
according to pore size or radius of pore mouth, is measured
by N2 adsorption–desorption experiments [5, 8].
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2.1.2 Activity, selectivity, and stability
The three fundamental properties inherent in the actual defini-
tion of a catalyst are activity, selectivity, and stability. Moreover,
for successful industrial applications, catalysts must be regener-
able, reproducible, mechanically and thermally stable with suit-
able morphological characteristics, and also economical.

2.1.2.1 Catalyst activity
Activity is a measure of the rate at which the catalyst causes the
chemical reaction to arrive at equilibrium. In terms of kinetics,
the reaction rate defines catalyst activity as the quantity of reac-
tant consumed per unit time per unit volume or mass of catalyst:

−RA V =mol L h or −RA P =mol kg h

In industrial practice, it is more practical to use readily meas-
ured parameters such as

STY = space-time yield =mol L h or RB V =mol L h

Space-time yield is the quantity of product formed per unit
time per unit volume of reactor or catalyst, since reactor volume
is taken as the catalyst-packed volume.

Space time is defined as the time required for processing
one reactor volume of feed and is calculated by dividing the
reactor volume by the volumetric flow rate of feed. The recip-
rocal of space time is defined as space velocity, with units of
reciprocal time, and signifies the number of reactor volumes of
feed processed per unit time. The phase and the conditions at
which the volumetric flow rate of feed is measured have to be
specified.

High activity is reflected in either high space-time yield from
comparatively small catalyst volumes or mild operating condi-
tions that enhance selectivity and stability. Catalyst activity
defined as (−RA)V or (RB)V depends on pressure, temperature,
and reactant concentrations.

In the screening of a range of solid catalysts in order to select
the best candidate(s), a correct comparison of their catalytic
activity is possible by determining one of the following, under
otherwise similar reaction conditions [10, 11]: (i) their conver-
sion levels, x, (ii) the space velocity required in each case for
achieving a given constant conversion level, x, (iii) the space-
time yield, or (iv) the temperature necessary for reaching a given
conversion level, x.

2.1.2.2 Catalyst selectivity
In complex reaction systems, several stable products are pro-
duced by more than one reaction, and some of the products
are not desirable. Selectivity is a measure of the extent to which
the catalyst accelerates the formation of desired product(s) and
is usually a function of the degree of conversion of reactant and
reaction conditions, particularly temperature. A number of dif-
ferent definitions of selectivity are used according to purpose.

The basic concept is overall selectivity, defined as the ratio of
the quantity of desired product to the quantity of reactant con-
verted, (mol/mol) or (mol%). For parallel (competing) reac-
tions, rate selectivity is defined as the ratio of the rate of

formation of desirable product B to the rate of formation of
another product C, (RB)V/(RC)V, as in the case of the simultane-
ous reactions, A B and A C.

2.1.2.3 Turnover frequency and turnover number
Turnover frequency (TOF) quantifies the number of molecules
converted or formed per catalytic site per second at specified
conditions of temperature, pressure, and conversion:

TOF =
−RA V

number of centers
volume

;
mol L s
mol L

= s−1

For most relevant industrial applications, TOF values in the
range of 10−2–103 s−1 have been observed. For enzyme-catalyzed
reactions, TOF levels are much higher at 103–107 s−1. TOF is
limited by the difficulty in determining the number of active
centers for multimetallic, nonmetallic, and mixed oxide catalysts
used more frequently in large-scale operations.

Turnover number (TON) specifies the number of catalytic
cycles for which the catalyst is effective up to the decline in activ-
ity. For most industrial applications, TON values are in the range
of 106–108.

2.1.2.4 Catalyst stability
The stability of a catalyst is determined by its ability to withstand
changes in physical and chemical properties that take place dur-
ing use, leading to catalyst deactivation. Chemical, thermal, and
mechanical stability of a catalyst determines its lifetime in indus-
trial reactors. Total catalyst lifetime is usually crucial for the eco-
nomics of a catalytic process.

A catalyst with good stability will change only very slowly
over the course of time under conditions of use and regenera-
tion. Catalyst stability is influenced by numerous factors, includ-
ing decomposition, coke formation, poisoning, and sintering.
The priority of target properties in catalyst design and develop-
ment for industrial applications is commonly given in the
following order: selectivity > stability > activity.

2.1.2.5 Catalyst deactivation
It is misleading to say that a catalyst is totally unchanged by the
reaction it catalyzes. Gradual physical and chemical alterations
may take place during catalysis or with usage. Industrial cata-
lysts are slowly deactivated by phenomena that accompany
the main catalytic process. Catalyst aging, or deactivation, is
indicated by the decrease in catalyst activity with time. It intro-
duces additional complexity to the determination of rate para-
meters and has to be considered in macrokinetic analysis, that is,
in catalytic reactor design.

The most common causes of catalyst deactivation are [12]
(i) poisoning by strong chemisorption of impurity chemicals
on active sites, (ii) fouling or coking by the deposition of carbon
on active sites, (iii) sintering due to loss of active surface by the
agglomeration of metals, narrowing or closing of pores of the
solid support, (iv) chemical decomposition due to loss of active
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components by vapor transport, and (v) mechanical failure
caused by the attrition and crushing of catalysts.
Poisoning is a chemical effect, and catalyst poisons are extra-

neous materials forming strong adsorptive bonds with the active
sites on the catalyst surface. Adsorbed poisons physically block
adsorption sites andmay also induce changes in the electronic or
geometric structure of active surfaces. For instance, sulfur
adsorbs strongly on metals such as Ni and prevents or modifies
the adsorption of reactant molecules; its presence causes sub-
stantial or complete loss of activity. Sulfur poisoning is a major
problem in the industrial processes of steam reforming, hydro-
genation, methanation, and Fischer–Tropsch synthesis. The
order of decreasing toxicity for sulfur is given as H2S > SO2 >
SO4

2−, which results from the increased shielding by oxygen.
Frequently, reaction products may adsorb more strongly than

reactants; reaction products that desorb slowly from the active
sites and thereby reduce reaction rates are generally termed as
inhibitors, not as poisons, and are taken into account in reaction
rate equations.
Fouling, coking, and carbon formation are used interchange-

ably and refer to the physical deposition of species from the fluid
phase onto the catalyst surface, resulting in activity loss due to
blockage of sites and/or pores. Coke-forming processes may also
be accompanied by the chemisorption of condensed hydrocar-
bons which act as poisons.
On nonmetallic catalysts, coke formation is a result of crack-

ing reactions involving alkenes and aromatics. On metallic cat-
alysts, depending on temperature, carbon deposits may contain
little or no hydrogen. Carbon is formed either as graphite or as
filaments growing out from metal surfaces, causing metal dis-
persion and deterioration. Coke formation processes can be
attributed to the following reactions:

2CO C +CO2; CH4 C + 2H2; 2H2 +CO2 C +H2O

Thermally induced catalyst deactivation may result from
(i) loss of catalytic surface due to metal crystallite growth, that
is, metal(s) present in the form of separate dispersed atoms or
small clusters rearrange to form larger crystallites, (ii) loss of
support area due to support collapse or pore collapse on metal
crystallites, resulting in pore closure and encapsulation of
metals, or (iii) transformation of catalytic phases to noncatalytic
phases, as in the solid-state reaction of NiO with Al2O3 to form a
stable but inactive NiAl2O4 under steam-containing or oxidizing
conditions at temperatures above 400–500 C. The first two pro-
cesses described in (i) and (ii) here are typically called sintering.

2.1.2.6 Measures against catalyst deactivation
A brief synopsis of commonly used measures is given here to
emphasize their significance both in catalyst development and
in processing strategies [12, 13]. Poisoning of metal catalysts
can be avoided by the incorporation of suitable promoters in
catalyst formulations as well as pretreatment of feed mixtures
to remove impurities. A good example of increasing the sulfur
resistance of Ni or Co catalysts is the addition of Mo in the

hydrogenation of COx or in hydrotreatment processes. Coke
formation can be reduced substantially by increasing the
hydrogen partial pressure, by partial neutralization of acid sites
with promoters, and by additives such as SiO2, Al2O3, TiO2,
MoO3, or WO3 to prevent filamentous carbon in the case of
Ni–Fe catalysts. In steam reforming processes, the steam to
carbon ratio is increased to inhibit carbon formation and/or
to gasify the carbon deposited on the surface. Coke already
formed is removed by periodic regeneration of the catalyst
by combustion (burning off ) of the deposited carbon layer
in a controlled manner to avoid local sintering of the active
phase or carrier. In sintering, catalyst stabilization is increased
by using particles with lower densities and narrow pore-size
distributions. For a given reactant, the stability of active metals
against sintering increases as follows, with Re being the most
stable:

Ag <Cu <Au < Pd <Ni <Co <Pt < Rh <Ru < Ir <Os <Re

Addition of higher melting noble metals like Rh and Ru to
base metals such as Ni also improves thermal stability.
Considering some of the commonly used support materials,

the stability against sintering increases in the following order:

TiO2 < SiO2 <Al2O3 <MgO

TiO2 is an exception, since it is the typical support for strong
metal–support interactions (SMSI). Addition of Ba, Zn, La, Si,
and Mn promoters improves the thermal stability of Al2O3 sup-
ports and hinders loss of total surface through extended use at
relatively high temperatures.

2.2 Intrinsic kinetics of heterogeneous
reactions

The intrinsic catalytic cycle contains only the chemical steps
3–4–5 of the 7-step sequence listed in the so-called continuous
reaction model. It is necessary to make the assumption of zero
gradients with respect to heat and mass transport both outside
and within the catalyst particle. Therefore, experimental condi-
tions in the laboratory have to be adjusted to ensure that
(i) external transport processes (steps 1 and 7 of the sequence)
are very rapid compared to chemical steps and (ii) internal
transport processes (steps 2 and 6 of the sequence) are negligi-
ble, that is, particle sizes are small enough to ignore pore struc-
ture. In Figure 2.3, the reactant concentration profile labeled
as IV represents the case for intrinsic kinetics.
In the interpretation of the intrinsic kinetics of catalytic reac-

tions, the simple scheme based on Langmuir’s work including
chemisorption of reactants, surface chemical reaction, and
desorption of products provides the framework together with
Taylor’s physical surface model postulating a fixed number of
active surface sites. This analysis has been successful in correlat-
ing a wide range of kinetic results and also in predicting possible
effects of new reaction conditions.
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The three key principles used in the formulation of intrinsic
rate equations originate from these surface model concepts [14]:
1 Constancy of the total number of active sites, which is a priori

assumption based on the physical surface model
2 Quasi- or pseudo-steady-state approximation, which assumes

that concentrations of intermediate complexes formed on the
surface are small and time invariant

3 Presence of rate-controlling or slow step(s) in the reaction
mechanism comprising adsorption, reaction, and desorption
steps, which establishes the final functional form of the intrin-
sic rate equation.

2.2.1 Kinetic models and mechanisms
Consider a single reaction of the form

A B

Since the reaction is solid catalyzed, it is clear that it does not
take place as written by the stoichiometric equation. Postulating
a possible reaction mechanism in terms of elementary reaction
steps and intermediate complexes of the type described by
Langmuir,

A+ S A−S adsorption; k1, k−1

A−S B−S surface reaction; k2, k−2

B−S B+ S desorption; k−3, k3

If we let S = SV, A–S = SA, and B − S = SB, then SV, SA, and SB
refer to the chemical forms of unoccupied and occupied active
surface sites, respectively. Reactant A adsorbs on vacant site SV
to form the catalyst–reactant complex SA which is converted to
adsorbed product complex SB, and finally, adsorbed product
desorbs to give gaseous product B and also regenerate the vacant
active site SV so that a cyclic reaction pattern repeats itself and a
large number of product molecules can be formed by each active

site. The important point is that the vacant site SV consumed by
the first step is regenerated in the third step of the reaction
mechanism, leading to a closed sequence.

In order to proceed with the kinetic analysis, the a priori
assumption that the number of active sites is a constant propor-
tional to the mass of catalyst (SO) is utilized in writing a “site
balance”:

SO = SV + SA + SB 2 15a

Considering that the number of active sites on the surface is
small compared to the number of reactant molecules in the gas
phase, a dynamic steady state is readily established between gas-
eous and adsorbed species if the intermediate steps are reactive
enough. Under conditions where the quasi- or pseudo-steady-
state approximation is applicable, the distribution of active sites
between occupied and unoccupied forms does not change with
respect to time, and thus, surface concentrations of intermediate
species can be related to their gas-phase concentrations:

dSA
dt

= k1CASV −k−1SA−k2SA + k−2SB = 0 2 15b

dSB
dt

= k2SA − k−2SB − k−3SB + k3CBSV = 0 2 15c

Since the net rates of all the consecutive steps in the mechan-
ism are identical under the steady-state approximation, the net
steady-state rate for the overall reaction may be evaluated from
any one of the steps. However, considering that most reactions
involve more than one reactant and/or product, the resulting
sizeable rate equations are cumbersome and tend to correlate
virtually any set of data with little distinction.

Simplification of the rate expression is possible if the
rate constants corresponding to one of the elementary steps
in the reaction mechanism can be identified as being small
compared to others. This is called the “slow step” or the rate-
controlling/rate-limiting/rate-determining step in the overall
reaction mechanism. In the limiting case, all elementary reac-
tion steps of the mechanism are essentially at equilibrium
except the rate-determining slow step; therefore, the net
steady-state rate can be expressed in terms of the slow step,
and equilibrium statements can directly be written for all other
steps in the mechanism.

The slow stepmay be any one of the three steps in the reaction
mechanism; so, the limiting case may be that of (I) surface reac-
tion controlling, (II) adsorption of reactant controlling, or (III)
desorption of product controlling. Since a large majority of het-
erogeneous reactions are surface reaction controlled, the Lang-
muir–Hinshelwood approach to kinetics of fluid–solid catalytic
reactions [15] based on fractional surface coverages of reactants
was restricted only to this particular rate-limiting step. The
Langmuir–Hinshelwood formulation is a special case of the
comprehensive approach put forward later by Hougen andWat-
son [16] for deriving rate expressions when adsorption, surface
reaction, or desorption is controlling the rate; the latter treat-
ment provides a rational and structured approach to catalytic
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Figure 2.3 Reactant concentration profiles in different global rate regimes:
I, external mass transfer limitation; II, pore diffusion limitation; III, both
external and internal mass transfer limitations; IV, no mass transfer
limitations on the intrinsic rate.
(Source: Hill [7]. Reproduced with permission of John Wiley & Sons.)
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kinetics, despite the restrictions of the Langmuir isotherm on
which it is based [13, 17]. Furthermore, parameters accounting
for catalytic activity, catalyst effectiveness as a result of diffusion,
and/or activity decay may also be included in the Hougen–
Watson derivations. It must, however, be kept in mind that
the equations obtained are kinetic models, not mechanistic
descriptions, and they will only indicate that the proposed
sequence of steps are plausible.

Case I Surface reaction controlling
This limiting case corresponds to the assumption that the
adsorption and desorption steps of the reaction mechanism
are fast and essentially at equilibrium, while the surface reaction
step is slow and far from equilibrium:

k2SA,k−2SB k1CASV , k−1SA, k−3SB, k3CBSV

−RA SI = k2SA − k−2SB = net steady-state rate for Case I

2 16a

SA =
k1
k−1

CASV =KACASV = adsorption equilibrium statement for A

2 16b

SB =
k3
k−3

CBSV =KBCBSV = desorption equilibrium statement for B

2 16c
SO = SV + SA + SB = SV +KACASV +KBCBSV = site balance

2 16d

SV =
SO

1 +KACA +KBCB

−RA SI =
k2KASO CA−

CB
K

1 + KACA + KBCB
2 17

K =
KsrKA

KB
2 18

Case II Adsorption of reactant controlling
This case relates to the situation where the adsorption of reac-
tant A on a vacant active site to form the active complex SA is
slow, while both the surface reaction converting SA to adsorbed
product SB and the desorption of B are fast:

k1CASV , k−1SA k−3SB, k3CBSV , k2SA, k−2SB
−RA SII = k1CASV −k−1SA = net steady-state rate for Case II

2 19a

SB =
k3
k−3

CBSV =KBCBSV = desorption equilibrium statement for B

2 19b

k2SA = k−2SB; SB =
k2
k−2

SA =KsrSA = reaction equilibrium statement

SA =
KB

Ksr
CBSV since SB =KBCBSV =KsrSA 2 19c

SO = SV + SA + SB = SV +
KB

Ksr
CBSV +KBCBSV = site balance

2 19d

SV =
SO

1 + KB
Ksr
CB +KBCB

−RA SII =
k1SO CA − CB

K

1 + KA
K CB +KBCB

2 20

The denominator of this equation does not explicitly contain
the reactant concentration CA.

Case III Desorption of product controlling
This is the step where SB decomposes to give gaseous product B
and regenerates SV. Both the adsorption of A and the surface
reaction converting SA to SB are fast:

k−3SB,k3CBSV k2S2,k−2S3,k1CAS1,k−1S2

−RA SIII = k−3SB−k3CBSV = net steady-state rate for Case III

2 21a

SA =
k1
k−1

CASV =KACASV = adsorption equilibrium statement for A

2 21b

k2SA = k−2SB; SB =
k2
k−2

SA =KsrSA = reaction equilibrium statement

SB = KAKsrCASV 2 21c

SO = SV + SA + SB = SV +KACASV +KAKsrCASV = site balance

2 21d

SV =
SO

1 +KACA +KAKsrCA

−RA SIII =
k1SOK CA−

CB
K

1 +KACA +KKBCA
2 22

The denominator of this expression does not explicitly con-
tain the product concentration CB.

2.2.1.1 Langmuir–Hinshelwood–Hougen–Watson rate
equations

The intrinsic Langmuir–Hinshelwood–Hougen–Watson
(LHHW) rate expressions (Eqs. 2.17, 2.20, and 2.22) derived
for various reactions with different or similar postulated slow
steps are of the following general form:

Rate =
kinetics term driving potential term

adsorption term n 2 23

Here, the exponent n shows the number of sites involved per
catalytic reaction cycle, and its value can be 1 or 2, very rarely 3,
for surface reaction-controlling cases. Since one active site is
involved per reaction cycle in the example discussed earlier,
the exponent of the adsorption term for the surface reaction lim-
iting case is unity.
The individual terms appearing in LHHW rate expressions

describing different kinetic schemes were prepared in the form
of tables first by Yang and Hougen [18] for four different reac-
tions that cover nearly all possible types of catalytic reactions
[5, 13, 19]:
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A B; A B+C; A+B C; A+B C +D

The rate equation for any specific situation is easily assembled
using these tables. Surface reactions of molecularity greater than
two are not known. Since the surface reaction limiting case is the
most important for industrial-scale reactions, the specific terms
and exponent n values corresponding to this particular case are
formulated in Table 2.1 for various reactions and mechanisms.
The surface reaction rate constants (ksr) appearing in the kinetic
terms of the various cases are lumped parameters including the
total number of active sites SO or the number of adjacent sites in
some form, since the latter is generally unknown or not inde-
pendently measurable.

2.2.1.2 Mechanisms of bimolecular surface reactions
There are two possible mechanisms for solid-catalyzed reactions
that involve two reactants. The Langmuir–Hinshelwood mech-
anism postulates that the surface reaction takes place only
between two adjacently adsorbed reactants, while the Rideal–
Eley mechanism hypothesizes that the surface reaction can
occur between an adsorbed reactant and a gaseous reactant.
In both cases the stoichiometric equation is the same:

A+B Products

In the Langmuir–Hinshelwoodmechanism, it is assumed that
the chemisorptions of both A and B are fast and essentially at

equilibrium, while the irreversible surface reaction between
adsorbed reactants is the rate-determining step (rds):

A+ S A−S adsorption; k1, k−1

B+ S B−S adsorption; k2,k−2

A−S+B−S Product + 2S reaction; k3

The surface reaction is considered as giving directly the gas-
eous product, as desorption rates are unknown in most cases.
The Langmuir adsorption isotherm is used for obtaining surface
concentrations of reactants, and the probability of gaseous prod-
uct formation is taken to be proportional to the product of frac-
tional surface coverages, θAθB:

θA =
KAPA

1 +KAPA +KBPB
and θB =

KBPB
1 +KAPA +KBPB

The net steady-state rate (–RA)S is then formulated as

−RA SI = kθAθB =
kKAPAKBPB

1 +KAPA +KBPB
2 2 24

In the Rideal–Eley mechanism, on the other hand, it is
assumed that the chemisorption ofA is fast and basically at equi-
librium, while the irreversible surface reaction that occurs
between adsorbed A and gaseous B is the rate-determining
step (rds):

Table 2.1 Individual terms of LHHW rate equations for the surface reaction-controlling cases of various catalytic reactions.

Reaction type Postulated reaction steps Kinetics term Driving potential term Adsorption term n

A B A + S A − S ksrKA PA − PB/K (1 + KAPA + KBPB) 1
A − S B − S
B − S B + S

A B + C A + S A − S ksrKA PA − PBPC/K (1 + KAPA + KBPB + KCPC) 2
A − S + S B − S + C − S
B − S B + S; C − S C + S

A + B C A + S A − S ksrKAKB PAPB − PC/K (1 + KAPA + KBPB + KCPC) 2
B + S B − S
A − S + B − S C − S + S
C − S C + S

A(g) + B C
(one gaseous reactant)

B + S B − S ksrKB PAPB − PC/K (1 + KBPB + KCPC) 1
A(g) + B − S C − S
C − S C + S

A + B C + D A + S A − S ksrKAKB PAPB − PCPD/K (1 + KAPA + KBPB + KCPC + KDPD) 2
B + S B − S
A − S + B − S C − S +D − S
C − S C + S; D − S D + S

½A2 + B C +D
(with dissociation)

A2 + 2S 2A − S ksr(KA)
½KB (PA)

½PB − PCPD/K (1 + (KAPA)
½ + KBPB + KCPC + KDPD) 2

B + S B − S
A − S + B − S C − S +D − S
C − S C + S; D − S D + S

A + B C + D
(unlike active sites)

A + S1 A − S1 ksrKA1KB2 PAPB − PCPD/K (1 + KA1PA + KC1PC) (1 + KB2PB + KD2PD) 1 each
B + S2 B − S2
A − S1 + B − S2 C − S1 + D − S2
C − S1 C + S1; D − S2 D + S2
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A+ S A−S adsorption; k1,k−1

A−S+B g Products + S reaction; k2

The probability of surface reaction is proportional to the
product of the fractional surface coverage of A and the partial
pressure of B in the gas phase, θAPB, giving directly the gaseous
product; θA is then given by

θA =
KAPA

1 +KAPA

−RA SI = k θAPB =
kPBKAPA
1 +KAPA

2 25

Kinetic studies indicate whether a surface reaction-
controlled bimolecular reaction proceeds by an L–H or R–E
mechanism. Equation 2.24 indicates that in the L–H mechan-
ism (−RA) passes through a maximum when either PA or PB is
increased while the other is fixed. The decrease in the rate at
high PA or PB is rationalized by supposing that the more
strongly adsorbed reactant displaces other species from the
surface as its partial pressure is increased. This type of behavior
was observed in the transition metal-catalyzed reaction of
cyclopropane with hydrogen, where the strongly adsorbed
hydrogen displaced cyclopropane from the surface [20]. In
the R–Emechanism, on the other hand, (−RA) tends to become
independent of reactant partial pressure when PA is steadily
increased (Eq. 2.25).

Example 1 Consider a bimolecular reversible reaction of the
general type

A+B C +D

Case 1: A simple Langmuir–Hinshelwood sequence of steps is
postulated for this reaction:

A+ S A−S adsorption

B+ S B−S adsorption

A−S+B−S C−S+D g + S reaction rds

C−S C + S desorption

The rate equation for the surface reaction-controlling case is
assembled by making use of the corresponding terms listed in
Table 2.1, bearing in mind that D is a gaseous product:

−RA SI =
ksrKAKB PAPB−PCPD K

1 +KAPA +KBPB +KCPC
2 2 26

Several special forms of this rate equation are likely, depend-
ing on the assumptions made on the basis of experimental
observations:
(a) If the overall equilibrium constant K is large, or when

there is a gaseous product, the reaction is considered irre-
versible:

−RA SI =
ksrKAKB PAPB

1 +KAPA +KBPB +KCPC
2 2 26a

(b) If initial rate data are being analyzed, then PC≈ 0, and
(−RA)S = (−RA)0:

−RA 0 =
ksrKAKB PAPB

1 +KAPA +KBPB
2 2 26b

(c) If reactant A is weakly adsorbed,

1 +KAPA +KBPB ≈1 +KBPB

−RA 0 =
ksrKAKBPAPB
1 +KBPB

2 2 26c

(d) When both A and B are weakly adsorbed,

KAPA +KBPB 1; 1 +KAPA +KBPB ≈1

−RA 0 = ksrKAKB PAPB = k PAPB 2 26d

(e) When B is strongly adsorbed and A is weakly adsorbed,

1 +KBPB ≈KBPB

−RA 0 = ksr
KA

KB
PAPB

−1 = k PAPB
−1 2 26e

(f) With C in the feed, if A and B are weakly adsorbed and C is
strongly adsorbed,

1 +KAPA +KBPB +KCPC ≈KCPC

−RA 0 = ksr
KAKB

KC
2 PAPBPC

−2 = k PAPBPC
−2 2 26f

Under these conditions, the products slow down the surface
reaction considerably; this is the case of product inhibition.

Case 2: A Rideal–Eley mechanism is assumed where adsorbed
A reacts with gaseous B:

A+ S A−S adsorption

A−S+B g C−S+D g reaction rds

C−S C + S desorption

The rate expression based on this mechanism is

−RA S =
ksrKAPAPB

1 +KAPA +KCPC
2 27

Special forms of this equation are also possible. For instance,
(a ) If both reactant A and product C are weakly adsorbed,

1 +KAPA +KCPC ≈1

−RA S = ksrKAPAPB = kPAPB 2 27a

(b ) If A is strongly adsorbed and C is weakly adsorbed,

1 +KAPA +KCPC ≈KAPA

−RA S =
ksrKAPAPB

KAPA
= ksrPA

0 PB = ksrPB 2 27b
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It is safe to state that when weak adsorption or low surface
coverage of reactantA is involved, the reaction rate tends toward
first-order dependence on PA, while strong adsorption and high
surface coverage of reactant A leads to zeroth-order dependence
on PA because of its abundance on the surface.

2.2.1.3 Activation energies of surface reactions
The reaction rate constant of a single-stage process varies with
temperature according to the Arrhenius functionality. In the
analysis of solid catalyzed reactions, the differential form of
Equation 2.2 is used to describe the exponential dependence
of ksr on temperature:

d ln ksr
dT

=
EA
RgT2

=
Etrue
RgT2

The temperature dependence of the reaction equilibrium
coefficient KT is obtained from the second law of thermodynam-
ics using ΔG =ΔH −ΔS and Equation 2.1.

The resulting van’t Hoff equation gives the temperature
dependence of K:

d lnK
dT

=
−ΔHr

RgT2
2 28

Considering that chemisorption is a chemical reaction
restricted to the surface layer of the catalyst, the dependence of
adsorption equilibrium coefficients,Ki, is also expressed in terms
of the van’t Hoff equation, withΔHads being used instead ofΔHr:

d lnKi

dT
=

−ΔHads, i

RgT2
2 28a

In heterogeneous kinetics, the experimentally observed rate
constant is an apparent rate constant, kapp, and the activation
energy obtained from it is also apparent activation energy, Eapp,
which is a relatively complex combination of Etrue with ΔHads of
reactants and products. It is difficult to identify the separate
components of Eapp unless a specific experimental design is
formulated.

In part (d) of Example 1, the experimentally observed appar-
ent rate constant, k , is equal to (ksrKAKB). Therefore,

d lnk
dT

=
d lnksr

dT
+
d lnKA

dT
+
d lnKB

dT

=
Eapparent
RgT2

=
Etrue
RgT2

+
ΔHA

RgT2
+
ΔHB

RgT2

Since chemisorption is mostly exothermic, the heats of
adsorption for reactants A and B are negative, and the measured
Eapp is lower than Etrue by the sum of ΔHA +ΔHB:

Eapp = Etrue +ΔHA +ΔHB

Considering part (e) of the same example, k is equal to
(ksrKA/KB), and since B is adsorbed strongly and A is adsorbed
weakly, the Eapp calculated is higher than Etrue by an amount
equal to the difference between ΔHB and ΔHA:

Eapp = Etrue +ΔHA−ΔHB

Similarly, k in part (f ) of the example is equal to (ksrKAKB/
KC

2), and because product inhibition is involved, Eapp is higher
than Etrue by the difference (ΔHA +ΔHB − 2ΔHC):

Eapp = Etrue +ΔHA +ΔHB−2ΔHC

In this example, the only case where Etrue is measured is that
of the Rideal–Eley mechanism in part (b ) involving strong
adsorption of reactant A and weak adsorption of product C.

2.2.2 Analysis and correlation of rate data
The mathematical models generally used for correlation of rate
data on solid-catalyzed reactions fall into two broad
classifications:
1 LHHW models

Rate =
kinetics term driving potential term

adsorption term n 2 23

2 Power function (or power law) models

Rate = kCA
α CB

β CC
γ 2 29

Providing the full equation is correct, LHHW equations can
be extrapolated to calculate reaction rates at other conditions
not included in the kinetic study. They give a general idea about
the reaction mechanism postulated for deriving the model
equation(s); nevertheless, good fit of data to the model is only
a necessary but not sufficient condition for deciding on a partic-
ular reaction mechanism. LHHW equations usually complicate
the mathematics of reactor design and reactor control, particu-
larly if diffusion effects are present.

Power function models, on the other hand, directly utilize
the concept of reaction order. Unlike homogeneous reactions,
the reaction orders encountered in solid-catalyzed reactions
can be negative or positive, integer, fractional, or zero; more-
over, product concentrations may also appear in the rate
equation. Due to the simplicity of their form, power function
models are considerably easier to handle and integrate than
the full LHHW expressions and are preferred especially if
the reaction is affected by diffusional limitations. These models
cannot, however, be used to discriminate between other than
grossly different mechanisms, and they are reliable only
within the limits of the reaction conditions used to obtain
the kinetic data.

The definite advantages to the use of both formulations under
appropriate conditions are evident; however, care must be taken
not to apply either of the models arbitrarily. Estimation of reac-
tion orders is desirable in a number of applications, and LHHW
equations can be reduced to power law form bymaking the most
abundant surface intermediate (MASI) approximation, if the
fractional surface coverage of one adsorbed intermediate is
much greater than all others under reaction conditions [21].
Alternatively, catalytic rate data analysis can be started by
expressing the rate in terms of a power function model and then
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translating this model into a plausible LHHW model and eval-
uating its parameters.

2.2.2.1 Model discrimination and parameter estimation
In a kinetic investigation, the rate-determining step and, hence,
the functional form of the rate model are not known a priori;
also unknown are the rate constants and adsorption equilibrium
coefficients. Hence, the aim of data procurement and correlation
is both model discrimination and parameter estimation which
are completed in tandem [17]. The critical problem at this point
is to obtain reliable experimental data from which kinetic mod-
els that reflect steady-state chemical activity can be extracted
and evaluated. In order to measure correctly the rates of chem-
ical events only, (i) external and internal mass and heat trans-
port resistances at the particle scale have to be eliminated,
(ii) an ideal flow pattern and isothermal operation have to be
established to reduce transport effects at the reactor scale, and
(iii) possibility of catalyst deactivation during experiments
should be minimized. The measures to be taken for overcoming
these problems at the laboratory level depend on the careful
selection of experimental reactors, operating conditions, and
kinetic analysis methods [13]. A series of preliminary diagnostic
experiments need to be conducted to ensure conditions typical
of heterogeneous catalysis before the kinetic investigation is
launched.
The full conventional kinetic study conducted at steady-state

conditions for determining intrinsic rate equations consists of
various consecutive steps:
1 Collection of concentration versus space-time data at a single
temperature and under isothermal conditions

2 Numerical differentiation of these data to obtain reaction
rate data

3 Utilization of LHHW and/or power function models together
with linear and nonlinear regression techniques to fit rate data
for purposes of model discrimination and parameter
estimation

4 Validation of the model and its parameters by testing against
new independent experimental data

5 Repeating these isothermal experiments at several other tem-
peratures to find the temperature dependences of the rate and
adsorption parameters
Although kinetic models, numerical methods, and present-

day computational capabilities can very well handle nonisother-
mal conditions in reactor design and dynamic simulations,
determination of the functional form of the rate equation is
accurate only on the basis of isothermal data [10, 13, 17].
More recently, specific reactors are used for nonsteady-state

studies of catalytic kinetics which also allow observation of
the intermediate steps in a reaction mechanism [22]. Transient
studies of catalytic reaction schemes and kinetics are discussed
in Chapter 10.

Example 2 Linear and nonlinear regression techniques are
utilized to fit experimental data to an LHHW or a power

function rate expression in order to decide which equation best
describes the data. Consider the bimolecular reaction A + B
C +D in Example 1 and part (b) in particular. The surface reac-
tion-controlled expression for the initial reaction rate (−RA)0
given in Equation 2.26b may well be written in terms of reactant
concentrations CA and CB instead of partial pressures. The units
and hence numerical values of the adsorption equilibrium coef-
ficients will change when CA and CB are used.
The initial reaction rates (−RA)0 calculated by numerical dif-

ferentiation of concentration versus space-time data at a single
temperature can be directly fitted to this equation by nonlinear
regression to estimate the model parameters ksr, KA, and KB:

−RA 0 =
ksrKAKB CACB

1 +KACA +KBCB
2 2 30

Concurrently, linear regression techniques may be used to
provide (i) the first estimates of the model parameters and also
(ii) useful information on goodness of fit, both of which may be
used in making the initial guesses required by nonlinear regres-
sion. The rearranged and linearized form of the rate expression
is as follows:

CACB

−RA 0

1
2

=
1 +KACA +KBCB

ksrKAKB
1
2

CACB

−RA 0

1
2

=
1

ksrKAKB
1
2

+
KA

1
2CA

ksrKB
1
2

+
KB

1
2CB

ksrKA
1
2

y =m+ nx + qz or y =m+ nCA + qCB

If the model tested is to be acceptable, all of the rate para-
meters evaluated by regression analysis should be positive and
the statistical fit of data should be good. A disadvantage of lin-
earization is that independent and dependent variables of the
rate expression are grouped together in the y term. However,
if kinetic experiments are designed carefully and the quantity
of data generated is sufficient, both linear and nonlinear regres-
sion analyses should give compatible results.

Example 3 Experimental data on the effect of total pressure PT
on the initial reaction rate (−RA)0 provide information on the
functional form of the rate equation, and hence on the rate-
limiting step of the reaction, as well as on estimates of some
of the rate parameters if not all. The requirement to the use
of this technique is that all other conditions such as feed com-
position, temperature, and space time must be kept constant in
all runs while only the total pressure PT in the reactor is grad-
ually increased.
Consider the single reaction A B discussed in Section 2.2.1.

The rate equations derived for the three different rate-limiting
steps of this reaction may also be written in terms of PT. For
the surface reaction-controlling case, Case 1,

−RA SI =
k2KAS0 CA−

CB
K

1 +KACA +KBCB
2 17
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−RA 0 =
k2KAS0 CA

1 +KACA
=

k2KAS0
PTyA
RgT

1 +KA
PTyA
RgT

−RA 0 =
aPT

1 + bPT
saturation curve 2 17a

For the adsorption of reactant-controlling case, Case II,

−RA SII =
k1S0 CA−

CB
K

1 + KA
K CB +KBCB

2 20

−RA 0 =
k1S0 CA

1 + 0 + 0
= k1S0CA = k1S0

yA
RgT

PT = a PT linear

2 20a

For the desorption of product-controlling case, Case III,

−RA SIII =
k3S0K CA−

CB
K

1 +KACA +KKBCA
2 22

−RA 0 =
k3S0K CA

KA +KKB CA
=

k3S0K
KA +KKB

= a independent of PT

2 22a

This example demonstrates that the dependence of the ini-
tial rate (−RA)0 on total pressure PT gives a clear indication
of the rate-controlling step and hence of the form of the
LHHW equation. The linear PT dependence observed for
adsorption-controlling cases and the independence from PT
of desorption-controlling cases are similar in all reaction types.
The PT dependence of (−RA)0 for surface reaction-controlling
cases of dual-site or bimolecular reactions is generally
expressed by rate equations with a squared term in the
denominator:

−RA 0 =
aPT

1 + bPT
2 dual-site, A B+C 2 31

−RA 0 =
aP2

T

1 + bPT
2 bimolecular, A+ B C 2 32

The PT dependence of (−RA)0 for A B + C is given in
Figure 2.4 for surface reaction-controlling (Eq. 2.31) as well as
adsorption- and desorption-controlling cases.

The three principal criteria of model discrimination and
parameter estimation are:

1 Reaction rate constants, k, and adsorption coefficients, Ki,
obtained from linear and nonlinear regression analyses must
be positive.

2 Good statistical fit of the model equation to the data should be
demonstrated.

3 Total pressure dependence of the initial rate should be in
agreement with (1) and (2).
In the best strategy of experimentation for model discrimina-

tion and parameter estimation, experimental studies are started
by determining the PT dependence of (−RA)0, which will indi-
cate the functional form of the rate expression. Secondly, pure
feed experiments are conducted both at space times within the
initial rates region and at longer space times to determine the
reaction rate constant and adsorption equilibrium coefficients
of reactants. Thirdly, mixed feed experiments carried out in
the initial rates region and at longer space times are used in
the calculation of adsorption equilibrium coefficients of pro-
ducts [17].

2.2.2.2 Laboratory catalytic reactors
Kinetic studies on solid-catalyzed gas-phase reactions are
generally conducted in flow reactors. Continuous, steady-state,
isothermal, isobaric reactor operation with nearly ideal flow pat-
tern and no concentration gradients is ideal for kinetic data pro-
curement [10, 13]. Continuous stirred tank reactors (CSTRs)
and plug-flow reactors (PFRs) are commonly used, since they
represent the two limiting cases of complete mixing and no mix-
ing, respectively, and thus the complication of data evaluation by
axial and radial dispersion terms of the continuity equation is
avoided (Figure 2.5). The most practical flow reactor is the
PFR packed with catalyst particles and operated in a single pass
with fresh catalyst being used in each run. PFRs may be operated
in the differential or integral modes. When either a CSTR or a
differential PFR is used, it is possible to measure the global rate
directly. If an integral PFR is used, data are obtained at higher
conversion levels and can be analyzed by either the differential
or the integral methods of data analysis. However, care must be
taken at all times to eliminate physical transport effects at the
particle and reactor scales as well as minimizing the probability
of deactivation.

CSTR: One type of catalytic CSTR is the spinning basket reac-
tor in which each experiment is carried out at a given inlet

Adsorption

T1

T1 T1
T2 T2

T2T3

T3

T3

pt pt
pt

rA0 rA0
rA0

Desorption Surface reaction

Figure 2.4 Total pressure dependence of
initial rates for the reaction A B + C.
(Source: Froment [17]. Reproduced with
permission of John Wiley & Sons.)
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composition and space time to provide only one value of the reac-
tion rate (Figure 2.5). The ideal CSTR is characterized by com-
plete mixing of fluid elements so that all reaction parameters
in the reactor are uniform and equal to those of the exit stream,
thus enabling gradientless operation as well as mathematically
simpler data evaluation. The design equation for an ideal CSTR
is algebraic, and the rate (−RAe)P is evaluated at exit conditions:

−RAe PρBV = FA0xAe 2 33

In CSTR experiments, inlet concentrations and space times
have to be varied over a wide range, using several different non-
stoichiometric feed compositions. If reactant concentrations are
varied in stoichiometric ratios for a reaction with two reactants,
the overall reaction order (α + β) is determined from experi-
mental data rather than the individual orders of α and β for reac-
tants A and B, respectively. The disadvantage of a CSTR is that
the exit reactant concentrations have to be controlled by manip-
ulating the inlet concentration and the space time by a trial-and-
error routine, which is difficult at times when more than one
reactant is involved [23].
PFR: The one-dimensional design equation for an ideal cata-

lyst-packed PFR (called a packed-bed reactor (PBR)) is obtained
by making a component mass balance over a volume element
extending over the entire cross section of the reactor:

dW
FA0

=
d ρBV
FA0

=
dxA
− RA P

2 34

A differential PFR is a laboratory microreactor operated at
very low fractional conversions of reactant(s), preferably not

more than 5 mol% but certainly lower than 10 mol%. Differen-
tial operation occurs at low space times achieved by keeping the
catalyst weight small, the gas flow rate high, and the reaction
temperature moderate. At very low conversion levels, it can
be assumed that the reaction rate is constant at an average value
in the direction of flow within the small catalyst bed and

W
FA0

=
xA

−RA Pavg

2 34a

The average reaction rate may then be calculated directly
from (−RA)P,avg = xAFA0/W. The average of the inlet and exit
reactant concentrations is normally used in calculations. The
differential PFR is convenient and versatile for generating sub-
stantial amounts of conversion versus space-time data by mon-
itoring the inlet composition only. In order to find the individual
concentration dependencies of (−RA)P accurately in the case of
power law models, it is necessary to obtain data in as wide a
range as possible by using several different nonstoichiometric
feed compositions at constant temperature.
In an integral PFR, on the other hand, the fractional conver-

sion of reactant is generally much higher; the reaction rate
decreases in the direction of flow, and therefore, the conversion
versus space-time data should be differentiated in order to cal-
culate the rate values at each conversion level. The slope of the
tangent to the xA versus W/FA0 curve is equal to (−RA)P at any
selected value of xA:

−RA P =
dxA

d W FA0
2 34b

Although a single set of experiments at one feed composition
may, in principle, be sufficient to determine the rate equation,
this is possible only if the reactants are not in stoichiometric
ratio in the feed. The kinetic analysis is much more reliable if
data are taken in several runs at different nonstoichiometric feed
compositions [13, 17, 23].
Transport Criteria in PBRs: In laboratory catalytic reactors,

basic problems are related to scaling down in order to eliminate
all diffusional gradients so that the reactor performance reflects
chemical phenomena only [24, 25]. Evaluation of catalyst per-
formance, kinetic modeling, and hence reactor scale-up depend
on data that show the steady-state chemical activity and selec-
tivity correctly. The criteria to be satisfied for achieving this goal
are defined both at the reactor scale (macroscale) and at the cat-
alyst particle scale (microscale). External and internal transport
effects existing around and within catalyst particles distort
intrinsic chemical data, and catalyst evaluation based on such
data can mislead the decision to be made on an industrial cat-
alyst or generate irrelevant data and false rate equations in a
kinetic study. The elimination of microscale transport effects
from experiments on intrinsic kinetics is discussed in detail in
Sections 2.3 and 2.4 of this chapter.
Since the fluid flow pattern defines the performance of con-

tinuous reactors, the two crucial prerequisites for the operation

(a) (b)

Figure 2.5 Types of laboratory catalytic reactors mostly used: (a) plug-flow
packed-bed reactor and (b) spinning basket reactor mimicking CSTR
performance.
(Source: Froment [17]. Reproduced with permission of John Wiley & Sons.)
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of laboratory PBRs are (i) to ensure an ideal plug-flow pattern
for enabling clear-cut data analysis and (ii) to establish fully iso-
thermal conditions for getting reliable quantitative data on cat-
alyst performance.

Deviations from an ideal plug-flow pattern are caused by
either wall flow or axial gradients that develop in the direction
of flow. The bed void fraction at the reactor wall is likely to be
somewhat higher than the void fraction in the catalyst bed, ЄB.
In order to eliminate the wall effect on the flow pattern, the tube
diameter to particle diameter ratio is chosen to be greater than
10 as a general rule, but since the microreactors used for kinetic
studies have very small diameters (4–10 mm), and for reasons
discussed in the following, a higher ratio of 15 is indicated to
minimize the wall effect in laboratory PBRs:

dtube
dparticle

> 15 2 35

Axial gradients may arise as a result of reactant conversion
along the catalyst bed, which may be important in integral reac-
tors. The rule of thumb for minimizing axial dispersion effects is
concerned with the reactor tube length to particle diameter ratio,
which is reported as being at least 50 for first-order reactions
and particle Reynolds numbers greater than 10:

Ltube
dparticle

> 50; for Re P > 10 or Pe P = 2 2 36

It is difficult to achieve (Re)P > 10 in laboratory PBRs with
very small particle sizes of the order of microns or millimeters;
hence, a higher Ltube/dP ratio is suggested for minimizing axial
concentration gradients in these reactors [13, 24]:

Ltube
dparticle

≈100; for Re P≈0 1−1 or 2 2 36a

Re P =
udPρ
μ

; Pe P =
udP
Daxial

2 37

Deviations from the second important criterion regarding
isothermality are caused by temperature gradients that develop
in the axial flow direction as a result of reactant conversion. The
rate constant of a chemical reaction is exponentially dependent
on temperature as given by the Arrhenius equation; therefore,
small changes in temperature may lead to large changes espe-
cially in the rates of exothermic reactions. Minimization of axial
temperature gradients is subject to the same rule about the Ltube/
dP ratio as in axial concentration gradients. Moreover, radial
temperature gradients may result from the low effective thermal
conductivity of the catalyst bed. The radial aspect ratio of par-
ticle diameter to tube radius (dP/rtube) must be decreased in
order to minimize these radial gradients, and radial aspect ratios
of 1/8–1/5 have been recommended.

Large temperature gradients can develop in the catalyst bed
even for moderately exothermic reactions under typical testing
conditions. Although differential reactors are characterized by
low reactant conversions, the same measures as in integral

reactors must be taken to guarantee completely isothermal oper-
ation [11, 13, 24]. These measures may be listed as follows:
(i) small reactor diameter, dtube, (ii) small catalyst particle diam-
eter, dP, to decrease bed voidage, (iii) catalyst support having
high thermal conductivity, (iv) bed dilution with inert particles
having high thermal conductivity, (v) high gas flow rates,
(vi) feed dilution with inert gas having high thermal conductiv-
ity, such as H2 or He, (vii) differential reactor operation with low
reactant conversion levels, and (viii) an appropriate reactor fur-
nace with a flat temperature profile to avoid temperature gradi-
ents along the catalyst bed. The use of a CSTR-type reactor, if
possible, is also recommended.

2.2.2.3 Methods of data analysis
The data obtained in laboratory PFRs are invariably concentra-
tion versus space-time data. There are four major methods of
data analysis and one method of partial analysis which may
be used, in principle, for analyzing data on homogeneous or het-
erogeneous reactions. The major methods may be listed as the
differential method, the integral method, the method of half-
lives, and the method of initial rates; the method of partial anal-
ysis is called the isolation method or the method of excess which
is used together with one of the major methods when more than
one reactant is involved. More recently, linear and nonlinear
regression are also listed among methods for analyzing rate data
[17, 23, 26]. Several powerful software packages, including
MATLAB, are available for facilitating data analysis by regres-
sion techniques.

The two major methods used predominantly in the kinetic
analysis of isothermal data on solid-catalyzed reactions con-
ducted in plug-flow PBRs are the differential method and the
method of initial rates. The integral method is less frequently
used either when data are scattered or to avoid numerical or
graphical differentiation. Linear and nonlinear regression tech-
niques are widely used in conjunction with these major
methods.

Differential Method: In order to use the differential method of
data analysis, it is necessary to differentiate the reactant concen-
tration versus space-time data obtained in a plug-flow PBR.
There are three methods of differentiation that are commonly
used: (i) graphical equal-area differentiation, (ii) numerical dif-
ferentiation or finite difference formulas, and (iii) polynomial fit
to the data followed by analytical differentiation. The aim of dif-
ferentiation is to obtain point values of the reaction rate (−RA)P
at each reactant concentrationCA or conversion xA or space time
(W/FA0), as required. All three differentiation methods can
introduce some error to the evaluation of (−RA)P. Information
on and illustration of the various differentiation techniques
are available in the literature [23, 26].

The differential method of data analysis is convenient since it
requires only one experiment for rate equations containing only
one reactant and is readily applied to determine reaction para-
meters of power law or LHHW rate equations. The rate equa-
tions may be linearized to allow the use of linear regression
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(least squares) analysis, or nonlinear regression analysis can be
applied to the rate equation as such. Consider the reaction A
B, power law or LHHW models, and the linearized forms of
these models are given in the following as examples:

−RA P = kαC
α
A or ln −RA P = lnkα + α lnCA

−RA 0 =
ksrKACA0

1 +KACA0
or

CA0

−RA 0

=
CA0

ksr
+

1
ksrKA

When more than one reactant is present in the rate equation,
the isolation method can be used together with the differential
method. The isolationmethod requires the use of one reactant in
large excess while the concentration of the isolated reactant is
varied; in this case, kinetic analysis is conducted in stages using
one isolated reactant at a time. However, this method of partial
analysis has to be employed with caution in solid-catalyzed reac-
tions since, in certain reactions, a large excess of any one reac-
tant may have an adverse effect on the active sites of the catalyst.
Linearized equations of the form presented in Example 2 can
easily be handled by the computational methods available even
if reactant concentrations are comparable but present in non-
stoichiometric proportions:

−RA P = kαCA
αCB

β

ln −RA P = lnkα + α lnCA + β lnCB

ln −RA P = ln kαCB0
B + α lnCA when CB0 is large and constant

ln −RA P = ln kαCA0
α + β lnCB when CA0 is large and constant

Initial Rates Method: The method of initial rates is also a dif-
ferential method in essence, the main difference being the num-
ber of experiments to be conducted. Several experiments are
carried out using different initial concentrations of reactant,
CA0, in each run. The initial rate values (−RA)0 are calculated
by differentiating each set of data and extrapolating to zero space
time. The same rate equations are valid as in other methods, but
they are expressed in terms of initial concentrations, CA0 and
CB0. In view of the fact that the product concentrations are
negligible in the initial rates region, the initial rates method is
used very effectively in the analysis of (i) reversible reactions,
for studying only the forward or the reverse reaction, and
(ii) solid-catalyzed reactions, for avoiding the effects of product
inhibition or possible catalyst deactivation. In this method, the
number of experiments determines the number of data points,
[CA0, (−RA)0], to be used in the regression analyses. The accu-
racy of (−RA)0 values at each CA0 is increased if an adequate
number of data points collected at low space times are included
in the differentiation step.
Integral Method: Alternatively, the integral method of data

analysis may be used with a trial procedure, in which a particular
rate equation is assumed and integrated to yield a relationship
between space time (W/FA0) and concentration (or conversion,
in the case of more than one reactant) of the following form:

W
FA0

= f xA,ksr ,KA,KB,…

Nonlinear regression can be used to minimize either

W
FA0

−
W
FA0 calc

2

or XA− XA calc
2

Illustrations of this approach are presented in Froment et al.
[17], and the results obtained from the integral method with
nonlinear regression are compared with the results found by
the differential method using linear regression.
In power function rate expressions, the relationship between

space time (W/FA0) and xA can be linearized to estimate the values
of the unknown rate parameters. The calculated reaction rates are
then compared with experimentally measured ones using the sum
of squares to find out if the model assumption is correct.

2.3 External (interphase) transport processes

For the heterogeneous catalytic process to be effective, the reac-
tants present in the surrounding fluid phase must be transported
to the surface of the solid catalyst, and after the reaction, the pro-
ducts formed must be carried back from the surface to the bulk
fluid. The path of the physical rate processes at the particle scale
is divided into two parts, as depicted in the 7-step sequence of
the continuous reaction model used in microkinetic analysis:
1 Transfer of reactants from the bulk fluid to the exterior sur-
face of the catalyst particle (external or interphase transport)

2 Diffusion of reactants from the exterior surface to the active
interior surface of the porous particle (internal or intraparti-
cle transport)
The last two steps, steps 6 and 7, of the sequence involve the

analogous transport of products back to the bulk fluid. Steps 1
and 7 are external physical rate processes which are in series
with chemical steps 3–4–5 of adsorption–reaction–desorption;
in other words, they are separated from the chemical steps. Steps
2 and 6, on the other hand, are internal physical rate processes
which are concurrent with chemical steps and require simulta-
neous treatment of chemical and physical rate processes. Heat
transfer between bulk fluid and outer catalyst surface and within
the porous particle is also treated by the same reasoning.
In this section, the catalyst particle or the catalytic surface is

assumed to be nonporous, and the 7-step sequence is reduced to
a 5-step sequence with steps 1, 3–4–5, and 7. In this case, the
only mass transfer resistance involved is between the fluid
and the outer surface of the particle. The rates of external mass
transfer depend on (i) the temperature, pressure, and physical
properties of the fluid phase under these conditions, (ii) the
gas velocity relative to the solid surface, and (iii) the intrinsic
rate of the surface reaction. In other words, the rate at which
mass is transported from the fluid to the surface is determined
by the relative magnitudes of:
1 The mass transfer coefficient, km, between bulk fluid and pel-
let surface

2 The intrinsic rate constant, ksr, of the surface reaction

32 Chapter 2



When conditions are not turbulent, the rate of external mass
transfer may be relatively slow leading to surface concentrations
that are lower than the reactant concentrations in the bulk fluid,
which actually slows down the progress of the surface reaction.

Similarly, there is a temperature difference between the bulk
fluid and the particle surface, depending on:
1 The heat transfer coefficient, h, between the bulk gas and the

solid surface
2 The intrinsic rate constant of surface reaction, ksr
3 The heat released or absorbed by the chemical reaction (heat

of reaction, ΔHr)
External mass transfer and heat transfer processes are signif-

icant in some reactor types and negligible in others. For exam-
ple, mass and heat transfer features of two-phase fluidized
beds are excellent partly because of the turbulent mixing but
mostly because of the large solid surface exposed per unit vol-
ume by the finely divided catalyst particles. Fixed-bed (or
packed-bed) reactors, on the other hand, are characterized
by larger catalyst pellets packed in a stationary position with
the fluid phase being forced through the packing. In two- or
three-phase fixed-bed reactors, both external and internal mass
and heat transport processes are existent, and they affect
the reactor performance significantly under some operating
conditions [7, 27]. The discussion in this chapter pertains to
external transport resistances prevailing in two-phase fixed-
bed reactors.

2.3.1 External mass transfer: Isothermal
conditions

A fluid passing over a solid surface develops a boundary layer
in which the velocity parallel to the surface varies rapidly over
a very short distance normal to the direction of flow. The
velocity is zero at the solid surface but approaches the bulk-
stream velocity at a distance less than a millimeter from the
surface. Mixing occurs in the main fluid stream where reac-
tants and products are transported at rates that depend on
the nature of flow. The fluid velocity near the surface is low
with little mixing; therefore, mass transport perpendicular to
the surface is by molecular diffusion. Although mass transport
in the main stream is essentially independent of the molecular
diffusion coefficient, DA-mix, it is proportional to DA-mix very
near the surface. Since the flow passages between the parti-
cles/pellets packed in fixed beds are quite complex, the
approach generally used is to define transport rates in terms
of “average” mass transfer and heat transfer coefficients and
then to use semiempirical correlations for estimating these
transport coefficients.

Consider the unimolecular, irreversible solid-catalyzed gas-
phase reaction, A B, carried out in a fixed-bed reactor packed
with completely nonporous particles. Assume that the chemical
steps of adsorption–reaction–desorption are represented by
first-order kinetics and that the bulk temperature, Tb, and sur-
face temperature, TS, are the same around a particle located at
any point along the length of the reactor.

Under steady-state conditions, the rate of reaction will be bal-
anced by the rates of mass transfer of reactants and products. If
(−RA)P is defined as the experimentally measured global rate of
disappearance of A per unit mass of catalyst (mol/g-s), the rates
of steps 1, 3–4–5, and 7 in the 5-step sequence will all be equal
to (−RA)P.
Step 1: Mass transfer of reactant A from the bulk fluid to the

catalyst surface

−RA P = km Aam CAb−CAS 2 37a

Step 3–4–5: Surface reaction A B

−RA P = ksr amCAS 2 38

Step 7: Mass transfer of B from the catalyst surface to the
bulk fluid

−RA P = RB P = km Bam CBS−CBb 2 39

In these equations, am is the external surface area per unit
mass of catalyst (m2/g), km is the gas-phase mass transfer coef-
ficient based on unit external surface area (m/s), ksr is the appar-
ent rate constant of the surface reaction per unit external surface
area (m/s), and CAS and CBS are the surface concentrations of
A and B (mol/m3), respectively.

Since an irreversible reaction is considered here, step 7 does
not affect the reaction rate; hence, (−RA)P can be formulated
from steps 1 and 3-4-5. In principle, for reactant A to be trans-
ported from the bulk gas to the surface, CAb > CAS; therefore,
(−RA)P is normally less than what it would be if all the outer sur-
face were at bulk conditions, that is, if CAb = CAS.

There are three possible cases that can be encountered,
depending on the relative magnitudes of the mass transfer coef-
ficient, km, and the intrinsic reaction rate constant, ksr.

Case 1: The general case of comparable km and ksr,

km Aam CAb−CAS = ksr amCAS; CAS =
km ACAb

ksr + km A

2 40

−RA P =
ksr km A

ksr + km A

amCAb = koamCAb

1
ko

=
1
ksr

+
1

km A

2 41

Here, ko is the overall reaction rate constant that will be exper-
imentally observed.

Case 2: Slow surface reaction and fast mass transfer,

ksr km A intrinsic kinetics is observed surface reaction-
controlling

CAS CAb; −RA P = ksr amCAb 2 38a

Case 3: Fast surface reaction and slow mass transfer,

ksr km A mass transfer is observed diffusion-controlling

CAS 0; −RA P = km AamCAb 2 37b

When conducting intrinsic kinetic studies in laboratory
PBRs, the situation described by the limiting Case 2 is
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desirable. The conditions for ensuring small ksr and relatively
large km are achieved by keeping the reaction temperature at
moderate levels and by increasing the linear velocity of the
fluid through the catalyst bed. The limiting Case 3 of fast sur-
face reaction is observed at higher temperatures, since the reac-
tion rate constant ksr increases rapidly with temperature
according to the Arrhenius equation, while the mass transfer
coefficient km is dependent on temperature only through fluid
physical properties which are not as responsive to temperature
changes as ksr. In Figure 2.3, the concentration profile labeled
as I shows the limiting case of fast surface reaction and slow
mass transfer.
When data are taken in a laboratory PBR system where exter-

nal transport effects are present and if this possibility is arbitrar-
ily neglected, experimental results will lead to falsified reaction
kinetics:
1 When the surface reaction is fast, km determines the overall
kinetics, and since mass transfer is a first-order process, this
dependence is observed instead of the true order of the surface
reaction. This is a serious mistake if intrinsic kinetic data are
sought, but if the intrinsic kinetics is already known, this
strategy can be used for an experimental evaluation of the
mass transfer coefficient, km.

2 Even if the reaction orders coincide as in the case of a first-
order surface reaction, the apparent activation energy EA cal-
culated in the limiting case of ksr km will be extremely low
(just a few kJ/mol) since the actual temperature dependence
of km is reflected in the data; very low EA values are a clear
indication of mass transfer limitations and must be treated
with caution.

3 Similarly, the apparent EA calculated from the experimentally
measured value of ko will also be different from the apparent
EA of the chemical steps:

ko =
A exp −EA RgT km A

A exp −EA RgT + km A

2 41a

At low temperatures, ko≈ ksr≈ A exp (−EA/RgT). As the tem-
perature is gradually increased, ksr increases exponentially
with temperature whereas km is relatively insensitive to tem-
perature; hence, ko approaches a nearly constant value equal
to km.
The general procedure applicable in laboratory experiments

for first-order reactions when external diffusion effects are
not known includes (i) measurement of (−RA)P,
(ii) calculation of ko from the global rate data, (iii) estimation
of km using empirical correlations based on dimensionless num-
bers, and (iv) calculation of ksr from Equation 2.41. For higher
surface reaction orders, it was shown that consecutive rate pro-
cesses of different orders are difficult to combine in an overall
rate expression and numerical techniques have to be used for
distinguishing between transport and reaction rate coefficients
when their values are comparable [17].

2.3.1.1 Diagnostic experiments and criteria
The presence or significance of interphase transport resistances
is confirmed either by conducting diagnostic experiments or by
utilizing a well-established criterion. A preliminary set of
experiments that must be conducted in laboratory PBRs
in order detect the effect of external mass transport is to meas-
ure the dependence of the exit conversion xA on the linear
velocity of the fluid through the catalyst bed, u (m/s), which
is in fact the velocity of the fluid relative to the catalyst particles
[7, 23].
In this set of experiments, all operating conditions such as the

reaction temperature and the feed composition are fixed, and
the gas flow rate is increased at constant space time, which
means that the catalyst amount,W, and the total feed flow rate,
Ftotal, are increased by the same factor. Since W/FA0 is an indi-
rect measure of space time, and the feed composition is kept
constant, the diagnostic experiment can be conducted according
to the following plan:

W1

FA01
=

W2

FA02
=

W3

FA03

Since the particle Reynolds numbers in laboratory PBRs are
very low, as stated in Section 2.2.2.2, the range of flow rates
to be covered for producing adequate increases in transport
coefficients has to be rather wide. It is important to determine
the minimum gas flow rate after which the exit conversions
xA or the global rates (−RA)P remain constant (Figure 2.6). All
subsequent kinetic experiments must be conducted at flow rates
equal to or above this minimum. When the overall process is
surface reaction controlled, that is, if intrinsic kinetics is being
observed, neither xA nor (−RA)P will change with increasing lin-
ear velocity of the fluid.
Mears’ Criterion for External Mass Transfer Effects: In a

number of cases, it may be necessary to rapidly estimate whether
transport limitations are present or not, and Mears’ criterion is
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Figure 2.6 The effect of external mass transport limitations on
conversion rates.
(Source: Hill [7]. Reproduced with permission of John Wiley & Sons.)
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used both in laboratory experiments and for large-scale opera-
tions to predict if external diffusion effects are negligible:

−RA PρB
dP
2 n

kmCAb
< 0 15 2 42

The criterion makes use of (−RA)P, the measured global rate
(kmol/kg-s); n, order of reaction; dP, the particle diameter (m);
ρB, the bed density (kg/m3); km, mass transfer coefficient (m/s);
and CAb = bulk concentration of A (kmol/m3). The intrinsic
kinetics of the reaction must be known in order to use Mears’
criterion. The mass transfer coefficient, km, can be estimated
from existing empirical correlations [26–28].

2.3.1.2 Correlations for mass transfer coefficients
Since the flow channels between the particles in packed beds are
irregular and intricate, transport rates are generally expressed in
terms of average mass and heat transfer coefficients that can be
estimated from semiempirical correlations that are developed
using mass and heat transfer data in packed beds together with
dimensionless groups describing the flow conditions in the bed.

The mass transfer coefficient is defined by the Sherwood
number, Sh, which represents the ratio of total mass transfer
to diffusive mass transfer. Sh is a function of the dimensionless
Reynolds and Schmidt numbers. Re is the ratio of inertial forces
to viscous forces expressed in terms of the extensive factor char-
acteristic of the system, dP, the superficial velocity, and physical
properties of the fluid. Sc correlates fluid physical properties and
the diffusivity of the transferred species in the fluid mixture:

Sh =
kmdP
D

= f Re,Sc

Re P =
dPG
μ

=
dP ρu

μ

Sc=
μ

ρD

The following relationship is suggested as a basis for the cor-
relation of mass transfer data [9, 17, 23]:

jD =
kmρ
G

μ

ρD

2
3

= f
dPG
μ

2 43

The experimental results obtained by many investigators for
mass transfer between a fluid and a bed of particles are reported
as plots of jD or ЄBjD as a function of Re, where ЄB is the void
fraction of the bed of particles. All data can almost be summar-
ized in almost a single curve of jD versus Re (Figure 2.7). After
calculating Re, the jD factor is read from the plot in order to cal-
culate km. Numerical expressions allowing the calculation of jD
as a function of Re are also reported for packed beds of spherical
particles with ЄB = 0.37, and they describe the results plotted in
Figure 2.7 reasonably well [17]:

Re P < 190 ; jD = 1 66 Re P
−0 51

2 43a

Re P > 190; jD = 0 983 Re P
−0 41

2 43b

2.3.2 External temperature effects
The temperature differences between the bulk fluid and the cat-
alyst surface originate from the heat(s) of reaction associated
with surface reaction(s) and are significant particularly when
highly exothermic chemical reactions are involved. External
temperature gradients can be large even whenmass transfer lim-
itations are negligible, which disguises the actual reaction kinet-
ics occurring at TS and not at the measured Tb. At the particle
scale, the major resistance to heat transfer is the laminar film
next to the catalyst surface rather than intraparticle heat trans-
fer; external mass transfer limitations are generally less impor-
tant than external heat transfer resistance.

2.3.2.1 Diagnostic experiments and criteria
The measures taken in laboratory experiments for minimizing
temperature gradients are similar to those for avoiding concen-
tration gradients: the usage of high fluid linear velocities and
dilution of the feedmixture with inerts having high thermal con-
ductivity in order to reduce heat generation per unit packed-bed
volume.

Mears’ Criterion for External Heat Transfer Effects: There is
an analogous Mears’ criterion for predicting possible heat trans-
fer effects [26–28]:

−ΔHr −RA PρB
dP
2 EA

hT2Rg
< 0 15 2 44

This criterion also makes use of (−RA)P, the measured global
rate (kmol/kg-s); dP, the particle diameter (m); and ρB, the bed
density (kg/m3). Other parameters included are h, heat transfer
coefficient (kJ/m2-s-K); (−ΔHr), heat of reaction (kJ/mol); EA,
apparent activation energy (kJ/kmol); and Rg = gas constant
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Figure 2.7 Correlation of experimental data on external mass transport
between bulk fluid and particle surface in packed beds by various researchers.
(Source: Froment [17]. Reproduced with permission of John Wiley & Sons.)
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(kJ/mol-K). The apparent activation energy of the surface reac-
tion must be known to use this criterion. The heat transfer coef-
ficient, h, can be estimated from existing empirical correlations.

2.3.2.2 Correlations for heat transfer coefficients
Heat andmass are transferred between a solid surface and a fluid
by similar mechanisms; heat transfer by radiation is not consid-
ered unless reactions occur well above 400 C in industrial reac-
tors run with pellet sizes larger than 6 mm [7, 9]. For present
purposes, the addition of radiation effects is not necessary.
The heat transfer coefficient is defined by the Nusselt number,

Nu, which is a function of the dimensionless Reynolds and
Prandtl numbers. Pr is the analog of Sc and correlates fluid phys-
ical properties and thermal conductivity of the fluid mixture:

Nu=
hdP
λ

= f Re,Pr

Pr =
cPμ
λ

Here, μ is the fluid viscosity, cP is the constant-pressure heat
capacity per unit mass of fluid, λ is the thermal conductivity of
the fluid, and h is the film heat transfer coefficient.
Experimental data on heat transfer in packed beds are corre-

lated in much the same way as data on mass transfer, that is, in
terms of a jH factor. The ratio (jD/jH) was initially reported as
0.70; upon further evaluation of new data available, this number
was revised to 0.93 [9, 17, 29]. The reason for the disparity is
unclear in the absence of heat transfer by radiation. Hence,
for many flow geometries, the Chilton–Colburn analogy
between heat and mass transfer leads to jH≈ jD which agrees
well with experimental results, and Equations 2.43a and 2.43b
can be used to calculate jH values [19, 30]:

jH =
h
cpG

cpμ

λ

2
3
= f

dPG
μ

2 45

2.3.2.3 Effect of ΔCA on ΔT
The relationship between the degree of mass transfer control of a
surface reaction and the temperature difference between particle
surface and the main fluid can easily be derived for steady-state
conditions. Under these conditions, the rate of mass transfer of
reactant from the fluid to the solid surface must be equal to the
rate of reactant conversion by surface reaction:

km Aam CAb−CAS = ksr amCAS
n 2 40a

The implicit assumptionmade here is that the outer surface of
the catalyst particle is uniformly accessible to the reactant(s):
that is, the thickness of the concentration and thermal boundary
layers over the particle surface has constant values. Since each
section of the outer surface behaves kinetically the same as all
other parts, steady-state analysis of such a system is essentially
one-dimensional [14]. Hence, even when the functional form
of the rate equation or the reaction order is not known, the
heat generated by the surface reaction can be calculated by

multiplying the mass transfer rate with the heat of reaction
per mol of reactant. At steady state, the rate of energy generation
by the surface reaction must be equal to the rate of energy
removal by heat transfer from the solid back to the bulk fluid:

km Aam CAb − CAS −ΔHr = ham TS− Tb

Solving for the temperature difference and considering the
j-factor correlations,

TS− Tb =
km
h

CAb − CAS −ΔHr 2 46

km =
jDG

ρ Sc
2
3

; h=
jHGcp

Pr
2
3

; jD≈ jH ; Sc
2
3≈ Pr

2
3

for simple gas mixtures

TS−Tb =
−ΔHr

ρcp
CAb −CAS 2 46a

If a fraction f is so defined as to express the degree of
mass transfer control, f = 1 indicates total diffusion control
and f = 0 indicates complete surface reaction control:

f = extent of MT control =
CAb−CAs

CAb

Then the energy balance equation becomes

TS−Tb =
−ΔHrCAb

ρcp
f 2 46b

The temperature difference is directly proportional to (i) the
heat of reaction per mol of diffusing reactant and (ii) the frac-
tional drop in concentration between the bulk fluid and the
solid surface. The terms appearing on the right-hand side of
the equation are

−ΔHrCAb = heat release by complete reaction of unit volume
of reacting gas mixture and

ρcp = volumetric heat capacity of the reacting gas mixture

The quotient of these two terms gives the temperature rise
equivalent to complete adiabatic conversion of the reacting mix-
ture, and (TS − Tb) = (ΔT)max when f = 1, since CAS 0. This
equation also shows that heat transfer limitation and ΔT may
be significant if (−ΔHr) values are large, even when concentra-
tion gradients are small. For example, hydrogen oxidation over
Pt-Al2O3 was reported to give a ΔT of 115 C even though the
degree of diffusion control was less than 5% [9]; such (TS − Tb)
values cause a large increase in the observed global rate over the
rate which would be measured if the surface were indeed at Tb.
A significant error is made in calculating reaction rates even
when a much smaller ΔT is neglected at random.

2.3.3 Nonisothermal conditions: Multiple
steady states

An interesting feature of systems involving exothermic chemical
reactions accompanied by external transport resistances is that
of multiple steady states [9, 13, 19]. The simplest case exists
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when internal transport resistances are unimportant but exter-
nal transport resistances are present. At steady state, the heat
released by the chemical reaction on any element of the outer
catalyst surface must be transported from the solid to the bulk
fluid. Let QR = heat liberated by the surface reaction per unit
time and per unit mass of catalyst and Q = heat transported
away from the surface to the bulk gas per unit time per unit
mass of catalyst. Assuming an nth order single-reactant surface
reaction, steady-state analysis gives

QR =Q

QR = −RA P −ΔHr 2 47

Q= ham TS−Tb 2 48

−RA P = kamCAS
n = Aexp

−EA
RgTs

amCAS
n

Then,

QR = amA −ΔHr exp
−EA
RgTS

CAS
n

Rearranging and defining new dimensionless parameters,

QR = amA −ΔHr exp
−EA
RgTS

CAS
n 2 47a

α=
EA
RgTb

and θ =
TS−Tb

Tb
2 49

−EA
RgTs

= exp
−α

θ + 1

QR = amA −ΔHr exp
−α

θ + 1
CAS

n 2 47b

Q= ham TS−Tb = hamTbθ 2 48a

The equations forQR andQ define the temperature difference
(TS − Tb) in terms of parameters including am, A, ΔHr, h, and
CAS. The requirement that QR =Q at steady state leads to mul-
tiple steady-state solutions, and it is typical that the particular
steady state which is physically realized during operation
depends on the conditions under which the reaction is started.
There are two possible situations to be considered, depending on
whether external concentration gradients are (i) negligible or
(ii) substantial.

Negligible (CAb − CAS): This case is simpler, because the
unknown surface concentration CAS is replaced by CAb, since
CAS CAb for slow surface reaction and fast mass transfer.
The QR equation is directly written in terms of CAb:

QR = amA −ΔHr exp
−α

θ + 1
CAb

n 2 47c

An analytical solution for QR =Q is not feasible; however,
when both QR and Q are plotted versus the dimensionless tem-
perature rise θ, the intersection point(s) of the two curves will
determine the steady-state value of TS for a given CAb and Tb.

The QR equation is an exponential curve in θ while the equation
for Q is linear in θ, as also depicted in the insert in Figure 2.8. In
this case, there can be one or two intersection points depending
on the shape and location of the QR curve and the magnitude of
the heat transfer coefficient, h. In Figure 2.8, Q1, corresponding
to rather fast heat removal rate, gives rise to one stable solution,
θ1. In case of Q2, even though there are two intersection points
indicating two solutions, there is in fact only one truly stable θ
value, θ2, and hence only one stable TS value. The second inter-
section point, θ3, is pseudostable because small perturbations
will force the system either into the unstable region between
θ2 and θ3 where Q2 >QR leading to cooling of the surface with
stabilization at θ2 or into the unstable region above θ3 where
QR >Q2 leading to temperature escalation with no stabilization.
The particular merit of the graphical method is to clearly dem-
onstrate which values of the parameters will lead to multiple
steady-state solutions and which solution is actually stable.

Substantial (CAb − CAS): In this case, the equality of rates of
surface reaction and mass transfer given by Equation 2.40a
and the equality of QR and Q have to be solved simultaneously
to determine the steady-state values of CAS and TS. For the sake
of simplicity, n = 1 is assumed for the reaction order:

CAS =CAb
km

km + ksr
=CAb

km

km +Aexp
−EA
RgTS

QR =
am −ΔHr CAb

1
A

exp
α

θ + 1
+

1
km

2 47d

Q= ham TS− Tb = hamTbθ 2 48a

An analytical solution for QR =Q is not achievable. When QR

and Q are plotted versus θ, the intersection points of the two
curves determine the steady-state values of CAS and TS. Lower
values of θ are more likely to fall into the kinetically controlled
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Figure 2.8 Steady-state multiplicity caused by external temperature gradi-
ents in simple nonporous surface-catalyzed exothermic reactions when
external mass transfer resistance is either considerable or negligible.
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region, and hence, the QR curve starts out in the exponential
form. As (TS − Tb) increases, the QR curve tends to level out
on account of the (1/km) term in the denominator becoming
more significant, thus giving rise to an S-shaped QR curve.
Three heat removal cases corresponding to different heat

transfer coefficient (h) values are demonstrated in Figure 2.8.
Q1, corresponding to rapid heat removal rate, gives rise to
one stable solution, θ1, in the kinetics-controlled regime. Q3,
representing the lower heat removal rate, also leads to one stable
solution, θ5, which is in the diffusion-controlled regime. Q2,
typifying moderate heat removal rates, results in three mathe-
matical steady-state solutions, θ2, θ3, and θ4. Two solutions,
θ2 and θ4, are truly stable in the kinetics-controlled and diffu-
sion-controlled regime, respectively, while θ3 is not actually sus-
tainable since small perturbations will force TS either into the
unstable region between θ2 and θ3 where Q2 >QR leading to
cooling of the surface with stabilization at θ2 or into the unstable
region between θ3 and θ4 where QR >Q2 leading to heating of
the surface with stabilization at θ4.

2.3.4 External effectiveness factors
The external effectiveness factor is defined as the ratio of the
global rate to the rate evaluated at bulk conditions:

γ =
−RA P

−RA b

; −RA P = −RA S = f CAS,TS and

−RA b = f CAb,Tb 2 50

In general, it can be stated that γ ≤ 1 for isothermal conditions
and γ ≥ 1 for nonisothermal conditions arising from exothermic
surface reactions. Power function rate equations are used in
deriving an expression for γ and recalling that

α=
EA
RgTb

and θ =
TS−Tb

Tb

External effectiveness factor expressed for the case of negligi-
ble (CAb − CAS) carries only the ΔT effect; that is, it is based on
(−RA)P = f(CAb, TS) and (−RA)b = f(CAb, Tb):

−RA P = amA exp
−EA
RgTS

CAb
n

−RA b = amA exp
−EA
RgTb

CAb
n

γ = exp
αθ

θ + 1
2 50a

The expression obtained for γ in the case of substantial (CAb −
CAS) in addition to (TS − Tb) reflects the effects of both ΔT and
ΔCA. The numerator of the equation for γ represents the influ-
ence of ΔT while the denominator represents that of ΔCA.
A comparison of the two equations clearly indicates that the

presence of diffusional limitations reduces the external effective-
ness factor [9]:

−RA P = amA exp
−EA
RgTS

CAS

−RA b = amA exp
−EA
RgTb

CAb

γ =
exp

αθ

θ + 1

1 +
A
km

exp
−α

θ + 1

2 50b

The isothermal external effectiveness factor stated for the case
of negligible (TS − Tb) carries only theΔCA effect and is based on
(−RA)P = f(CAS, Tb) and (−RA)b = f(CAb, Tb). Keeping the first-
order surface reaction assumption, the following simple expres-
sion is found for γ:

−RA P = amAexp
−EA
RgTb

CAs

−RA b = amAexp
−EA
RgTb

CAb

γ =
−RA P

−RA b

=
CAs

CAb
=

km
ksr + km

=
1

1 +
ksr
km

2 50c

The Damköhler number is defined as the ratio (ksr/km) or (kV/
kmamρB) for linear kinetics and as the ratio of the chemical reac-
tion rate (kVCAb

n−1) to the external mass transfer rate (kmamρB)
for nth order reactions. Isothermal external effectiveness factors
have been reported for one-half and second-order surface
reactions in terms of a Damköhler number [13]. In isothermal
systems, mass transfer limitations become more influential at
higher reaction orders. For fast mass transfer and slow surface
reaction, Da 0 and the intrinsic rate is observed. It should
be remembered that km determines the overall kinetics if the
surface reaction is fast, and nomatter what the order of the chem-
ical reaction is, first-order dependence will be observed since
mass transfer itself is a first-order process, that is,Dawill be large
and in the limit the global rate will approach (kmamρBCAb).
It is also worth mentioning at this point that, in isothermal

operation with porous particles, external mass transfer limitations
are likely to exist only when internal concentration gradients are
present [14]. However, if the active phase is not impregnated on a
porous solid, as in the case of metal wires and foils or as in wire
gauzes and extremely thin surface coatings, only external mass
transport can modify the intrinsic reaction rate [19, 28]. On
the other hand, external temperature gradients can be significant
even when external concentration gradients are small; therefore,
under practical operating conditions, one of the major transport
resistances is external heat transport.
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2.4 Internal (intraparticle) transport
processes

A major segment of catalytic processes conducted on an indus-
trial scale employ fixed-bed (or packed-bed) reactors, and most
PBRs do not operate in a regime where intrinsic kinetics is appli-
cable. On the contrary, it is generally desirable to use solid cat-
alysts with an intricate pore structure, since these pores can
(i) provide hundreds of square meters of catalytic surface per
unit weight of catalyst, (ii) disperse active metal components
to avoid sintering, (iii) impart mechanical strength thus hinder-
ing attrition, and (iv) minimize pressure drop along the packed
bed. A descriptive diagram of the pore structure of a catalyst par-
ticle having both macropores and micropores is presented in
Figure 2.9.

Themost important mass transfer limitation in packed beds is
the diffusion of components into and out of the catalyst pore
structure. In the 7-step sequence of the continuous reaction
model used in microkinetic analysis, steps 2 and 6 are the phys-
ical rate processes that occur simultaneously with the chemical
steps 3–4–5 within the pore structure.
2 Diffusion of reactants from the exterior to the interior surface

of the porous particle
6 Diffusion of products from the interior to the exterior surface

In this section, the porous catalyst particle is studied on its
own in order to evaluate the global rate by accounting for intra-
particle concentration and temperature profiles over the entire
particle with reference to the concentrations and temperature at
its exterior surface.

In a porous catalyst, as reactants diffuse in the radial direction
toward the center of the particle, reaction occurs on the pore
walls, releasing or absorbing heat as required by the reaction.
The interior surface of a porous catalyst is not as effective as its
exterior because each point on the inner surface is exposed to a
lower reactant concentration than that of the exterior (CAS).
The net effect of intrapellet mass transfer resistance is to reduce
the global rate beneath the rate evaluated at surface conditions.
The net effect of intrapellet heat transfer resistance, on the
other hand, depends on the exothermicity–endothermicity
of the surface reaction and on the relative significance of

concentration and temperature gradients. If the gas-phase reac-
tion involves a change in the total number of moles, intraparticle
pressure gradients affecting diffusion rates may also develop at
steady state; however, these changes are not large and are rarely
taken into account.

The concentration and temperature gradients resulting from
the diffusion–reaction process lead to the existence of different
point rates at different locations along the pores and within the
particle. Differential mass and energy balance equations are
needed for obtaining the radial concentration and temperature
profiles describing these variations. In order to arrive at the
global rate, these profiles have to be integrated over the entire
particle by making use of the intrinsic rate equation. The radial
concentration and temperature profiles are based on character-
istic physical parameters of the porous particle, such as the
“effective diffusivity” and the “effective thermal conductivity.”
Hence, theories and correlations pertaining to the estimation
of these parameters are prerequisite for establishing the global
rate expressions for the entire particle.

2.4.1 Intraparticle mass and heat transfer
In order to predict the effective diffusivity in the porous catalyst
particle, De, the following steps are taken:
1 The equations for diffusion in a single cylindrical pore are

established.
2 These equations are combined with an appropriate geometric

model of the pore structure of the particle.
The mechanisms of mass transfer in the pore volume have to

be considered for the development of diffusion equations for the
single cylindrical pore [9, 16, 29]. Pore diffusion may occur by
one or more of three mechanisms:
1 Bulk diffusion, which takes place in the free space of the pore

due to collisions of reactant molecules with each other
2 Knudsen diffusion, which is caused by the collisions of reac-

tant molecules with the pore walls
3 Surface diffusion, which is the migration of adsorbed reactant

molecules on the pore walls as a result of concentration
gradients
Surface Diffusion: Molecules adsorbed on solid surfaces may

show considerable mobility. Transport of adsorbedmolecules by

Small pores

Large
pore

Model of pore structureSingle large
catalyst pellet

Compressed
porous powder

Large 
openings

Figure 2.9 Representation of a catalyst par-
ticle having micro- and macropore structure.
(Source: Levenspiel [31]. Reproduced with
permission of John Wiley & Sons.)
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movement on a surface is known as surface diffusion, with the
coefficient (DS)A. Its direction is that of decreasing surface con-
centration. Since equilibrium adsorption is a function of the
adsorbate partial pressure in the gas phase adjacent to the sur-
face, both surface diffusion and bulk diffusion proceed in paral-
lel. The effective diffusivity of a porous solid cannot be predicted
if surface diffusion effects are significant. In general, surface dif-
fusion is considered unimportant unless the amount of reactant
adsorbed is appreciable; moreover, chemisorption is virtually
immobile as molecules are detained on the surface by chemical
bonds. Bulk diffusion and Knudsen diffusion are the only
mechanisms that prevail in the catalysts and operating condi-
tions used in practice.
Bulk Diffusion: Bulk or ordinary diffusion, with the diffusion

coefficientDAB orDA-mix, occurs in the void space of the pores as
a result of collisions between gas molecules and is likely to dom-
inate when (i) the pores are macropores larger than 100 Å in
radius, (ii) the gas is relatively dense, that is, at high pressures,
and (iii) the pores are filled with a liquid.
Knudsen Diffusion: What is known as Knudsen flow or

Knudsen diffusion in fine pores is described with the coefficient
(DK)A and occurs in gases when (i) the pores are micropores
smaller than ~20 Å in radius and (ii) the gas density is low.
Under these conditions, the molecules collide with the pore
walls much more frequently than with each other. Molecules
striking the pore wall are adsorbed for a moment and then
reflected in arbitrary directions. Mass transfer is slowed down
to some extent as a consequence of both the random reflection
and the brief instant the molecules stay adsorbed.

2.4.1.1 Combined diffusivity Dcomb in a single pore
Many reaction conditions, particularly the pressure, lead to the
existence of diverse molecular concentrations in pore spaces
where both bulk diffusion and Knudsen diffusion can prevail
concurrently. In the so-called transition region, both mass dif-
fusivities, (DAB) and (DK)A, are included in the formulation of
a combined mass diffusivity, Dcomb. In the analysis of mass dif-
fusivities, the key parameter to be considered is the size of the
pore with respect to the mean free path of the molecules.
Considering a stagnant binary gas mixture, the molar flux

(rate per unit area) is proportional to the concentration gradient
in the direction of diffusion. Fick’s law is used to describe the
diffusion in pores, where Dcomb is the combined mass diffusivity
based on the cross-sectional area of a single pore, x is the direc-
tion of diffusion along the pore, and yA is the mole fraction of A.
The factor α is related to the diffusion fluxes of components A
and B and is determined by the stoichiometry for diffusion with
reaction:

NA = −Dcomb
dCA

dx
2 51

1
Dcomb

=
1−αyA
DAB

+
1

DK A

2 52

α= 1 +
NB

NA

For the reaction A B at steady state, diffusion in the pore is
equimolar counterdiffusion, NA = −NB, and α = 0. The composi-
tion dependence in Equation 2.52 is passed on to particle diffu-
sivities (De) and presents an important drawback in the
integration of intraparticle diffusion–reaction equations. How-
ever, diffusion fluxes in multicomponent systems may be
diverse, and it has been indicated that, on the whole, the depend-
ence of Dcomb on composition is rather weak, and therefore,
common practice has been to use the simpler composition-
independent form of the equation [7, 9, 32]; this additive resist-
ance relationship is the Bosanquet formula [17, 33]:

1
Dcomb

=
1

DAB
+

1
DK A

2 52a

DAB
1
PT

and DK A a

The two special cases are the dominance of (i) bulk diffusion
or (ii) Knudsen diffusion, and the parameters of importance in
this respect are not only the pore size and the pressure but also
the magnitude of the (DAB)/(DK)A ratio.
The bulk diffusivity DAB is inversely proportional to total pres-

sure and hence becomes significant as pressure increases but does
not depend on the pore size. The temperature dependence ofDAB

is T3/2. The Chapman–Enskog equation is suitable for accurate
estimations of DAB at moderate temperatures and pressures
[30]. Knudsen diffusivity (DK)A is directly proportional to the
pore radius, and the average molecular velocity as predicted by
the kinetic theory of gases, and hence its temperature dependence
is T1/2. Its contribution to Dcomb increases as pore size decreases,
but (DK)A is independent of total pressure [30].

2.4.1.2 Effective diffusivity De of the particle
The combined diffusivity, Dcomb, calculated for a single cylindri-
cal pore is based on the cross-sectional area of the pore perpen-
dicular to the direction of diffusion. A catalyst particle consists
of an assembly of single pores. Therefore, the ultimate aim is to
find the effective diffusivity of the porous catalyst particle, De,
based on the total area exposed by the cross sections of all the
pores in the particle, which constitutes the total mass transfer
area normal to the direction of diffusion.
Experimental evaluation of the effective diffusivity De is pos-

sible, if intrinsic kinetics of the reaction is known, and requires a
comparison of the measured and predicted global rates which
may also involve an iterative procedure.
If no such data are available, De is estimated according to the

following approach by using a geometric model of the physical
pore structure in the particle:
1 The combined diffusivity, Dcomb, is calculated for the single
cylindrical pore.

2 A simple geometric model of the particle described in terms of
measurable physical properties is devised.
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3 The geometric model is used to convert Dcomb of the single
pore to De of the entire particle comprising an array of cylin-
drical pores.
The diffusion flux is still represented by Fick’s law but is based

on the total cross-sectional area exposed by all the pores, and the
diffusion path r is the thickness of the particle:

NA e = −De
dCA

dr
2 53

The measurable physical properties of catalyst particles com-
monly used in geometric models are the total surface area
Sg (m

2/g), pore volumeVg (cm
3/g), solid density ρS (g/cm

3), void
fraction or porosity ЄP, and occasionally pore-volume
distribution.

The two major pore models that have been used extensively
over the years for practical purposes are the “parallel-pore”model
proposed by Wheeler in 1955 [5, 9] and the “random-pore”
model proposed by Wakao and Smith in 1962 [34]. Among
the more recent advanced models are the “parallel cross-linked
pore” model [35] and “pore-network” models [36, 37].

The original semiempirical parallel-pore model represents a
monodisperse pore-size distribution and makes use of the meas-
urable physical properties, Sg, Vg, ρS, and ЄP. The complex par-
ticle with porosity ЄP is replaced by an array of straight and
parallel cylindrical pores of radius ā, much like a honeycomb
structure. Themean pore radius ā is simply calculated by assum-
ing that the sum of the inner surface areas of all the n pores in an
array (n2πāL) is equal to the total surface area Sg and the sum of
all the pore volumes (nπā2L) is equal to the experimental pore
volume Vg [5]:

a Å =
2Vg

Sg
2 11

If the pore walls are tortuous with changing pore cross sec-
tions, the expression for the average pore radius is modified
by including a tortuosity factor, δ, and the porosity of the par-
ticle, ЄP:

a Å =
2Vg

Sg
δ 1− ЄP 2 11a

The only other variable required for predicting De is the
length of the diffusion path, which is the thickness of the particle
multiplied also by the adjustable tortuosity factor, δ, that
accounts for distorted diffusion pathways and also for varying
pore cross sections in interconnections and constrictions; the
value of δ varies between √2 and 10 but is typically 3 or 4 in most
industrial catalysts. The simplest geometric model which is still
commonly used in practical applications for estimating De is the
parallel-pore model:

De =
ЄPDcomb

δ
2 54

The random-pore model describes a bidisperse pore-volume
distribution and uses separate void fractions in macropores

(ЄM) and micropores (Єμ), as well as separate mean pore radii
for macropores (āM) and micropores (āμ). In the microregion,
āμ is calculated in the same manner as in the parallel-pore model
using Sg and Vg, while in the macroregion related to the void
spaces between primary particles, āM is obtained from pore-
volume distribution. When ЄM = 0, a monodisperse model
similar to the parallel-pore model is obtained [9, 17, 34].

2.4.1.3 Intraparticle heat transfer
In intraparticle heat transfer, the parameter analogous to the
effective diffusivity De is the effective thermal conductivity, λe.
The defining equation for the heat flux is

Qe = −λe
dT
dr

2 55

Qe is the energy transferred per unit total area of the particle
normal to the direction of heat transfer. The effective thermal
conductivities of catalyst pellets are remarkably low because
of the pore structure. The contribution of the thermal conduc-
tivity of the solid skeleton is little, since the extremely small heat
transfer areas existing at solid–solid contact points offer sub-
stantial resistance to heat transfer. The gas phase filling the void
spaces in the pores also participates in hindering heat conduc-
tion; experimental results indicate that λe decreases as ЄP

increases. At low pressures, when the mean free path of mole-
cules is greater than or equal to pore size, λe increases with total
pressure since free-molecule conduction starts to dominate.
There are no general correlations for predicting λe from the
physical properties of the solid and fluid phases involved. An
approximate correlation based on the thermal conductivities
of the individual phases and the porosity of the particle has been
proposed:

λe = λS
λg
λS

1−ЄP

2 56

It is, however, possible to select fairly accurate λe values
because it varies within a rather narrow range; experimental
results reported vary between 0.1 and 0.4 Btu/h-ft- F, excluding
vacuum conditions [9]. Other order of magnitude values
that have been reported as 4 × 10−3 J/s-cm-K [16] or 3 × 10−4

cal/s-cm-K [19] are also based on the latter results. Bearing in
mind the lesser impact of internal heat transport compared with
internal mass transfer limitations, relatively little attention has
been paid to correlations of λe inside pellets.

2.4.2 Mass transfer with chemical reaction:
Isothermal effectiveness

Since solid-catalyzed reactions occur on the surface of a catalyst,
the greater the extent of surface available for adsorption of reac-
tants, the higher is the rate of reaction. Hence, particularly in
practical applications, it is desirable to disperse the active com-
ponents on a support having small volume but high surface
area. This is achieved by using support materials with highly
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microporous particles; additional macropore volume is also
introduced by pressing the primary particles into pellets or
extrudates. The global rate of reaction for the pellet is, in this
case, determined by both the intrinsic kinetics and the diffu-
sional rate processes through the pore structure.
The quantitative treatment of the effects of concurrent mass

transfer and chemical reaction within porous structures was
started separately by Thiele in the United States, Damköhler
in Germany, and Zeldovich in Russia and reported separately
between 1937 and 1939 [4, 13]. These analyses were further
developed by Wheeler, Weisz, Wicke, and Aris [13].
The most significant result of these studies is the “internal

effectiveness factor” which links the intrinsic rate to the actually
measured global rate and is also a measure of the efficacy with
which the available surface area of the catalyst is utilized. The
internal effectiveness factor is defined as

η=
−RA P

−RA S

=
actual or global rate in pellet

rate evaluated at exterior surface conditions

2 57

−RA P = f CA,T = η −RA S = ηf CAS,TS

CA and T denote the surface concentration of A and the
surface temperature at any point along thepore. The central prob-
lem in the quantitative analysis of the simultaneous diffusion–
reaction problem is to find an expression for η as a function of
the parameters involved:

η= f ksr ,ke,De

Once the internal effectiveness factor η is known, (−RA)P
can be obtained in terms of (CAS, TS). Subsequently, using the
methods outlined in Section 2.3, (−RA)P can be obtained as a
function of bulk concentrations and temperatures (CAb, Tb).
The evaluation of the isothermal internal effectiveness factor

η includes (i) determining the concentration profile in the par-
ticle, (ii) establishing the global reaction rate through the parti-
cle, (−RA)P, using the concentration profile obtained, and
(iii) taking the ratio of the global rate (−RA)P to the rate that
would be observed if all the interior surface were concentrated
at the exterior, (−RA)S. The internal effectiveness factor for an
isothermal particle is defined as

η=
−RA P

−RA S

=
f CA,TS

f CAS,TS
2 57a

Since the reactant concentrations along the pores and within
the particles are lower than the external surface concentrations,
the overall effect of internal mass transfer resistances is to
reduce the actually observed global rate below that measured
at exterior surface conditions. It can be stated for isothermal
effectiveness factors that η ≤ 1. The concentration profile show-
ing the pore diffusion-affected surface reaction is labeled as II in
Figure 2.3.

2.4.2.1 Single cylindrical pore
A single cylindrical pore of length L and radius of r (=ā) located
in a microscopic section of the catalyst particle is generally used
for modeling the diffusion–reaction process (Figure 2.3). The
steady-state component mass balance for a control volume
extending over the cross section of the pore includes diffusion
of reactant into and out of the control volume as well as reaction
on the inner wall surface. The simple case taken as an example is
that of an isothermal, irreversible first-order reaction:

−πr2Dcomb
dCA

dx out

+ πr2Dcomb
dCA

dx in

+ ksrCA 2πrΔx = 0

k= kV =
2ksr
r

kv = ksr
surface
volume

= ksr
2πrL
πr2L

=
2ksr
r

2 58

In the limit as Δx approaches zero, a second-order linear
homogeneous equation with constant coefficients is obtained:

d2CA

dx2
−

kv
Dcomb

CA = 0 2 59

The ordinary differential equation is solved by conventional
methods to give

CA =M1e
mx +M2e

−mx 2 59a

m=
kv

Dcomb
=

2ksr
rDcomb

The boundary conditions specify (i) the reactant concentra-
tion at the pore mouth, CAS, and (ii) the zero flux at the pore
end since reactant does not diffuse into the bulk solid:

CA = CAS, at x = 0

dCA

dx
= 0, at x = L

The concentration profile of the reactant decreasing progres-
sively as it diffuses along the pore length is given by the following
equation:

CA

CAs
=
em L−x + e−m L−x

emL + e−mL
=
coshm L−x

coshmL
=
coshφL 1− x

L

coshφL

2 59b

The drop in the concentration of reactant A through the pore
is a function of the dimensionless parameter mL which is called
the Thiele modulus φL for the single pore:

φL =mL= L
kv

Dcomb
for first-order reaction 2 60

The basic approach to evaluating the global rate in the pore
would be to express the point rate prevailing at each point along
the pore in terms of Equation 2.59b and then to integrate the rate
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equation over the entire volume of the pore. However, a math-
ematically much easier solution (especially for complex geome-
tries) is offered by the fact that the overall reaction rate within
the pore is actually equal to the rate of mass transfer into the
pore. Therefore, differentiating Equation 2.59b with respect to
distance along the pore, evaluating the derivative at x = 0 and
substituting into the diffusion equation gives (−RA)P:

−RA P ≈ molar flow in at x = 0 = −Dcombπr
2 dCA

dx x = 0

= πr2DcombCAS
kv

Dcomb
tanhL

kv
Dcomb

If the entire active surface within the pore is concentrated at
the exterior surface, no concentration gradients and hence no
diffusional effects will exist. Then, the reaction rate evaluated
at external surface conditions is simply obtained as

−RA S = 2πrLksrCAS = πr
2LkvCAS

The isothermal internal effectiveness factor, η, for the single
cylindrical pore and first-order irreversible surface reaction is
obtained from the aforementioned expressions for (−RA)P and
(−RA)S using Equation 2.60:

η=
−RA P

−RA S

=
tanhmL
mL

=
tanhφL

φL
2 61

The Thiele modulus φL includes an extensive factor, L, and
the ratio of the intrinsic reaction rate constant to the effective
mass diffusivity of the reactant through the pore structure.
The two limiting cases are:
1 Severe diffusion limitation at large values of φL (for φL > 3),

where tanh φL approaches unity, and therefore η 1/φL,
which occurs if the pore is long (large L), the surface reaction
is fast (large kV), and/or the diffusion is slow (small Dcomb)

2 Diffusion-free surface reaction at small values of φL (for φL <
0.3), where tanh φL approaches φL, and therefore η 1,
which occurs when the pore is short (small L), the surface
reaction is slow (small kV), and/or the diffusion is rapid
(large Dcomb)
The same expression as in Equation 2.61 is derived for the η of

a catalyst with flat plate geometry, with the only difference that
Dcomb in Equation 2.60 is replaced by De of the flat plate having
many cylindrical pores. For other particle geometries, such
as cylindrical or spherical, the concentration profiles and the
correlations for the isothermal internal effectiveness factor η
are different, and the effective mass diffusivity, De, is used in
all the analyses.

It can be shown that the η expression in Equation 2.61 holds
approximately for irreversible nth order reactions, but the m in
φL becomes concentration dependent [17, 23]:

φL =mL = L
n+ 1 kvCAS

n−1

2De
for n > −1 2 60a

The relationship between the isothermal internal effectiveness
factor η and the Thiele modulus φL for a flat plate is plotted in
Figure 2.10 for φL values ranging from 0.1 to 20.

2.4.2.2 Porous spherical catalyst particle
Consider an isothermal porous spherical catalyst particle of
radius R in which a single, irreversible first-order reaction takes
place at steady state (Figure 2.11). Taking a spherical shell of
thickness Δr at a radius r from the center, the steady-state com-
ponent mass balance over a differential shell of volume 4πr2Δr
includes diffusion of reactant into and out of the control volume
in the radial direction as well as reaction on the inner surface of
the particle:

kv
De

Thiele modulus: φL= L

No resistance to
pore diffusion

Strong pore
diffusion effects

Flat plate

Cylinder

Sphere

η=1/φL

η

1.0

0.5

0.5 1 2 3 4 5 10 20

0.4

0.4

0.3

0.3

0.2

0.2

0.1

0.1
0.05Figure 2.10 Internal effectiveness factor as a function of

Thiele modulus for porous particles of various shapes.
(Source: Levenspiel [31]. Reproduced with permission
of John Wiley & Sons.)
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4π r +Δr 2De
dCA

dr in

− 4πr2De
dCA

dr out

= kV 4πr2Δr CA

Dividing the entire equation by 4πDeΔr and taking the limit
as Δr approaches zero, a second-order linear homogeneous
ordinary differential equation is obtained:

d2CA

dr2
+
2
r
dCA

dr
=
kVCA

De
2 62

The relevant boundary conditions are (i) the reactant concen-
tration at the exterior surface, CAS, and (ii) the zero flux at the
center of particle, condition of particle symmetry:

r =R, CA =CAS

r = 0,
dCA

dr
= 0

The concentration profile toward the interior of the particle in
the radial direction (Figure 2.11) is given by the following equa-
tion written in terms of normalized distance (r/R):

CA

CAS
=

sinh
r
R

ΦS

r
R
sinh ΦS

2 62a

It is convenient to define the Thiele modulus for the spherical
catalyst particle, ΦS, with radius of the particle R as the size
parameter:

ΦS =R
kV
De

for first order reaction 2 63

The global rate within the entire porous particle can be equa-
ted to the diffusion rate into the particle through the exterior
surface. Differentiating the concentration profile (Eq. 2.62a)
with respect to distance along the radius of the particle,

evaluating the derivative at r = R and substituting into the diffu-
sion equation gives (−RA)P:

−RA P≈ molar flow in at r =R = −De4πR
2 dCA

dr r =R

= 4ΦSπRDeCAS
1

tanhΦS
−

1
ΦS

If the entire active surface within the pore structure of the
particle is exposed to exterior surface conditions, with no con-
centration gradients and hence no diffusional effects, the reac-
tion rate at external surface conditions is simply calculated from

−RA S =
4
3
πR3kVCAS

The isothermal internal effectiveness factor, η, for a porous
spherical particle and first-order irreversible surface reaction
is obtained from the aforementioned expressions as follows:

η=
−RA P

−RA S

=
De4πR2 dCA

dr r =R
4
3
πR3kVCAS

=
3De

RkVCAS

dCA

dr r =R

2 64

η =
−RA P

−RA S

=
3
ΦS

1
tanhΦS

−
1
ΦS

2 64a

The two limiting cases for porous particles are similar to those
mentioned for the single pore:
1 Severe diffusion limitation at large values of ΦS, where tanh
ΦS approaches unity, and η 3/ΦS, which occurs if the par-
ticle is large (large R), the surface reaction is fast (large kV),
and/or the diffusion is slow (small De)

2 Diffusion-free surface reaction at small values of ΦS, where
tanh ΦS approaches ΦS, and η 1, which occurs when the
particle is small (small R), the surface reaction is slow (small
kV), and/or the diffusion is rapid (large De)
TheΦS versus η plot has the same shape as that of φL versus η

for a flat plate but is shifted by a factor of 3 on the same log-log
plot, if Equations 2.60 and 2.63 are used as basis. Aris [29, 38] has
shown that, for a first-order reaction in various particle geome-
tries, the plots between the Thiele modulus φ and the isothermal
internal effectiveness factor η become identical at high and low
values of φ (Figure 2.10), as long as the size parameter in the
Thiele modulus is defined on a common basis. The characteristic
size parameter L is, therefore, defined as the ratio of the particle
volume to the external surface area available for reactant penetra-
tion, which enables its use for any arbitrary particle shape:

L=
VP

Sexternal
2 65

Then, the Thiele modulus for a sphere, φS, and the corre-
sponding η expression become

φS =
ΦS

3
=
R
3

kV
De

for first order reaction 2 63a

R

r

dr

Control
volume

R
CA(0)

T(0)

CA

CA,s

External
surfaceCA,T

Ts

T

Figure 2.11 Reactant concentration and temperature profiles inside a porous
spherical catalyst particle with exothermic reaction occurring at steady state.
(Source: Roberts [23]. Reproduced with permission of John Wiley & Sons.)
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η=
−RA P

−RA S

=
1
φS

1
tanh3φS

−
1
3φS

2 64b

In this case, as demonstrated in Figure 2.10, the φ versus η
curves for all geometries coincide for very large and very small
values of φ, and they are reasonably comparable for intermedi-
ate φ values. The numerical values of η and η are the same for
the spherical particle, as long as the appropriate size parameters
defined by φ and Φ are used, respectively.

The characteristic size parameters for various particle geome-
tries that are defined according to Equation 2.65 and used in
Figure 2.10 may be listed as

L=
thickness

2
; for flat plates

L= thickness; for flat plates sealed on one face

L=
R
2
; for cylinders

L=
R
3
; for spheres

The analytical integration of the differential equation for dif-
fusion with chemical reaction in a catalyst particle is achievable
just for first-order reactions. A “generalized modulus” has been
proposed for extending the use of the η expression in
Equations 2.61 and 2.64a to any type of rate expression [17],
at least approximately. For irreversible nth order reactions,
the generalized modulus for a sphere becomes dependent on
the exterior surface concentration:

φS =
R
3

n + 1 kVCAS
n−1

2De
for n > −1 2 63b

In the case of more complicated kinetic expressions like
LHHW equations, the effectiveness factor η can be determined
by numerical integration of the differential equations for diffu-
sion with chemical reaction. The complex kinetics of a number
of reactions can practically be approximated by simpler power
function expressions.

The Thiele moduli for first-order reactions in various geome-
tries as well as the generalizedmoduli applicable for other reaction
orders all assume that the chemical reaction is irreversible. Studies
on the first-order reversible reaction A B have shown that the
same φL − η function as in the irreversible case can be used, when
the Thiele modulus is defined using the characteristic size factor L
of Equation 2.65. The reaction equilibrium constant K is used, if
the De value for A and B is more or less the same [13, 29]:

φL = L
K + 1 kforward

KDe
first order reversible 2 63c

2.4.3 Heat and mass transfer with
chemical reaction

The general approach in the evaluation of nonisothermal inter-
nal effectiveness factors is analogous to that outlined for deter-
mining isothermal η. However, since substantial temperature

gradients can occur in the catalyst particles used in practice,
the nonisothermal internal effectiveness factor is defined as

η=
−RA P

−RA S

=
f CA,T
f CAS,TS

2 57

For this reason, both a concentration and a temperature pro-
file are required to describe the conditions at each point within
the porous particle, before (−RA)P can be determined. In the case
of exothermic reactions, T at any point within the particle may
be higher than TS; hence, depending on the relative significance
of ΔCA and ΔT, the global rate (−RA)P may be higher than the
rate at surface conditions (−RA)S, and situations where η > 1may
be encountered.

A relationship may easily be derived between intraparticle
temperature and concentration differences (ΔT and ΔCA) just
by considering a boundary surface enclosing some section or
all of an arbitrary porous structure as the starting point. Under
steady-state conditions, the diffusion of reactants across this
boundary surface is equal to the global rate of reaction within
the boundary surface. Then, the heat released by reaction
within the surface can be expressed in terms of the diffusion rate
across the boundary:

QR = −De
dCA

dx
−ΔHr Area 2 66

Similarly, the heat released by reaction is transferred across
the same boundary by conduction since this is the major mech-
anism of heat transfer inside catalyst particles:

Q= −λe
dT
dx

Area 2 67

At steady state, QR =Q, and therefore,

−De
dCA

dx
−ΔHr = −λe

dT
dx

In integrated form,

T−TS = −ΔHr
De

λe
CAS−CA 2 68

Here, T and CA are the temperature and concentration at any
point within the particle, while TS and CAS are the boundary
values at the outer surface, respectively. As evident in
Equation 2.68, the heat of reaction ΔHr and the transport prop-
erties De and λe are the essential parameters. This relationship,
which was originally derived by Damköhler in 1943 [9], is valid
for all kinetics and applies to all particle geometries. The only
implicit assumption made is that of symmetry, that is, the
assumption that TS and CAS are uniform over the entire bound-
ary surface. Using this expression, it is possible to find the max-
imum temperature difference between the surface and the center
of particle, which occurs when the reactant is used up before it
reaches the center; ΔTmax is influenced by CAS in addition to
ΔHr, De, and λe:
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T −TS max = −ΔHr
De

λe
CAS 2 68a

2.4.3.1 Nonisothermal spherical catalyst particle
Consider the nonisothermal porous spherical catalyst particle of
radius R in which a single, irreversible, first-order reaction takes
place at steady state (Figure 2.11). Taking the same spherical
shell of thickness Δr at a radius r from the center, the steady-
state energy balance over a differential shell of volume 4πr2Δr
includes conduction into and out of the control volume in the
radial direction as well as heat release by reaction within the con-
trol volume:

4π r +Δr 2λe
dT
dr in

− 4πr2λe
dT
dr out

= kV 4πr2Δr CA ΔHr

Dividing the entire equation by 4πDeΔr and taking the limit
as Δr approaches zero, a second-order linear homogeneous
ordinary differential equation is obtained in terms of tempera-
ture. Equating the mass balance and energy balance equations
by elimination of the kinetic term and integrating twice using
the appropriate boundary conditions also gives Equation 2.68:

d2T
dr2

+
2
r
dT
dr

=
kVCAΔHr

λe
2 69

d2CA

dr2
+
2
r
dCA

dr
=
kVCA

De
2 62

The pertinent boundary conditions for solving the coupled
equations are (i) the concentration and temperature at the exte-
rior surface, CAS and TS, and (ii) the zero mass and heat fluxes at
the center due to symmetry:

r =R, CA =CAS, T = TS

r = 0,
dCA

dr
= 0,

dT
dr

= 0

In order to obtain the concentration and temperature profiles
in the particle, (i) the temperature dependence of the intrinsic
rate constant kV is expressed as an Arrhenius function, and
(ii) the two differential equations (Eqs. 2.62 and 2.69) are solved
by using Equation 2.68 to eliminate one variable. Numerical
solution of the set of equations is necessary, because the differ-
ential equations are coupled through the exponential depend-
ence of kV on temperature.
Weisz and Hicks [39] solved these differential equations

numerically to determine the concentration profile in the parti-
cle, using Equation 2.68 for eliminating the exponential temper-
ature dependence. The internal effectiveness factor η was then
calculated by using Equation 2.64, which is applicable to noni-
sothermal conditions if kV is evaluated at the surface tempera-
ture, TS:

η=
−RA P

−RA S

=
3De

R kVCAS

dCA

dr r =R

2 64

2.4.3.2 Nonisothermal effectiveness factor
In the results reported by Weisz and Hicks [39], the nonisother-
mal η was described in terms of three dimensionless parameters,
that is, two new independent parameters were introduced in
addition to the Thiele modulus:
1 The Thiele modulus evaluated at TS:

ΦS = 3φS =R
kV S

De
2 63c

2 The Arrhenius number, exponent of the Arrhenius equation
evaluated at TS:

γs =
EA
RTS

2 70

3 A heat generation function evaluated in terms of CAS and TS:

β =
−ΔHr DeCAS

λeTS
=

ΔT max

TS
2 71

The temperature dependence of the transport parameters De

and λe are assumed unimportant compared to the exponential
temperature dependence of kV. The parameter β represents
the maximum ΔT that can exist in the particle relative to the
exterior surface temperature, TS. Under transient conditions,
it is possible to exceed even (ΔT)max.
The internal effectiveness factor η is plotted as a function of

ΦS for a family of β curves at four different values of γs between
10 and 40 in the practical range [39]. Figure 2.12 shows η as a
function ofΦS and β at γs = 20 [40]. The β = 0 curve corresponds
to the isothermal case and coincides with the curve in
Figure 2.10.
For exothermic reactions, β > 0, and the β curves generated at

each γs value show that η may indeed exceed unity, depending
on whether or not the rate increase caused by temperature rise
offsets the decrease resulting from the fall in concentration.
When η > 1, (−RA)P > (−RA)S, but this situation may not always
be beneficial because the increase in temperature toward the
center of the particle may induce deactivation or may promote
undesirable reactions with an overall decrease in the selectivity
for the desirable product. At high values of the Thiele modulus,
η becomes inversely proportional to ΦS, as in the isothermal
case; therefore, the reactant is rapidly consumed as it penetrates
the particle so that the reaction takes place in a thin shell just
underneath the particle surface while the interior is more or less
isothermal at a higher temperature. On the other hand, at low
values of ΦS and for highly exothermic reactions, for example,
β > 0.3, the value of η is not uniquely defined by the three dimen-
sionless parameters of the analysis. Three possible values of η
exist, each representing a different set of conditions at which
the rate of heat release balances the rate of heat removal; the
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intermediate η value is shown to be metastable, while the set of
conditions physically attained is found to depend on the direc-
tion of approach to the steady state.

For endothermic reactions, β < 0, and the β curves at each γs
value clearly indicate that the internal effectiveness factor η will
always be less than unity, since both the temperature and the
reactant concentration decline toward the center of the particle.
In this case, the impact of heat transfer decreases, but the effect
of mass transfer becomes almost negligible. An approximate
solution can be obtained by ignoring the concentration profile
and solving the differential energy balance (Eq. 2.69) by assum-
ing that the reactant concentration is equal to CAS within the
particle:

d2T
dr2

+
2
r
dT
dr

=
kVΔHr

λe
CAS 2 69a

The internal effectiveness factor η thus obtained is named a
“thermal effectiveness factor” [9, 38].

2.4.4 Impact of internal transport limitations on
kinetic studies

In a study of intrinsic kinetics, if data are taken in a laboratory
PBR where intraparticle transport resistances are appreciable,
and if this circumstance is arbitrarily neglected, experimental
results will lead to falsified reaction kinetics:
1 For isothermal particles, under conditions when φ > 3,

which is in the region with strong pore diffusion effects in
Figure 2.10, the isothermal internal effectiveness factor η
will be inversely proportional to φ. Considering an nth order

reaction, and expressing φ with the characteristic size factor L
as defined in Equation 2.65:

−RA P = η −RA S =
1
φ

kVCAS
n =

kVDe

L n+ 1 2
CAS

n+ 1 2

2 72

Assuming that external transport resistances have been
eliminated and CAS = CAb:

−RA P =
kVDe

L n+ 1 2
CAb

n+ 1 2 2 72a

Although the reaction rate is nth order in the absence of
internal mass transfer limitations, the order determined from
global rate data affected by pore diffusion will be [(n + 1)/2]
instead of the true order of the surface reaction, for example,
3/2 instead of 2. The intrinsic reaction order will be observed
only when n = 1.

2 When data are taken under isothermal conditions at several
temperatures in order to calculate the activation energy, the
apparent rate constants evaluated will include the square root
of (kVDe) at each temperature. SinceDe is not very sensitive to
temperature changes, the EA calculated from the Arrhenius
equation will be equal to one-half the EA of the surface reac-
tion, provided that external transport limitations do not exist:

kV apparent = kVDe =Aexp −
EA apparent

RgT

EA apparent =
EA sr + EDiff

2
≈

EA sr

2

Another point to be considered in the estimation of EA is to
select the temperature range carefully. At low temperatures,
the reaction rate constant kV is low so the value of φ is also
low, leading to η≈ 1. However, kV increases exponentially
with temperature whileDe is not so responsive to temperature
changes. Therefore, as the reaction temperature is gradually
increased in successive runs, φ starts increasing and eventu-
ally η may drop below unity. Consider as an example [12]
a flat plate catalyst with a 0.06 cm size factor and a De

of 0.070 cm2 s−1; for a first-order reaction kV of 0.84 s−1 at
499 K, η is calculated as 0.99. If the EA of the surface reaction
is 110 kJ mol−1, kV is calculated as 70.3 s−1 at 599 K; at this
temperature, with the same size factor and De values, η is esti-
mated as 0.50. This trend continues with further increases in
temperature, until η becomes inversely proportional to φ.

3 Equation 2.72a shows that the global rate is also inversely
proportional to L, the characteristic dimension, when φ > 3.
In other words, if the experiments are being conducted in
the region of strong diffusional effects, (−RA)P increases with
decreasing particle size.
The significance or even presence of intraparticle transport

resistances must be demonstrated either by conducting diagnos-
tic experiments or by utilizing well-established criteria.
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λeTs
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Figure 2.12 Nonisothermal internal effectiveness factors for first-order
reactions in porous spherical particles.
(Source: Dittmeyer [40]. Reproduced with permission of John
Wiley & Sons.)
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2.4.4.1 Diagnostic experiments
The first set of preliminary experiments in a kinetic study car-
ried out in laboratory PBRs should establish the flow conditions
at which external transport effects are negligible. The second set
of diagnostic experiments conducted should verify the particle
size requirements under which intraparticle transport effects
are eliminated. A study of intrinsic kinetics must make use of
the flow rates and particle sizes that exclude both external
and internal transport limitations, respectively.
The classical method of testing for the existence of pore dif-

fusion is to measure the global rate (−RA)P as a function of cat-
alyst particle size. All operating conditions such as the reaction
temperature, feed composition, gas flow rate, catalyst amount,
and hence space time are fixed while only the particle size of
the catalyst packed in the bed is systematically decreased in suc-
cessive runs. This is equivalent to changing the characteristic
size factor in the Thiele modulus, φ. If the particle sizes used
are in the η < 1 range, (−RA)P increases as catalyst particle size
decreases; normally, particle size is decreased until (−RA)P no
longer changes. Under conditions where η≈ 1, (−RA)P is not
affected by φ. The use of this criterion does not necessitate
knowledge of the rate equation or the rate constant of the
reaction.
A variant of the aforementioned method is to compare the

performance of two different particle sizes in terms of (−RA)P.
It is assumed that kV andDe values are the same for both particle
sizes:
1 In the diffusion-free region with φ < 0.3,

−RA P1

−RA P2

=
η1kVCAb

n

η2kVCAb
n =

η1
η2

1

2 In the intermediate diffusion region, for dP2 > dP1,

−RA P1

−RA P2

=
η1kVCAb

n

η2kVCAb
n =

η1
η2

> 1

3 In the strong diffusion region, for η = 1/φ,

−RA P1

−RA P2

=
η1
η2

=
φ2

φ1
=
dP2
dP1

=
r2
r1

In general, (−RA)P becomes inversely proportional to particle
size after φ > 3, as indicated in Figure 2.10. If global rate data are
procured using three catalyst particle sizes, as long as all three
are not in the strong pore diffusion region, values of η and φ
can be estimated for each particle size by an iterative method,
starting with the assumption that η = 1 for the smallest particle
and then correcting it at the end [23].

2.4.4.2 Weisz–Prater criterion for internal
transport effects

In many cases, it is necessary to rapidly estimate whether inter-
nal transport limitations are present or not, without having to
use the reaction rate constant. The Weisz–Prater criterion is

used in laboratory experiments and for large-scale operations
to confirm the absence of diffusion effects, and the criterion for-
mulated for first-order reactions is [17, 26, 28]

ηφ2 =

−RA PρP
dP
2

2

DeCAS
1 0 2 73

φ 1, η= 1 no pore diffusion , ηφ2 1 0

φ 1, η =
1
φ

strong pore diffusion , ηφ2 1 0

The Weisz–Prater criterion makes use of observable quanti-
ties like (−RA)P, the measured global rate (kmol/kg-s); dP, the
particle diameter (m); ρP, the particle density (kg/m3); De, the
effective mass diffusivity (m2/s); and CAS, the surface concentra-
tion of reactant (kmol/m3). The intrinsic reaction rate constant
kV need not be known in order to use theWeisz–Prater criterion.
If external mass transfer effects are eliminated, CAb can be used,
and the effective diffusivity De can be estimated using catalyst
and fluid physical properties. The criterion can be extended
to other reaction orders and multiple reactions by using the gen-
eralized Thiele modulus, and various functional forms are
quoted in the literature [17, 26, 28].

2.5 Combination of external and internal
transport effects

The concept of effectiveness developed separately for external or
internal transport resistances can be extended to an “overall
effectiveness factor” for treating the general diffusion–reaction
problem where both external and internal concentration and
temperature gradients exist. The overall effectiveness factor,
Ω, is defined for relating the actual global rate to the intrinsic
rate, that is, (−RA)P to (−RA)b. To sum up the definitions for
γ, η, and Ω,

−RA S = γ −RA b; −RA S = f CAS,TS and

−RA b = f CAb,Tb 2 50

−RA P = η −RA S; −RA P = f CAi,Ti and

−RA S = f CAS,TS 2 57

−RA P =Ω −RA b; −RA P = f CAi,Ti and

−RA b = f CAb,Tb 2 74

2.5.1 Isothermal overall effectiveness
Consider a catalyst particle located in a fluid medium where
both external and internal mass transfer limitations affect the
global rate. The reactant concentration profile for this situation
is represented by curve III in Figure 2.3. The isothermal overall
effectiveness factor, Ω, expressed in terms of bulk fluid condi-
tions, is derived primarily for first-order reactions using
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Equations 2.40 and 2.57a. At steady state, the rate of physical
transport of reactants from the bulk fluid to the outer surface
of the particles is equal to the total rate of chemical reaction
on and within the catalyst particles:

−RA P = km Aam CAb−CAS = η ksraSCAS 2 40a

Here, am and aS represent the external and internal surface
areas per unit weight of catalyst, respectively. The internal sur-
face area aS can safely be equated to the specific surface area, Sg,
for all practical purposes. Solving for CAS and substituting back,

−RA P = ηksrSgCAS =
ηksrSgkmamCAb

ηksrSg + kmam
= ΩksrSgCAb =Ω −RA b

2 74a

After rearrangement of terms, the overall effectiveness factor
Ω for linear kinetics can be written as follows:

Ω=
η

1 + η
ksrSg
kmam

=
η

1 + η
ksrSgρBdP
6 1−ЄB km

2 75

In order to express the parameters appearing inΩ in terms of
measurable physical properties of the catalyst particles and the
catalyst bed, the external surface area am is equated to

am =
6 1−ЄB

ρBdP
2 76

The porosity and density of the catalyst bed, ЄB and ρB,
respectively, and the particle diameter, dP, are the physical prop-
erties used in estimating am. The global rate can be expressed per
unit volume, per unit weight, or per unit surface area, according
to purpose:

−RA V = ρB −RA P = ρBSg −RA A 2 77

The Damköhler numberDa, which is a measure of the ratio of
the surface chemical reaction rate to the external mass transfer
rate, can also be defined as an observable quantity in terms of the
global rate when multiplied by the internal effectiveness factor
η [13]:

ηDa =
L −RA V

kmCAb
2 78

External concentration gradients are dependent on the inter-
nal mass transfer process. The Biot number for mass (Bi)m is
defined as a measure of the ratio of internal to external mass
transport resistances and is expressed in terms of the size factor
L of Equation 2.65 [13, 19]:

Bi m =
Lkm
De

2 79

Experimental results show that the mass Biot number (Bi)m,
which is sometimes called the “modified Sherwood number”
[17], is much larger than unity, indicating that the major resist-
ance tomass transfer resides in the internal pore diffusion process.

2.5.2 Nonisothermal conditions
The general problem of diffusion–reaction for the overall effec-
tiveness factor Ω is rather complicated. However, the physical
and chemical rate processes prevailing under practical condi-
tions promote isothermal particles and negligible external mass
transfer limitations. In other words, the key transport limita-
tions are external heat transfer and internal mass transfer. Exter-
nal temperature gradients can be significant even when external
mass transfer resistances are negligibly small.

The analogous Biot number for heat (Bi)h is defined as the
ratio of internal to external heat transport resistances and is used
together with (Bi)m to assess the relative importance of all heat
and mass transport limitations:

Bi h =
hL
λe

2 80

Bi r

Bi m

Bi h

=
km
h

λe
De

=
βext
β

2 81

Here, (Bi)r is the Biot number ratio. The external heat gener-
ation function βext is obtained from Equation 2.46 by dividing
both sides by Tb and letting CAS 0 for (TS − Tb) = (ΔT)max.
The internal heat generation function β (Eq. 2.71), the Arrhe-
nius number γs (Eq. 2.70), and kV of the Thiele modulus
(Eq. 2.63c) are all evaluated at Tb [19].

The usual orders of magnitude for effective transport coeffi-
cients of gases, liquids, and porous solid particles are [13]:
For gases: De = 1–0.1 cm2/s; λe = 10−4–10−5 cal/cm-s- C
For liquids: De = 10−5–10−6 cm2/s; λe = 10−2–10−4 cal/cm-s- C
For porous solids: De = 10−1–10−3 cm2/s; λe = 10−3–10−4

cal/cm-s- C
Then, the ranges of internal and external heat generation

functions β and βext calculated on the basis of these coefficients
show that the Biot number ratio is usually large (>10) in gas–
solid catalytic reaction systems:

β =
−ΔHr DeCAb

λeTb
= 0 001−0 3

βext =
−ΔHr kmCAb

hTb
= 0 01−2 0

Bi r =
βext
β

=
Bi m

Bi h

= 1 0−104

In reality, (Bi)r is in the range of hundreds under typical reac-
tion conditions, and hence the particle can safely be considered
isothermal [41]. If the catalyst particle is assumed isothermal,
then a simple analysis can be made to find the relative signifi-
cance of external to internal mass transfer limitations [19]:

CAb−CAS

CAb
=

ηφ2

Bi m

2 82

The result in Equation 2.82 is significant because it shows that
external concentration gradients are indeed affected by internal
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pore diffusion processes, and they are usually negligible in
particulate systems unless the value of the Thiele modulus is
close to the mass Biot number. The concentration and temper-
ature differences between the exterior surface and the interior of
a particle originate from theΔHr of highly exothermic reactions.
Although steady-state multiplicity is of concern for both inter-
nal and external temperature gradients, it has been pointed out
that multiple steady-state solutions resulting from internal
temperature gradients occur at somewhat unrealistic values of
the relevant parameters, and in the case of single reactions, it
was shown that steady-state multiplicity is mostly caused by
external and not internal gradients [19, 42]. This is supported
by the typical results reported for (Bi)r values.
This discussion is not applicable to catalytic liquid–solid

reactions since the range of βext values is much lower and the
resulting Biot number ratios are also rather low [13, 19]:

β =
−ΔHr DeCAb

λeTb
= 0 001−0 1

βext =
−ΔHr kmCAb

hTb
= 0 001−0 05

Bi r =
βext
β

=
Bi m

Bi h

= 10−4−10−1

2.6 Summary

Successful reactor analysis and design necessitates chemical
kinetic models based on steady-state chemical activity only. In
solid-catalyzed heterogeneous systems, mass and energy trans-
port processes at the particle scale can significantly disguise
chemical reaction rates, thus altering experiential overall rates.
Therefore, physical transport phenomena evaluated in accord-
ance with the distinctive features of the actual catalyst/reactor
system have to be superimposed on the chemical kinetic model
to obtain global rate expressions suitable for macrokinetic anal-
ysis. In this chapter, firstly, a concise review of the basic concepts
in heterogeneous catalytic kinetics is presented as well as the
challenges involved in data acquisition and kinetic model devel-
opment in the absence of physical transport effects. Secondly,
the degree to which physical transport limitations can modify
intrinsic reaction rates of solid-catalyzed gas-phase reactions
is discussed for the simple case of external transport resistances
in series with nonporous surface-catalyzed chemical reaction. It
is underlined that external temperature gradients may be sub-
stantial even when external concentration gradients are small,
and under practical operating conditions, one of the major
transport resistances not to be overlooked is external heat trans-
port. Thirdly, the case of mass and/or heat transport with simul-
taneous chemical reaction within porous catalyst particles is
considered in order to evaluate the global rate by accounting

for internal concentration and temperature profiles with refer-
ence to exterior surface conditions. It is concluded that the sec-
ondmajor transport resistance not to be ignored is internal mass
transport. Finally, the concept of overall effectiveness is consid-
ered for the general diffusion–reaction problem where both
external and internal concentration and temperature gradients
exist. Comparisons based on Biot number ratios confirm that
physical and chemical rate processes that typically prevail under
practical conditions lead to isothermal particles and negligible
external mass transfer limitations.

Nomenclature

ā mean pore radius, Å
A preexponential or frequency factor (units of rate

constant)
Am cross-sectional area of one adsorbate molecule, Å2

am external surface area per unit mass of catalyst,
m2/g

aS internal surface area per unit mass of catalyst, Sg,
m2/g

(Bi)h Biot number for heat, hL/λe
(Bi)m Biot number for mass, kmL/De

(Bi)r Biot number ratio, (Bi)m/(Bi)h
CAb, CBb, … bulk gas concentrations of molecular species,

mol/m3

CAS, CBS, … surface concentrations of adsorbed molecular
species, mol/m3

cp heat capacity per unit mass of fluid, J/g-K
Da Damköhler number, (ksr/km) or (kV/kmamρB)
Daxial axial dispersion coefficient, cm2/s
Dcomb combined diffusivity in pores, cm2/s
D, DA-mix

or DAB

molecular diffusion coefficient, cm2/s

De effective diffusivity in particles, cm2/s
DK Knudsen diffusivity in pores, cm2/s
dP particle diameter, m or cm
DS surface diffusivity in pores, cm2/s
dtube reactor tube diameter, m or cm
EA activation energy, kJ/mol
Eapp apparent activation energy, kJ/mol
Etrue true activation energy, kJ/mol
f degree of mass transfer control, fraction
FA molar flow rate of species A, mol/s
G fluid mass velocity, ρu, g/m2-s
ΔG0 standard Gibbs free energy change, kJ/mol
h external heat transfer coefficient, kJ/m2-s-K
ΔHads heat of adsorption, kJ/mol
ΔHr heat of chemical reaction, kJ/mol
i ith species
jD, jH j factors for mass and heat transfer, respectively,

dimensionless
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K overall reaction equilibriumconstant, dimensionless
kads rate constant of adsorption
KA, KB, … adsorption equilibrium coefficients of species,

m3/mol or 1/atm
kdes rate constant of desorption
km external mass transfer coefficient, m/s
Ksr surface reaction equilibrium constant,

dimensionless
ksr surface reaction rate constant per unit area, m/s
kV surface reaction rate constant per unit volume, 1/s
L characteristic size factor, (VP/Sext), m or cm
Ltube length of reactor tube, m
mP mass of catalyst particle, g
n general reaction order
N0 Avogadro’s number, molecules/mol
NA, NB, … molar flux of species, mol/m2-s
Nu Nusselt number, hdP/λ
PA, PB, … partial pressure of species, atm
(Pe)P particle Péclet number, udP/Daxial

Po saturation pressure of species, atm or mmHg
Pr Prandtl number, cpμ/λ
PT total pressure, atm
Q rate of heat removal per unit mass of catalyst,

kJ/g-s
QR rate of heat generation per unit mass of catalyst,

kJ/g-s
r radial coordinate
R radius of particle, m or cm
Rads rate of adsorption
(−RA)P global rate of reaction per unit mass of catalyst,

mol/g-s
(−RA)V global rate of reaction per unit volume of catalyst,

mol/m3-s
Rdes rate of desorption
(Re)P particle Reynolds number, dPG/μ
Rg gas constant, J/mol-K or cm3-atm/mol-K
rtube radius of reactor tube, m or cm
Sc Schmidt number, μ/ρD
Sg total surface area per unit mass of catalyst, m2/g
Sh Sherwood number, kmdP/D
SV, Si chemical forms of vacant and occupied surface

sites, respectively
T temperature, C or K
Tb temperature of bulk fluid, C or K
TS surface temperature of catalyst, C or K
ΔT temperature difference, C or K
u superficial fluid velocity, m/s
V volume, m3 or cm3

Vads volume of adsorbed gas, cm3

Vg void volume per unit mass of catalyst, cm3/g
VHe volume of helium displaced, cm3

VHg volume of mercury displaced, cm3

VP volume of particle, cm3

w or W weight of catalyst sample or bed, respectively, g
x, xi fractional conversion, conversion of ith species
yi mol fraction of ith species

Greek letters

α Arrhenius number defined by Eq. 2.49, EA/RgTb

α, β, γ, … reaction orders in power law models
β heat generation function defined by Eq. 2.71
γ external effectiveness factor defined by Eq. 2.50
γs Arrhenius number defined by Eq. 2.70, EA/RgTS

δ tortuosity factor
ЄB porosity of catalyst bed
ЄP porosity of catalyst particle
η internal effectiveness factor defined by Eq. 2.57
θ dimensionless temperature defined by Eq. 2.49
θi fractional surface coverage of ith species
λ, λg fluid or gas thermal conductivity, J/m-s-K
λe effective thermal conductivity of particle, J/m-s-K
λs solid thermal conductivity, J/m-s-K
μ fluid viscosity, g/m-s
ρ fluid density, g/cm3 or kg/m3

ρB bed density, g/cm3 or kg/m3

ρP particle density, g/cm3 or kg/m3

ρS solid density, g/cm3 or kg/m3

φL Thiele modulus for flat plate defined by Eq. 2.60
φS Thiele modulus for spherical particle defined by

Eq. 2.63a
ФS Thiele modulus for spherical particle defined

by Eq. 2.63
Ω overall effectiveness factor defined by Eq. 2.74

References

1 Langmuir I. The constitution and fundamental properties of solids
and liquids. Part I. Solids. Journal of American Chemical Society
1916; 38: 2221–2295.

2 Langmuir I. The adsorption of gases on plane surfaces of glass, mica
and platinum. Journal of American Chemical Society 1918; 40(9):
1361–1403.

3 Taylor HS. A theory of the catalytic surface. Proceedings of the Royal
Society Series A: Mathematical Physical and Engineering Sciences
1925; 108A: 105–111.

4 Davis BH. Development of the science of catalysis. In: Handbook of
heterogeneous catalysis, 2nd ed. Eds. Ertl G, Knözinger H, Schüth F,
Weitkamp J. New York: Wiley; 2008; Ch 1, Section 1.2: 16–37.

5 Thomas JM, Thomas WJ. Principles and practice of heterogeneous
catalysis. Weinheim: VCH; 1996.

6 Masel RI. Principles of adsorption and reaction on solid surfaces. New
York: Wiley-Interscience; 1996.

7 Hill Jr. CG. An introduction to chemical engineering kinetics and
reactor design. New York: Wiley; 1977.

8 Beeck O. Hydrogenation catalysts. Discussions of the Faraday Society
1950; 8: 118–128.

Microkinetic analysis of heterogeneous catalytic systems 51



9 Smith JM. Chemical engineering kinetics, 3rd ed. New York:
McGraw-Hill; 1981.

10 Dautzenberg FM. Ten guidelines for catalyst testing. In: Character-
ization and catalyst development: An interactive approach. Eds.
Bradley SA, Gattuso MJ, Bertolacini RJ. ACS Symposium Series
411. Washington, DC: American Chemical Society; 1989; Ch 11:
99–119.

11 Moulijn JA, Tarfaoui A, Kapteijn F. General aspects of catalyst test-
ing. Catalysis Today 1991; 11: 1–12.

12 Bartholomew CH, Farrauto RJ. Fundamentals of industrial catalytic
processes, 2nd ed. Oxford: Blackwell Science; 2006.

13 Carberry JJ. Chemical and catalytic reaction engineering. New York:
McGraw-Hill; 1976.

14 Petersen EE. Chemical reaction analysis. Englewood Cliffs, NJ:
Prentice-Hall; 1965.

15 Hinshelwood CN. Kinetics of chemical change. London: Oxford
University Press; 1940.

16 Hougen OA, Watson KM. Chemical process principles. Part 3.
Kinetics and catalysis. New York: Wiley; 1947.

17 Froment GF, Bischoff KB, DeWilde J. Chemical reactor analysis and
design, 3rd ed. New York: Wiley; 2011.

18 Yang KH, Hougen OA. Determination of mechanism of catalyzed
gaseous reactions. Chemical Engineering Progress 1950; 46(3):
146–157.

19 Lee HH. Heterogeneous reactor design. Butterworths Series in
Chemical Engineering. Boston: Butterworths; 1985.

20 Thomson SJ,WebbG. Heterogeneous catalysis. Edinburgh: Oliver &
Boyd; 1969.

21 Boudart M, Djega-Mariadassou G. Kinetics of heterogeneous
catalytic reactions. Princeton, NJ: Princeton University
Press; 1984.

22 Gleaves JT, Yablonskii GS, Phanawadee P, Schuurman Y. TAP-2:
An interrogative kinetics approach. Applied Catalysis A. General
1997; 160(1): 55–88.

23 Roberts GW. Chemical reactions and chemical reactors. New York:
Wiley; 2009.

24 Carberry JJ. Designing laboratory catalytic reactors. Industrial and
Engineering Chemistry 1964; 56(11): 39–46.

25 Weekman Jr VW. Laboratory reactors and their limitations. AIChE
Journal 1974; 20(5): 833–840.

26 Fogler HS. Elements of chemical reaction engineering, 4th ed. Engle-
wood Cliffs, NJ: Prentice-Hall; 2006.

27 Rase HF. Fixed-bed reactor design and diagnostics. London: Butter-
worths; 1990.

28 Onsan ZI, Avci AK. Reactor design for fuel processing. In: Fuel cells:
Technologies for fuel processing. Eds. Shekhawat D, Spivey JJ, Berry
DA. New York: Elsevier Science; 2011; Ch 14: 451–516.

29 Satterfield CN, Sherwood TK. The role of diffusion in catalysis.
Reading, MA: Addison-Wesley; 1963.

30 Bird RB, Stewart WE, Lightfoot EN. Transport phenomena, 2nd ed.
New York: Wiley; 2002.

31 Levenspiel O. Chemical reaction engineering, 3rd ed. New York:
Wiley; 1999.

32 Nauman EB. An introduction to chemical reactor design, optimiza-
tion and scaleup. New York: McGraw-Hill; 2002.

33 Zalc M, Reyes SC, Iglesia E. The effects of diffusion mechanism and
void structure on transport rates and tortuosity factors in complex
porous structures.Chemical EngineeringScience2004; 59: 2947–2960.

34 Wakao N, Smith JM. Diffusion in catalyst pellets. Chemical Engi-
neering Science 1962; 17(11): 825–834.

35 Feng CF, Stewart WE. Practical models for isothermal diffusion and
flow of gases in porous solids. Industrial & Engineering Chemistry
Fundamentals 1973; 12: 143–146.

36 Beeckman JW, Froment GF. Deactivation of catalysts by coke for-
mation in the presence of internal diffusion limitation. Industrial &
Engineering Chemistry Fundamentals 1982; 21(3): 243–250.

37 Keil FJ. Modelling of phenomena within catalyst particles. Chemical
Engineering Science 1996; 51(10): 1543–1567.

38 Aris R. On shape factors for irregular particles. 1. The steady state
problem of diffusion and reaction. Chemical Engineering Science
1957; 6(6): 262–268.

39 Weisz PB, Hicks JS. The behavior of porous catalyst particles in view
of internal mass and heat diffusion effects. Chemical Engineering
Science 1962; 17(4): 265–275.

40 Dittmeyer R, Emig G. Simultaneous heat and mass transfer and
chemical reaction. In: Handbook of heterogeneous catalysis, 2nd
ed. Eds. Ertl G, Knözinger H, Schüth F, Weitkamp J. New York:
Wiley; 2008; Ch 6, Section 6.3: 1741.

41 Butt JB, Downing DM, Lee JW. Inter-intraphase temperature gradi-
ents in fresh and deactivated catalyst particles. Industrial & Engi-
neering Chemistry Fundamentals 1977; 16(2): 270–272.

42 Luss D. Diffusion–reaction interactions in catalyst pellets. In: Chem-
ical reaction and reactor engineering. Eds. Carberry JJ, Varma A.
New York: M. Dekker; 1987; Ch 4: 239–292.

52 Chapter 2



PART 2

Two-phase catalytic reactors



CHAPTER 3

Fixed-bed gas–solid catalytic reactors

João P. Lopes1 and Alírio E. Rodrigues2
1Department of Chemical Engineering and Biotechnology, University of Cambridge, Cambridge, UK
2Laboratory of Separation and Reaction Engineering, Associate Laboratory LSRE/LCM, Department of Chemical Engineering, Faculty of Engineering
University of Porto, Porto, Portugal

Abstract

Fixed-bed reactors are a core technology in chemical engineering,
which appear in a number ofwell-established processes or in new
configurations with superior thermal and functional integration.
Over the past decades, the theory associatedwith themodeling of
these units has grown substantially. In this chapter, a reviewof the
main transport and reaction phenomena occurring in a packed
bed is provided. The commonly usedmodels for design and sim-
ulation of packed beds are obtained from a sufficiently generic set
of conservation equations, assuming dominance of dispersion
and interphase transfer compared to the other processes present
in the reactor. The analysis becomes complete with approximate
solutions for the effectiveness factor at the particle level. This
represents a methodology for consistent model hierarchization
and selection, determination of equivalent formulations, and
improvement of simplified descriptions.

3.1 Introduction and outline

Fixed-bed reactors have become an example of what can be con-
sidereda “conventional” technology inchemical engineering, since
most processes involving solid catalysts require its implementa-
tion. Indeed they are used inmany operations involving heteroge-
neous gas–solid chemical reactions, which are ubiquitous in the
chemical industry for the large-scale production of commodities
(e.g., petroleum refining and petrochemical industries) and fine
chemicals, environmental protection, and bioprocessing. In gen-
eral, the flowof reactants through a bed packedwith pellets of sup-
ported catalyst is involved. Inpractice, however, several versions of
this simplistic picture exist. They can be distinguished by their
geometry, operatingmode, temperature control and reactant dos-
ingmethods, and functional integration. Figure 3.1 presents a very
schematic representation of some types of fixed-bed reactors,
namely:
1 Axial flow fixed-bed reactor (usually downflow): single

(Figure 3.1-a.1), multistage (Figure 3.1-a.2), or multitubular
(Figure 3.1-a.3). Here, the different configurations are related

with the requirements for appropriate heat management [1].
While a large diameter reactor may be used to approach adia-
batic operation, higher conversions can be obtained by using
several beds with intermediate cooling/heating or cold/hot feed
injection. However, if reactions with selectivity constraints and
with appreciable heat generation/consumption occur, itmay be
useful to adopt a shell and tube design (where the catalyst is
placed in several tubes with diameters around a few centimeters
while a cooling/heating medium circulates in the shell) [2–4].

2 Radial flow fixed-bed reactor (Figure 3.1-b). If a large quantity
of catalyst is required, it is convenient to separate the length
scales that determine catalyst volume (axial length) and pres-
sure drop (flow-through transverse length). Since the bed
length is typically several times the thickness of the catalyst
packing, higher pressures and fluid velocities may be
employed. Several configurations can appear regarding the
radial and relative axial flow direction between the periphery
annulus and the inner concentric channel. Inward flow
occurs when the fluid travels from the annular channel to
the inner tube (as depicted in Figure 3.1-b), while outward
flow is verified in the opposite case. The relative direction
of the axial flow that is established in both chambers also
leads to a distinction between straight and reverse flow (the
former corresponds to the situation where the points of reac-
tant feeding and product collection are separated by the reac-
tor length, whereas the latter implies that inlet and outlet are
on the same side). Kareeri et al. [5] simulated the flow distri-
bution in the four operating modes concerning the fluid flow
direction in the two sides. Vek [6] presented a radial flow con-
verter for ammonia synthesis operating adiabatically, as a way
to overcome internal transport limitations in highly active
catalysts. Other examples include styrene production [7, 8]
and highly exothermic selective oxidations [9]. In the latter
case, increased productivity, better thermal management
and lower pressure drop are reported, in comparison with
the axial flow counterpart. The UOP IsomarTM process for
isomerization of xylenes also makes use of a radial-flow
reactor [10].
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3 Spherical fixed-bed reactor: axial (Figure 3.1-c.1) or radial
flow (Figure 3.1-c.2). The increase of the cross-sectional area
over the bed’s length is expected to lead to lower pressure
drops, lower investment and operation costs, and conse-
quently smaller particles with higher effectiveness can be
used. This geometry has been investigated in the production
of methanol with radial [11, 12] and axial flow [13] configura-
tions. The naphtha reforming process has been also studied
[14]. In this case, axial flow was found to be advantageous
over the radial configuration, due to improved feed distribu-
tion and the possibility of introducing membrane-based tech-
nologies [15].

4 Multifunctional reactors. Apart from the applications exclu-
sively in the reaction engineering field, fixed beds can also
be found integrated in apparatus with separation purposes.
Two major classes can be identified: membrane [16, 17]
and chromatographic (adsorptive) reactors [18]. In both
cases, a familiar configuration involves a packed bed with a
permeable, selective wall and/or packed with a catalyst/
adsorbent. The latter is found in simulated moving bed reac-
tors [19, 20], which can be seen as an arrangement of several
of these beds. The overall effect from the coexistence of reac-
tion and separation functionalities is the increase of conver-
sion in equilibrium-limited systems, which are shifted due to
the simultaneous separation of the products.
These designs have been implemented mostly at the macro-

scale (industrial or laboratory scale), but many developments
at the microscale have also been reported under the trendy
headline of “chemical microprocess engineering,” not only for
laboratory-scale measurements but also at the production scale
[21, 22]. Guettel and Turek [23] compared microstructured

and multitubular fixed-bed reactors for highly exothermic
partial oxidations such as butane to maleic anhydride and
o-xylene to phthalic anhydride. The microfixed beds showed
a productivity increase between 2.5 and 7 times higher than
the conventional technology. Recently, Bakhtiary-Davijany
et al. [24] have proposed a multi-slit packed bed microstruc-
tured reactor with an integrated heat exchanger for the synthesis
of methanol from synthesis gas over a Cu/ZnO/Al2O3 catalyst.
Some of the benefits in the miniaturization of packed beds
include higher catalyst loading (in comparison with wall coat-
ings) and better temperature control (in comparison with the
macroscale). This is especially attractive for the measurement
of kinetic data and catalyst screening. Moreover, fixed or mov-
ing packed beds can be created using monoliths in a single pellet
string configuration [25].
In this chapter, we revisit some of the main topics in modeling

and analysis of two-phase (gas–solid) catalytic reactors. First, we
consider the usual set of assumptions and simplifying concepts
that constitute the theoretical framework that describes
the transport–reaction processes occurring in the reactor
(Section 3.2.1). Then, the generic continuous model that arises
in this context is written and the timescales for the different
processes are identified (Section 3.2.2). The remaining part of
the chapter is concerned with the different reductions and sim-
plified formulations that derive from the most complete model.
Emphasis is given on the use of approximate analytical techni-
ques in the treatment of phenomena at the particle scale
(Section 3.3) or at the reactor level, in particular concerning
the relative rate of mass and heat interphase transport
(Sections 3.4 and 3.5, respectively), or dispersion
(Section 3.6), compared with the remaining mechanisms.

(a.1)

(b)

(a.2)

(c.1)

(a.3)

(c.2)

Figure 3.1 Fixed-bed reactors. Schematic
representation of several operating config-
urations and arrangements: (a) Cylindrical
with axial flow (a.1-single, a.2-multistage,
a.3-multitubular); (b) cylindrical with radial
flow; (c) spherical reactor (c.1-axial and
c.2-radial flow).
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3.2 Modeling of fixed-bed reactors

The formulation of conservation equations and its numerical
solution have been the object of several treatments over the past
decades. In the last years, application of computational fluid
dynamics (CFD) to fixed-bed reactors [26, 27] has been
explored as an improved alternative to the classical plug-flow
models with effective transport quantities [28]. This has been
studied mainly for low tube-to-particle diameter ratios, owing
to the lower calculation effort involved when compared with
packings with a large number of particles. However, increasing
advances in computational resources are allowing numerical
simulations to approach realistic ratios between bed and pellet
typical dimensions. The results from CFD calculations in a geo-
metrically representative mesh can be used to evaluate the bed
hydrodynamics (e.g., velocity profiles can then be incorporated
into reaction–dispersion–convection fixed-bed models) and
transport properties in a more realistic way. Magnico [29] con-
sidered the wall-to-fluid heat transfer in tubular beds with
small tube-to-particle-diameter ratio. The effect of turbulence
models on the same phenomenon was also studied [30]. Dixon
et al. [31, 32] used CFD to couple the fluid flow in a fixed bed
with the transport and reaction in a solid catalyst particle with
no-slip surface flow boundary condition. Other computational
techniques include cell models [33, 34], network analysis [35,
36], or the Lattice-Boltzmann approach [37]. Freund et al.
[38] described the use of numerical techniques to generate ran-
dom packings (with Monte Carlo processes), calculate the flow
field (with lattice Boltzmann methods), and simulate mass
transport (using a particle tracking algorithm for the pore scale
simulation of a tracer). Computational developments have also
been made in the incorporation of detailed mechanistic descrip-
tions of the surface kinetics into classical fixed-bed models [39].
At the same time, experimental techniques, such as magnetic
resonance imaging [37, 40, 41] and spectroscopic profiling
[42], have been applied to these studies. Nevertheless, contin-
uum models with effective transport quantities still dominate
the studies that are presented in the literature, and most compu-
tationally demanding approaches still make use of them at some
point (e.g., with parameters that are more accurately estimated).

3.2.1 Description of transport–reaction phenomena
The behavior of a fixed-bed reactor comprises phenomena of dif-
ferent nature, occurring at several scales (Figure 3.2). In fact, flow
(hydrodynamics) and mass/heat transfer, within and between
the two phases, are coupled with chemical reactions taking place
in the catalyst. These mechanisms are referred to a particular
domain (interparticular or intraparticular) or to the interfaces
between different phases. The simplest formulation of mass
and heat fluxes in the conservation equations is usually based
on constitutive equations of the same formof Fick’s and Fourier’s
laws of diffusion and conduction with effective dispersion coeffi-
cients. Transfer terms arewritten bymaking use of concepts such
as interphase transfer coefficients associated with appropriate
driving forces. Experimental data or estimation methods for
these quantities are required in order to simulate the behavior
of a system with a given mathematical model. Extensive reviews
on this subject have been provided in the literature, gathering a
large amount of experimental data and proposing correlations to
fit it as accurately as possible (e.g., in Ref. [43]). Nevertheless, new
measurements for specific cases have been reported [44–46],
while expressions to describe these quantities with as much sys-
tem independence as possible are sought.

The form in which the different processes are described
reflects the assumptions of the model, which we briefly review
in the succeeding text.
1 Plug-flow with superficial velocity, u. The most convenient

approach to describe the flow through the packed bed is to
consider a uniform fluid velocity and to account for possible
deviations in the dispersion term discussed later. The actual
velocity profile u(r, z) can be simulated with CFD packages,
including models for turbulence. For most reaction engineer-
ing applications, the momentum equation is decoupled from
the other model equations, as long as dependence of proper-
ties on the variables can be neglected. Attempts to account for
velocity variations due to nonuniform radial porosity have
also been presented [42, 47, 48]. Only some cases have treated
the gas phase as compressible in a fixed-bed reactor [49, 50].

2 Mass dispersion effective coefficients. Effects that result in a
more complex flow pattern, such as higher fluxes near the
wall due to higher void fraction, turbulent transverse velocity

Convective flow

Wall heat
transfer

Axial
dispersion

Radial
dispersion

Fluid radial heat
and mass dispersion

Fluid axial heat
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Reactor scale Interparticular scale Particle scale
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and mass
transfer

Adsorption (A)
Surface reaction (R)

Desorption (D)

D R
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Figure 3.2 Transport–reaction mechanisms in a fixed-bed reactor at different scales.
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variations, or mixing due to the presence of packing, are cap-
tured by axial and radial dispersion coefficients (Dae and Dre,
respectively). These coefficients are effective quantities
(expressed in m2

bed s) and appear in the dispersion flux as a
diffusivity in Fick’s law. They are usually correlated in terms
of the particle Peclet number:

Pema =
udp
εbDae

=
uidp
Dae

3 1

Pemr =
udp
εbDre

=
uidp
Dre

3 2

Froment [51] compiled several previous experimentalworks in
Pema−Re and Pemr −Re diagrams, where the Reynolds number
is defined as Re= dpG μ. In general, one may say that for
0 1 <Re < 1000, Pema will take values between 0.5 and 2. Some
correlations for the radial dispersion coefficient are of the form

Pemr =A 1 +B
dp
db

2

3 3

For 1 <Re < 1000, A should lie between 6 and 40, although
for practical purposes, it is reasonable to assume [51] that Pemr

varies in a range between 6 and 8. Experiments for a given sys-
tem may be used to obtain the values for the coefficients. Fro-
ment [51] collected data from other authors that suggests
A≈7−15 and B= 19 4. Rase [52] also proposed that
B= 19 4 for dp db < 0 1, while B= 0 for larger values of this
ratio. Moreover, a dependence on the Reynolds number is
introduced:

1
A
=

1
m

+
0 38
Re

, 3 4

where in general m is a function of Re, even though for
Re > 400, we can consider m = 11. Gunn [53] presented a
comparison between experimental data [54] on axial disper-
sion in fixed beds and correlations. In gas phase, the depend-
ence on the Peclet number and the ReSc product increases
linearly (with a slope around 1) in the small ReSc region (cor-
responding to direct proportionality between dispersion and
molecular diffusion coefficients) up to a maximum and then
falls to a plateau around 2 (the theoretical limit of Aris and
Amundson [55]) as Re increases. A typical form of these cor-
relations is given by Ref. [56]:

1
Pema

=
A

ReSc
+

B
1 +C ReSc

3 5

Other expressions are available in Ref. [57]. An alternative
to the diffusion-like treatment of dispersion, in terms of
a nonequilibrium approach, was given by Kronberg and
Westerterp [58].

3 Fluid and solid heat dispersion coefficients. The description
of heat transfer follows the same lines, with two main
distinctions concerning mostly the processes occurring in

the transverse direction: (i) the bed central core and the
region near the wall are significantly different, and
(ii) fluid and solid phases should be treated separately.
The first aspect is discussed later when transfer coefficients
to/from the wall are introduced. The heterogeneous charac-
ter of the phenomenon was approached by de Wasch and
Froment [59] through the consideration of two coefficients
(one for each phase). These quantities act as effective con-
ductivities, expressed in W/(mbedK), in the fluid and solid
dispersive heat fluxes. The formulation is similar to Four-
ier’s law, with spatial gradients of the interparticular fluid
temperature and the solid phase temperature. Park [60]
took the latter as an averaged value over a catalyst pellet,
while de Wasch and Froment [59] considered unitary effec-
tiveness factor. These assumptions are reflected in the
energy balance given by Equation 3.34. Most models follow-
ing this treatment, however, ignore temperature gradients
inside the catalyst particles [61]. De Wasch and Froment
[59] showed that ignoring solid heat transfer leads to incor-
rect observations in fixed-bed reactor modeling, namely, in
the prediction of runaway behavior. It was estimated that
typically 25% of the radial heat transfer proceeds through
the solid [62].

Several correlations for the heat Peclet numbers as a
function of Reynolds and Prandtl numbers are available.

For the fluid effective radial heat conductivity λfre, they usu-
ally take the following form [63]:

1

Pefhr
=

1

Pefhr ∞
+ f

εb
τb

1
RePr

, 3 6

where Pefhr = ρgcpgdpu λfre and the limiting Peclet number

Pefhr ∞ has been evaluated in the literature in a number
of ways, including in some cases a dependence on the ratio
between particle and bed diameters (A and B are constants,
but only A depends on the packing geometry):

Pefhr ∞ =A 1 +B dp db
2
. For spherical packings, the fol-

lowing values have been proposed [64]: A= 10 and B= 19 4,
or A= 7 and B= 2, or A= 12 and B= 0. Values for other geo-
metries are also available.

An alternative to (3.6) is to consider a sum of static and
dynamic contributions (the latter from an analogy with mass
transfer) using the following equation:

λfre =
εb
τb
λf + ρgcpgεbDre 3 7

Heat transfer in the solid proceeds across the bed in the radial
direction by conduction through the particles and contact
points and by radiation. The two latter mechanisms are usu-
ally negligible. Under these conditions, the effective conduc-
tivity may be estimated [59, 65] according to

λsre
λf

=
A 1−εb

B+Cλf λcat
3 8
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Equation 3.8 combines the effects of conduction through par-
ticles (with characteristic length given by Cdp) and in the stag-
nant fluid film (with thickness Bdp) in the vicinity of the
contact surface between two neighboring particles (with cen-
ters distanced byAdp) as two resistances in series. The reader is
referred to the references cited earlier for further details and
other expressions [66]. Experimental measurements with air
flowing over vanadium pentoxide catalyst are reported in
Ref. [67].

The axial heat Peclet numberPefha (with a definition similar

to Pefhr) varies from about 0.1 at Re 1 to about 0.5–1 at
Re > 100 [68]. A review of correlations for estimating the axial
and radial effective thermal conductivities is given in Ref. [69].
They present the common form of λe λf =A+BRePPrC .

4 Fluid and solid heat transfer to the wall. If the heterogeneous
model is two-dimensional (2D), a boundary condition of
third kind for heat transfer appears at the wall of the packed
bed, and again heat transfer coefficients for the fluid and solid
phases are required. Effective parameters may lump these
processes together as discussed in Section 3.3.

Concerning the fluid phase, most of the published correla-
tions are of the form [69, 70]

αwf dp
λf

=ReaPrbf
db
dp

3 9

The values of a, b, and f(db/dp) are fitted in several ranges of
Re. Pereira Duarte et al. [61] estimated αwf from Yagi and
Wakao correlation [71] for mass transfer. According to this
reference, b= 1 3, while a= 0 5 and f = 0 6 for Re < 40, but
a= 0 8 and f = 0 2 for Re > 40. There is recognizably a lack
of experimental data on the wall–solid transfer coefficient
αws. The following correlation is sometimes used
[61]: αws = 2 12 λsre dp .

5 Interphasemass andheat transfer coefficients kg andh.Describ-
ing the fluid–solid heat and mass transfer rigorously is a very
complex task, due to the nonuniformity of conditions around
each pellet in a flow field, which is uncertain, over a packed bed
characterizedbyacertaindegreeof randomness.Theprocess is
usually envisioned as occurring through a symmetric bound-
ary layer, whose thickness depends on the hydrodynamic con-
ditions (it decreases as the fluid velocity past the catalytic
surface increases). The commonly adopted mass (kg) and
heat (h) transfer coefficients are actually averaged values of
theposition-dependent quantities, over the pellet surface.Cor-
relations for these quantities are available from experimental
results under reactive and nonreactive conditions or from the-
oretical analyses. They are usually included in dimensionless
parameters, such as Sherwood andNusselt numbers or j-factor
expressions, defined in the succeeding text:

j=
kg
u
Sc2 3 =

h
ρgcpgu

Pr2 3 =
A

ReiB
3 10

Carberry [72] compiled several experimental data on fixed-
bed mass transfer and derived a boundary layer model with
A= 1 15, B= 1, and Rei = ρguidp μg . Wakao et al. [73] pro-

posed the following correlation:

Nu= 2 + 1 1Re0 6Pr1 3 3 11

for 15 <Re < 8500. A similar correlation for mass transfer was
obtained. Other correlations are given in Satterfield [74],
Gunn [57], and Welty et al. [75]. The latter reference reports
the following correlations:

hdp
λg

= 2 + 0 6Re0 5
p Pr1 3 3 12

kgdp
Dg

= 1 17Re0 585
p Sc1 3 3 13

3.2.2 Mathematical model
The previous description of the processes considered in a fixed-
bed reactor leads to a heterogeneous non-isothermal 2D model
(symmetry with respect to the angular coordinate is assumed).
The unsteady state mass and energy balances for a single reac-
tant species with dimensional concentration ĉi (subscript i is
omitted for convenience) and appropriate boundary conditions
are given in Table 3.1. The independent variables are normalized
as follows (see Figure 3.2):

z =
z
L
, r =

r−r0
Rb

=
r
Rb

−r0, and t =
t
tP

3 14

The radius of the cross section of the downflow cylindrical
bed is Rb, which is also the radial direction dimension of cylin-
drical or spherical beds. The reference radial distance may be
r0 = 0 for an axial flow reactor or equal the inner radius of radial
flow reactors (Figure 3.1-b). For axial flow spherical reactors
(with radius Rsph and distance HS between reactor’s and bed’s
inlets), Rb is a function of the axial position [76] (Figure 3.1-c.1):

Rb = R2
sph− Rsph−HS−z

2
3 15

The dependent variables in the fluid phase are made dimen-
sionless by

c=
c−cref
Δc

and T =
T−Tref

ΔT
3 16

The reference values of concentration and temperature (ĉref
and Tref ) may be chosen as the values at feed conditions.
A scale for the reaction rate term evaluated at pellet surface con-
ditions (a nonlinear function of both concentration and temper-
ature, in general) is also introduced as follows:

Rj cssurf ,T
s
surf =

Rj cssurf ,T
s
surf

Rscale, j
, 3 17
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Table 3.1 Fixed-bed reactor mathematical model (definition of timescales τ in Table 3.2).

Two-dimensional heterogeneous nonisothermal packed bed reactor

1. Interparticular fluid phase
1.1. Mass conservation

∂

∂z
c
τCA

−
∂

∂z
1
τDA

∂c
∂z

+
1

r0 + r S

∂

∂r
r0 + r S c

τCR

−
1

r0 + r S

∂

∂r
r0 + r S

τDR

∂c
∂r

+
1
τFA

∂c
∂t

=
cssurf −c
τMT

(3.22)

Feed at z = 0:
∂c
∂z z =0

= −
τDA
τCA

cin−c z =0 (3.23a)
∂c
∂z z =1

= 0 (3.23b)

∂c
∂r r =0

= 0 (3.23c)
∂c
∂r r =1

= 0 (3.23d)

Feed at r = r0:
∂c
∂r r =0

= −
τDR
τCR

cin−c r =0 (3.24a)
∂c
∂r r =1

= 0 (3.24b)

Feed at r =Rb:
∂c
∂r r =0

= 0 (3.25a)
∂c
∂r r =1

=
τDR
τCR

cin−c r =1 (3.25b)

Initial condition: c t =0 = c0 (3.26)

1.2. Energy conservation

1
τCA

∂T
∂z

−
∂

∂z
1

τfHDA

∂T
∂z

+
1

τCR r0 + r S

∂

∂r
r0 + r ST

−
1

τfHDR r0 + r S

∂

∂r
r0 + r S ∂T

∂r
+

1
τFA

∂T
∂t

=
T s
surf −T
τHT

(3.27)

Feed at z = 0:

∂T
∂z z =0

= −
τfHDA
τCA

Tin−T z =0 (3.28a)
∂T
∂z z =1

= 0 (3.28b)

∂T
∂r r = 0

= 0 (3.28c)
∂T
∂r r = 1

= −
τfHDR
τWF

T r =1−Twall (3.28d)

Feed at r =0:

∂T
∂r r = 0

=
τfHDR
τCR

Tin−T r = 0 (3.29a)
∂T
∂r r = 1

= 0 (3.29b)

Feed at r =Rb:
∂T
∂r r = 0

= 0 (3.30a)
∂T
∂r r = 1

=
τfHDR
τCR

Tin−T r = 1 (3.30b)

Initial condition: T t =0 = T0
(3.31)

2. Solid (catalyst) phase
2.1. Mass conservation

c−cssurf
τMT

+
NRXN

j =1

1
τR, j

νijRj csi,surf ,T
s
surf ηj =

1
τMA

d cs

dt
(3.32)

Average pellet concentration: cs = σ + 1
1

0
ξσcsdξ (3.33)

2.2. Energy conservation

T s
surf −T
τHT

+
1
τHA

∂ T s

∂t
=

NRXN

j = 1

Rj csi,surf ,T
s
surf ηj

τHG, j

+
1

r0 + r S

∂

∂r
r0 + r S

τsHDR

∂ T s

∂r
+

∂

∂z
1

τsHDA

∂ T s

∂z

(3.34)

Average pellet temperature: T s = σ + 1
1

0
ξσT sdξ (3.35)

Wall–solid heat transfer:
∂ T s

∂r r =1
= −

τsHDR
τWS

κ T s
r =1−Twall (3.36)

where κ =
ρbcps

εbρgcpg
is the fluid–solid heat capacity ratio

∂ T s

∂r r =0
= 0 (3.37)

3. Ergun’s equation

−
dP
dz

=150
1−εb

2μg
d2
pε

2
b

ui + 1 75
1−εb ρg
dpεb

u2i (3.38)



where Rj is the dimensionless rate of reaction j, defined so that
νijRj represents the relative rate of formation of species i by the
same reaction.

The term for flux in the transverse direction is written with a
shape factor S, given by

S=
RbSb
Vb

−1 3 18

For cylindrical coordinates, S= 1, while for spherical coordi-
nates, S= 2 and the axial component z should be ignored. For
the case of the microslit fixed bed, S= 0. Note that dimensional
variables are capped and the solid phase concentration (cs) and
temperature (Ts) are normalized by the same scales as in Eq.
(3.16). In the governing equations at the particle level (discussed
in detail in Section 3.3), the dimensionless spatial coordinate is

ξ=
ξ−ξ0
Rp

3 19

where the reference position ξ0 is 0 for solid pellets and equals
the radius of the hole for a hollow cylinder, for example. The
shape factor for the catalyst geometry is defined by

σ =
RpSp
Vp

−1 3 20

The total external surface area of catalyst particles per volume
of reactor is given by

aV =
Ssurf
Vb

=
1−εb σ + 1

Rp
3 21

For a description of the remaining symbols, the reader is
referred to section “Nomenclature” at the end of this chapter.
Admitting that physical properties, transfer coefficients, poros-
ity, velocity, etc. can be assumed to be constant and uniform, or
without loss of generality, represented by the same notation for
scaling purposes, the order of magnitude of each term in the
model equations is represented by the associated timescale.
We will take advantage of this formulation in our analysis
(Section 3.3). Some common dimensionless parameters appear
when ratios between these timescales are taken, as shown in the
following sections.

3.2.3 Model reduction and selection
Even though the model in Table 3.1 results from several assump-
tions (detailed in Section 3.2.1), it can be considered as quite
comprehensive. In fact, what is commonly found in the litera-
ture is a simplified version of this model. The well-known clas-
sification of fixed-bed reactor models by Froment [51] and
Froment and Bischoff [62] clearly exemplifies how a more
general model unfolds into a hierarchy of several others with
decreasing complexity. The dimensionality of the model (usu-
ally one- or two-dimensional) and the presence of interphase
and intraparticular resistances to mass/heat transfer are the
main basis for distinguishing between different categories.

For particular cases, it may be required to add more complex
phenomena with additional effects or more evolved descrip-
tions of the same mechanisms. In general, however, reduced
models are appropriate and desirable. Historically, this
stemmed from the shorter computational effort and time
required for the numerical solution of such models. Today this
is also an advantage for optimization, control, and real-time
simulation applications, and reliable simplified models are still
used for almost all purposes due to the lower number of dimen-
sionless parameters requiring estimation and to the success
found in the description of experimental results. On the other
hand, complex detailed models fulfill the most generic purpose
of reactor simulation, which is related to the prediction of the
actual behavior from fundamental, independently measured
parameters. Therefore, it is important to understand the equiv-
alence and agreement between both detailed and reduced mod-
els, so as to take advantage of their predictive power without
unnecessary effort.

In the following sections, we revisit and systematize
models presented in the literature with different degrees of com-
plexity, using scaling and perturbation analysis. Assuming the
dominance of certain mechanisms, it is possible to estimate
the error in using simplified models and to find equivalent
formulations.

3.3 Averaging over the catalyst particle

The first reduction of the two-scale model that we consider is
already included in the equations from Table 3.1 and refers to
the reaction–diffusion problem inside catalytic particles. The
treatment of this question based on the effectiveness factor con-
cept (η) is widely generalized in the literature, after the seminal
works of Damköhler [77], Thiele [78], and Zeldovitch [79].
It may be defined for a reaction j with respect to the conditions
prevailing at the pellet surface by Ref. [80]:

ηj =
Rj c

s
i ,T

s dV

Rj csi, surf ,T
s
surf Vp

=
σ + 1

Rj csi, surf ,T
s
surf

1

0

ξσRj c
s
i ,T

s dξ

3 39

Equation 3.39 expresses an averaged reaction rate evaluated
with the actual concentration and temperature profiles that are
observed inside the pellet, in the presence of reaction superposed
with the eventual presence of significant limitations from diffu-
sion through the catalyst pores. If transport to the catalyst surface
is also limited, conditions on the interfacemay differ significantly
from those in the bulk fluid. In this case, it may bemore useful to
refer the observed average rate of reactant consumption to the
conditions in the interparticular bulk fluid, defining a global
effectiveness factor η, which is related to (3.39) by

ηjRj csi, surf ,T
s
surf = ηjRj ci,T 3 40
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The ratio Rj csi,surf ,T
s
surf Rj ci,T is known as the external

effectiveness factor. Additionally, as can be seen in
Equations 3.32 and 3.34, the averages of the solid concentration
and temperature distributions ( cs and Ts ) may be also
required, especially for nonlinear kinetics in transient condi-
tions or with appreciable heat effects. The reason behind the
use of these averaged quantities is to naturally circumvent the
solution of the possibly highly nonlinear partial differential con-
servation equations at the pellet scale, which are coupled
between them by the source term and with the fluid phase by
continuity conditions at each point of the reactor. Introducing
the effectiveness factor, it is possible to avoid the simultaneous
calculation at both domains, with values of η obtained from
interpolation between a series of tabulated or plotted numerical
results. In some cases, exact or approximate analytical solutions
for the effectiveness factor are available [62, 78, 80–86]. Since the
main obstacle for an analytical solution resides in the nonlinear
reaction term, additional simplification is usually found in two
asymptotes, corresponding to the timescale for reaction being
much larger or smaller than the one for diffusion through the
pores (e.g., this has given origin to the appearance of the
so-called Aris’ numbers from Wijngaarden et al. [87]).
Regarding the geometry of the catalyst pellet, the most well-

known shapenormalization is based on the behavior at high reac-
tion rates [80]. However, over the past decades, a 1D generalized
cylinder model [88, 89] has been explored to describe a wide
range of shapes of solid and hollow particles [90, 91] and also
of multihole and multilobe pellets [92]. This approximate treat-
ment considers mass and heat transfer along a single coordinate,
and the deviation from the actual geometry (2Dor 3D) is reduced
by fitting of a shape parameter σ. This quantity can be related to
the ratio of the pellet volume per surface area and per particle
characteristic length, according to Equation 3.20. The choice of
values for σ has been proposed to ensure agreement with the
behavior of the actual geometry at low reaction rates [93], high
reaction rates [94], or both [95].
In the case of nonlinear kinetics, the two asymptotes of (3.39)

(for small and large reaction rates) can be combined empirically
to correctly describe the effectiveness factor over the whole
range of timescales for reaction and transport. Examples can
be found in Gottifredi and Gonzo [82], Wijngaarden et al.
[87], and Lopes et al. [96]. When the reaction is exothermic,
the dependence of the effectiveness factor on the scale for the
reaction rate is not monotonous. In fact, an intermediate
region may exist where the degree of utilization of the catalyst
volume increases with the rate of consumption of reactant
[97, 98]. Moreover, other effects such as steady-state multiplicity
can be observed for certain combinations of parameters [99].
These behaviors result from thermal feedback but could
also appear in isothermal kinetics with significant inhibition
effects (concentration feedback). Analytical attempts to describe
these phenomena are rather limited, but the asymptotes of the
effectiveness factor are still interesting [100]. For a first-order

non-isothermal reaction occurring in a catalyst slab (with fixed
surface values), Cardoso and Rodrigues [101] have derived
perturbation solutions for the temperature and concentration
profiles and for η.
The relevance of interphase gradients distinguishes between

two different classes of problems, and this is reflected on the type
of boundary condition at the pellet’s surface. It is known that
specifying the value of the concentration (or temperature) at
the surface (Dirichlet boundary condition) may not be realistic,
and thus finite external transfer effects have to be considered
(in a Robin-type boundary condition) [72]. Apart from these,
a large number of additional effects have also been considered.
Some examples include the nonuniformity of the porous pellet
structure (distribution of pore sizes [102], bidisperse particles
[103], etc.), nonuniformity of catalytic activity [104], deactiva-
tion by poisoning [105], presence of multiple reactions [106],
and incorporation of additional transport mechanisms such as
Soret diffusion [107] or intraparticular convection [108].
As an illustration of the application of approximate analytical

techniques, we derive the asymptotic forms of the effectiveness fac-
tor and average solid concentration/temperature for a non-
isothermal reaction in a catalyst particle with external heat/mass
gradients. Adopting the normalization in Equations 3.16–3.20 for

a solid porous particle (ξ0 = 0) with characteristic dimension in
the direction of diffusion Rp, the mass and heat balances become

Dcat

R2
pξ

σ

∂

∂ξ
ξσ

∂cs

∂ξ
+

NRXN

j = 1

ρcatRscale, j

Δc
νijRj =

εP
tP

∂cs

∂t
3 41a

λcat
R2
pξ

σ

∂

∂ξ
ξσ

∂Ts

∂ξ
+

NRXN

j= 1

ρcat −ΔHj Rscale, j

ΔT
Rj =

ρcatcpcat
tP

∂Ts

∂t
,

3 41b

where in our case the reaction scale is referred to Tref andΔĉ and
for an mth-order reaction of the type A Products:

R= −RA = exp
γref ΔT Tref T s

1 + ΔT Tref T s
csA

m
3 41c

(as in Table 3.1, we will omit the subscript A for the sake of
simplicity).
These reference conditions may be the ones at the reactor’s

inlet conditions, and therefore, cref = 0, Δc= cin, and

Tref =ΔT =Tin in Equation 3.16. There is symmetry at ξ= 0
(∂cs ∂ξ= 0 and ∂Ts ∂ξ= 0) and flux continuity at the surface
expressed by

Dcat

Rp

∂cs

∂ξ ξ= 1

= kg c−cssurf 3 42a

aV
λcat
Rp

∂Ts

∂ξ ξ = 1

= aVh T −Ts
surf +

λsre
R2
br

S

∂

∂r
rS
∂ Ts

∂r
+
λsae
L2

∂2 Ts

∂z2

3 42b
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We note the presence of the reactor scale in the heat transfer
boundary condition (3.42b). The formulation in terms of the
average solid temperature Ts is an approximation, which
should be reasonable given that these terms are likely to be sub-
dominant in Equation 3.42b. As in Table 3.2, it is possible
to identify the timescales for the different processes in
Equations 3.41 and 3.42. The axial conduction term in (3.42b)
can be ignored for beds with Rb << L. Combination of these
scales yields some well-known parameters for the internal reac-
tion–diffusion problem, such as

Thiele modulus ϕ2
j =

R2
p ρcatRscale, j

Δc Dcat
3 43a

Prater’s parameter βj =
−ΔHj DcatΔc

λcatΔT
3 43b

Arrhenius parameter γj,ref =
Ej

RGTref
3 43c

Lewis number Lecat =
λcatεP

ρcatcpcatDcat
3 43d

Mass Biot number Bim =
Rpkg
Dcat

3 43e

Heat Biot number Bih =
Rph

λcat
3 43f

Another parameter that also appears from the scaling of
Equation 3.42b is

Λ=
Rp

aVR2
b

λsre
λcat

3 43g

Equation 3.43g compares the timescale for radial heat dis-
persion in the solid phase with the one for internal heat con-
duction. For catalysts with good heat conduction properties
and low particle-to-bed diameter ratios, Λ << 1. In this case,
the surface boundary condition is homogeneous and of Robin
type, as given by the first terms on each side of (3.42b).
A similar dimensionless number related with dispersion in
the axial direction also appears, but its magnitude is considered
much smaller than that of the other parameters in
Equation 3.43, due to the geometrical reasons explained earlier.
Note that Equations 3.32 and 3.34 are obtained by integrating
Equation 3.41 with respect to ξ over the pellet domain and using
Equation 3.42 as boundary conditions.

In non-isothermal reaction–diffusion systems described by
Equation 3.41, it is possible to find a single conserved scalar
for any geometry, simply by combining the steady-state mass
and energy balances so that the source term (which may have
an arbitrary form) is eliminated. This results in Damköhler’s
equation [109] in terms of Prater’s parameter [110], from which
the maximum temperature observable in a given system can be
estimated (corresponding to concentration annulment inside
the pellet). Even though the surface concentration and temper-
ature are generally unknown, this is also valid here:

Ts =Ts
surf + β cssurf −c

s 3 44a

Ts
max =T

s
surf + βc

s
surf 3 44b

It is also possible to obtain a relationship between bulk and
surface conditions:

T =Ts
surf −β

Bim
Bih

c−cssurf −
Λ
Bih

∇2 Ts 3 45

In terms of observable quantities and incorporating the
effectiveness factor concept (note that Rbulk =R c,T ),
Equation 3.44b becomes

Ts
max =T + βc+ β

ηϕ2

Bim

Rbulk

1 + σ
Bim
Bih

−1 +
Λ
Bih

∇2 Ts 3 46a

Table 3.2 Timescales of the different processes in the model for a fixed bed.

Process X Timescale, τX

Convection (axial) τCA
εbL
uZ

Convection (radial) τCR
εbRb
uR

Mass dispersion (axial) τDA
L2

Dae

Mass dispersion (radial) τDR
R2b
Dre

Fluid heat dispersion (axial) τfHDA
εbL2ρgcpg

λfae

Fluid heat dispersion (radial) τfHDR
εbR2bρgcpg

λfre

Solid heat dispersion (axial) τsHDA
εbρgcpgL

2

λsae

Solid heat dispersion (radial) τsHDR
εbρgcpgR

2
b

λsre

Fluid–solid mass transfer τMT

εb
kgaV

Fluid–solid heat transfer τHT
εbρgcpg
haV

Fluid accumulation τFA tP

Solid mass accumulation τMA
εbtP

1−εb εp

Solid heat accumulation τHA
εbρgcpg
ρbcps

tP

Reactant consumption τR
εbΔc
ρbRscale

Heat generation by reaction τHG
εbρgcpgΔT

ρb −ΔH Rscale

Wall–fluid heat transfer τWF
εbρgcpgRb

αwf

Wall–solid heat transfer τWS
ρbcpsRb
αws
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Comparing the external (ΔText =Ts
surf −T) and the internal

(ΔTs
max =T

s
max−T

s
surf ) temperature rise [111],

ΔTs
max

ΔText
=

c 1−Ca
Bim
Bih

cCa+
Λ

βBih
∇2 Ts

, 3 46b

where the Carberry number [111] is an observable quantity,
which can be defined as

Ca=
ηϕ2

Bim

Rbulk

1 + σ c
=
ρcatRbulk,obs

c
VP

SPkg
3 47

It is also common to relate η with η. For a non-isothermal

mth-order reaction R= k cm , from (3.40),

1
ηρcatkbulk

1 m

=
1

ηρcatksurf

1 m

+
VP SP
kg

ηρcatkbulkcm
m−1
m

3 48

The global resistance given by Equation 3.48 can be inter-
preted as a sum of the series of resistances for external mass
transfer and internal diffusion coupled with reaction (each term

has units of mol m−1 m m3
cats

1 m
m3

f ).

We will now find expressions for the effectiveness factor, with
surface and average temperatures given in terms of the conditions
in thebulk fluid.Considering internal thermaleffects, approximate
results are possible in the chemical and diffusional regimes.

3.3.1 Chemical regime
For slow reactions, mass and heat balances can be simplified in
the limit of small Thiele modulus (ϕ2 << 1). At steady-state con-
ditions, these profiles are flat inside the particles, due to the
comparably fast transport. Solutions at the isothermal condi-
tions are available elsewhere [80]. This means that as a first
approximation,

cs = cssurf +O ϕ2 = c+O ϕ2 and Ts =Ts
surf +O ϕ2 3 49

Equation 3.42b then becomes

1
rS

∂

∂r
rS
∂Ts

∂r
+
Bih
Λ

T−Ts = 0 3 50

Equation 3.50 reproduces the solid-phase energy balance in
Equation 3.34 in the absence of a chemical reaction (with neg-
ligible axial dispersion at steady-state). For large Bih/Λ, Ts T
and this should be valid at least in the bed’s core and everywhere
if Equation 3.52 is verified. In general, close to the wall (in a layer

with thickness in the order of Λ Bih , significant temperature
gradients in the solid phase are observed when

αwsRp

λsre

Λ
Bih

1 or >> 1 3 51

In these conditions, the profiles in each phase are related by
Equation 3.50. Temperature in both phases is identical only

if a nearly linear profile for Ts can be assumed near the wall

(∂2Ts ∂r2 = 0). This was found to be a reasonable approxima-
tion by Froment [51], which compared several boundary condi-
tions for the wall–solid heat transfer in a 2D heterogeneous
model for a fixed-bed reactor. This leads to the following equiv-
alence between parameters:

αws
λsre

=
αwf

λfre
=
αw
λre

, 3 52

where αw and λre refer to a model with lumped parameters [59].
The effects of a slow heat-generating chemical reaction with

ϕ2 Λ << 1 are visible as higher order corrections in
cs = c+ cs1ϕ

2 + cs2ϕ
4 +O ϕ6 and Ts =T +Ts

1ϕ
2 +Ts

2ϕ
4 +O ϕ6 .

The particular forms of csn and Ts
n can be obtained by collection

of the O(ϕ2n) terms in Equations 3.41 and 3.42. Retaining the
most important terms, the effectiveness factor and the averaged
internal profiles become

η= 1− 1 +
3 + σ
Bim

Dc− 1 +
3 + σ
Bih

βDT

ϕ2

1 + σ 3 + σ
+

Λ
Bih

DT

Rbulk
∇2T +O ϕ4 3 53a

cs = c−
3 + σ +Bim
3 + σ 1 + σ

ϕ2

Bim
Rbulk +

Λ
Bih

∇2TDT +O ϕ4

3 53b

Ts =T +
3 + σ +Bih
3 + σ 1 + σ

βϕ2

Bih
Rbulk +

Λ
Bih

∇2TDT +
Λ
Bih

∇2T +O ϕ4 ,

3 53c

where Rbulk =R c,T , Dc = ∂Rbulk ∂c, and DT = ∂Rbulk ∂T .
Moreover,

cssurf = c−
ϕ2

1 + σ Bim
Rbulk +

Λ
Bih

∇2TDT +O ϕ4 3 53d

Ts
surf =T +

βϕ2

1 + σ Bih
Rbulk +

Λ
Bih

∇2TDT +
Λ∇2T
Bih

+O ϕ4

3 53e

Equation 3.53 reduces to several asymptotic results presented
in the literature [80, 101], as they represent a shape and kinetic
normalization at low reaction rates with nonzero interphase
resistances. The application of these estimates for the effective-
ness factor is shown in Figure 3.3 for negligible external mass
transfer resistance (Dirichlet problem) and in Figure 3.4 for
finite interphase resistance.

3.3.2 Diffusional regime
When the reaction is fast enough to cause abrupt variations of
concentration and temperature in a boundary layer near the
catalyst surface, several methods can be used to derive the form

64 Chapter 3



of the effectiveness factor. Tavera [100] considered this limiting
case (high reaction rates) and proposed an exact analytical solu-
tion for the non-isothermal effectiveness factor in a catalyst
slab with known surface conditions. An approximation for

low values of β, which are commonly observed in practice,
was also presented. Previous work on this subject was also pro-
vided by Petersen [112]. More recently, an integral method was
applied to a non-isothermal slab-shaped particle with Dirichlet
boundary condition and zero [108] or first-order [101] kinetics.
From these studies, it is possible to observe that the effectiveness
factor can be written as

η=
1 + σ

ϕ2R cssurf ,T
s
surf

∂cs

∂ξ ξ= 1

1 + σ b

ϕR cssurf ,T
s
surf

+O ϕ−2 ,

3 54a

where b= 2

cssurf

0

R cs dcs 3 54b

These expressions reflect a shape and a kinetic normalization
in the diffusional limit [80, 81, 113]. The former is translated by
the factorwritten as 1 1 + σ , which according to Equation 3.20,
replaces the length scale in the Thiele modulus (Rp) by Vp/Sp.
The latter is given by the parameter b in (3.54b), accounting
for kinetic nonlinearities in concentration (for reactions which
are not first-order) and temperature (a dependence of Arrhenius
type is usually adopted for the nonisothermal cases). For
an isothermal first-order reaction, b= 1. Note that using
Equation 3.44a, the dimensionless reaction rate being integrated
in the definition of b can be written in terms of cs only. In some
cases, it is possible to evaluate this integral analytically.

Using the conditions at the pellet surface as reference
(cssurf = 1), the following result is obtained for isothermal kinetics

of the form R cs = 1+ k p cs m

1 + k cs p :

b= 2 1 + k pΓ m+ 1
Γ m+ 2 2F1 1 +m,p,2 +m, −k 3 55a

For negligible inhibition, the result for power-law kinetics is
given by

b=
2

m+ 1
3 55b

For non-isothermal kinetics, we adapt the result derived
byTavera [100]originally forDirichlet conditions, andas expected
bwill be a functionof kinetic descriptors (e.g., order of reactionm),
nonisothermal parameters (γ and β), and surface conditions (cssurf
and Ts

surf ). The dependence on the latter quantities (generally

unknown) leads to an implicit calculation of the effectiveness
factor. Substituting Equation 3.42 into 3.54a,

cssurf = c−
ηRbulk

1 + σ
ϕ2

Bim
= c−

bϕ
Bim

3 56a

Ts
surf =T +

ηRbulk

1 + σ
βϕ2

Bih
=T + β

Bim
Bih

bϕc
Bim

, 3 56b
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Figure 3.3 Effectiveness factor curve (η vs. ϕ) for a spherical catalyst particle
with Dirichlet boundary condition and first-order exothermic reaction.
Numerical results fromRef. [99]. A curve for γ = 30 is depicted (with β = 0 6),
while the others were calculated for γ = 20 and several values of β.
(Source: Weisz [99]. Reproduced with permission of Elsevier.)
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Figure 3.4 Asymptotic forms of the effectiveness factor (η) as a function of
the Thiele modulus (ϕ) for a slab catalyst with a first-order exothermic
reaction (β = 1 3 and γ = 27) for Bim Bih = 6. Numerical values in the
intermediate region are given in Ref. [80].
(Source: Aris [80]. Reproduced with permission of Oxford University Press.)
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whereRbulk =R c,T and η is theglobaleffectiveness factorreferred
to bulk conditions. For the purpose of this discussion, the reactor-
scale heat dispersion terms in Equation 3.42b were ignored.When
external heat and mass transfer resistances can be ignored, the
solution of the Dirichlet problem according to Equation 3.54 is
η 1 + σ b ϕ, and this is plotted in Figure 3.3 for several
values of γ and β. A simpler estimate was proposed by Carberry
[72], which showed that the non-isothermal intraphase effec-
tiveness factor for ϕ > 3 could be well described by

η=
exp γβ 5

ϕ
3 57

The same asymptote is shown in Figure 3.4 for the region
mainly limited by intraphase diffusion. The regime of strong
interphase mass transfer resistance is also depicted in the same
representation for two values of the mass Biot number. The
asymptotic behavior of the effectiveness factor in this
limit (ϕ Bim >> 1 and low cssurf ) is obtained from (power-law

nonisothermal kinetics with conditions in the bulk taken as
reference)

b
2

m+ 1
exp

γTs
max

2 1 +Ts
max

cssurf

m+ 1
2

2
m+ 1

exp
γTs

max

2 1 +Ts
max

1−
bϕ
Bim

m+ 1
2

3 58a

In order to observe low concentration values at the pellet
surface, a first estimate for b is

b
Bim
ϕ

3 58b

Replacing this result in the nondominant terms of
Equation 3.58, the following improved expression is obtained:

b
Bim
ϕ

−
Bim
ϕ

m+ 3
m+ 1 m+ 1

2

1
m+ 1

exp
−γTs

max

m+ 1 1 +Ts
max

,

3 58c

where

Ts
max = β +

βbϕ
Bim

Bim
Bih

−1 3 58d

is the maximum temperature inside the catalyst, changing from
Prater’s limit (for ϕ Bim 0) to Ts

max = βBim Bih, as ϕ/Bim
increases. We will not extend our analysis to the more complex
matter of steady-state multiplicity (numerical results are pre-
sented in Figure 3.3, as well as in Figure 3.4). Suitable descrip-
tions of this topic can be found elsewhere [80, 114, 115]. Briefly,
the maximum number of steady states and the extent of the

multiplicity region depend on the kinetics, catalyst geometry,
and boundary conditions. For a first-order reaction, the follow-
ing criteria have been derived [116]:

γβ < 4
Bih
Bim

+ β uniqueness of the steady state 3 59a

γβ > 8
Bih
Bim

+ β existence of multiple steady states

3 59b

3.4 Dominant fluid–solid mass transfer

The ratio of timescales for internal diffusion within the catalyst
pellet and for external mass transfer is of the order of the mass
Biot number given in (3.43e). Since for many practical condi-
tions Bim is reasonably high (102−105 as estimated in Ref.
[72]), it is expected that the external mass transfer dominates
over the internal one. If we extend this consideration to the reac-
tor scale, then a very useful pseudo-homogeneous model [51]
is obtained. The scaling condition that expresses fast fluid–
solid mass transfer compared with other processes (X) in
Equation 3.22 is

τMT

τX
<< 1 3 60

We may take as a small parameter

ε=
τMT

τCA
, 3 61

where the axial convection timescale was chosen for compari-
son. This is appropriate for, but not restricted to, convective
dominated processes since in this case all terms will be correctly
scaled. The relationship of other timescales (except τMT) with
τCA remains τCA τX O 1 .
The fluid mass balance with uniform physical properties

becomes

c= cssurf −ε
∂c
∂z

+ ε
τCA
τDA

∂2c
∂z2

−ε
τCA
τCR

1

r0 + r
S

∂

∂r
r0 + r

Sc

+ ε
τCA
τDR

1

r0 + r
S

∂

∂r
r0 + r

S ∂c
∂r

−ε
τCA
τFA

∂c
∂t

3 62

A perturbation solution for concentration (in the fluid and at
the particle surface) can be written as

c=
∞

n= 0

cnε
n and cssurf =

∞

n= 0

cssurf ,n εn 3 63

Series solutions of the same type can be written for the
average concentration. The leading-order problem that can be
collected from (3.62) appears at O (1) and simply expresses
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the absence of concentration gradients between the bulk fluid
and the particle surface:

c0 = c
s
surf ,0 3 64

Note that the scaling analysis hasn’t involved the reaction
timescale so far. This will be required to obtain a consistent
balance at O(1) from the steady state solid mass balance.
Equation 3.32 can be written as

c= cssurf + ε
τCA
τMA

∂ cs

∂t
−ε

NRXN

j= 1

τCA
τRj

νijRj csi, surf ,T
s
surf ηj 3 65

At steady state and in the presence of reaction, the leading-
order result is only consistent if

τMT

τRj
<< 1 3 66

Formultiple reactions, a conservative approachwould consist in
the choice of the smallest τRj (fastest kinetics). If this reaction scale
fulfills Equation3.66, then thewhole systemshould satisfy the same
requirement. In this case, the O(1) result that could be extracted
from Equation 3.65 reproduces Equation 3.64. As shown later,
the so-called pseudo-homogeneous model [51] is only obtained if
Equation 3.66 is also verified. A feature of this development is that
the solution for c0 is obtained at O(ε), since no derivatives are
retained in Equation 3.62 when ε= 0. At this higher order, the
results from Equations 3.62 to 3.65 can be combined to yield

τCA
τDR

1

r0 + r
S

∂

∂r
r0 + r

S ∂c0
∂r

+
τCA
τDA

∂2c0
∂z2

+
NRXN

j= 1

τCA
τRj

νijRj c0,T
s
surf ,0 ηj

=
∂c0
∂z

+
τCA
τCR

1

r0 + r
S

∂

∂r
r0 + r

Sc0 +
∂

∂t
τCA
τFA

c0 +
τCA
τMA

cs0

3 67

For now we are not making any considerations regarding the
fluid–solid heat transfer rate, and therefore we leave the reaction
rate as a function of Ts

surf ,0 (calculated from Eqs. 3.27 and 3.34

with c0). In its current form, Equation 3.67must be solved numer-
ically with the energy balances in the two phases and the appro-
priate boundary conditions from Table 3.1. For our purposes of
estimating the deviation from the pseudo-homogeneous model,
the magnitude of the O(ε) contribution is of interest. The relative
error associated with this model is estimated by

δ=
c−c0
c

=
εc1

c0 + εc1
+O ε2

εc1
c0

+O ε2 3 68

The right-hand side of (3.68) assumed that the fluid concentra-
tion could be accurately described by (3.63). This should be rea-
sonable for low values of δ, which is anyway the limit of interest
for a regime boundary (small ε). As before, information on cn is
obtained at O εn+ 1 . Thus, c1 is calculated from the problem at

O(ε2), where the transfer term c2−cssurf ,2 is eliminated from

Equations 3.62 and 3.65. The following equation for c1 is
obtained:

∂c1
∂z

+
τCA
τCR

1

r0 + r
S

∂

∂r
r0 + r

Sc1 +
∂

∂t
τCA
τFA

c1−
τCA
τMA

cs1

=
NRXN

j= 1

τCA
τRj

νij∂
Rjηj
∂cssurf ε= 0

cssurf ,1 +
τCA
τDR

1

r0 + r
S

∂

∂r
r0 + r

S ∂c1
∂r

+
τCA
τDA

∂2c1
∂z2

3 69

Note that the reaction term ηjRj cssurf ,T
s
surf , where cssurf ε is

given by (3.63), was expanded in a Taylor series for small ε.
Elimination of cssurf ,1 occurs by substitution according to the

O(ε) subproblem from (3.65):

cssurf ,1 = c1−
τCA
τMA

∂ cs0
∂t

+
NRXN

j= 1

τCA
τRj

νij ηjRj
cssurf ,0 ,T

s
surf ,0

3 70

In general, Equation 3.69 can be solved numerically for c1.
However, for the purpose of criteria definition from this
subdominant (relatively negligible) correction, an approximate
solution of Equation 3.69 is enough. Note that the non-
isothermal model is completed with Equations 3.27, 3.34 and
respective boundary conditions. In the reaction term in the solid
phase energy balance, cssurf should be replaced by c0 to yield

Ts
surf ,0 and T0. This arises from the fact that Equation 3.60 is also

considered valid for the energy balance processes, inclusive
τMT τHT O ε (see Section 3.5). The result is a somewhat
hybrid model in the sense that a pseudo-homogeneous descrip-
tion for mass transfer coexists with a heterogeneous one for tem-
perature (see Section 3.4.2). Particular cases of this model are
discussed in the succeeding text. The adequacy of pseudo-
homogeneous descriptions in fixed-bed reactor modeling has
been discussed in the literature [61, 117–119].

3.4.1 Isothermal axial flow bed
If the fixed bed can be considered to operate under isothermal
conditions (as in the case of kinetic measurements [120], some
laboratory-scale fixed beds, and packed microreactors [121]),
the previously described mass balances are the only equations
required. In this case, Ts

surf =T and the particle is also considered

internally isothermal. Specifically, we consider an axial flow
fixed-bed reactor dominated by convection (i.e., with negligible
axial dispersion for L >>Rb), operating at the steady state. In the
case of a single reaction, Equation 3.69 for the reactant concen-
tration simplifies to

∂c1
∂z

+ω1c1 +ω0 =
τCA
τDR

1
rS

∂

∂r
rS
∂c1
∂r

3 71a

where

ω0 = −
τCA
τR

2∂ ηR surf

∂cssurf ε= 0

ηR c0,T
3 71b

ω1 =
τCA
τR

∂ ηR surf

∂cssurf ε= 0

3 71c
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Equation 3.71 must be solved with the following boundary
conditions:

c1 z = 0 = 0 3 72a

∂c1
∂r r = 0

=
∂c1
∂r r = 1

= 0 3 72b

For linear kinetics (R c = c), ϕ and consequently η are inde-
pendent of cssurf ; hence

ω0 = − η
τCA
τR

2

c0 and ω1 = η
τCA
τR

An estimate for c0 is required (only for purposes of calculating
a small correction), and it can be obtained from averaging
Equation 3.67:

c0 c0 = exp −
τCA
τR

ηz 3 73

The perturbation series for the average fluid concentration
over the reactor cross section c is obtained by averaging
Equation 3.63:

c =
∞

n= 0

cn εn 3 74

Thus, the solution of Equations 3.71 and 3.72 for the cross-
sectional averaged contribution to the concentration profile is
given by

c1 = η
τCA
τR

2

exp −
τCA
τR

ηz z 3 75

These results can be substituted into (3.68) to yield the follow-
ing criterion for the validity of a pseudo-homogeneous mass
transfer model:

δ
ε c1

c0 + ε c1
=

ε ηDa 2z

1 + ε ηDa 2z
3 76

where the Damköhler number is here defined as Da= τCA τR.
Low values of δ are obtained for small Da, and in these condi-

tions, δ ε ηDa 2z. At an axial global scale (z 1), δ equals the
following timescale ratio: τMTτCA τ2R,obs (τR,obs includes internal

limitations and τCA is associated with the mechanism that dom-
inates transport in the calculation of the correction). When
τMTτCA τ2R,obs ≤ δ, the simplified model has an associated rela-

tive error of δ or less. Note that in the special case of a first-order
reaction, a 1D solution is given by

c = exp −
Daηz

1 + εDaη
c0 + ε c1 +O ε2 3 77

Expanding this result for smallε, consistency isobtainedwith the
perturbation series derived earlier. In general, one might say that

δ= ε ηDa 2 ze
−Daηz

1−Xobs
, 3 78

where Xobs is the reactant conversion that is observed experi-
mentally or calculated from a more complex model for an
axial flow fixed bed. This represents a limit to the reactor’s con-

version represented by this model: Xobs < 1−ε ηDa 2e−Daη δ.
The correction to the pseudo-homogeneous model is positive
( c1 > 0), which shows how the presence of isothermal interphase
resistance decreases the reactor’s conversion (XPH = 1− c0 is an
upper bound).
Even though axial diffusion effects are not considered

(making the analysis of the inlet region as z 0 incomplete),
it is possible to obtain an estimate for the axial distance
below which the pseudo-homogeneous approach is valid for a
given δ, from (3.76):

z <
δ

ε ηDa 2

1
1−δ

3 79

According to Equation 3.79, the validity of Equation 3.67
increases as the inlet is approached (the relative error decreases
linearly). The full model in Table 3.1 and its pseudo-
homogeneous version described in Section 3.4 were solved
numerically using gPROMS® [122]. The numerically deter-
mined cross-sectional concentration averages from both cases
allowed the calculation of δ, and this is compared with
Equation 3.76 in Figure 3.5.
When the reaction rate can be fitted by an expression of

power-law type and the catalyst particle is free from internal
diffusional limitations: Rsurf = cmsurf and η= 1. Then, according

to Equation 3.71,

100
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Figure 3.5 Relative error (δ%) associated with the calculation of conversion
from a pseudo-homogeneous model for a first-order isothermal reaction as a
function of η Da= τCA τR,obs, with ε= τMT τCA = 0 1 or 0.5.
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ω0 = −Da2mc2m−1
0

ω1 =mDacm−1
0 ,

where the 1D estimate for c0 is taken from (m 1):

c0 = 1 + m−1 Daz 1 1−m 3 80

From (3.69) and (3.70), the convection-dominated solution
for c1 with arbitrary kinetics is (the condition for negligible
radial dispersion is τCA τDR << 1)

c1 = exp −

z

1

ω1 z dz

0

z

exp

z∗

1

ω1 z dz ω0 z∗ dz∗

3 81

For second-order reactions, it is possible to solve the integrals
in (3.81) explicitly yielding

c1 = 2Da
ln 1 +Daz

1 +Daz 2 for m= 2 3 82

In general for mth-order kinetics, the limit for small Da is
important for the desirably low values of δ:

c1 mDa2z 1−
m−1
2

Daz 1 + m−1 Daz
m

1−m 3 83

According to Equations 3.83, the criterion for a pseudo-
homogeneous description of mass transfer is given by

δ
ε c1
c0

=
εmDa2z

1 + m−1 Daz
1−

m−1
2

Daz for Da 0

3 84

In particular for m= 2, from Equation 3.82,

δ
ε c1
c0

= 2Daε
ln 1 +Daz
1 +Daz

3 85

These results are compared with the ones obtained numeri-
cally with gPROMS® in Figure 3.6.

When internal diffusional limitations are present in catalysts
where a reaction with power-law kinetics occurs, information on
the effectiveness factor is required. For isothermal systems, the
chemical and diffusional limits are included into the results of
Section 3.3. According to Equation 3.68,

δ εmDa2z 1−
3m−1

σ + 1 σ + 3
1 +

σ + 3
Bim

ϕ2 +O εDa3z2 ϕ << 0

3 86a

δ= εDa2z 1 + σ
2

1 +m
1
ϕ
−

1
Bim

+ ϕ >> 1 3 86b

Note that the Damköhler, Thiele, and Biot numbers are
related to each other and that higher ϕ for the same ε and Da
implies higher Bim and hence lower interphase resistance.

An interesting representation of the results in this section
can be made by a regime diagram. For an isothermal axial flow

bed with Rb << L, three dimensionless parameters are of rele-
vance: the Damköhler number (Da= τCA τR), the radial Peclet
number (αbPmR = τDR τCA), and the perturbation parameter
ε= τMT τCA. The numerical simulations performed for
αbPmR = 0 1, 1, and 10 show insensitiveness of δ to these values
for nonlinear kinetics. The axial Peclet number is kept as
PmA = τDA τCA = 1000. Therefore, a Da−ε regime diagram is
appropriate to plot boundaries associated with small values
of δ, delimiting the areas where the pseudo-homogeneous
model for mass transfer is applicable. For a second-order
reaction, this is depicted in Figure 3.7. Numerical simulations

Approximate

Numerical
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Figure 3.6 Relative error (δ%) associated with the calculation of conversion
from a pseudo-homogeneous model for anmth-order isothermal reaction as
a function of Da= τCA τR, with m= 2 or 0.5.
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Figure 3.7 Da−ε regime diagram for a second-order reaction occurring in
an isothermal fixed bed. Iso-δ lines given by Equation 3.85.
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in several points of the Da−ε space are in excellent agreement
with these predictions.

3.4.2 Non-isothermal non-adiabatic axial flow bed
The most general case involves the energy balances in Table 3.1
and the boundary conditions for heat transfer at the wall with
their complete structures (e.g., as given by Eqs. 3.28d and
3.36). Numerical solution of this type of the model has been pre-
sented in several case studies in the literature (e.g., Refs. [60, 61,
123–126]). Pereira Duarte et al. [61] compared the performance
of three 2D models with different degrees of complexity
(I: pseudo-homogeneous; II: heterogeneous with heat transfer
through the fluid and lumped thermal parameters; and III: het-
erogeneous with heat transfer through solid and fluid, compara-
ble to the one presented in Table 3.1). The errors from the
simplified models (I and II) relative to the more complex one
(III) were calculated numerically for a first-order exothermic
reaction. The deviation between the cross-sectional average con-
centrations from the different models (I or II relative to III) was
evaluated at the axial position corresponding to the maximum
temperature of the solid phase frommodel III. These were found
to be proportional to the volume averaged rates of reaction,
between the inlet and this position, which is subsequently
replaced by the rate at feed conditions as an approximation.
The influence of the Reynolds number, catalyst particle size,
and reaction activation energy on the relative error was studied
numerically. In particular, the positive error associated with the
pseudo-homogeneous model decreases with the Reynolds num-
ber up to a certain value. Above this point (where the error is
zero), the now negative deviation grows in absolute value again,
due to the higher temperature in the solid phase compared to the
one in the fluid. This effect is not compensated by the reduction
of interphase resistance, and requiring a pseudo-homogeneous
model for heat transfer may be too restrictive (see Section 3.5).
Adams II and Barton [127] used a dynamic heterogeneous

model for water–gas shift reactors. The choice for this descrip-
tion was justified by previous reports of large (60 C) temper-
ature differences between the catalyst bed and the gas. They
also considered the internal diffusion–reaction problem in
large catalyst pellets for industrial-scale applications. The dif-
ference between the catalyst core temperature and the one in
the gas phase was simulated over the reactor axial position
and time.
The results from Section 3.3 allow the formulation of the

model equations only in terms of the concentration and temper-
ature of the fluid phase, in the limits of small and large Thiele
modulus. Considering weak internal diffusional limitations,
Equation 3.53 can be written as follows:

∂T
∂z

−
1
Pha

∂2T
∂z2

−
1

αbPhr

1
rS

∂

∂r
rS
∂T
∂r

=DahRbulkη+ 1 +
Bih
3 + σ

H
rS

∂

∂r
rS
∂Rbulk

∂r
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For a first-order reaction, Rbulk = cexp
γT
1 +T and η is given by

Equation 3.53a. Several additional parameters enter into consid-
eration now:

1
Pha

=
τCA

τfHDA
=

λfae
uZρgcpgL

3 88a

1
αbPhr

=
1

αbP
f
hr

+
1

αbPs
hr

=
L
Rb

λfre + λ
s
re

ρgcpguZRb
3 88b

Dah =
τCA
τHG

=
LρbRscale −ΔH

ρgcpguZΔT
=BDa 3 88c

H =
τHT
τHG

τCA
τsHDR

= ε
Daβ
αbPs

hr

Bim
Bih

3 88d

Nuwf =
αwf Rb

λfre
3 88e

Equation 3.88e appears in the boundary condition for the
fluid phase, but as we have seen in Equation 3.52, the heat trans-
fer with the wall in this limit can follow a lumped treatment
between the two phases (Nuwf =Nuws =Nuw). For our purposes,
axial diffusion may be considered negligible (Pha >> 1), and we
seek to understand the influence of the non-isothermal para-
meters (H and Dah) on δ. Even though H is expected to be small
(for small ϕ2), this dimensionless number also includes the
effects from interphase thermal transfer and from the additional
radial heat transfer through the solid, which could not be
absorbed in the lumped parameter (3.88b). This term disappears
whenever the following condition is satisfied:

1 +
Bih
3 + σ

H 0 3 89

If smallness in comparison with the reaction term is
demanded, the following condition is obtained:

1 +
Bih
3 + σ

λsre
aVR2

bh
<< 1 3 90

The heterogeneous model for heat transfer (Table 3.1) can be
solved with the heterogeneous and pseudo-homogeneous for-
mulations for mass transfer detailed earlier. Numerical simula-
tions were performed with gPROMS® for Da= 0 1, B= 1, γ = 10,
and no internal transfer limitations. The relative error of the
pseudo-homogeneous mass transfer model at the exit increases
from 0.11 to 1.1% when ε changes from 0.1 to 1. Therefore, the
proposed scaling (δ O εDa2 ) remains valid.

3.5 Dominant fluid–solid mass and
heat transfer

In the previous section, the case of fast interphase mass transfer
was considered without any further simplification resulting
from Equation 3.60 with respect to the fluid phase energy bal-
ance. Since
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Bih
Bim

=
hDcat

kgλcat

Le2 3
g

Les

is typically low for gas–solid systems [72], mass transfer is not
limiting in the definition of a model where bothmass and energy
balances are described in a pseudo-homogeneous manner. Rel-
atively fast interphase heat transfer compared with the other
processes (X) in the energy balance is expressed by

τHT
τX

<< 1 3 91

Assuming reasonably fast radial heat dispersion, the pertur-
bation parameter can be written in this case as

ε =
τHT

τfHDR
= ε

τHT
τMT

τCA

τfHDR
3 92

Thus, it is expectable that ε >> ε or at least ε ≈ε. The first esti-
mate in the fluid phase energy balance (for ε = 0) expresses the
absence of interphase temperature gradients:

T0 =T
s
surf ,0 3 93

This term remains undetermined until we consider the sec-
ond term in a perturbation series for temperature of the form

T =
∞

n= 0

Tn ε
n, Ts

surf =
∞

n= 0

Ts
surf ,n ε

n and Ts =
∞

n= 0

Ts
n ε

n

3 94

At O(ε ), it is possible to collect from Equation 3.27:

T1 =T
s
surf ,1−

τfHDR
τCA

∂T0

∂z
−
τfHDR
τCR

1
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S
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∂

∂r
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S ∂T0
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∂T0
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The solid phase energy balance is also required to continue
the calculation (a pseudo-homogeneous model for mass transfer
is also considered):

T1 =T
s
surf ,1−

NRXN

j= 1

τfHDR
τHGj

Rj c0,T0 ηj +
τfHDR
τHA

∂ Ts
0

∂t

−
τfHDR
τsHDR

1

r0 + r
S

∂

∂r
r0 + r

S ∂ Ts
0

∂r
−
τfHDR
τsHDA

∂2 Ts
0

∂z2
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An equation for T0 is obtained by elimination of the transfer
term in Equations 3.95 and 3.96 and making Ts

0 ≈T0 or using
the results in Section 3.3. The interphase temperature gradient is

given by ΔText = ε Ts
surf ,1−T1 +O ε 2 . The deviation in the

observed reaction rate can act as a criterion for negligible inter-
phase thermal resistance. If the reaction term dominates in

(3.96), then (note that Tbulk =T0)

Rbulk−Rsurf

Rbulk
= γε

Ts
surf ,1−T1

1 +T0
2 = γbulk

ρb −ΔH Rbulkη

haVTbulk
< 0 05

3 97

Equation 3.97 reproduces Mears’ criterion [128, 129]. A 2D
non-isothermal pseudo-homogeneous model was used by
Brandstädter and Kraushaar-Czarnetzki [49] to simulate a pro-
duction-scale reactor for maleic anhydride from a C4 mixture.
The model included radial variation of the bed’s porosity and a
complex reaction network. They justify the choice for a
pseudo-homogeneous model based on previous observations
of small differences between the temperatures of catalyst grains
and surrounding gas. Tye et al. [130] also used a pseudohomo-
geneous model to simulate a catalytic reactor for the oxidative
coupling of methane, which was found to give reasonable
results. Nevertheless, they point out the presence of mass
and heat transfer resistances as a reason for the deviation
with experimental results. Sharma et al. [3] described a
fixed-bed reactor by a 2D pseudo-homogeneous model for
the Fischer–Tropsch synthesis. Besides mass and heat disper-
sion, intraparticle diffusion and radial heat loss at the wall were
also considered. They intended to obtain kinetic parameters
from a laboratory-scale fixed bed and with these results and
simulate a realistic industrial unit. Cornelio [131] compared
heterogeneous and pseudohomogeneous models for the
dynamic modeling of an ethylene oxide reactor. He claims that
temperature differences between the catalyst surface and the
gas phase are sufficiently small (<10 K) for the simplest model
to be accurate enough.

Joshi and Doraiswamy [132] and Doraiswamy [133] report
the use of a pseudo-homogeneous model for a non-isothermal
non-adiabatic fixed-bed reactor (reduction of nitrobenzene
to aniline). 1D and 2D models were compared in terms of
the cross-sectional average concentration and temperature
(Figure 3.8). From the presented values for the parameters
[133] and for a reactor tube with Rb = 2 cm and L= 2 m, we esti-
mate Da= 3 3, B= 6 4, αbPhr = 0 003, αbPmr = 5410, γ = 3 1, and
Nuw = 0 14. Though it is not specified, the global heat transfer
coefficient U for the 1D model can be assumed to be calculated
according to [134] as follows:

1
U

=
1
αw

+
Rb

3λre

Nuw + 3
Nuw + 4

3 98

The wall Nusselt number based on U calculates as
Nuw,1D = S+ 1 URb λre = 0 26. Due to the high values of the
timescales for mass radial dispersion compared to the one for
convection, a 1D model is expected to be appropriate for the
concentration profile (Section 3.6).

Iordanidis [135] and Iordanidis et al. [136] simulated numer-
ically a fixed bed for the partial oxidation of methanol to form-
aldehyde. In terms of the dimensionless parameters defined
earlier, we estimate ε= 0 02, ε = 0 03, Da= 2 1, αbPhR = 0 47,
αbPmR = 0 36, B= 0 55, γ = 18 5, Nuw,1D = 4 57 (based on U),
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and Nuw = 5 5 (based on αw). Pseudo-homogeneous and heter-
ogeneous models were compared according to the deviation in
the reaction rate, similar to Equation 3.97. Using 1Dmodels, the
result is reproduced in Figure 3.9. The models differ from over
10%, corresponding to about 30 C variation in the predicted
temperatures by 1D models at the hot spot. The reactant con-
centration and temperature profiles calculated from several
models are plotted in Figure 3.10.
In Figures 3.8 and 3.10, it is possible to observe a hot spot.

This phenomenon is frequently observed for strong exothermic
processes and can possibly lead to runaway. Several criteria have
been put forward to predict this behavior and related thermal
effects, such as steady-state multiplicity. Several references have
been devoted to this complex subject [137], which is out of the
scope of this chapter.

3.6 Negligible mass and thermal dispersion

The simplest manifestation of the nonisothermal nature of a
packed bed is the presence of temperature gradients at the reac-
tor scales (axially over the bed length L and radially across its
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Figure 3.8 Cross-sectional average concentration (a) and temperature
(b) profiles according to a pseudohomogeneous model (full lines:
two-dimensional; dashed lines: one-dimensional). After Ref. [133]

with Tin = 160 C and Twall = 100 C.
(Source: Doraiswamy [133]. Reproduced with permission of
Oxford University Press.)
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radius Rb). The presence of these spatial variations may be det-
rimental to the reactor’s performance and operation but is espe-
cially prohibitive if the purpose is to measure intrinsic reaction
rates without interference of transport processes. Feed and/or
catalyst dilution with highly conductive materials and miniatur-
ization (increase of the L/Rb ratio) are some of the strategies that
have been pursued to approach the isothermal behavior. On the
other hand, 1D models are preferable for simplicity. Avci et al.
[138] used a 1D heterogeneous model to simulate the catalytic
oxidation and steam reforming of methane in a fixed-bed
reactor.

Mears [68] derived criteria for negligible axial mass and heat
transfer effects in nonisothermal reactors with uniform wall
temperature (so that the rate deviates <5% from the one
observed from a plug-flow model), extending the results from
Young and Finlayson [139]. In terms of the bed length to
particle diameter ratio, it writes as

L
dp

> 20
ρbRinL
cinuZ

m
PemA

−
γB
PehA

3 99

Under isothermal conditions, the criterion includes previous
results for negligible axial mass dispersion [128, 140]. In terms
of the observed conversion, the criterion can be written as
[128, 140]

L
dp

> 20
εbDAe

dpuZ
ln

1
1−X

3 100

A comparison between thermal and mass dispersion effects in
Equation 3.99 suggests that for typical parameter values
(γ B PemA PehA >m), thermal axial dispersion is more impor-
tant than mass dispersion for gases [68]. Therefore, the more
important terms in Equation 3.99 reflect a balance between reac-
tion and axial heat dispersion. For example, according to
Equation 3.87,

1
PhA

<<Dahη, 1,
1

αbPhR
3 101

Nevertheless, the inclusion of axial dispersion may be inter-
esting from the point of view of the numerical methods used
to solve the conservation equations or in studies regarding the
appearance of multiple steady-state solutions [141, 142]. Peter-
sen [81] presented an analysis for a 1D reactor in terms of the
dispersion factor F, which is the ratio between the length of
a plug-flow reactor (no dispersion) and the one for a reactor
with dispersion yielding the same conversion (LM). Due to
the coordinate transformations employed, F is a function of
α2 = kDAe u2 (isothermal first-order reaction). Asymptotic solu-
tions for the dispersion ratio were obtained and are given by

F = 1 as α2 0

F =
1
α
+
ln 1 + α
α2Pe

as α2 ∞ k ∞ or u 0

where in this case, Pe= uLM εbDAe . It was concluded that
the axial diffusive transport rarely is important, a situation that
corresponds to small values of α.

Concerning the radial heat dispersion, the criterion for neg-
ligible interparticle thermal resistance (applicable at the hot
spot) is given by [128]:

γwall
R2
bρb −ΔH Rbulkη

λsReTwall
<

0 4

1 + 8 Rp Rb Biwall
3 102

If this assumption is reasonable, it is common to use an over-
all heat transfer coefficient U, combining the individual resis-
tances. Compared with axial interparticular effects, radial heat
transfer at the hot spot is more significant. Moreover, axial
and radial mass transfer effects are also less important in exper-
imental reactors. A more generic statement of Equation 3.102 is
based on the scaling from (3.87):

1
αbPhR

<< 1, Dahη

In general, a minimum value for db/dp is usually reported,
whereas for axial effects, a minimum L/dp is required. However,
some discrepancy in the values of these ratios exists.

The analysis for mass transfer follows the same lines. It is
likely that if the previous criteria are observed for heat transfer,
then concentration gradients can also be neglected. The ratios
between timescales for axial and radial dispersion compared
to the one for convection are the parameters of interest, as seen
in previous examples. In Figure 3.10, the relatively low values of
αbPhR and αbPmR justify the differences observed between 1D
and 2D models.

3.7 Conclusions

The theory associated with modeling of fixed-bed reactors is still
greatly based on simplified velocity profiles and on effective
quantities to describe transport properties. A typical generic
model constructed on this framework was presented. Approxi-
mate solutions to solid concentration/temperature profiles and
effectiveness factor allow some developments in the analysis
of effects depending on the coupling between both domains
(e.g., radial solid heat dispersion with nonnegligible internal
thermal effects). A perturbation procedure conceived for fast
mass and heat interphase transfer yields the common pseudo-
homogeneous model, while the negligibility of dispersive phe-
nomena determines whether 1D models are appropriate or
not. Classical criteria for these limits were presented, and the
equations that need to be solved for improving the predictions
at first approximation were derived (accounting for finite fluid–
solid transfer). In particular, we consider a regime where mass
transfer between fluid and catalyst is fast, but heat transfer may
be finite. The relative error associated with the pseudo-
homogeneous model for mass transfer can be expressed by
the difference of concentration or average concentrations,
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instead of the typical deviation between observed reaction rates.
A general procedure to obtain these estimates was given, and we
derived its form for particular cases. These simple results are in
excellent agreement with numerical calculations.

Nomenclature

aV external surface area of catalyst particles per
volume of reactor, m−1

B dimensionless adiabatic temperature rise
b nonisothermal coefficient in the diffusional

regime’s effectiveness factor
Bih heat Biot number
Bim mass Biot number
c dimensionless fluid concentration
c dimensionless average fluid concentration over

the reactor cross section
Δĉ scale for concentration change, mol m3

fluid

c0 initial dimensionless concentration distribution
Ca Carberry number
cin dimensionless inlet concentration
cn coefficients in perturbation series for

concentration
cout dimensionless external radial concentration
cpg specific heat of the fluid (gas) phase, J/kg/K
cps specific heat of the solid phase, J/kg/K
ĉref reference concentration, mol m3

fluid

cs dimensionless solid phase concentration
cs dimensionless volume-averaged solid

concentration
cssurf dimensionless fluid–solid surface concentration

Da mass Damköhler number
Dae axial effectivemass dispersion coefficient,m2

bed s
Dah heat Damköhler number
db catalyst bed diameter, m
Dcat catalyst effective diffusivity, m2

cat s
Dg gas molecular diffusivity, m2

fluid s

dp catalyst pellet diameter, m
Dre radial effectivemassdispersioncoefficient,m2

bed s

2F1(a, b, c, z) hypergeometric function 2F1
F dispersion ratio
G superficial mass flow velocity, kg/s
h fluid–solid heat transfer coefficient, W/m2/K
ΔHj heat of reaction j, J/mol
j mass-heat analogy factor
k kinetic constant at reference conditions,

mol1−m m3m
f s kgcat

kbulk kinetic constant at bulk conditions,

mol1−m m3m
f s kgcat

kg fluid–solid mass transfer coefficient, m/s
ksurf kinetic constant at surface conditions,

mol1−m m3m
f s kgcat

L length of the packed bed, m
Le Lewis number
Lecat catalyst Lewis number
Leg fluid Lewis number
Les solid Lewis number
m order of reaction
n order of term in perturbation series
NRXN number of reactions
Nu Nusselt number
Nuw wall Nusselt number
Nuw,1D wall Nusselt number for 1Dmodels (based onU)
Nuwf wall–fluid Nusselt number
Nuws wall–solid Nusselt number

P pressure, Pa

Pha axial heatPecletnumber (basedon thebed length)
Phr radial heat Peclet number (based on the bed

length)

Pefha
fluid axial heat Peclet number (based on particle
diameter)

Pefhr
fluid radial heat Peclet number (based on parti-
cle diameter)

Pema axial mass Peclet number (based on particle
diameter)

Pemr radial mass Peclet number (based on particle
diameter)

Pr Prandtl number
r0 dimensionless reference radial distance
Rb bed radial characteristic distance, m
Rbulk dimensionless reaction rate at bulk conditions
Rj dimensionless rate of reaction j

Rj cssurf ,T
s
surf

dimensionless rate of reaction j evaluated at cat-
alyst surface conditions

Rp pellet characteristic length, m
Rscale, j scale for the rate of reaction j, mol/s/kgcat
Rsph radius of the spherical reactor, m
Re Reynolds number
S bed shape factor
Sb geometric external area of the bed, m2

bed

Sp geometric external area of the pellet, m2
part

Ssurf fluid–particle interfacial surface area, m2
surf

Sc Schmidt number
Sh Sherwood number
t dimensionless time
T dimensionless fluid temperature
T0 initial dimensionless temperature distribution
Ts dimensionless solid phase temperature
Ts dimensionlessvolume-averagedsolid temperature

ΔT scale for temperature change, K

ΔText dimensionless external temperature rise
Tin dimensionless inlet temperature
Ts
max maximumdimensionless temperature in the solid

ΔTs
max maximum dimensionless internal tempera-

ture rise

Tref reference temperature, K
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Ts
surf dimensionless fluid–solid surface temperature

Twall dimensionless wall temperature
tP characteristic time of transient effects in the process, s
u, uZ superficial velocity of the fluid phase in the axial direc-

tion, m/s
U global heat transfer coefficient, W/m2/K
ui interstitial axial velocity, m/s
uR superficial velocity of the fluid phase in the radial direc-

tion, m/s

V volume, m3

Vb volume of bed, m3
bed

Vp volume of solid pellet, m3
cat

X reactant conversion
z dimensionless axial coordinate

Greek letters

αb bed aspect ratio
αwf heat coefficient for wall–fluid heat transfer, W/m2/K
αws heat coefficient for wall–solid heat transfer, W/m2/K
βj Prater’s parameter
γ Arrhenius number
δ relative error between different models for concentration
ε perturbation parameter for fast interphase mass

transfer, τMTτ−1CA

ε perturbation parameter for fast interphase heat

transfer, τHT τfHDR
−1

εb bed porosity
εP pellet porosity
ϕ2
j Thiele modulus

η global effectiveness factor
ηj effectiveness factor of reaction j
λf fluid thermal conductivity, W/m/K

λfae axial effective thermal dispersion coefficient in the fluid
phase, W/m/K

λsae axial effective thermal dispersion coefficient in the solid
phase, W/m/K

λcat catalyst thermal conductivity, W/m/K

λfre radial effective thermal dispersion coefficient in the fluid
phase, W/m/K

λsre radial effective thermal dispersion coefficient in the solid
phase, W/m/K

μg gas (dynamic) viscosity, Pa s
νij stoichiometric coefficient of species i in reaction j
ρb solid phase density (on a bed volume basis), kg/m3

ρg fluid (gas) phase density, kg/m3

ρs, ρcat catalyst (solid phase) density, kg/m3

σ pellet shape factor
τb bed tortuosity
τX timescale of process X, s
ξ dimensionless 1D spatial coordinate

ξ0 reference spatial position in catalyst pellet, m

∇2 1
rS

∂

∂r
rS

∂

∂r
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CHAPTER 4

Fluidized-bed catalytic reactors

John R. Grace
Department of Chemical and Biological Engineering, The University of British Columbia, Vancouver, British Columbia, Canada

Abstract

Fluidized-bed reactors are used for solid-catalyzed reactions
when their desirable features (favorable heat transfer, tempera-
ture uniformity, high effectiveness factors, low pressure drop,
and ability to add/remove catalyst) outweigh their disadvantages
(entrainment, attrition, wear, nonuniform residence time distri-
butions, unpredictability). Because of their complexity and the
large cast of variables which affect their performance, design
and scale-up of fluidized-bed reactors rely on experience, as well
as mechanistic understanding and models. This chapter pro-
vides an overview of key factors which affect the behavior and
performance of catalytic fluidized-bed reactors operating in
the flow regimes of practical interest.

4.1 Introduction

Fluidization of a bed of particles occurs when the pressure drop
caused by upward flow of a gas or liquid through the bed is suf-
ficient to support the bed weight minus buoyancy. The particles
then begin to move relative to each other, acting somewhat like
liquid elements of a boiling liquid, andhence the particles are said
to be “fluidized.” Given their many applications, challenges, and
fascinating appearance, fluidized beds have attracted an enor-
mous amount of attention since being introduced in the 1920s.
Fluidization is now a mature technology, used widely, not only
for catalytic reactions (the subject of this chapter) but also for
gas–solid reactions like combustion and ore roasting and for
physical operations like drying, coating, and granulation.
For comprehensive treatments of gas–solid fluidization, see

Hetsroni [1], Yates [2], Davidson et al. [3], Geldart [4], Pell
[5], Kunii and Levenspiel [6], Grace et al. [7], and Yang [8].
While fluidization can be applied to liquid–solid and three-
phase (gas–liquid–solid) systems, the great majority of applica-
tions, especially in terms of catalytic processes, are for gas–solid
systems, and this chapter is limited to this case. Readers inter-
ested in three-phase catalytic fluidized-bed reactors should con-
sult Fan [9]. For a detailed review of spouted bed catalytic

reactors, again not dealt with in this chapter but with linkages
to it, see Rovero and Piccinini [10].

4.1.1 Advantages and disadvantages
of fluidized-bed reactors

Since the 1940s, fluidized beds have provided a means of
carrying out solid-catalyzed gas-phase reactions based on some
significant features and advantages relative to competing
packed-bed continuous flow reactors. In particular,
• Heat transfer is approximately an order of magnitude more
favorable between fixed heat transfer surfaces (immersed
tubes or wall of vessel) and gas-fluidized beds than between
the same surfaces and packed beds. This is important for
many reactions, exothermic and endothermic, where it is nec-
essary to provide cooling or heating, respectively.

• Because of the rapid internal particle mixing in gas-fluidized
beds, temperatures tend to be relatively uniform (typically not
varying by more than 5–10 C within the bed itself ), helping
to avoid hot spots, explosions in the case of exothermic reac-
tions, and undesirable side reactions.

• The catalyst particles used inmost catalytic fluidized-bed reac-
tor processes are small enough, typically less than 100 μm in
diameter, that catalyst effectiveness factors are close to 1. As a
result, intraparticle diffusional resistances tend to play a
minor role in fluidized-bed catalytic processes, unlike in
packed-bed reactors where catalyst particles are more than
an order of magnitude larger.

• Pressure drops in fluidized beds are limited to those needed
to support the weight of the bed minus buoyancy (wall
friction playing a negligible role). Hence pressure drops tend
to be much less than for packed-bed processes, resulting in
substantial savings in compressor/blower operating costs.

• Due to the vigorous internal particle motion, it is possible to
feed significant quantities of liquid into many fluidized beds
without destroying the fluidization. This is important, for
example, when it is desirable for hydrocarbons to be fed in liq-
uid form into a reactor containing a catalyst.

• In cases where catalyst deactivation by coking occurs, catalyst
particles can be readily withdrawn and replaced, or even

80

Multiphase Catalytic Reactors: Theory, Design, Manufacturing, and Applications, First Edition. Edited by Zeynep Ilsen Önsan and Ahmet Kerim Avci.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.



circulated to another vessel for online regeneration by burn-
ing off the coke, also taking advantage of recirculation of the
heat generated by the coke oxidation.

• There is no upper limit on the scale of fluidized-bed reactors
that can be constructed and operated. Hence reactors can be
manymeters in diameter, generally much larger than for com-
peting types of reactor, where factors like radial temperature
variations tend to limit the reactor diameter.
To set against these advantages, there are a number of inher-

ent disadvantages of fluidized beds as catalytic reactors:
• Because of substantial axial mixing, both conversions and selec-
tivities to intermediate products tend to be significantly less
favorable than for packed-bed reactors of equal catalyst particle
volume operating at similar temperatures and pressures.

• Further decreases in conversion and selectivity occur when
gas bypasses contact with particles by traveling as bubbles
or slugs in some flow regimes (see Sections 4.2.4 and 4.4.2).

• Catalyst particles tend to be entrained from the bed, requiring
gas–solid separation equipment (e.g., cyclones, filters) and
leading to catalyst losses. In particular, “fines” tend to be lost,
since these are most readily entrained or “elutriated.” The loss
of fines can cause direct economic loss, pollution, and changes
in reactor performance.

• Moving catalyst particles also tend to undergo attrition as they
interact and collide with each other and with fixed surfaces.

• The moving catalyst particles also tend to cause wear of solid
surfaces (heat exchanger tubes, baffles, piping, cyclones, vessel
walls, etc.).

• The hydrodynamics, mixing, and contacting patterns in the
fluidized bed are complex, with the result that it is difficult
to predict accurately the performance of fluidized-bed reac-
tors. The resulting uncertainty causes unwelcome risk relative
to packed-bed reactors and other reactors which can be char-
acterized more accurately and with greater security.

• If amakeup stream is needed to replace deactivated catalyst on a
continuous or periodic basis, the nearly perfect mixing of the
particlesmeans that some of the replaced catalyst particles leave
the reactor after only being present there for brief periods, lead-
ing to a suboptimal residence time distribution of the catalyst.
Typical properties of both turbulent and circulating fluidized-

bed reactors are compared with those of moving (packed)-bed
reactors and transported-bed reactors in Table 4.1.

4.1.2 Preconditions for successful fluidized-bed
processes

Some of the conditions that are helpful, and in some cases
required, to operate successful fluidized-bed catalytic processes
are as follows:
• Particles must be robust enough to withstand collisions with
each other and fixed surfaces without excessive breakage.

• Particle shapes must not be extreme (e.g., flaky or needlelike).
Smooth rounded particle shapes are preferred.

• Sauter mean particle diameters should not be less than about
50 μm. It is helpful for there to be a broad range of sizes around
the mean, for example, from approximately 5 to 150 μm.

• To avoid “bridging” of particles, that is, maintain smooth flow
conditions, the minimum gap width inside the containing ves-
sel (e.g., between heat transfer surfaces) should never be less
than 20 times the mean particle diameter, with 50 times being
preferred to give a margin of safety. Even larger ratios may be
needed for unusually broad particle size distributions or
extreme particle shapes.

• To assure uniform introduction of gas at the bottom of the
bed, the fluidized bed should have a pressure drop across it
of at least 30% of the pressure drop needed to support its
weight. In addition, the number of gas-introduction points
must be large enough to evenly distribute the incoming gas
over the column cross section.

• Care is needed to ensure that the column is mounted truly
vertically.

• Reentry of particles captured in cyclones and feeding of
fresh particles should be well below the bed surface, normally
just above the distributor. For vessels larger than about 1 m
in diameter, multiple evenly spaced reentry points are desirable.

• If the walls of the vessel are tapered, the angle of taper to the
horizontal should exceed the angle of repose of the particles.

• Any fixed surfaces immersed in the bed (such as heat transfer
tubes) should be vertical or horizontal, not oblique.

• If there are multiple immersed open surfaces, particles should
contact them on the outside, not the inside, to avoid stability
issues leading to flow maldistribution and blockage of some
passages [11].

• Sufficient height above the bed (“freeboard”) is needed for
particles to disengage from the gas stream. (See discussion
of transport disengagement height (TDH) in Section 4.3.5.)

Table 4.1 Some typical key characteristics of catalytic fluidized-bed reactors compared with those of alternative types of reactor.

Characteristic (usual) Moving packed bed Turbulent fluidized bed Circulating fluidized bed Transported bed

Av. particle dia. (mm) >1 0.04–0.1 0.05–0.3 <0.1
Particle size distribution Usually narrow Can be very broad Intermediate Limited
Sup. gas velocity (m/s) 1–2 0.3–0.6 3–12 10–16
Gas axial mixing ~ Plug flow Axially dispersed plug flow Axially dispersed plug flow ~ Plug flow
Part. axial mixing ~ Plug flow ~ Perfect mixing ~ Perfect mixing if particles do

many cycles
~ Plug flow if

once-through
Mean residence time of

particles
Days to years depending on
catalyst activity

Hours to months depending
on catalyst activity

Seconds to days depending on
catalyst activity

Seconds if
once-through

Particle losses None Significant Substantial Substantial
Attrition/wear Virtually none Can be significant Can be substantial Can be significant
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4.1.3 Industrial catalytic processes employing
fluidized-bed reactors

Reviews of catalytic applications of fluidized-bed reactors have
been published by Geldart [12], Yerushalmi [13], Kunii and
Levenspiel [6], and Jazayeri [14]. Major catalytic processes con-
ducted in fluidized beds are identified, accompanied by brief
commentary, in Table 4.2.
The most widespread fluidized-bed catalytic process is fluid

catalytic cracking (FCC) of hydrocarbons [15, 16]. There are
more than 400 FCC reactors operating worldwide, responsible
for converting feedstocks of oil into liquid petroleum and hea-
vier products. A key feature is that the FCC catalyst particles
deactivate very quickly (in the order of seconds) due to coking
on the surface; the coke is burned off in a fluidized-bed regen-
erator, both reactivating the catalyst and providing the heat
needed for the endothermic cracking reactions when the hot cat-
alyst particles are recirculated to the FCC reactor. Figure 4.1
shows a schematic which portrays the main features of modern
FCC units, where catalyst is circulated through a riser reactor in
which endothermic cracking occurs and then, via a steam strip-
per, to a regenerator in which coke is burned off the particle sur-
face, before the hot catalyst particles repeat their circulation
through the loop. In practice, there are many variants in config-
uration of FCC reactors [16].
In a manner similar to FCC, fluidized beds have also been uti-

lized for catalytic reforming of straight-chain naphtha hydrocar-
bon compounds into branched-chain compounds of higher
octane number. While most steam reforming of natural gas to
produce hydrogen has been carried out in fixed-bed reactors,
there have also been periodic efforts to conduct steam methane
reforming (SMR) in fluidized beds.
One of the earliest successful catalytic fluidized-bed opera-

tions was to produce phthalic anhydride by partial oxidation

of naphthalene. However, as xylene replaced naphthalene
as the favored feedstock, these reactors were replaced by
packed-bed reactors. Partial oxidation of butane to maleic
anhydride has also been carried out in fluidized-bed reactors.
On the other hand, nearly all acrylonitrile has been produced
by fluidized-bed catalytic reactors, taking advantage of the
excellent heat transfer capabilities of fluidized beds given
the highly exothermic nature of the primary reaction.
A schematic showing the main features of acrylonitrile synthesis
reactors is provided in Figure 4.2. Aniline is sometimes made
by hydrogenation of nitrobenzene in a fluidized-bed reactor.
Ethylene dichloride is widely produced in fluidized-bed catalytic
reactors by oxychlorination of ethylene. The catalytic methanol
to olefins fluidized bed process has recently been commercial-
ized in China [17]. In addition to these applications, synthesis
of hydrocarbons from syngas can be carried out by Fischer–
Tropsch synthesis in fluidized-bed reactors, utilizing different
flow regimes [18]. South Africa has particular experience in
this domain. One of the primary methods of producing polyeth-
ylene and polypropylene (polyolefin) particles involves dry polym-
erization around catalyst kernels in fluidized-bed reactors [19].
In this case the particles grow to be roughly 0.5–1mm in diameter,
and the reactor has more in common with gas–solid fluidized-bed
reactors than with other catalytic fluidized-bed reactors.
Many other catalytic fluidized-bed processes have been tested

at various scales. These include catalytic low-temperature oxida-
tion, catalytic gasification and pyrolysis of biomass and waste
plastic, production of carbon nanotubes, dry reforming of meth-
ane, hydrogenation and dehydrogenation of hydrocarbons,
methanol-to-gasoline (MTG) process, synthesis of dimethyl
ether (DME), and selective catalytic reduction of nitrogen

Light hydrocarbon
product to fractionator

Liquid
hydrocarbon

feed

Flue gasDisengaging
vessel

Stripper

Riser
reactor Slide

valve

Steam

Steam

Figure 4.1 Schematic of principal features of a modern fluid catalytic
cracking (FCC) reactor system.

Table 4.2 Solid catalyzed gas-phase reactions which have been carried out in
commercial fluidized-bed reactors.

Process Comments

Fluid catalytic cracking Widespread successful process
Acrylonitrile Very successful SOHIO ammoxidation process
Ethylene oxide Oxychlorination of ethylene successful process
Phthalic anhydride Naphthalene partial oxidation; supplanted by

fixed-bed process
Fischer–Tropsch synthesis Several competing fluidized-bed processes
Polyolefin production UNIPOL and BP processes compete
Maleic anhydride Partial oxidation of butane; competes with

fixed-bed process
Catalytic reforming Supplanted by fixed-bed process
Aniline Highly exothermic, well suited to fluid bed
Methanol to olefins Reactor/regenerator system
Benzene reduction Raises octane content while reducing benzene
Olefins to gasoline Converts olefins to C5+ hydrocarbons
Isophthalonitrile Ammoxidation of m-xylene
Catalytic oxidation Means of low-temperature oxidation with

favorable heat transfer
Steam methane reforming So far unable to displace fixed-bed in-furnace

process
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oxides. Typical ranges of properties and operating conditions of
the aforementioned catalytic gas-fluidized bed processes are
identified in Table 4.3.

Table 4.4 compares the typical properties of major catalytic
fluidized-bed processes, like those identified in Table 4.2, with
corresponding practice for major gas–solid processes like com-
bustion, gasification, roasting, incineration, and calcination.

4.2 Key hydrodynamic features of
gas-fluidized beds

It is very important to understand key elements of the hydrody-
namic behavior of gas-fluidized beds before planning new appli-
cations or undertaking design, since the flow characteristics
affect gas–solid contacting, heat and mass transfer, dispersion
of the gas as it passes through the bed, entrainment, attrition,
wear, and so on, all of which are related to overall process
and reactor performance.

4.2.1 Minimum fluidization velocity
When gas is passed upward through a bed of solid particles, a
minimum flow of air is needed to fluidize the particles. The cor-
responding “minimum fluidization superficial velocity” (volu-
metric gas flow divided by total column cross-sectional area)
is commonly predicted, with approximately ±20% accuracy,
by an equation of the form

Umf =
μ

ρdp
C 2
1 +C2Ar−C1 4 1

C1 = 33.7 and C2 = 0.0408, fitted by Wen and Yu [20], are
the most common values of these constants among many pairs
proposed in the literature.Ar is the Archimedes number given by

Ar =
ρ ρp−ρ gd 3

p

μ2
4 2

and dp is the Sauter mean particle diameter, usually determined
by screening the particles:

dp =
xi
dpi

−1

4 3

Table 4.3 Typical operating ranges and features of catalytic fluidized-bed
reactors.

Property Normal range

Mean particle diameter 50–100 μm
Particle size distribution Broad (e.g., 0–200 μm)
Reactor inner diameter Up to ~7m
Operating pressure Up to ~80 bars
Temperature Up to ~600 C
Superficial gas velocity ~0.3–0.6 m/s for bubbling or turbulent flow regime;

3–12m/s for fast fluidization or dense suspension
upflow

Static bed depth ~1–10m
In-bed surfaces Horizontal or vertical tubes may be inserted as heat

transfer surfaces
Gas–solid separation Heavily reliant on cyclones

Table 4.4 Comparison of typical properties of catalytic and gas–solid fluidized-bed reactors.

Feature

Bubbling or turbulent bed Circulating fluidized bed

Catalytic reaction Gas–solid reaction Catalytic reaction Gas–solid reaction

Cross-sectional shape Circular Rectangular or circular Circular Rectangular
Mean particle diameter (μm) <100 >500 <100 >250
Geldart group A B or D A A or B
Temperature ( C) Up to 600 Up to 1000 Up to 600 Up to 900
Pressure Up to 80 bars Up to 20 bars Up to 5 bars Atmospheric
Superficial gas velocity (m/s) Up to 0.8 Up to 2 Up to 15 Up to 7
Overall voidage 0.7–0.8 0.65–0.75 0.8–0.95 0.9–0.98
Solid feeding Minor makeup Major factor Minor makeup Major factor

Product

Steam

Water

Air

NH3 +
C3H8 or
C3H6

Figure 4.2 Schematic of main features of fluidized-bed reactor for produc-
tion of acrylonitrile showing immersed serpentine heat transfer tubing,
separate distributors for air and ammonia + propane or propene, and one
representative cluster of internal cyclones in series.
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where dpi is the mean screen opening size of the sieve which just
retains the particles and the one with the smallest openings
which just allows them to pass. When the catalyst particles
are fine enough that Ar < 1000, then Equation 4.1 with the C1

and C2 values given earlier reduces to

Umf =
0 00061 ρp−ρ gd2p

μ
4 4

so that the minimum fluidization velocity is approximately 1/90th
of the corresponding Stokes terminal velocity of single spherical
particles of the same mean diameter. The corresponding void
fraction at minimum fluidization (usually called minimum fluid-
ization voidage and given the symbol εmf in the fluidization liter-
ature) is best determined experimentally. It is typically in the
range of approximately 0.50–0.55 for catalyst particles of mean
diameter <70 μm, but smaller for larger particles, for example,
0.40–0.43 for relatively coarse particles (dp > 300 μm), with
broader particle size distributions tending to result in somewhat
lower εmf.

4.2.2 Powder group and minimum
bubbling velocity

Geldart [21] introduced a powder classification which is widely
used to characterize particle behavior. For the particle mean
diameters (typically 50–100 μm) and densities (typically
1200–2800 kg/m3) of interest for catalytic fluidized-bed reac-
tors, the particles fall into group A of the four Geldart classes
of powder. Group A powders are generally well behaved.
A notable feature is that Umb, the minimum bubbling velocity
(lowest superficial gas velocity at which bubbles form spontane-
ously), exceeds Umf for these particles. In recent years there has
been increasing interest in fluidization of ultrafine particles,
including nanoparticles, with some of the intended applications
being for catalytic processes. A useful review of this subject has
been provided by Shabanian et al. [22].

4.2.3 Flow regimes and transitions
Figure 4.3 gives a diagrammatic representation of the sequence
of flow regimes for gas-fluidized beds with increasing superficial

gas velocity. Schematics of the most important flow regimes are
provided in Figure 4.4. While the flow regimes are primarily
determined by the Archimedes number and the superficial
gas velocity, U, the column diameter plays a role in determining
whether or not the slug flow regime is encountered, and the net
upward flux of particles, Gs, is of central importance in deter-
mining the transition to dense suspension upflow (DSU). Five
of these flow regimes are of particular importance for gas–solid
fluidized-bed reactors—bubbling, slug flow, turbulent fluidiza-
tion, fast fluidization, and DSU—and we deal with each of those
in the next subsections.

4.2.4 Bubbling fluidized beds
The bubbling flow regime extends from the minimum bubbling
velocity, Umb, to the point where there is a transition either
to slug flow (for bubbles which grow to be of similar size as

Packed
bed

Bubbling
fluidization

Turbulent
fluidization

Fast
fluidization

Dense
suspension

upflow

Dilute
phase

transport

Increasing
solid flux,

Gs

Increasing superficial gas velocity, U

Slug
flow

(small D)

Umf

Umb

Ums

Uc
Uc

Use

Use

Homogen-
eous

fluidization
Figure 4.3 Diagrammatic representation of flow
regimes of gas fluidization with increasing
superficial gas velocity, with transition velocities
indicated on the arrows between adjacent flow
regimes. Dashed rectangular box encloses the
five flow regimes of primary interest with respect
to catalytic fluidized-bed reactors.

Bubbling 
regime

Slugging Turbulent
fluidization

Fast
fluidization

Dense
suspension

upflow

Figure 4.4 Pictorial representation of particles and void regions in flow
regimes of principal interest for catalytic fluidized-bed reactors.
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the column diameter, D) or to turbulent fluidization. In the bub-
bling regime, voids, commonly referred to as bubbles, occur due
to instability of homogeneous fluidization. The bed is divided into
two “phases”: a bubble phase, denoted by subscript b, and
the particles and interstitial gas outside bubbles making up the
dense phase, denoted by subscript d. The flow associated with
bubbles, Qb, can, as a crude first approximation, be equated to
the gas flow in excess of that needed for minimum fluidization,
that is,

Qb≈ U −Umf A 4 5

However, one must be careful to realize that some of this flow
passes upward through the bubbles, rather than being carried by
translation of the void boundaries. To a first approximation, the
dense phase is assumed tomaintain a voidage equal to εmf, and the
interstitial velocity in the dense phase is approximately Umf/εmf.

Bubbles in fluidized beds tend to grow with height due to coa-
lescence, countered to some extent by splitting. There is some
evidence that bubbles approach a maximum stable size as they
grow, a constraint that is particularly important for Geldart
group A particles. A number of correlations have been proposed
in the literature for the mean bubble diameter as a function of
height. For one of the few such correlations that include the
effects of both coalescence and splitting, as well as jet formation
at the bottom of the bed, see Horio and Nonaka [23]. Alterna-
tively, computational fluid dynamic (CFD) codes may be used to
predict mechanistically the evolution of bubble size with height,
with fair success, at least for beds of modest diameter, although
there is a definite tendency for CFD codes to overpredict bed
expansion for group A particles. For a review of the application
of CFD to fluidized beds, see Lettieri and Luca [24].

In the bubbling regime, the bubbles are responsible for vigor-
ous mixing of particles by transporting them in bubble wakes, as
well as due to drift. Typically a volume of dense phase, with voi-
dage εmf, approximately of the same order as the bubble volume,
is displaced upward by each bubble and needs to be replaced by
downward flux of particles elsewhere. This substantial induced
particle motion is responsible for the excellent heat transfer
to/from immersed or containing surfaces, as well as for the tem-
perature uniformity and almost perfect mixing which characterize
bubbling fluidized beds. On the other hand, the bubbles also lead
to substantial interphase mass transfer resistances between the
gas on the inside and outside of the bubbles as discussed in
Section 4.3.4. The bubbles are sometimes assumed to contain
no particles whatsoever, or they may be assumed to contain a
small fraction (typically 0.1–1% by volume) of particles. Parti-
cles dispersed within the bubble phase play a very significant
role for fast reactions.

While it is often helpful to consider the analogy between bub-
bles in liquids and in gas-fluidized beds, for example, affecting
bubble rise velocities, shapes, and coalescence dynamics, one
needs to recognize some very significant differences between
gas–solid and gas–liquid systems, with profound impact:

• Gas–liquid systems have surface tension, affecting bubble
shape and coalescence, whereas gas-fluidized beds are not
subject to surface tension.

• Surface active agents play a major role in gas–liquid systems,
but not in gas-fluidized beds.

• The boundaries of bubbles in fluidized beds are permeable,
with the result that gas short-circuits through bubbles (enter-
ing the lower part and leaving through the roof ). Gas can also
be exchanged between bubbles without them coalescing. In
addition, the total volume of bubbles involved in coalescence
tends to grow (i.e., not be conserved) when coalescence
is completed, presumably due to gaining gas flow from the
dense phase.

4.2.5 Turbulent fluidization flow regime
When the overall bed voidage approaches a value of approxi-
mately 0.7–0.8, a transition takes place to a condition, analogous
to the churn-turbulent flow regime in gas–liquid flow, where
voids are in a continuous state of deforming, splitting, and coa-
lescing. The onset superficial velocity to turbulent fluidization,
designated Uc, is usually found experimentally by locating the
superficial velocity corresponding to the maximum variance
of differential pressure fluctuations. However, this transition,
like other flow regime transitions in fluidized beds (see
Figure 4.3), is gradual, rather than sharp, with Uc approximately
corresponding to the onset of the transition range. Typically,
Uc≈ 0.3–0.6 m/s for catalytic fluidized-bed reactors, with the
level in the bed, as well as the particle size distribution, having
some influence on the actual value.

The turbulent fluidization regime is transitional between bub-
bling, where gas bubbles containing very few particles are dis-
persed in a “continuous” dense phase composed of particles
and interstitial gas, and the fast fluidization flow regime (see fol-
lowing text), where streamers of particles and interstitial gas are
dispersed in a continuous phase, formed almost exclusively of
gas. The turbulent regime is highly advantageous in terms of
reactor characteristics, as the interphase mass transfer con-
straint that limits gas–solid contacting in the bubbling regime
is largely obviated, while bed-to-surface heat transfer and tem-
perature uniformity are excellent, even optimal. Hence, the tur-
bulent flow regime is the flow regime of choice for many
fluidized-bed catalytic reactors.

In the turbulent flow regime, voids are short-lived and dis-
torted, darting to and fro, continuously coalescing and splitting.
Hence the hydrodynamics are difficult to characterize, and, not-
withstanding its importance, this flow regime has received much
less attention from the research community than the bubbling
flow regime. For an extensive review of the turbulent fluidization
flow regime, see Bi et al. [25].

4.2.6 Fast fluidization and dense
suspension upflow

If the superficial gas velocity is increased further than required
for turbulent fluidization, a point is reached where particle
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entrainment is so large that there is no longer an identifiable
bed surface. Instead there is a continuous suspension whose
volumetric particle concentration varies continuously with
height, decreasing over most of the column length, but possibly
increasing toward the top, depending on the geometry of
the exit there. The column is then often referred to as a
“riser,” and the entire system (riser, gas–solid separator(s),
standpipe and nonmechanical device for returning entrained
particles to the bottom of the riser, as well as the particles)
is referred to as a “circulating fluidized bed” (CFB). For reviews
of CFBs and fast fluidization, see Berruti et al. [26] and Grace
et al. [27].
The minimum superficial velocity for fast fluidization can be

predicted as

UFFmin = 1 53
gdp ρp−ρ

ρ

0 5

4 6

In the “fast fluidization” flow regime, there is a core/annulus
structure, with ascending flow of a dilute suspension of particles
throughout the inner core of the column cross section and an
outer annular region where particles on average are descending
in concentrated streamers of voidage approximately 0.55–0.65.
As a good approximation, frictional losses and acceleration
effects on the pressure drop are of secondary importance, with
the result that the pressure drop across the riser is directly
related to the holdup of solids, that is,

−ΔP = ρpg 1−ε H 4 7

where ε is the overall voidage, that is, the fraction of the riser
volume occupied by the gas. By determining the pressure profile
along the riser, one can then estimate the profile of cross-
sectionally averaged voidage, that is,

εAv z = 1 +
1
gρp

dP
dz

4 8

The radial variation of voidage at any height z can then be
estimated [28] by

ε r,z = εmf + εAv z −εmf × εAv z −1 5 + 2 1 r R 3 1 + 5 0 r R 8 8

4 9

The downward velocity at the wall is typically of order 1–2m/s
and has been correlated [29] by the simple empirical expression

vp r =R = 36 gdp 4 10

The net upward flux of particles averaged over the column
cross section is typically 20–200 kg/m2 s in this fast fluidization
flow regime.
Fast fluidization is commonly applied commercially for gas–

solid reactions like combustion and gasification where the mean
particle diameter is at least 200 μm, significantly larger than

usual catalyst particles, and the superficial gas velocities are
4–8 m/s. This flow regime is less common for catalytic processes.
A flow regime applicable to several catalytic processes including
FCC is called “DSU” [30]. This regime is distinguished from fast
fluidization by having particles ascending on average, not only
in the core but also right to inner wall of the vessel, that is,
upward flow through the entire cross section of the riser. This
requires formidable solid fluxes, typically 300–1200 kg/m2 s.
To reach this flow regime, the superficial gas velocity is typically
8–15m/s, and particlemean diameters are less than about 100 μm.
The overall fraction of the reactor volume occupied by the par-
ticles is then typically 10–30%, with the system then often
referred to as a “high-density CFB.” In this flow regime, radial
gradients are less severe than in the fast fluidization flow regime,
though the time–mean solid volumetric concentration and par-
ticle velocity are again greater at the wall than in the interior of
the riser. The major advantages of DSU over the fast fluidization
regime are the greater utilization of the reactor volume, resulting
in higher throughputs of gas and solids, and reduced axial dis-
persion of both gas and solids.

4.3 Key properties affecting reactor
performance

Other important properties of catalytic fluidized-bed reactors—
mixing characteristics, heat and mass transfer, entrainment,
attrition, agglomeration, and wear—are outlined in this section.

4.3.1 Particle mixing
Particle mixing is important in processes where the ability of
fluidized beds to add and remove particles on line is utilized
to send spent (deactivated) catalyst to a separate regenerator col-
umn and to replace them by fresh and reactivated catalyst par-
ticles. The characteristic mixing time (often called “turnover
time” for fluidized beds) is typically of order 20–200 s. If the
mean residence time of the catalyst particles, τ, is much greater
than this, the particles can be considered to be perfectly mixed.
The exit age (or residence time) distribution of the particles is
then given by

E t =
e− t τ

τ
4 11

Perfect mixing will almost certainly be a very good approxi-
mation for solids in reactors operated in the bubbling
and turbulent flow regimes, in which case the particle composi-
tion can be considered to be uniform over the entire reactor vol-
ume. However, for the DSU regime, where there is no downflow
at the wall, there is substantially less dispersion, with mixing
intermediate between plug flow and perfect mixing.
When there are broad particle size distributions, entrainment

(see Section 4.3.5) of fines from the reactor (called “elutriation”)
may be contribute significantly to broadening of the catalyst
particle residence time distribution. In these cases, it may be
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necessary to use a population balance (see Ref. [6]) to keep track
of the various factors, including entrainment, which affect over-
all solid mixing and particle size distribution.

4.3.2 Gas mixing
Gas mixing is strongly related to particle mixing [31, 32]. For
example, when particles descend at the wall of the column, they
tend to drag gas down with them, contributing to “backmixing”
andoverall gas axial dispersion [33].However, whereasmost par-
ticles circulate multiple times through the reactor and its separa-
tion system (cyclones and standpipes), gas elementsmake a single
pass. Radial mixing is also more likely to be important for the gas
than for the particles in catalytic reactors, especially in reactors
where gas or vaporizing liquid reactants are introduced as hori-
zontal jets from the periphery of the vessel. Vertical gas mixing is
often characterized by application of an axial dispersion coeffi-
cient, Dg,ax, and a corresponding dimensionless Peclet number,
Peg,ax =UH/Dg,ax, where U is the superficial gas velocity and H
is the bed depth for a bubbling, slugging, or turbulent bed, or col-
umnheight in the case of a circulating fluidized bed riser. For flui-
dized beds, Peg,ax is then intermediate between perfect mixing
(for which Peg,ax 0) and plug flow (where Peg,ax ∞).

For bubbling beds, the dispersion model, which assumes
small-scale random displacements, is not appropriate, given
the large-scale and deterministic bubble displacements. Bubble
rising velocities also differ from the velocity of interstitial gas
percolating through the dense phase. In addition, there are
velocity gradients associated with particle motion induced by
bubbles. Notwithstanding the inappropriateness of the disper-
sion model, it is commonly applied in practice, resulting in a
very wide range of values of dispersion coefficients [32]. In
the turbulent fluidization flow regime, gas mixing results from
more random and smaller-scale steps, with Peg,ax typically in

the range 5–20. In the DSU flow regime, there is substantially
less axial dispersion, and it is likely that Peg,ax≈ 10–50.

4.3.3 Heat transfer and temperature uniformity
Catalyst particles in fluidized-bed processes tend to be small
enough (mostly <100 μm in diameter) that their thermal Biot
number <0.1, with the result that each particle can be treated
as having a uniform temperature, that is, negligible internal tem-
perature gradients. In addition, particle mixing within the bed
for both the bubbling and turbulent flow regimes is normally
rapid enough that the entire bed, beyond any jets or a region
no deeper than about 10 mm at the bottom if there are no jets,
can be treated as being of uniform temperature, with variations
of temperature within the dense bed not exceeding about 10 C.
Much larger temperature gradients and differences are, how-
ever, possible in the freeboard region.

Because fluidized-bed catalytic processes tend to have high
heats of reaction, it is important to be able to take advantage
of their favorable bed-to-surface heat transfer capability. Heat
transfer surfaces should be either horizontal or vertical, not at
any other orientation. Overall average heat transfer coefficients
are nearly the same for vertical and horizontal tubes, despite gra-
dients in local heat transfer coefficients in the latter case. The
choice of whether to insert vertical or horizontal tubes therefore
depends on other factors, such as the height/diameter ratio of
the reactor and the degree of concern over attrition and tube
wastage, both of which are bound to be greater for horizontal
tubes than for vertical ones.

Excellent reviews of heat transfer in fluidized beds have been
provided in books by Botterill [34] and Molerus andWirth [35].
Many empirical and semiempirical correlations are available for
predicting bed-to-surface heat transfer coefficients. The recom-
mended one is that of Molerus and Wirth [35]:

hλ
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0 125 1−εmf 1 33 3
U −Umf

Umf

ρpcp
kgg
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U −Umf

−1 −1

1
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2cpμ
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ρg
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1 0 05
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whereλ=
μ

g ρp−ρg

2 3

4 13

These two equations mechanistically account for contribu-
tions from both particle convection to the fixed surface (large
first term on right side of Eq. 4.12) and gas convection (second
term commencing with 0.165), the former term being the dom-
inant term for the relatively fine particles of interest in catalytic
fluidized-bed reactors. For typical bubbling bed operating con-
ditions at atmospheric pressure and for particles of mean size
50–100 μm, the overall bed-to-immersed-surface heat transfer

coefficient (excluding radiation) can be expected to be approx-
imately 250–400W/m2 K. Heat transfer is somewhat more
favorable in the turbulent flow regime, with bed-to-surface coef-
ficients below the bed surface of approximately 360–500W/m2

K. Somewhat lower values are expected in the DSU regime, on
the order of 300–450W/m2 K.

In the freeboard region for bubbling and turbulent beds, the
heat transfer coefficient falls off rapidly with increasing height as
the particles, responsible for enhancing heat transfer, are disen-
gaged and fall back onto the bed surface. If reactor temperatures
exceed approximately 600 C, radiation also contributes appre-
ciably to the overall bed-to-surface heat transfer. For start-up,

(4.12)
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shutdown, and changes of operating conditions, it is important
to be able to estimate the bed temperature as a function of time.
This requires an energy balance which must account for:

Heat transfer to reactor from heat transfer surfaces +
heat released by all reactions − heat loss to surroundings =
heat gain by all reactants and inerts in feed stream to bring
them to reactor temperature + heat gain by reactor shell

4 14

When applying this macroscopic balance, one can generally
include the simplifications that the dense bed remains essentially
isothermal (spatially uniform temperature from the distributor
up to the bed surface) and that the freeboard plays a secondary
role in determining the evolution of the bed temperature. Note
that the heat gain or loss by the vessel itself, especially if refrac-
tory-lined, can play a significant role in determining the transient
behavior, especially in small vessels. Also, because the reaction
rate is strongly temperature dependent, there is direct coupling
between the temperature and the reaction rate.

4.3.4 Mass transfer
Because of their small diameters (<100 μm), fluidized-bed cata-
lyst particles tend to have effectiveness factors close to unity, that
is, it is possible to neglect intraparticle mass transfer resistances.
These small particle sizes also lead to high surface-to-volume
ratios, with one result being that external resistance to mass
transfer can also commonly be neglected. For bubbling beds,
the rate-determining mass transfer resistance is then generally
that associated with interphase mass transfer, with bubbles
having compositions which differ from that of the surrounding
dense phase. Transfer across the bubble boundary takes place
by two mechanisms which can be approximated as being addi-
tive. One is convective (associated with short-circuiting of gas
from bottom to top through bubbles (often called “through-
flow”)), while the other is diffusional. To a good approximation,
the overall interphase (bubble-to-dense-phase) mass transfer
coefficient can then be estimated from the correlation of Sit
and Grace [36]:

kbd =
Umf

3
+

4DABεmf Ub

πdb
4 15

DAB is the molecular diffusivity of gaseous component A in
gas B, whereas db and Ub are the average bubble diameter
and bubble rising velocity, respectively. The first term on the
right side of Equation 4.15 accounts for gas throughflow and
is the dominant term for large particles, whereas the second
term accounts for diffusion and is dominant for small particles.
For catalytic fluidized-bed reactors, the interphase mass transfer
resistance is almost always much greater than the external mass
transfer resistance from interstitial gas to particles in the dense
phase. From Equation 4.15, it is seen that keeping bubbles as

small as possible, for example, by clever distributor design or
by adding baffles, is helpful in promoting favorable interphase
mass transfer. At atmospheric pressure and for typical flui-
dized-bed catalyst particles of size 50–100 μm, the resulting
interphase coefficient is typically of order 0.01–0.03 m/s.
Given their lack of robust bubbles, interphase transfer resis-

tances are much less likely to be rate limiting for either the
turbulent fluidization or the DSU regimes. Hence chemical
kinetics is usually rate controlling, at least for exothermic
reactions, in these two flow regimes. For endothermic catalytic
reactions, the supply of sufficient heat is likely to also play a
significant role.

4.3.5 Entrainment
One disadvantage of fluidized-bed reactors is the loss of particles
by carryover from the bed. In catalytic processes, this results in
the loss of catalyst, as well as air pollution. Hence air separation
devices, most commonly primary cyclones, usually backed up by
one ormore of secondary cyclones, filter bags, scrubbers, or elec-
trostatic precipitators, are provided to capture entrained parti-
cles and return them to the bottom of the reactor vessel. The
freeboard region of the reactor may also be enlarged in cross-
sectional area to assist in separating of particles from the gas
stream in the freeboard region. Since finer particles are more
readily entrained than coarse ones, they are preferentially
removed, a process called “elutriation.” As a result, the particle
size distribution tends to become coarser over time, with the loss
of fines often negatively affecting the bed hydrodynamics. On the
other hand, if the particles undergo significant attrition (see
section 4.3.6), their size distribution tends to become finer over
time, despite losses of fine particles due to entrainment.
In bubbling and slugging fluidized beds, clumps of particles are

ejected into the freeboard by bubbles or slugs erupting at the bed
surface. The bursting bubble and slugs also generate gas turbu-
lence in the freeboard region. Many of the ejected particles return
to the bed surface in what is commonly called the “splash zone.”
Disengagement tends to occur by particles reaching the reactor
wall [37], where the upward gas velocity approaches 0, as required
by the “no-slip” boundary condition. The distance from the
expanded bed surface to the top of the splash zone is designated
as the TDH. This height is the subject of a number of equations
and is commonly adopted as the height of the freeboard region, as
making the column taller would have negligible impact in terms
of disengaging more particles. The graphical correlation of Zenz
and Weil [38] is commonly used to provide conservative esti-
mates of the TDH in reactor design.
Entrainment rates are notoriously difficult to predict accu-

rately. There are many correlations (see Ref. [39] for a review),
but they commonly give predictions that differ from each other
by orders of magnitude, and no methods are widely accepted
as being accurate or even “best available.” To minimize losses,
the design of effective particle separation equipment (mostly
cyclones) for capture of entrained particles and the provision
of return standpipes and pneumatic or mechanical valves for
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control of the returning particles to the bottom of the reactor are
of critical importance.

4.3.6 Attrition
Particles in fluidized beds undergo collisions and frictional con-
tacts with each other and with fixed surfaces, sometimes causing
the particles to break [40, 41]. The most important mechanisms
of attrition are impact attrition (also called fragmentation) and
abrasion. Impacts can be especially energetic, and therefore
likely to cause attrition, when particles are accelerated in distrib-
utor jets, feed jets, or cyclone entrances and then collide with
fixed surfaces or stationary particles.

Impact attrition generates particles smaller than, but of the
same order of size as the particles undergoing attrition. If impact
attrition is dominant, the particle size distribution shifts gradually
toward smaller sizes. On the other hand, abrasion occurs when
the surfaces of rough particle rub together, releasing large num-
bers of much finer particles from the surface and resulting in a
bimodal particle size distribution. A critical factor in fluidized-
bed catalytic reactors is to assure that the catalyst particles are
robust enough to withstand the normal and shearing forces that
give rise to the attrition. Minimizing attrition is also favored by
operating at modest superficial gas velocities and avoiding
high-velocity jets interacting with fixed surfaces. Vertical surfaces
also give much less attrition than horizontal ones.

4.3.7 Wear
Wear (also called wastage and erosion) of surfaces is a serious
operational issue in some fluidized-bed reactors. Wear occurs
when hard particles (e.g., silica-supported catalyst particles)
continually strike fixed surfaces such as heat transfer tubes,
reactor walls, or cyclone inner surfaces. The most damaging
collisions tend to be those which are oblique (e.g., at 60 ) to
the surface, for example, at about the 5 and 7 o’clock positions,
when bubble wakes slam into the underside of horizontal heat
transfer tubes. If corrosion is also a factor, then the combined
damage from erosion and corrosion can be considerably more
extensive than estimated from the summation of the individual
effects.

The material properties of the surface, as well as the hardness
of the particles, influence the degree of wear. Careful design is
needed to minimize impacts of particles traveling at high veloc-
ity on fixed surfaces. This can be accomplished by ensuring that
grid jets and feed jets do not impinge directly on fixed
(immersed or wall) surfaces. Another means of reducing wear
is to cover endangered surfaces with refractory.

4.3.8 Agglomeration and fouling
Agglomeration and fouling of the reactor inner walls and fixed
surfaces can also be challenging issues in some fluidized-bed
processes, though this is more likely to be the case when the par-
ticles are themselves reacting rather than acting as catalysts. Par-
ticles can become sticky due to the presence of liquids or because
of sintering as the temperature increases. Note that sintering can

occur at temperatures well below the melting point [5]. To pre-
vent agglomeration and minimize fouling, it is important to
keep particles in motion throughout the entire reactor, for
example, by avoiding corners, ledges, and upward-facing sur-
faces where particles tend to sit in a stagnant manner.

4.3.9 Electrostatics and other interparticle forces
Electrostatics can be a serious issue in fluidized beds, contribut-
ing to fouling and agglomeration, especially in polymerization
processes [19, 42]. Electrostatic charges are generated when die-
lectric particles contact and then separate from each other and
fixed surfaces. Bipolar charging can cause large particles to have
different charge polarity than small ones, even when the parti-
cles are made of the same material. This can then affect entrain-
ment, capture efficiency, and in-bed net charges as the fine
particles are preferentially entrained. In some processes, anti-
static agents or humidity are introduced to reduce the charging
levels. Charges are recorded continuously in some reactors as a
means of monitoring the process stability.

As noted earlier, most fluidized-bed catalysts belong to group
A of the Geldart [21] powder classification scheme. These par-
ticles encounter significant interparticle forces (relative to grav-
ity). Van der Waals forces affect fluidization properties,
especially for fine particles and low excess superficial gas velo-
cities (U −Umf). For example, these forces can cause ultrafine
particles to form clusters, increasing the effective particle size.
If interparticle forces become excessive during operation, for
example, due to liquid bridging on the surfaces of particle, they
can lead to “bogging” (local or widespread defluidization).

4.4 Reactor modeling

4.4.1 Basis for reactor modeling
The complex fluid and particle dynamics of gas fluidization com-
plicate the task ofmodeling fluidized-bed reactors. Reactormod-
els serve as educational tools to show what is important,
simulation tools for interpolation, interpretation of problems
and process control, tools for carrying out “what-if” exercises,
and predictive tools for design and scale-up. These models range
from simple empirical models to sophisticated mechanistic, for
example, based onCFDwith reaction terms included.Mechanis-
tic models that capture the essence of the rate-limiting processes,
without being encumbered by factors of lesser significance, have
the greatest chance of being applicable over a broad range of
reactions and reactor configurations. For an extensive review
of fluidized-bed reactor models, see Mahecha-Botero et al. [43].

In considering what to incorporate in models, one needs to
keep in mind the long list of factors that can influence overall
performance of catalytic fluidized-bed reactors:
• Hydrodynamics in the bed and freeboard
• Distributor effects; baffles and geometric effects
• Mass transfer (gas/particle, bed/surface)
• Heat transfer (bed/surface, gas/particle)
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• Mixing (axial and lateral, gas and solids)
• Chemical kinetics, including deactivation
• Approach to chemical equilibrium
• Thermochemical properties, such as equilibrium constants
and heats of reaction

• Particle size distribution, attrition, and entrainment
Models typically focus on only a subset of the items in this list

in order to include the factors of greatest influence.

4.4.2 Modeling of bubbling and slugging
flow regimes

Figure 4.5 illustrates that simple single-phase models (plug flow
and perfect mixing) do not give good predictions relative to
experimental results obtained [44] in a laboratory reactor of
100 mm diameter. This is the case also in larger fluidized-bed
reactors. To predict the performance of catalytic fluidized beds
operating in thebubblingor slug flowregime, it is essential to con-
sider their two-phasenature and, inparticular, tomake allowance
for the interphase mass transfer resistance (see Eq. 4.15).

To formulate a two-phase model, one proceeds by writing
separate species mole balances for the dilute phase (e.g., bubble
or slug phase) and the dense phase, which are assumed to be in
parallel, as shown in Figure 4.6, with exchange of gas by inter-
phase mass transfer. Different models are available, depending
on the assumptions adopted [45]. For a reactor at steady state,
one must include terms for flow in and out of the control vol-
ume, consumption or production of the species by catalytic reac-
tion, and transfer between the phases. For example, consider a
simple case where there is an nth-order constant-volume irre-
versible solid-catalyzed reaction taking place at steady state, with
plug flow in the dilute phase, and the dense phase treated as a
stagnant region, exchanging mass with the dilute phase.
Both temperature and pressure are assumed to be constant over
the height interval of interest. Mole balances on reactant A in a
differential slice of height dz then give

Bubble phase U
dCAb

dz
+ kbdabεb CAb−CAd + krφbC

n
Ab = 0

4 16

Dense phase kbdabεb CAd −CAb + krφdC
n
Ad 4 17

where ab is the bubble surface area/bubble volume, εb is the frac-
tion of the bed occupied by bubbles, kr is the reaction rate con-
stant, and CAb and CAd are the local concentrations of A in the
bubble and dense phases, respectively. Integration of these equa-
tions with the boundary condition CAb = entry concentration at
z = 0 for a first-order reaction (n = 1) then results in prediction
of the conversion within the dense bed:

Conversion of componentA= 1−exp
k∗r k∗bd φb +φd + k∗rφbφd

k∗bd + k∗rφd

4 18

where k∗r = krH U is a dimensionless first-order rate constant,
k ∗
bd = kbdabεbH U is the dimensionless interphase mass transfer
coefficient, whereas φb and φd are the fractions of bed volume
occupied by particles associated with the bubble and dense
phases, respectively.
For slow (rate-limiting) kinetics (i.e., low k∗r ), it can be shown

from Equation 4.18 that the process is dominated by the
chemical kinetics (k∗r ) group, with the bed hydrodynamics
(e.g., bubble diameter) making very little difference. However,
for relatively fast reactions, the interphase mass transfer group
(k∗bd) plays a preeminent role, with the fraction of solids within
bubbles, φb, also becoming important.
Analytical solution of the mole balance equations is only

likely to be possible when a number of simplifying assumptions
can be made such as those adopted previously where we
assumed a single irreversible first-order reaction, no change in
molar flow due to reaction, isothermal reactor, negligible varia-
tion in pressure, plug flow of gas in the bubble phase, and either
perfect mixing or plug flow in the dense phase (see Ref. [46]).
Assumptions must also be made with respect to the respective
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Figure 4.5 Simple single-phase model predictions for first-order irreversible
catalytic ozone decomposition reaction in comparison with experimental
fluidized-bed reactor data of Sun and Grace [44].
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Figure 4.6 Schematic of two-phase model representation of bubbling or
slugging fluidized-bed reactor.
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flows through each phase and the extent to which particles are
present within the dilute phase. When the various simplifying
assumptions underlying Equation 4.18 do not apply, for exam-
ple, when the reaction is not of first order, when there are
changes in molar flow rate associated with the reaction and/
or multiple reactions occur, it is then necessary to utilize numer-
ical techniques (e.g., based on Runge–Kutta algorithms) to solve
the ordinary differential equations arising from the phase mole
balances. For unsteady-state processes, an accumulation (tran-
sient) term is also required in each mole balance equation,
resulting in partial differential equations.

Similar two-phase modeling is required for the slug flow
regime, with interphase mass transfer again playing a pivotal
role (e.g., see Ref. [47]) and appropriate relationships for slug
flow hydrodynamics, for example, for slug rise velocities, fre-
quency, and spacing.

Both the distributor region (commonly called the “grid zone”)
and the freeboard region above the dense bed can also play
major roles in determining overall reactor performance. These
regions have been subjected to separate reactor models (as
reviewed by Ho [45]).

4.4.3 Modeling of reactors operating
in high-velocity flow regimes

For turbulent fluidization and DSU, segregation into separate
phases is not such a serious issue as in the bubbling and slug flow
regimes. Modeling may then proceed based on only a single
phase, that is, neglecting interphase transfer resistance. On
the other hand, axial dispersion needs to be included within
the single phase, leading to a second-order ordinary differential
equation for the steady state and the need for two (Danckwerts)
boundary conditions, one at the entry and the other at the top of
the dense phase region. In essence, the model then incorporates
one or more reaction (consumption/generation) term into the
widely used axially dispersed plug flow model.

In reality, the transition boundaries separating the flow
regimes are not sharp. Instead there are gradual transitions with
intermittent appearance (bursts) of behavior corresponding to
the regime on either side of the transition. This has led to a prob-
abilistic modeling approach (e.g., see Refs. [43, 48, 49]) where
the regime-specific models are combined to provide a better rep-
resentation of the full spectrum of superficial gas velocities and
flow regimes, smoothly interpolating between the adjacent flow
regimes.

4.5 Scale-up, pilot testing, andpractical issues

Previous sections of this chapter have provided an overview of
key issues affecting the performance of catalytic fluidized-bed
reactors. In this section, we address more directly key challenges
which affect the design, scale-up, and implementation of flui-
dized-bed processes.

4.5.1 Scale-up issues
Scale-up is a challenging issue for fluidized-bed reactors, as illus-
trated by several spectacular failures of commercial fluidized-
bed processes which did not live up to the promise shown by
laboratory- and pilot-scale reactors. With better understanding
of the factors causing the worsening of performance, one can do
a better job of avoiding the risks associated with scale-up. Useful
tips were provided by Pell [5].

Amajor factor in thedeteriorationof reactorperformancewith
increasing scale is that interphase mass transfer becomes less
effective as a fluidized bed is scaled up (i.e., the interphase mass
transfer coefficient given byEq. 4.15 decreases as bubbles become
larger and travel more quickly). Other contributing factors are
likely to be greater axial dispersion, slugging in the small column
giving way to bubbling in larger units, increased entrainment in
larger columns for a given vessel height, more difficulty in distri-
buting gas uniformly at the base of the larger reactor, and lack of
uniformity when gas, vaporizing liquid, or solids are fed from a
limited number of ports on the periphery of the reactor vessel.

When catalytic fluidized-bed reactors are scaled up or scaled
down, there is no universally accepted scaling procedure. One
approach is to maintain the H/D ratio constant; another is to
hold H constant and only vary the diameter or cross-sectional
area. In addition, there is no consensus on whether the distrib-
utor of a small facility should be a fully scaled geometrically
identical version of the distributor intended for the full-scale
reactor, or a portion of the full-scale version. Often the latter
is impractical.

Hydrodynamic scaling by dimensional similitude, that is, by
geometric scaling coupled with matching of all important
dimensionless groups in small and large units [50], can be a use-
ful technique for gaining information on industrial-scale reac-
tors based on cold model experiments. However, this
approach tends to be of limited applicability for the fine particle
catalytic fluidized-bed reactors of interest in this chapter because
interparticle forces, which play a significant role for fluidized
catalyst (group A) particles, cannot be scaled simply in terms
of hydrodynamic properties.

4.5.2 Laboratory and pilot testing
Intrinsic chemical kinetic data should not be obtained from flui-
dized beds, since the complex gas and particle dynamics in the
fluidized bed make it difficult to separate the chemical factors
from the interphase mass transfer and mixing constraints.
Kinetics should instead be derived from fixed beds, Berty reac-
tors, or other reactors where the mixing and mass transfer are
well characterized and/or not rate limiting.

The minimum reactor diameter for pilot plant experiments
on fluidized-bed reactors is generally recommended to be
approximately 100 mm. Such small reactors can have many
functions: measuring Umf, ensuring that the catalyst particles
can be fluidized smoothly, testing for catalyst attrition and deac-
tivation, investigating fouling and similar issues, exploring
operation over a wide range of gas velocities, and determining
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baseline performance (through conversion and selectivity data).
When reactors are scaled up stagewise, it is best not to increase
linear dimensions in successive steps bymore than a factor of 10.
Avoid porous plate distributors, choosing instead a geometry of
distributor similar to what is envisaged for the full-scale system.
Operate if possible with the particles, temperature, pressure, and
concentrations as similar as possible to those to be used in the
commercial-scale unit. Also cover as broad a range of superficial
gas velocity as possible. Operate for long enough to have as good
an idea as possible of the long-term viability of the catalyst and
fluidization stability.

4.5.3 Instrumentation
Instrumentation helpful in monitoring and interpreting flui-
dized-bed reactor performance is identified in Table 4.5.
Techniques for measuring hydrodynamic properties and gas

concentrations in fluidized-bed reactors were reviewed by
Werther et al. [51]. Essential instrumentation needed for indus-
trial fluidized-bed catalytic reactors are likely to include:
• Gas flow measurement
• Catalyst addition (e.g., makeup) measurement
• Differential pressuremeasurements across the entire dense bed
• Thermocouples to monitor temperature at multiple positions
• Gas composition measurement at outlet
In addition, it is helpful to be able to make dynamic measure-

ments of local gauge or differential pressure and temperature to
check for upsets and defluidization. Continuous purging of pres-
sure taps at a gas velocity close to 0.5 m/s is recommended. Since
the frequencies of primary interest in fluidized beds are of order
1–10 Hz, sampling frequencies should be at least 50–100 Hz.
Care must be exercised in setting up the pressure measurement
system and in interpreting the signals [52]. Care is also needed
in interpreting gas sampling concentrations [53].

4.5.4 Other practical issues
As listed in Table 4.6,many other components are requiredwhen
installing fluidized-bed catalytic reactors. Provide a gas distrib-
utor with a pressure drop of at least 30% of the bed weight minus
buoyancy and gas-entry holes no further apart than 100 mm.
Avoid sintered plate distributors. Also avoid any fixed surfaces
immersed in the bed which are other than horizontal or vertical
in orientation. Gaps between adjacent fixed internal surfaces
should be wider than the principal dimension of the largest par-
ticles and at least 20 times the Sauter mean particle diameter.
For internal or external cyclones, maintain an inlet velocity
of 15–25m/s. To minimize attrition and wear, gas jets (and the
particles they inevitably entrain) must not be allowed to impinge
on fixed surfaces. Follow good practice [54, 55] with respect to the
design and operation of cyclones, standpipes, and solid return sys-
tems. Be careful to maintain a substantial fraction of fines (parti-
cles smaller than ~40 μm in diameter) in the bed, as loss of fines
can lead to marked deterioration in performance [5].

4.6 Concluding remarks

Fluidized-bed reactors can be very valuable because of certain
advantages, like favorable heat transfer, uniform temperature,
and the ability to add and remove catalyst particles online.
On the other hand, fluidized beds are more risky and require
attention to years of accumulated experience. This chapter

Table 4.5 Common instrumentation required in fluidized-bed reactors.

Variable measured Provision/instrument Comments

Temperature Thermocouples Provide redundancy,
response time of
seconds

Pressure Ports Provide for continuous or
periodic purging

Pressure Transducers Capable of measuring
frequencies to 50 Hz

Gas composition (not
always practicable)

Sampling ports Maintain sufficient
pressure drop to avoid
sample bias; filter out
solids, rapid quench

Bed level Axial pressure profiles Allow sufficient ports, in
freeboard as well as
in dense bed

Appearance View ports Useful if safety allows,
and if they can be
maintained clear

Electrical charge Electrostatic probes Signal difficult to
interpret

Table 4.6 Complementary components of fluidized-bed reactor system.

Component Comments

Catalyst preparation May require drying, screening, or activation
Catalyst loading and makeup Typically requires lock hopper system for

feeding and an exit strategy to periodically
discharge catalyst, recycle, or disposal
facilities

Instrumentation See Table 4.5
Steam Boiler, feedwater treatment, condensate,

traps
Gas feed May require premixing or contact only in

reactor
Liquid feed (if applicable) Specify feed nozzles; choose pump and flow

splitting system
Gas outlet stream May require solids removal beyond cyclones;

letdown temperature and pressure as
needed

Heat transfer Provision for thermal expansion, water
treatment

Electrostatics Ground the reactor vessel thoroughly;
monitor; may require antistatic agent

Other safety Conduct full HAZOP analysis; provide for
emergency shutdowns, power failures,
rupture disks, inert gas, quenching, and so
on as required on a case-by-case basis

Shutdown Manways and other provisions for access and
cleaning; rapid removal and cleaning or
replacement of inserts and distributor as
required
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provides an overview of key issues and pitfalls. Readers inter-
ested in fluidization as a possible tool for practical reactor design
should consult the voluminous literature in the field and work
with those with direct experience.

Nomenclature

A Cross-sectional area of bed, m2

ab Surface area of bubbles per unit bubble volume, m−1

Ar Archimedes number defined by Equation 4.2, —
C1, C2 Fitted constants, —
CAb Local concentration of reactant A in bubble phase,

kmol/m3

CAd Local concentration of reactant A in dense phase,
kmol/m3

cp Specific heat of particles, J/kg K
DAB Binary molecular diffusivity of gas A in gas B, m2/s
db Bubble diameter, m
Dg,ax Effective gas-phase axial dispersion coefficient, m2/s
dp Particle diameter, m
dpi Mid-point diameter of particles in ith size fraction
E(t) Exit age distribution function, m−1

G Acceleration of gravity, m/s2

h Bed-to-surface heat transfer coefficient, W/m2 K
H Expanded bed height, m
kbd Bubble-to-dense-phase interphase mass transfer

coefficient, m/s
kg Thermal conductivity of gas, W/m K
kr Reaction rate constant, mol1−n/m3(1−n) s
n Order of reaction, —
Peg,ax Peclet number for gas-phase axial mixing, —
Pr Prandtl number, —
Qb Gas flow associated with bubble phase at any

height, m3/s
R Column or riser radius, m
r Radial coordinate, m
t Time, s
Ub Bubble velocity, m/s
Uc Superficial gas velocity at onset of turbulent

fluidization, m/s
Umb Superficial gas velocity at onset of bubbling, m/s
Umf Superficial gas velocity at minimum fluidization, m/s
xi Mass fraction of particle corresponding to ith size

fraction, —
z Height coordinate, m

Greek letters

ε Void fraction averaged over entire volume of riser, —
εAv(z) Cross-sectional average void fraction at height z, —
εb Volume fraction of bubbles, —
εmf Bed void fraction at minimum fluidization, —

φb, φd Fraction of bed volumeoccupied by bubble, dense-phase
solids,—

μ Gas absolute viscosity, Pa s
ρg, ρp Density of gas, particles, kg/m3

τ Mean residence time of gas in bed, s
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Abstract

Hydrodynamics, mass and heat transfer in three-phase fixed bed
reactors, scale-up rules and alternative ways to scale-down are
briefly reviewed. Also, the recent advances in trickle-bed reactor
modeling are examined, with no attempt made to systematically
summarize this vast field. Two case studies with reference to
modeling the simultaneous catalytic hydrodesulfurization/bed
clogging in hydrotreating trickle-bed reactors and phenol bio-
degradation/biomass accumulation in trickle-bed bioreactors
are considered. Additionally, the modeling of the integrated
process of aqueous-phase glycerol reforming and dimethyl ether
synthesis into an allothermal dual-bed reactor (membrane
fixed-bed reactor/tickle-bed reactor) is analyzed.

5.1 Introduction

Three-phase fixed-bed reactors are frequently encountered in
petroleum, petrochemical, chemical, and biochemical applica-
tions [1]. Fixed-bed reactors processing gas and liquid reactants
can operate in downward cocurrent two-phase flow, in upward
cocurrent flow, and in countercurrent flow (Figure 5.1). The cri-
teria for choosing the proper flow direction have been estab-
lished, and the evaluation of the effect of flow direction on
the reactor performance has also been performed [2, 3]. Two-
phase downflow fixed-bed reactors (trickle-bed reactors) are
pervasive in industrial multiphase catalytic processes and
span a broad range of applications from the manufacture of
value-added products to the conversion of undesired chemicals
into harmless and biocompatible species. Trickle-bed reactors
are traditionally used in petroleum (hydrocracking, hydro-
desulfurization, hydrodenitrogenation, hydrodeoxygenation,
alkylation, etc.), petrochemical, and chemical industries (hydro-
genation of higher aldehydes, reactive amination, liquid-phase
oxidation, etc.); in wastewater and gas scrubbing biological
treatments, such as filtration of sewage sludge through sand
pack filters and removal of carbon disulfide, volatile organic

compounds, or chlorinated aliphatic hydrocarbons; and in bio-
chemical and electrochemical processing [1].

Two-phase upflow fixed-bed reactors (flooded-bed or packed-
bed bubble column reactors) are sparingly practiced commer-
cially even if they may outperform trickle-bed reactors with
respect to catalyst life time and wetting efficiency, selectivity, liq-
uid distribution, heat withdrawal, and liquid–solid mass transfer
rates [1]. However, the interest in two-phase upflow fixed-bed
reactors may be resurrected as portrayed by the last two decades’
reported applications such as hydrogenation of nitrotoluenes in
evaporating solvents [4, 5], partial hydrogenation of cyclodode-
catriene [6–8], selective hydrogenation of butadiene from C4
cuts [9], selective hydrogenation of pyrolysis gasoline, oligomer-
ization [10], photocatalytic or catalytic wet air oxidation [11], etc.
Three-phase fixed-bed reactors operating in countercurrent
gas–liquid flow provide the opportunity for selective removal
of by-products that may act as inhibitor, for example, in hydro-
desulfurization where hydrogen sulfide may have an inhibitory
effect [1]. Countercurrent flow achieves an intensive mixing of
the phases, a more favorable flat axial temperature profile, a large
gas–liquid interfacial area, and a large convective transport.
Countercurrent operation is preferred over cocurrent when large
heat of reaction is involved though at the expense of tighter con-
trol of the inception of bed flooding.

Two-phase flow in three-phase fixed-bed reactors makes the
reactor design problem complex [12]. Interphase mass transfer
can be important between gas and liquid as also between liquid
and catalyst particle. Also, in the case of trickle-bed reactors, the
rivulet-type flow of the liquid falling through the fixed bed may
result (particularly at low liquid flow rates) in only part of the
catalyst particle surface being covered with the liquid phase. This
introduces a thirdmass transfer process from gas to the so-called
“gas-covered” surface. Also, the reaction rates in three-phase
fixed-bed catalytic reactors are highly affected by the heat trans-
fer resistances: resistance to radial heat transfer and resistance to
fluid-to-particle heat transfer. As a result of these and other fac-
tors, predicting the local (global) rate of reaction for a catalyst
particle in three-phase fixed-bed reactors requires not only
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intrinsic kinetics but also knowledge of thewetting efficiency and
considerable mass and heat transfer rate information.
The aim of this chapter is to outline briefly the hydrodynam-

ics, mass, and heat transfer in the commonly used three-phase
fixed-bed reactors. In particular, scale-up rules and alternative
ways to scale down trickle-bed reactors are discussed. Then
recent developments in trickle-bed reactor design are analyzed,
with no attempt made to systematically summarize this vast
field. Two case studies with reference to modeling of simultane-
ous catalytic hydrodesulfurization/bed clogging in hydrotreat-
ing trickle-bed reactors and phenol biodegradation/biomass
accumulation in trickle-bed bioreactors are considered. In addi-
tion, the modeling of the integrated process of aqueous-phase
glycerol reforming and dimethyl ether (DME) synthesis into
an allothermal dual-bed reactor (membrane fixed-bed reactor/
tickle-bed reactor) is also summarized.

5.2 Hydrodynamic aspects of three-phase
fixed-bed reactors

Extensive reviews of hydrodynamic of two-phase flow systems
in fixed beds appeared in the last five decades [1, 12–15], and
there is no point in repeating here the numerous tables and
references that were provided in these reviews. We attempt here
to summarize the key findings that ought to be of importance to
the research and potentially plant engineers.

5.2.1 General aspects: Flow regimes, liquid holdup,
two-phase pressure drop, and wetting
efficiency

5.2.1.1 Flow regimes
Two-phase downflow fixed-bed reactors operate in a variety of
flow regimes ranging from gas-continuous to liquid-continuous
patterns. They usually fall into two broad categories referred
to as low and high interaction regimes. The low interaction
regime (trickling flow) manifests at low gas and liquid flow
rates and is characterized by a weak gas–liquid interfacial

activity and a gravity-driven liquid flow (Figure 5.2). Gas–liquid
interactions in trickling flow regime increase at high gas and liq-
uid flow rates and at elevated pressure (i.e., close to the transi-
tion to high interaction regimes). The high interaction regimes
take place at moderate to high fluid flow rates due to the signif-
icant gas–liquid interfacial shears. As a result, various patterns
arise depending on the gas-to-liquid holdup ratio and liquid
tendency to foam. The pulsing and spray flow regimes were
observed and depicted by Charpentier and Favier [16]
(Figure 5.2), while Talmor [17] additionally noted bubble
and dispersed bubble flow regimes. Low gas flow rates and suf-
ficiently high liquid flow rates lead to the bubble flow regime
with a continuous liquid phase which contains small bubbles.
At medium gas flow rates and high liquid flow rates, the liquid
phase remains continuous, but the bubbles coalesce and the gas
flows in the form of elongated bubbles (dispersed bubble flow
regime). Pulsing flow regime is observed at moderate liquid flow
rates and moderate to high gas flow rates and may be
approached either from the gas-continuous trickling flow or
from the liquid-continuous coalesced bubble flow regime. Pul-
sing flow regime can be depicted as a macroscopic combination
of dispersed bubble flow occurring in the liquid-rich slugs and
trickling flow in the gas-rich slugs [14]. At still higher gas flow
rates, a mist or spray flow is observed for which the gas becomes
the continuous phase in which the liquid is entrained as dro-
plets. These high interaction flow patterns apply for coalescing
liquids, while for coalescence-inhibiting liquids two more
flow regimes are encountered, namely, the foaming flow and
foaming–pulsing flow regimes (Figure 5.2—[16]).
Because the trickling and pulsing flow regimes are of partic-

ular industrial interest, the majority of the literature work
focused on the trickle-to-pulse flow transition. The following
current trends emerge from the analysis of trickle-to-pulse flow
regime transition literature [18]: (i) trickle-to-pulse flow transi-
tion is barely affected by intermediate-range bed porosity
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(0.34 < ε < 0.40) and particle sizes up to 5 mm; for high-porosity
beds or large-size particles, a shift of this transition toward
higher liquid throughputs is observed; (ii) a significant drop
of the liquid transitional velocity occurs with increasing liquid
viscosity; (iii) low surface tension liquids exhibit a peculiar trend
as higher liquid transitional velocities occur at higher rather
than at lower superficial gas velocities; (iv) an increase in liquid
density narrows down the trickling flow region; and (v) the
trickling flow domain widens at elevated pressures.

Many flow regime charts and attempts at modeling trickle-to-
pulse flow regime changeover have been proposed a summary of
which is available in Saroha andNigam [19] andAl-Dahhan et al.
[14]. Because of the large number of variables affecting the
trickle-to-pulse flow transition, compression into two or three
flow chart coordinates seems illusive. Furthermore, since the
choice of the compressing variables is not unanimous, the least
to be said is that a universal flow chart/correlation is nonexisting
and that each flow chart/correlation can only be employed inter-
polatively for conditions falling within those that served to its
establishment. To circumvent these limitations, Iliuta et al.
[18] developed a neural network model for trickle-to-pulse flow
regime transition using an extensive historic fluid dynamic data-
base and combined approaches relying on feed-forward neural
networks, dimensional analysis, and phenomenological models.
Also, some conceptual flow regime changeovermodels, based on
microscopic and macroscopic approaches, were proposed in the
literature [20–26]. Unfortunately, all recent experimental studies
reach the same conclusion that none of them is yet entirely suc-
cessful and no single unified approach can be recommended.

Two-phase upflow fixed-bed reactors operate in four flow
regimes according to Shah [27]. A relatively low gas flow rate
introduced in a single-phase liquid flow established in a fixed-
bed reactor leads to bubble flow regime with a continuous liquid
phase which contains small bubbles at slightly higher velocity
than the liquid phase. Surging flow regime appears at moderate
gas flow rates and low liquid flow rates and is characterized by
the coalescence of the gas bubbles and formation of the large
bubbles. As the gas flow rate is increased at a given liquid flow
rate, pulsing flow occurs. This regime is characterized by alter-
nate portions of liquid-rich and gas-rich mixtures of the two
phases. With further increase of the gas flow rate, the density
difference between the alternate slugs entirely disappeared, pro-
ducing spray flow regime. These regimes were observed in fixed
beds with large catalyst particles [27]. For fixed beds with smal-
ler solid particles, only bubble flow, pulsing (slug) flow, and
spray flow regimes were observed [28–30] (Figure 5.3).

Many flow regime charts and attempts at modeling flow
regime changeover have been proposed. A list of the literature
correlations for the interfaces between different flow regimes
in two-phase upflow fixed-bed reactors is available in Rao
et al. [31]. As in the case of two-phase downflow, because of
the large number of variables affecting flow regime transition,
a universal flow chart/correlation is nonexisting, and each flow
chart/correlation can only be employed interpolatively for con-
ditions falling within those that served to its establishment.

5.2.1.2 Liquid holdup and two-phase pressure drop
Liquid holdup is defined as the liquid volume fraction per unit
reactor volume. It is indeed a basic parameter in reactor design
owing to its relationship with other key hydrodynamic
parameters such as two-phase pressure drop, interfacial
mass transfer parameters, liquid mean residence time, catalyst
loading-to-liquid volume ratio, liquid axial dispersion, radial
effective thermal conductivity, convective wall heat transfer
coefficient, etc. For two-phase downflow, under highly exother-
mic reaction conditions, the knowledge of the liquid holdup
is essential for avoiding hot spots and for preventing reactor
runaway. Liquid holdup also affects the catalyst external wetting
efficiency that, in turn, has an impact on the reaction selectivity,
depending on whether the reaction takes place exclusively on the
wetted catalyst area or on the dry and wetted catalyst area alike.

Two-phase pressure drop represents the energy dissipated to
offset the resistance to fluid motion through the reactor bed. It is
important in determining energy losses, in the sizing of the com-
pression and pumping devices, and, very often, in assessing the
liquid holdup, the external wetting efficiency, the interfacial
mass transfer coefficients levels, etc. [32]. Gas–liquid flow resist-
ance in multiphase fixed-bed reactors is caused by friction forces
due to the fluid viscosity at the gas–liquid, gas–solid (partial wet-
ted conditions), and liquid–solid interfaces, inertial forces
caused by successive acceleration and/or deceleration of the
fluids, turbulent stress because of the local velocity field fluctua-
tions in both gas and liquid phases, and capillary forces and
gravity acting positively for two-phase downflow but exerting
a resistance for two-phase upflow operation. The relative impor-
tance of these forces depends upon the flow regime in the reac-
tor. For two-phase downflow, in the high interaction regime,
two-phase pressure drop depends mainly on inertial forces
and liquid-side shear stress, and in low interaction regime other
forces (shear forces, gravity, and/or capillary forces) are impor-
tant. For two-phase upflow, gravitational effects are important.
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The following current trends emanate from the analysis of liq-
uid holdup and two-phase pressure drop literature for two-
phase downflow and upflow [18, 33]: (i) liquid holdup is an
increasing function of liquid velocity, viscosity, and particle
diameter; it is a decreasing function of gas superficial velocity
and liquid surface tension; (ii) liquid holdup decreases as gas
density increases, except for very low gas velocities where it is
insensitive to gas density; (iii) noncoalescing liquids exhibit
much smaller holdups (and much higher pressure drops) than
coalescing liquids; (iv) gas viscosity appears to have marginal
effect on liquid holdup and pressure drop; (v) mixing with fines
improves liquid holdup at the expense of increased pressure
drops; and (vi) increasing gas and liquid superficial velocities
or mass fluxes, liquid viscosity, or gas density or decreasing par-
ticle diameters increases pressure drops.
Correlations for liquid holdup and two-phase pressure drop

were summarized by Herskowitz and Smith [12], Al-Dahhan
et al. [14], Saroha andNigam [19], and Al-Dahhan andDuduko-
vic [34] for two-phase downflow and by Bensetiti et al. [33] and
Larachi et al. [35] for two-phase upflow—the majority of them
being mostly empirical and restricted to their specific narrow
ranges of process conditions. Comparison of the two-phase
downflow predictions with measurements [18] shows that no
method emerges as clearly superior even though those relying
on phenomenological considerations seemmore reliable. To cir-
cumvent these setbacks, hydrodynamic models resulting from
the equations of motion associated with the gas–liquid and liq-
uid–solid drag forces were built considering two-phase trickle
flow or bubble flow through a porous medium. These models
arepresented inSections5.2.2 and5.2.3.More recently, the efforts
have been routed for advanced CFDmodels based on the macro-
scopic mass and momentum conservation laws [36, 37].

5.2.1.3 Wetting efficiency
The rate of reaction in a single catalyst particle depends on intrin-
sic kinetics, intraparticle and interphase mass and heat transfer
resistances, and effective wetting of the catalyst particle. While
mass and heat transfer resistances are encountered in other
three-phase fixed-bed reactors, the partial wetting of the catalyst
particles, which leads to more direct contact between the gas and
the solid catalyst, is a unique feature of trickle-bed reactors. Cat-
alyst particle-scale incomplete external wetting is the cause of the
deficient catalyst utilization. This in turn can lead to poor catalyst
effectiveness factors and poor heat withdrawal from partially
wetted catalyst pellets [38]. Particle-scale incomplete wetting
arises when the tiny liquid irrigation rate feeding the bed is insuf-
ficient to ensure full coverage with a continuous liquid film of all
pellets in the bed. Hence, the knowledge of the catalyst external
wetting efficiency as a function of operating conditions is needed
to provide a relationship between laboratory- and pilot-scale
reactor data and the large-scale reactor operation for reliable
scale-up/scale-down and design of commercial trickle-bed reac-
tors. The reaction rate over externally incompletelywetted pellets
can be greater or smaller than the rate observed over completely
wetted ones. This depends upon whether the limiting reactant is

present only in the liquid phase or in both fluids. If the reaction is
liquid limited and the liquid reactant is nonvolatile, then a
decrease in the external wetting efficiency reduces the surface
for liquid–solid mass transfer, thereby causing a decrease of
the reaction rate. If the liquid reactant is volatile and heat effects
are significant, then an additional reaction may also occur at the
dry catalyst surface. Higher reaction rates can also be achieved
through gas-limited reactions where the gaseous reactant can
access the catalyst pores from the externally dry area. Therefore,
in order to predict trickle-bed reactor performance and behavior,
it is crucial to precisely quantify the catalyst external wetting effi-
ciency and the effectiveness factor of the resulting partially wetted
catalyst [39, 40]. Numerous studies, summarized by Iliuta et al.
[41], relative to the external wetting efficiency have been reported
in the literature. Some deal with correlative and experimental
methods of wetting efficiency, while others deal with demonstrat-
ing wetting effects on trickle-bed reaction performance. Further-
more, the majority of wetting efficiency correlations were
developed based on observations taken at ambient conditions
(room temperature and barometric pressure). Very often, these
conditions did not reveal any dependence of wetting efficiency
upon gas throughput and density. Only Al-Dahhan and
Dudukovic [42, 43] developed an empirical correlation between
thewetting efficiency and reactor pressure and gas flow rates. Also,
some mechanistic models, based on macroscopic approach,
were proposed in the literature. Pironti et al. [44] proposed a
macroscopic semitheoretical approach topredict totalwetting effi-
ciency. Although the approach is phenomenological, it requires a
priori measurements of liquid holdup, gas and liquid single-phase
and two-phase pressure gradients to compute the wetting
efficiency. Also, Iliuta et al. [41] and Iliuta and Larachi [45]
proposed an implicit semitheoretical mechanistic two-fluid
double-slit model for the prediction of the two-phase pressure
drop, liquid holdup, external wetting efficiency, and gas–liquid
interfacial area in trickle flow reactors operated under partially
wetted conditions using an extensive trickle flow regime database.

5.2.2 Standard two-fluid models for two-phase
downflow and upflow in three-phase
fixed-bed reactors

Standard two-fluidmodels for two-phase flow are built consider-
ing a cocurrent two-phase trickle flow or bubble flow through a
porousmedium of uniform initial porosity and single-sized solid
particles. Two-phase flow is isothermal, with no chemical reac-
tion, and both phases are Newtonian. The liquid phase is incom-
pressible and the gas phase is ideal. In the case of trickle flow
regime, two-phase flow is assumed annular and separated. The
packing surface is totally or partially covered by a liquid film
and the gas flows in the remaining interstitial void. Under bubble
flow the packing surface is totally covered by a continuous liquid
film, and the gas is dispersed and consists of bubbles spherical in
shape and uniform in size (the processes of coalescence and
breakage are assumed to be absent). For both cases, each fluid
phase is viewed as a continuum in any size of the domain under
consideration for which the differential macroscopic balance
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equations can be applied. So the general structure of the continu-
ity and momentum balance equations is the same for both two-
phase flow problems, although the closure relations are system
dependent. Thephysics conveyedby the standard two-phase flow
models isminimalistic as it relies on a set ofmass andmomentum
balance equations for the gas and liquid bulk phases as well as ad
hoc drag force relationships. In standard two-phase flowmodels,
mass and momentum conservation for the gas–liquid interface
and mass exchange rates between interface and fluid bulks
accounting for production and destruction of gas–liquid interfa-
cial area are not taken into account. Two-fluid models are based
on the general intrinsic α-phase average transport equation for
multiphase systems [46] written for the conditions of no mass
transfer between phases and no change of phases:

∂

∂t
εα ψα

α +∇ εα vα
α
ψα

α +∇ ξα =∇ Ωα + εα σα
α

+
1
V

Aαβ

ΩαnαdA+
1
V

Aαγ

ΩαnαdA 5 1

Here εα stands for α-phase volume fraction (εα =Vα V), ψα

represents an arbitrary tensor-valued function, ψα
α is the

intrinsic α-phase average quantity normalized with respect to
its own volume Vα, Ωα is an arbitrary tensor-valued function
representing a surface flux, Ωα represents the value Ωα aver-
aged over the volume V, σα

α represents the intrinsic α-phase
average of the tensor indicating the source term, ξα is the dis-
persion vector, and Aαβ is the interfacial area in the averaging
volume for the α and β phases.

The mass and momentum balance equations can be obtained
from Equation 5.1 upon substitution of the following quantities:

• vα
α
= uα

• The momentum vector ψα
α = ραuα

• The body force vector σα
α = ραg

• The volume average stress tensor decomposed as the scalar
tensor corresponding to pressure and the viscous stress ten-
sor, that is, Ωα

α = −PαI + τ
α

• The volume average force, Fα = Fαβ + Fαγ , exerted on phase
α by the other phases across their mutual interfaces Aαβ and

Aαγ: Fαβ =
1
V

Aαβ

ΩαnαdA and Fαγ =
1
V

Aαγ

ΩαnαdA

• The pseudoturbulence stress tensor ξα
α which is combined

with the viscous stress tensor τ
α
and approximated by the

phenomenological expression in the second term in
Equation 5.3 RHS [47].
Using ψα

α = ρα, σα = 0 (null sink in the absence of chemical
reaction), ξα = 0, and Ωα = 0 results in the equation of conserva-
tion of mass which takes in 1D (z vertical direction) the follow-
ing form:

∂

∂t
εαρα +

∂

∂z
εαραuα = 0 5 2

Similarly, the 1D equation of conservation of momentum is
∂

∂t
εαραuα +

∂

∂z
εαuαραuα = −εα

∂Pα
∂z

+ εαμ
e
α

∂2uα
∂z2

+ εαραgz + Fα 5 3

gz = −g (for two-phase upflow) and gz = + g (for two-phase
downflow)

Equations 5.2 and 5.3 represent a set of four volume average
momentum andmass conservation equations for the gas and the
liquid phases. The assumption of bed full wetting entrains that
the gas-phase drag will only have contributions due to effects
located at the gas–liquid interface. The resultant of these forces
denoted Fgℓ is the drag force exerted on the gas phase as a result
of the relative motion between the flowing phases to oppose slip.
Similarly, the resultant of the forces exerted on the liquid phase
involves two components: (i) the drag force Fℓs experienced by
the liquid due to the shear stress nearby the liquid–solid bound-
ary and (ii) the gas–liquid interfacial drag Fgℓ. In the case of
trickle flow, it has been shown that under certain conditions
the slit flow approximation yields a very satisfactory set of con-
stitutive equations for the gas–liquid and liquid–solid drag
forces [41, 48]. The slit flow becomes well representative of
the trickle flow regime when the liquid texture is mainly contrib-
uted by catalyst-supported liquid films and rivulets, and the gas–
liquid separated flow assumption holds. This generally occurs at
small liquid irrigation rates that allow the transport of liquid in
the form of a smooth and stable film [48]. However, there is no
restriction that other constitutive formulations can be chosen
instead [49, 50]. Under bubble flow regime, the liquid phase
behaves as a continuous medium for which the Kozeny–Carman
theory can be applied for predicting the liquid–solid drag forces
[51]. The gas–liquid interaction force is obtained from the drag
force exerted on a single bubble and the number of bubbles per
unit fixed bed volume [51]. The 1D two-fluid model under fully
wetted conditions is

∂
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5 6
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ρℓεℓuℓ + uℓ
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ρℓεℓuℓ = εℓμ

e
ℓ

∂2uℓ
∂z2

−εℓ
∂P
∂z

+ εℓρℓgz + Fgℓ−Fℓs

5 7

Note that in the formulation of the momentum balance equa-
tions, the capillary pressure between phase ℓ and phase g is
neglected because the liquid holdup does not change signifi-
cantly with z [50]. Equations 5.4–5.7 are coupled with the con-
servation of volume equation based on the assumption that any
small volume of the bed void, at any particular time, can be
regarded as containing a volume fraction εg of the gas phase
and εℓ of the liquid phase:

εℓ + εg = ε 5 8

The assumption of bed partial wetting under trickle flow con-
ditions entrains that the gas-phase drag will have contributions

Three-phase fixed-bed reactors 101



due to effects located at the gas–liquid (Fgℓ) and gas–solid (Fgs)
interfaces. Similarly, the resultant of the forces exerted on the
liquid phase involves two components: (i) the drag force Fℓs
experienced by the liquid due to the shear stress nearby the liq-
uid–solid boundary and (ii) the gas–liquid interfacial drag due
to the slip between fluids Fgℓ. Under these circumstances, the
double-slit flow approach yields a satisfactory approximation
of the constitutive equations needed for the gas–liquid and liq-
uid–solid drag forces [41]. In this case the momentum balance
equations for the gas and liquid phases are the following:

∂

∂t
ρgεgug + ug

∂

∂z
ρgεgug = εgμ

e
g

∂2ug
∂z2

−εg
∂P
∂z

+ εgρgg−Fgℓ−Fgs

5 9

∂

∂t
ρℓεℓuℓ + uℓ

∂

∂z
ρℓεℓuℓ = εℓμ

e
ℓ

∂2uℓ
∂z2

−εℓ
∂P
∂z

+ εℓρℓg +
εηe−εℓ
εg

Fgℓ + Fgs −Fℓs

5 10

Equations 5.7 and 5.10 are valid only under the assumption
of continuity of the velocity and shear stress profiles at the
gas–liquid interface. If discontinuity in velocity and shear stress
at gas–liquid interface is assumed, Equations 5.7 and 5.10
become

∂

∂t
ρℓεℓuℓ + uℓ

∂

∂z
ρℓεℓuℓ = εℓμ

e
ℓ

∂2uℓ
∂z2

−εℓ
∂P
∂z

+ εℓρℓg + fsFgℓ−Fℓs

5 11

∂

∂t
ρℓεℓuℓ + uℓ

∂

∂z
ρℓεℓuℓ = εℓμ

e
ℓ

∂2uℓ
∂z2

−εℓ
∂P
∂z

+ εℓρℓg +
εηe−εℓ
εg

fs Fgℓ + Fgs −Fℓs

5 12

Two-fluid models presented earlier are applicable for two-
phase flow of gas/Newtonian liquid systems. It has been success-
fully determined that the momentum balance equations for
Newtonian fluids also apply to non-Newtonian fluids [52].
The only difference for the flow in porous media between a
Newtonian fluid and a non-Newtonian fluid is that the effective
viscosity is not the same. Hence, it becomes necessary that a suit-
able effective viscosity be defined for the flow of a non-
Newtonian fluid [52]. Constitutive equations for the gas–liquid
and liquid–solid drag forces are given by Iliuta and Larachi [45,
53] by upgrading the class of the slit models for rheologically
complex fluids (Herschel–Bulkley fluid, Bingham plastic, and
Ostwald–de Waele fluids).

5.2.3 Nonequilibrium thermomechanical models
for two-phase flow in three-phase
fixed-bed reactors

The physics conveyed by the standard two-phase flow models is
minimalistic as it relies on a set of mass and momentum balance
equations for the gas and liquid bulk phases as well as ad hoc
drag force relationships. We state in the previous paragraph
that such physics is deficient because it insufficiently describes
the role and presence of interfaces and their thermodynamic
properties.

Iliuta et al. [54] developed a rigorous mathematical for the
description of two-phase flow in trickle beds by adapting
the macroscopic nonequilibrium thermomechanical theory
developed by Hassanizadeh and Gray [55] for multiphase flows
in porous media. In this nonequilibrium thermomechanical the-
ory, the interfaces and their thermodynamicproperties are explic-
itly taken into account and treated as individual continua
interacting and exchanging properties with the adjacent phase
continua. The explicit inclusion of interfaces and interfacial prop-
erties is essential because they are known to have a significant role
indetermining the thermodynamic stateof thewhole system.This
leads to the establishment of two categories of conservation equa-
tions whose macroscopic properties are defined at the scale of a
representative elementary volume: one for the macroscopic bulk
phase properties, that is, as in the standardmodel, and another for
the macroscopic interfacial properties. The two sets of equations
are coupled via terms accounting for exchangeof thermodynamic
properties between phase and interface continua.
The nonequilibrium two-phase flow model was built for per-

manently fullywetted bedswhen the system reduces to five super-
posed continua: three phasesVℓ,Vg, andVs and two interfacesAgℓ

andAℓs as sketched in Figure 5.4a. From this assumption, onlyAgℓ

is subject to variations in time and position, whereasAℓs exhibits a
constant liquid–solid contacting area, aℓs. This view differs in
many aspects from the standard Eulerian multifluid treatments
of trickle-bed hydrodynamics. Here, the main feature of the
two-phase flow model rests on the inclusion of (i) conservation
equations for gas–liquid interfacial area and interfacial momen-
tum, (ii) nonequilibrium capillary pressure, (iii) Helmholtz free
energy gradients in the body supply of momentum for fluid bulk
phases and gas–liquid interface, and (iv) mass exchange between
interface and adjacent fluid bulk phases accounting for the pro-
duction/destruction of gas–liquid interfacial area (Figure 5.4b).
The mass and momentum conservation equations can be cast
in the following general form:
Gas bulk conservation of mass:

∂

∂t
ρgεg +∇ ρgεgug = eggℓ 5 13

Liquid bulk conservation of mass:

∂

∂t
ρℓεℓ +∇ ρℓεℓuℓ = eℓgℓ 5 14

Gas–liquid interface conservation of mass:

∂

∂t
Γgℓagℓ +∇ Γgℓagℓwgℓ = − eggℓ + e

ℓ

gℓ 5 15

Gas bulk conservation of momentum:

ρgεg
∂ug
∂t

+ ug ∇ug

−∇ εg −PgI + μg ∇ug +
t∇ug −ρgug ug

g −ρgεgg= e
g
gℓug +T

g

gℓ

5 16
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Liquid bulk conservation of momentum:

ρℓεℓ
∂u

ℓ

∂t
+ u

ℓ
∇u

ℓ
−∇ εℓ −PℓI + μℓ ∇u

ℓ
+ t∇u

ℓ

−ρℓuℓ
u
ℓ

ℓ

−ρℓεℓg= e
ℓ

gℓuℓ +T
ℓ

gℓ +T
ℓ

ℓs 5 17

Gas–liquid interface conservation of momentum:

Γgℓagℓ
∂wgℓ

∂t
+wgℓ ∇wgℓ −∇ agℓ γgℓI−Γgℓwgℓ wgℓ

gℓ

−agℓΓgℓg= −eggℓ ug −wgℓ −eℓgℓ u
ℓ
−wgℓ −T

g

gℓ−T
ℓ

gℓ

5 18

Solid bulk conservation of momentum:

−∇ 1−ε PsI − 1−ε ρsg+Rs =T
s

ℓs 5 19

Solid–liquid interface conservation of momentum:

−aℓsΓℓsg= − T
s

ℓs +T
ℓ

ℓs 5 20

Volume conservation:

εℓ + εg = ε 5 21

where uα is the velocity vector for the bulk α-phase, wαβ is the

velocity of the αβ-interface, aαβ is the area of the αβ-interface per
unit volume of porous medium, Γαβ is the mass of αβ-interface
per unit area of αβ-interface, γgℓ is the macroscopic interfacial
tension of the gas–liquid interface, eααβ is the rate of mass transfer

from αβ-interface to the α-phase, T
α

αβ and is the body supply of

momentum to the α-phase from αβ-interface.
Adapted to trickle-bed geometry assuming Newtonian unidi-

rectional 1D (streamwise) and isothermal (local thermal equilib-
rium) immiscible (no mass transfer exchange between bulk
phases) gas–liquid flows in a nondeformable and homogeneous

(constant bed porosity) porous medium, the nonequilibrium
thermomechanical model becomes as follows:

Gas bulk conservation of mass:

∂

∂t
ρgεg +

∂

∂z
ρgεgug = eggℓ 5 22

Liquid bulk conservation of mass:

∂

∂t
ρℓεℓ +

∂

∂z
ρℓεℓuℓ = eℓgℓ 5 23

Gas–liquid interface conservation of mass:

∂

∂t
Γgℓagℓ +

∂

∂z
Γgℓagℓwgℓ = − eggℓ + e

ℓ

gℓ 5 24

Gas bulk conservation of momentum:

ρgεg
∂ug
∂t

+ ug
∂ug
∂z

+
∂

∂z
εgPg −

∂

∂z
εgμ

e
g

∂ug
∂z

−ρgεgg = e
g
gℓug +T

g
gℓ

5 25

Liquid bulk conservation of momentum:

ρℓεℓ
∂uℓ
∂t

+ uℓ
∂uℓ
∂z

+
∂

∂z
εℓPℓ −

∂

∂z
εℓμ

e
ℓ

∂uℓ
∂z

−ρℓεℓg = e
ℓ

gℓuℓ +T
ℓ

gℓ +T
ℓ

ℓs

5 26

Gas–liquid interface conservation of momentum:

Γgℓagℓ
∂wgℓ

∂t
+wgℓ

∂wgℓ

∂z
−
∂

∂z
agℓγgℓ −agℓΓgℓg

= −eggℓ ug −wgℓ −eℓgℓ uℓ−wgℓ −Tg
gℓ−T

ℓ

gℓ

5 27

Solid bulk + solid–liquid interface conservation of
momentum:

−
∂

∂z
1−ε Ps − 1−ε ρpg +Rs−aℓsΓℓsg = −T ℓ

ℓs 5 28

Constitutive relations were established for the macroscopic
solid pressure, the macroscopic Helmholtz free energies, and

Vs Vℓ Vg

a g
ℓ

εℓ εg

Aℓs Agℓ

Tℓℓs

Tℓ
gℓ T

ggℓ

uℓ ugwgℓ

(a)

Agℓ

eℓgℓ

eggℓVg
1

1

2

2

Vℓ

Creating agℓ Destroying agℓ

(b)

Figure 5.4 Representation of connectivity
between subregions in the representative ele-
mentary volume: Vg, Vℓ, and Vs for the bulk
phases and Agℓ and Aℓs for the interfaces (a),
interaction of interfaceAgℓwithVg andVℓ, bulk
phases in creating and destroying gas–liquid
interfacial area (b).
(Source: Iliuta et al. [54]. Reproduced with
permission of John Wiley & Sons.)
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the mass exchange rates for production/destruction of interfa-
cial area, leading to more complete formulations of the dynamic
capillary pressure and the body supplies of momentum [54].
The structure of the momentum exchange terms, Tα

αβ, was sug-

gested from an analysis of the entropy inequality to fulfill the
restrictions that at equilibrium no relative movement of phases
and interfaces is possible, that is, uα, wgℓ, e

α
gℓ, ∂εα ∂t = 0, and

whereby the system’s net entropy generation is minimal [55].
Assuming nonequilibrium states are near equilibrium, Taylor
expansion of nonequilibrium equations about the equilibrium
relations is applicable [56]. It follows that Tα

αβ in nonequilibrium

state is formulated as the sum of surviving equilibrium and non-
surviving nonequilibrium (i.e., vanishing as uα, wgℓ 0) terms
for the body momentum supply. The equilibrium terms are
expressed as a function of the macroscopic Helmholtz free ener-
gies per unit mass, Ag, Aℓ, and Agℓ [55], whereas the nonequili-
brium terms, τααβ , are closed using drag expressions formulated

for trickle-bed reactors [50]:

Tg
gℓ = Pg

∂εg
∂z

−ρgεg
∂Ag

∂agℓ

∂agℓ
∂z

+
∂Ag

∂εℓ

∂εℓ
∂z

+
τggℓ

nonequilibrium
5 29

T ℓ

gℓ +T
ℓ

ℓs = Pℓ
∂εℓ
∂z

−ρℓεℓ
∂Aℓ

∂agℓ

∂agℓ
∂z

+
∂Aℓ

∂εℓ

∂εℓ
∂z

+
τℓgℓ + τ

ℓ

ℓs

nonequilibrium
5 30

Tg
gℓ +T

ℓ

gℓ =Γgℓagℓ
∂Agℓ

∂εℓ

∂εℓ
∂z

+
τggℓ + τ

ℓ

gℓ

nonequilibrium
5 31

To solve the dynamic model, these constitutive relationships
were calibrated using measurements of time-varying liquid

holdup (from electrical capacitance tomography) and bed pres-
sure drop. The developed constitutive equations verified the
admissibility principle in accordance with the second law of
thermodynamics.
Remarks. Close inspection of the nonequilibrium model out-

puts reveals that assumption of nonequilibrium capillary pres-
sure in the studied range of experimental conditions was not
necessary and static equilibrium described by Pc≈Pg −Pℓ was
sufficient to account for the interfacial forces [54]. However,
recourse to empirical capillary relationships, such as the Leverett
J-function, is unnecessary as the nonequilibrium two-phase
flow model enables access to capillary pressure via entropy-
consistent constitutive expressions for the macroscopic Helm-
holtz free energies. Also, the role of mass exchange between bulk
fluid phase holdups and gas–liquid interfacial area was shown to
play a nonnegligible role in the dynamics of trickle-bed reactor
[54]. By accounting for the production/destruction of interfacial
area, they prompted much briefer response times for the system
to attain steady state compared to the case without inclusion of
these mass exchange rates.

5.3 Mass and heat transfer in three-phase
fixed-bed reactors

For the design of the multiphase chemical reactors, one has to
deal with hydrodynamics, mass and heat transfer, and catalyst
activity. For heterogeneously catalyzed reactions, the rate of
the reaction is often limited by interphase mass transfer instead
of the intrinsic kinetics (Figure 5.5). The rate-limiting step can
be the gas–liquid mass transfer, liquid–solid mass transfer, and

External gas film mass transfer

Gas film

Liquid film

Catalyst

kg

kl

kls

Intraparticle diffusion and chemical
reaction within catalyst

Reactant concentration profile

Mass transfer from gas–liquid
interface to bulk liquid film

surrounding catalyst

Mass transfer from bulk liquid
film surrounding catalyst to
surface of catalyst

Figure 5.5 Mass transfer resistances in three-
phase fixed-bed reactors.
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intraparticle diffusion. These limitations reduce the overall con-
version and selectivity of the process. Also, the reaction rates in
three-phase fixed-bed catalytic reactors are highly affected by
the heat transfer resistances: resistance to radial heat transfer
and resistance to fluid-to-particle heat transfer. So a good
knowledge of the packed-bed mass and heat transfer parameters
is necessary for the design of the reactor and heat removal
system.

5.3.1 Gas–liquid mass transfer
In two-phase downflow and upflow fixed-bed reactors, gas–
liquid mass transfer resistance can be detrimental to the overall
reactor performance [14, 32]. Therefore, accurate estimation of
gas–liquid mass transfer parameters is important for achieving
successful reactor design or scale-up. The overall gas–liquid
mass transfer coefficient may be expressed, according to the
two-film concept, in terms of the liquid-side and the gas-side
mass transfer coefficients:

1
Kℓagℓ

=
1

Hekgagℓ
+

1
kℓagℓ

5 32

In most cases, mass transfer resistance in the gas film is con-
siderably smaller than the liquid-side resistance; therefore, the
study of gas–liquid mass transfer has concentrated on the inves-
tigation of the mass transfer in the liquid film of the gas–liquid
interface. Usually, gas–liquid mass transfer takes place across
gas–liquid interfaces where the liquid can be stagnant or
dynamic. While for slow reactions stagnant liquid affects very
little the global reaction rate, fast reactions are characterized
by a net contrast in reactant concentrations in the two regions
resulting in reactionally ineffective stagnant zones.

The following current trends emanate from the analysis of the
gas–liquid mass transfer literature: (i) liquid-side volumetric
mass transfer coefficient, kℓagℓ, and gas–liquid interfacial area,
agℓ, follow a trend qualitatively similar to pressure drops with
regard to liquid and gas flow rates for a given pressure or gas
density; (ii) for two-phase downflow, kℓagℓ and agℓ are higher
for viscous liquids [57, 58], whereas, for two-phase upflow,
kℓagℓ decreases when liquid viscosity is increased [59], owing
to a more important decrease of kℓ with regard to the increase
of agℓ; (iii) agℓ for noncoalescing liquids exceeds that for coales-
cing ones [57]; (iv) agℓ for organic liquids does not differ signif-
icantly from that for ionic liquids [60]; (v) agℓ is higher for
nonspherical solid particles [35]; (vi) both kℓagℓ and agℓ improve
in two-phase downflow fixed-bed reactors as gas reactor pres-
sure increases, whereas agℓ is not noticeably affected by pressure
under two-phase upflow conditions [61, 62] because the coales-
cence/breakup process of the bubbles is dominated by the pack-
ing (any influence of pressure on the bubble formation at the gas
distributor is masked by the coalescence/breakup process); and
(vii) since all the packing is wetted, in upflow fixed-bed reactors,
agℓ is generated exclusively from interactions at the gas–liquid
interface, whereas, in downflow trickle flow and partially wetted
conditions, agℓ is promoted by two simultaneous processes: the

spreading of the liquid on the catalyst and the interaction
between the gas and liquid at their boundary [59]. The scarcity
of gas-side volumetric mass transfer coefficient is noteworthy;
and to the best of our knowledge no experimental data on kgagℓ
are available for high pressure conditions. Since kg is expected
to diminish with the increase in gas density, disregarding this
fact can lead to overestimated overall gas–liquid mass transfer
coefficients at high pressure, especially for a mixture of gases
involving a highly soluble reactant. Gas–liquid mass transfer
involving non-Newtonian liquids is also insufficiently addressed
in the literature [58]. Considering the large number of biochem-
ical processes that utilize fixed-bed reactors, this gap in knowl-
edge needs to be filled.

In spite of the considerable research in the last 40 years, gas–
liquid mass transfer in two-phase downflow fixed-bed reactors
is still not well understood, and general correlations of mass
transfer parameters, summarized by Saroha and Nigam [19],
Al-Dahhan et al. [14], Larachi et al. [35], and Iliuta et al. [63],
are still out of grasp. It is well recognized that the Achilles
heel of the currently available fixed-bed reactor mass transfer
design tools lies in their lack of generality inherent partly to
the narrow experimental windows upon which validation of
most correlations/models is carried out and partly to biased
analysis and inappropriate mathematical expressions. Based
on the largest gas–liquid interfacial mass transfer database
(beyond 3200 data), Iliuta et al. [63] developed whole-flow-
regime dimensionless correlations for gas–liquid mass transfer
parameters in two-phase downflow fixed-bed reactors by
combining dimensional analysis and artificial neural networks.
The overall result was a significant improvement in predicting
overall liquid-side and gas-side volumetric mass transfer
coefficients and gas–liquid interfacial area. However, similarly
to any other available correlation in literature, the neural net-
work correlations are basically interpolation correlations.
Hence, to prevent unacceptable deviations, it is suggested to ver-
ify a priori that the conditions to be predicted fall within the
validity range.

In spite of the extensive studies on the gas–liquid mass
transfer in two-phase upflow fixed-bed reactors, summarized
by Shah [27], Ramachandran and Chaudhari [64], Gianetto
and Silveston [65], and Molga and Westerterp [62], only few
correlations are reported in the literature to evaluate gas–liquid
mass transfer parameters under low and high pressure condi-
tions [59, 66].

5.3.2 Liquid–solid mass transfer
Under certain conditions, for example, in the case of highly sol-
uble gases, fast reactions of highly active catalysts, these reac-
tions become partially or fully controlled by the rate of the
liquid–solid mass transfer. Liquid–solid mass transfer resistance
is significant when the following inequality is satisfied [13]:

10dp
csat

rreact 1−ε >Kℓs 5 33
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A significant amount of research has been performed on the
measurement of liquid–solid mass transfer [67]. Generally, liq-
uid–solid mass transfer in fixed-bed reactors has been studied by
five methods: dissolution of slightly soluble solids into the liquid
[68–73], chemical reaction with significant liquid–solid mass
transfer resistance [74], ion exchange followed by an instantane-
ous irreversible reaction [75], dynamic absorption [76], and
electrochemical technique [77–80]. The electrochemical method
has certain advantages over the other: it facilitates direct and
instantaneous measurements of solid–liquid mass transfer and
is thus very useful to measure mass transfer fluctuations, espe-
cially under pulse flow conditions.
The following current trends emanate from the analysis of the

liquid–solid mass transfer two-phase downflow fixed-bed liter-
ature: (i) volumetric liquid–solid mass transfer coefficient, kℓsaℓs,
increases significantly with liquid flow rate in both low and high
interaction flow regimes [67, 71, 81, 82]; (ii) liquid–solid mass
transfer rate is slightly affected by the gas flow rate in trickle flow
regime [71, 75, 83, 84] and increases in pulse flow regime [78];
(iii) transition from trickle flow to pulse flow regime causes an
abrupt increase in the liquid–solid mass transfer [71]; (iv) in
pulse flow regime higher mass transfer rates could be ascribed,
in addition to the obvious influence of the liquid and gas velo-
cities, to the improved wetting efficiency [77] and to the effect of
the gas phase on the liquid–solid mass transfer mechanism
through the local turbulence [78]; (v) volumetric liquid–solid
mass transfer coefficient increases with a decrease in particle
diameter [67, 70, 71, 73]; (vi) the effect of the reactor pressure
on the liquid–solid mass transfer coefficient [67] follows the
trend of reactor pressure on the pressure drop, liquid holdup,
catalyst wetting efficiency, and gas–liquid interfacial area
reported by Al-Dahhan and Dudukovic [42]; and (vii) trickle
flow regime wetting efficiency acts on liquid–solid interfacial
area (aℓs), while the liquid–solid mass transfer coefficient (kℓs)
is mainly connected to flow turbulence through the interstitial
liquid velocity [84].
Numerous correlations have been proposed for liquid–solid

mass transfer coefficient in two-phase downflow fixed-bed
reactors at atmospheric pressure [69–72, 74–78, 81–86].
A comparison of these correlations at zero gas flow rate in trickle
flow and pulse flow regimes indicates a considerable scatter
which can be attributed to various factors: particle diameter,
interfacial area for liquid–solid mass transfer, and wetting
efficiency of the packing [87]. Also, the current correlations
for liquid–solid mass transfer coefficients developed based on
atmospheric pressure data failed to predict the kℓs values meas-
ured at high pressure and the trend of the effect of the pressure
[67]. An attempt has beenmade to fill in this gap by Larachi et al.
[87] who developed a neural network correlation based on a
large database which includes the high-pressure data of Highfill
and Al-Dahhan [67]. However, this correlation exhibits some
deficiency in some cases which could be ascribed to the lack
of a significant high-pressure kℓs database [87]. Hence, further
investigations are needed that cover a wide range of reactor

pressures, different bed characteristics, physical properties,
and operating conditions to develop reliable correlations for
the prediction of the liquid–solid mass transfer coefficient in
two-phase downflow fixed-bed reactors at high-pressure
operation.
In two-phase upflow fixed-bed reactors operated in bubble

flow regime, the enhanced liquid–solid mass transfer may be
attributed to the following: (i) the presence of the gas bubbles
in the liquid phase decreases the cross-sectional area available
for liquid flow with a consequent increase in liquid velocity,
(ii) the rising bubbles impart radial momentum to the surround-
ing liquid, (iii) the rising bubbles generate turbulence in their
wakes by virtue of hydrodynamic boundary layer separation,
(iv) bubble coalescence or breakdown in the vicinity of the solid
particles generates turbulence which penetrates the diffusion
layer, and (v) the collision of the rising bubbles with the solid
particles disturbs the diffusion layer at the solid surface. For
two-phase upflow fixed-bed reactors, the few correlations
reported in the literature [88–91] have been developed based
only on the liquid–solid mass transfer experiments performed
at atmospheric pressure.

5.3.3 Heat transfer
Reactions carried out in three-phase fixed-bed reactors such as
hydrogenation, oxidation, and hydrodesulfurization can be
highly exothermic. Such situations require incorporation of an
efficient heat removal system in order to avoid hot spots or cat-
alyst deactivation as much as possible [13, 92]. A good knowl-
edge of the packed-bed heat transfer parameters is necessary for
the design of the reactor and heat removal system.
Several kinds of mathematical models have been used to ana-

lyze steady-state heat transfer experimental data. These models
can be classified into basically two groups: heterogeneous mod-
els and pseudohomogeneous models. In heterogeneous models,
separate energy balance equations are set up for the fluid phase
and the solid phase. Pseudohomogeneous models make no dis-
tinction between the fluids and solid temperatures, and only one
energy balance equation is required. Heat transfer in three-
phase fixed-bed reactors has been mainly investigated using
the two-dimensional homogeneous model [93]

ρℓcp,ℓvsℓ + ρgcp,gvsg
∂T
∂z

=Λr
1
r
∂T
∂r

+
∂2T
∂r2

5 34

r =R T =Tw 5 35

r = 0
∂T
∂r

= 0 5 36

In this heat transport model, the radial heat transfer is repre-
sented by a Fourier-like law, using an equivalent radial thermal
conductivity of the medium with flowing fluids: qr =Λr∂T ∂r.
The bed radial effective thermal conductivity was expressed
as sum of two terms—conductive contribution and convective

contribution: Λr = λs0 + λ
eff
r,gℓ. In Hashimoto et al. [94] and Mat-

suura et al.’s [95] approach, the theory of single-phase gas flow
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heat transfer in fixed beds was extended to two-phase flow by
adding the liquid convective contribution to heat trans-

fer: Λr = λs0 + λ
eff
r,g + λ

eff
r,ℓ.

Also, heat transfer in three-phase fixed-bed reactors has been
investigated using a two-dimensional homogeneous model with
two parameters [94, 96]—the bed radial effective thermal con-
ductivity and the heat transfer coefficient at the wall:

ρℓcp,ℓvsℓ + ρgcp,gvsg
∂T
∂z

=Λr
1
r
∂T
∂r

+
∂2T
∂r2

5 37

r =R −Λr
∂T
∂r

= hw T−Tw 5 38

r = 0
∂T
∂r

= 0 5 39

The heterogeneous model for steady-state radial heat transfer
assumes that the temperature variations within particles may be
smoothed so that only large-scale changes in solid temperature
in the axial and radial directions need to be considered. A similar
approach is adopted for the fluids:

ρℓcp,ℓvsℓ + ρgcp,gvsg
∂T
∂z

= λeffgℓ,r
1
r
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5 40
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5 42
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Mears [97] found that the reaction rates in fixed-bed catalytic
reactors are highly affected by two heat transfer resistances:
resistance to radial heat transfer and resistance to particle-to-
fluid heat transfer. Considerable effort has therefore been direc-
ted toward finding the effective radial conductivity and the
fluid-to-wall heat transfer coefficient (which represents the
radial heat transport) and particle–liquid heat transfer coeffi-
cient (which represents particle-to-fluid heat transport).

The following current trends emanate from the analysis of the
radial heat transfer two-phase downflow and upflow fixed-bed
literature [98]; (i) radial heat transfer is strongly influenced by
the flow regime [96, 99, 100]; (ii) the bed radial effective thermal
conductivity always increases with liquid flow rate for both two-
phase downflow and upflow [96, 100]; (iii) Λr is very little
dependent on gas flow rate in trickle flow, and it decreases with
gas flow rate in pulsing flow regime and increases in dispersed
bubble flow regime [99, 100]; (iv) Λr decreases with the increase
of the liquid viscosity [101]; (v) the inhibition of coalescence
induces higher Λr values [101]; (vi) Λr always increases with

the liquid heat capacity [96]; (vii) Λr increases with the increase
of the catalyst particle diameter [96]; (viii) for small particles the
bed radial effective thermal conductivity is higher in two-phase
upflow than in downflow (trickle flow or bubble flow regimes),
and the result is a better thermal stability in two-phase upflow
[96]; and (ix) for large particles, in the high interaction regime,
the bed radial effective thermal conductivity in two-phase
downflow is equal (or even slightly higher in pulsing flow) to
bed conductivity in two-phase upflow [96]. Lamine et al. [96,
100] presents different correlations from the literature for the
bed radial effective thermal conductivity in two-phase flow
fixed-bed reactors (downflow and upflow), as well as their field
of application.

For small catalyst particles the radial heat transfer resistance is
well described by a single mechanism: the radial conduction
through the solid bed [96]. When the particle diameter is bigger,
the supplementary wall heat transfer resistance at the wall is no
negligible. This mechanism is described by the wall heat transfer
coefficient, hw. In two-phase downflow fixed-bed reactors, the
heat transfer coefficient at the wall, hw, was found to be closely
dependent on the hydrodynamic regimes. In the low interaction
regime, hw generally increases with the liquid and the gas flow
rates, the effect of gas velocity being more marked at lower liquid
velocity values [102]. In the high interaction regime, hw are
almost independent of both the fluid flow rates because the pos-
itive effect due to the increase of liquid and gas velocity is coun-
terbalanced by the negative effect of the decrease of the radial
spread [102]. The hw values in two-phase flow are much higher
(by at least one order of magnitude) than those for gas flow only,
mainly due to the presence of a liquid film on the wall. The few
correlations reported in the literature for heat transfer coeffi-
cient at the wall were summarized by Lamine et al. [96]. Also,
in two-phase upflow fixed-bed reactors, heat transfer coefficient
at the wall is strongly influenced by the flow regime. The relative
importance of wall heat resistance decreases with decreasing
packing diameter [100]. Only Lamine et al. [100] and Sokolov
and Yablokova [103] have developed correlations for the heat
transfer coefficient at the wall at atmospheric pressure.

As the catalytic reaction taking place inside the pellets is usu-
ally accompanied by heat effects, the particle–liquid heat trans-
fer coefficient becomes a fundamental ingredient to be estimated
for the assessment of the efficacy of the heat withdrawal from the
particle level away to the reactor wall level. In particular, when
highly exothermic reactions are in play, impediment of liquid
replenishment over the dried spots on the catalyst surface
may favor inception of hot spots that are responsible for reactor
runaway. As a result, evacuation of heat across the 1iquid-
covered pellet spots becomes a critical issue. Not many studies
in literature deal with particle–liquid heat transfer rates in three-
phase fixed-bed reactors. The main reason is probably the diffi-
culty to find an accurate experimental method. The following
current trends emanate from the analysis of the particle–liquid
heat transfer two-phase downflow fixed-bed literature: (i) the
transition from trickle to pulsing flow is accompanied by a
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substantial increase in particle–liquid heat transfer rates due to a
large decrease in liquid holdup [104–106], (ii) no principal dif-
ference in particle–liquid heat transfer rates seems to exist
between trickle and pulsing flow although the hydrodynamic
behavior is totally different [106], (iii) particle–liquid heat trans-
fer rates in both flow regimes are determined to be a function of
only the linear liquid velocity [106], (iv) particle–liquid heat
transfer rates in the pulses are 3–4 times higher than in between
the pulses which probably means that the linear liquid velocity is
very high inside the pulses [106], (v) the local structure of the
packed bed has a considerable influence on local heat transfer
rates, and (vi) the neighboring particles have an increasing effect
on the particle–liquid heat transfer rates compared to a single
particle in a liquid flow [107]. Larachi et al. [87] developed a
neural network correlation for particle–liquid heat transfer coef-
ficient in two-phase downflow fixed-bed reactors based on the
measurements of Marcandelli et al. [105], Boelhouwer et al.
[106], and Boelhouwer [108], obtained exclusively for the air–
aqueous systems at room conditions.
Catalyst particles in three-phase fixed-bed reactors are usually

completely filled with liquid. Then intraparticle temperature
gradients are negligible due to the low effective diffusivities in
the liquid phase, as pointed out by Satterfield [13] and Baldi
[92]. However, if the limiting reactant and the solvent are vol-
atile, vapor-phase reaction may occur in the gas-filled pores,
causing significant intraparticle temperature gradients [109,
110]. In these conditions, intraparticle heat transfer resistance
is necessary to describe the heat transfer.

5.4 Scale-up and scale-down of trickle-bed
reactors

Scale rules of laboratory trickle-bed reactors are discussed. The
scale rules are important in the scaling up of a novel process
investigated in the laboratory to industrial process and in scaling
down of laboratory test reactor with the aim of increasing cost
effectiveness while maintaining the meaningfulness of the data
generated in industrial practice [111].

5.4.1 Scaling up of trickle-bed reactors
A perennial problem in multiphase reactors is scale-up, that is,
how to achieve the desired results in a large-scale reactor based
on the observations made in the laboratory unit, which remains
elusive due to complexities associated with transport-kinetic
coupling [14]. The success of scale-up of trickle-bed reactors
is based on the ability to understand and quantify the trans-
port-kinetic interactions at the particle scale level (or single eddy
scale), the interphase transport at the particle and reactor scales,
and the flow pattern of each phase and phase contacting pattern
and their changes with the changes in reactor scale and operat-
ing conditions [1].
The risks of using space velocity for scale-up of fixed-bed

(gas–solid) catalytic reactors are well known [12]. Trickle-bed

reactors introduce additional complications as liquid distribu-
tion and wetting efficiency, and it seems improbable that simple
parameters, such as liquid hourly space velocity (defined as the
ratio of the liquid flow rate to reactor volume), can be used for
reliable scale-up, except in some special cases. Nowadays, it is
understood that for liquid-limited reactions scale-up at constant
space velocity is conservative since it results in improved wetting
efficiency and better catalyst utilization. For gas-limited reac-
tions scale-up at constant space velocity can lead to low perfor-
mance [1] as the catalyst effectiveness factor drops with
increased contacting efficiency due to a reduction in the gas
reactant supply. Hence, for gas-limited reactions constant space
velocity and constant reactor height are required in order to
maintain the same performance upon scale-up. This leads some-
times to undesirable pan-cake reactor geometry which can be a
problem in achieving uniform liquid distribution and hence
model-based scale-up ought to be used [1].
The recommended procedure for scale-up of trickle-bed reac-

tors is, first, to establish in the laboratory the rate of reaction for
single catalyst pellets which will include the effect of wetting effi-
ciency [12]. If there is a soluble gaseous reactant, the rate should
account for mass transfer from both the gas- and liquid-covered
surfaces of the pellet. This basic rate data then can be used with
intrareactor mass and, if necessary, energy conservation expres-
sions to design the large-scale reactor. This second step should
include the liquid distribution. The required mass and energy
transport rates will limit application of this approach because
themajority of the literature is concerned exclusively with nearly
atmospheric conditions.
However, with the available chemical engineering know-how

embodied in correlations and models, a large-scale difference
can generally be bridged: the design of the industrial unit is often
possible on the basis of data from process development units
without the need for larger intermediate-scale units such as
demonstration units or semi-industrial plants. Sie and Krishna
[111] showed that a large scale-up factor is possible in the case of
gas oil hydroprocessing reactors due to the fact that mass trans-
fer resistances do not play a crucial role in this application.
Moreover, flow-related dispersions do not play a great role
either as in properly designed laboratory- and industrial-scale
trickle-bed reactors the gas and liquid flows are close to plug
flow. Thus, on the basis of reliable data obtained in the labora-
tory process development units, the design of the industrial
trickle-bed reactor is relatively straightforward. The desired
capacity and conversion determine the total catalyst volume.
Taking into account the heat generated in the process and the
specific heats of the streams as well as the maximum allowed
temperature rise per bed, the number of beds, the distribution
of catalyst over the beds, and the quench gas flows are deter-
mined. The total reactor bed height and reactor diameter can
be chosen given the total reactor volume. The linear flow rates
are established, and the pressure drop is evaluated according to
available models/correlations for the catalyst of the size
and shape considered. In the design of the industrial reactors
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for processes operating at elevated pressure, such gas oil
hydroprocessing relatively high reactors are preferred within
the constraint established by the permissible pressure drop. Tall
trickle-bed reactors give rise to high velocities which may be
close to the limits of transition to pulse flow and consequently
ensure good wetting of the catalyst particles. Typical liquid and
gas flow rates for commercial trickle-bed reactors in gas oil
hydroprocessing are shown in Figure 5.6, which also shows
the loads in typical process development units [111].

5.4.2 Scaling down of trickle-bed reactors
The process development can be seen, also as a scaling-down
exercise. In the scaling-down process the problem is how to
reduce the size of the reactor without degrading accuracy and
meaningfulness of the process data. The main limiting factors
for downsizing toward laboratory trickle-bed reactors are distor-
tion of the packing in the wall region, deviation from plug flow,
irrigation of catalyst particles, catalyst batch sample inhomoge-
neity, and interphase mass transfer and thermal radial gradients
[112, 113].

It is possible to obtain kinetically representative data in very
small laboratory reactors if the temperature and concentration
gradients on the scale of the catalyst particle are absent. The
bed needs to be isothermal and the reactor should behave as a
plug-flow reactor. These requirements imply using small parti-
cles and a sufficient bed length. For flow through such small par-
ticles, surface tension forces become much more important, and
established trickle-bed correlations cannot be extrapolated. For
a reliable design of the reactor bed and for a choice of window of
operation, the hydrodynamics of such fixed-bed microreactors
have to be investigated.

In principle there are the following alternative ways to scale
down the industrial trickle-bed reactors: down-scale according
to geometric similarity, industrial reactor representation by

different reactors, maintenance of the fluid dynamic
similarity—industrial reactor representation by an integral lab-
oratory reactor, and phenomenological approach.

5.4.2.1 Down-scale according to geometric similarity
In this approach the height and reactor diameter are reduced
by the same factors leading to relatively wide laboratory reactors.
The small length of the laboratory reactors leads to much
lower liquid velocity than in the industrial reactor when
operating at the same liquid space velocity [111]. These differ-
ences in velocities lead to differences in hydrodynamics (e.g.,
the catalyst particle wetting can be incomplete). Also, the rela-
tively large diameters of the pilot- and bench-scale reactors may
give undesired radial temperature profiles if the reactor is not
operated under adiabatic conditions. So there are concrete out-
comes nor incentives in scaling down while preserving geomet-
ric similarity, and this method is not suitable [111].

5.4.2.2 Industrial reactor represented by
different reactors

If the reactor diameter and height are not reduced by the same
factor but changed independently, one may chose between two
options [111]: (i) maintaining the same fluid velocities but tol-
erating a reduction in the average residence time by increasing
the space velocity with decreasing reactor bed height and
(ii) maintaining the same average residence time without neces-
sarily keeping the fluid velocities identical. The first possibility
has the advantage that the hydrodynamics in the laboratory
and industrial reactors are the same, but the reactant conversion
is lower. In the extreme case, the laboratory reactor is a differ-
ential reactor rather than an integral one. The disadvantage of
this approach is that it is necessary to study partial conversions
at different conversion levels. To predict the integral conversion
in the industrial reactor from a series of differential conversion
experiments with feedstocks representing various degrees of
conversion of the primary feed, a substantial experimental effort
and a kinetic process modeling are needed. Although this
approach is in essence consistent, it may not be practical all
the times [111].

5.4.2.3 Maintenance of the fluid dynamic similarity:
Industrial reactor represented by an
integral laboratory reactor

As long as the fluid dynamics and reaction kinetics are closely
interconnected so that their effects on the chemical reactions
are inseparable, the only mode to scale down an industrial
reactor to an integral laboratory reactor is to reduce the reactor
diameter and keeping the same length. Thus, the fluid dynamic
similarity is maintained (if the diameter is not reduced beyond
the limit set by the wall effects), and the experiments are carried
out not only at the same space velocity as in the industrial
situation but also at the same liquid and gas linear velocities. This
approach is based on the idea that in the industrial reactor the
behavior in a horizontal plane within the bed is the same
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everywhere. Thus, the pilot plant reactor is a hypothetical narrow
vertical column cut out of the industrial catalyst bed. The diam-
eter of the representative pilot plant reactor is therefore deter-
mined by the catalyst particle diameter, and the height should
be the same or not much smaller than that of the industrial reac-
tor. Kallinikos and Papayannakos [114, 115] have performed
diesel hydrodesulfurization studies using miniscale string bed
reactors in a spiral form. They concluded that a governing
parameter is the ratio between the gas and liquid superficial velo-
cities and the reactor performance is independent of the liquid
superficial velocity and of the reactor length in the range
2–6 m. Also, Hipolito et al. [116] proposed a single pellet string
reactor to determine the kinetic of the fast exothermic reactions.
In this geometry, the reactor diameter is close to the particle
diameter, and it is possible to be operated with velocities similar
to those of the industrial scale for a similar amount of catalyst as
in a standard pilot plant. Single pellet string reactors present
quite complex hydrodynamic patterns that cannot yet be
explained with simple physical models. Obviously this approach
is costly, and it is followed only if almost nothing is known of the
process under investigation [113].

5.4.2.4 Phenomenological approach
In the phenomenological approach an attempt is made to isolate
the various phenomena that affect the apparent reaction and to
establish the appropriate correlations for each of them (assum-
ing separable mechanisms). An example is the reactor models in
which it is assumed that the reaction is pseudohomogeneous
and the phases are in plug flow. For a first-order reaction one
may write [113]

ln 1−X −1 =
kapp
s

where kapp = βk 5 46

All scale-dependent factors are included in the parameter β.
A vast amount of literature has been published on what the most
appropriate correlation is for β. There is a disagreement over the
validity of these relationships and especially about the predic-
tion of the point from which β = 1. This piece of information
is, however, essential as it is the reference point for the indus-
trial-scale operation. The applicability of these types of reactor
models is further limited by the fact that, in many situations, the
intrinsic kinetics of the various reactions are not well enough
known to be included in the model.
What the “smallest” scale of operation is will depend on the

type of process to be investigated and on the kind of information
required. Taking into account the unknown factors with regard
to the reaction mechanism and intrinsic kinetics, the preferred
strategy for process research is often to choose such experimen-
tal conditions which assure an independent composition of the
reactor product as regards the scale of the operation. For trickle
flow processes it is essential that complete wetting of each cat-
alyst particle is ensured (as is the case of properly designed
industrial reactor; nonwetted areas cause reduced, scattered
conversion and may give rise to local hot spots). Deviation from

plug flow should be minimal and in some instances mass and
heat transfer resistances at a small scale have to be known.

5.4.3 Salient conclusions
Hydrodynamics, mass, and heat transfer in the commonly used
three-phase fixed-bed reactors were briefly outlined. Also, scale-
up rules and alternative ways to scale down trickle-bed reactors
are discussed. In spite of the extensive studies on the hydrody-
namics, mass, and heat transfer in three-phase fixed-bed reac-
tors, clearly, a lot of work remains to be done in providing a
fundamentally based description of the effect of pressure on
the parameters of importance in three-phase fixed-bed reactors’
operation, design, and scale-up or scale-down. It is evident that
atmospheric data and models/correlations cannot, in general, be
extrapolated to operation at elevated pressures. The physics con-
veyed by the standard two-phase flow models is minimalistic
because it insufficiently describes the role and presence of
interfaces and their thermodynamic properties. The explicit
inclusion of interfaces and interfacial properties is essential
because they are known to have a significant role in determining
the thermodynamic state of the whole system.

5.5 Trickle-bed reactor/bioreactor modeling

The recent developments in trickle-bed reactor/bioreactor
design are analyzed. Two case studies with reference to model-
ing of simultaneous catalytic hydrodesulfurization/bed clogging
in hydrotreating trickle-bed reactors and phenol biodegrada-
tion/biomass accumulation in trickle-bed bioreactors are con-
sidered. In addition, the modeling of the integrated process of
aqueous-phase glycerol reforming and DME synthesis into an
allothermal dual-bed reactor (membrane fixed-bed reactor/
tickle-bed reactor) is surveyed.

5.5.1 Catalytic hydrodesulfurization and bed
clogging in hydrotreating trickle-bed reactors

One of the major unsolved complex problems confronting the
chemical and petroleum industries at present is the deposition
of fine particles dissolved or suspended in fluid flow systems
[117–119]. When heavy gas oil suspensions containing a low
concentration of nonfilterable fine solid impurities are treated
in trickle-bed hydrotreaters, clogging develops and leads to
the progressive obstruction of the bed that is accompanied with
a rise in pressure drop. Although the fine particle concentration
is in the 100 range weight ppm, the cumulative effect of several
months of refining operation diverts the catalyst bed from its
catalytic function to that of a huge filter where fine accumulation
causes the pressure to rise by restricting the flow. In these con-
ditions the unit must often be shut down to unload the physi-
cally deactivated catalyst for replacement with a pristine one.
Additionally, fine deposition can provoke a possible unfavorable
impact on the trickle-bed hydrotreating performance as a result
of interparticle diffusional limitations by the fine deposits.
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The knowledge on the fundamentals of the concomitant fil-
tration and catalytic hydrotreating reactions could help improve
understanding of these problems. An attempt has been made by
Iliuta et al. [120] who studied the deposition of fine particles
under chemical reaction conditions in a high-pressure/temper-
ature trickle-bed reactor using a dynamic multiphase flow
deep-bed filtration model coupled with heat and species balance
equations in the liquid, gas, and solid (catalyst + deposit) phases.
The high-pressure hydrodesulfurization process of dibenzothio-
phene (DBT) catalyzed by sulfided CoO-MoO3/γ-Al2O3 catalyst
was considered as a case study. The deep-bed filtration model
incorporates the physical effects of porosity and effective specific
surface area changes due to fine deposition/detachment, gas and
suspension inertial effects, and coupling effects between the fil-
tration parameters and the interfacial momentum exchange
force terms. The detachment of the fine particles from the col-
lector surface is assumed to be induced by the colloidal forces in
the case of Brownian particles or by the hydrodynamic forces in
the case of non-Brownian particles.

5.5.1.1 Modeling framework
In the model developed by Iliuta et al. [120], a cocurrent two-
phase trickle flow through a porous medium of uniform initial
porosity and single-sized catalytic particles is considered
(Figure 5.7a and b). Two-phase flow is assumed unidirectional,
and both the flowing phases are assumed as viscous Newtonian.
The gas/liquid + fine/porous medium + fine multiphase system
is viewed as a system of three interpenetrated continua: (i) a
flowing gas, (ii) a dilute pseudohomogeneous suspension
consisting of liquid and fine particles, and (iii) a stationary

pseudocontinuous solid phase made up of the catalyst (collec-
tor) particles and the fine particles that get captured onto their
surface. Hydrodesulfurization process by which the sulfur is
removed from the hydrocarbon by reacting with the hydrogen
in the presence of sulfided CoO-MoO3/γ-Al2O3 catalyst at high
temperature and pressure is considered. Even if the number of
sulfur compounds present in gas oil can be as high as 70, DBT is
used to represent the sulfur compounds since it is one of the less
reactive sulfur organic compounds present in the light gas oil.
DBT reacts with hydrogen via two parallel pathways, hydroge-
nolysis and hydrogenation [121]:

DBT+ 2H2 BiPH+H2S 5 47
DBT+ 5H2 CHB+H2S 5 48

The kinetics of DBT hydrogenolysis and hydrogenation
reactions is summarized with the following rate equations
recommended by Broderick and Gates [121], based on a Lang-
muir–Hinshelwood formulation:

rhs =
khsKDBTKH2CDBTCH2

1 +KDBTCDBT +KH2SCH2S
2 1 +KH2CH2

5 49

rhn =
khnKDBTKH2

CDBTCH2

1 +KDBTCDBT
5 50

Each flowing phase is viewed as a continuum and the catalyst
particles surface is completely covered by a liquid film and the gas
flows in the remaining interstitial void. The properties of the fluid
suspension (density, viscosity, holdup) are equal to those of the
embracing liquid (influent fine volume fraction <0.1%). Only
the influent liquid was considered as a source for (single-sized)
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fine particles. The filtration mechanism to occur is of the deep-
bed filtration type and not of the cake filtration type [117]; in
other words fine–fine attractive interactions within the fluid
phase are assumed absent or at least small enough to preclude
flocculation.Only thedepositionunder favorable surface interac-
tion conditions is considered (the double layer force is attractive).
The gas–liquid interface is impervious to fines, and the net sink in
the fluidmomentum balance due to fine mass transfer from fluid
to the collector is neglected. In the case of colloidal (Brownian)
particles (df < 2 μm), the release or detachment of fine particles
from the collector surface is controlled by the colloidal forces
(Brownian diffusion through the hydrodynamic boundary layer
in the absence of energy barrier) [122, 123]. In the case of non-
Brownian particles the detachment of fine particles is induced
by hydrodynamic forces [123]. In formulating the mass conser-
vation equations, the following additional assumption are made:
the reactor is operated adiabatically and the possible temperature
gradients inside the catalyst particles and between the catalyst
surface and the liquid bulk are not considered, the heat consumed
by vaporization is neglected, the catalyst activity is not declining
with time, and chemical reactions only take place in the catalyst
(no homogeneous gas- or liquid-phase reactions).
The model is based on the volume average form of the trans-

port equations for multiphase systems [46]. The model equa-
tions consist of the conservation of volume, conservation of
mass or continuity, conservation of momentum for the gas
and liquid (with fines) phases, continuity for the solid stationary
phase (i.e., the fixed bed), species balance in the gas and liquid
phases, and heat balance [120]:
Conservation of volume:

εg + εℓ = ε 5 51

Continuity equations for the gas, the liquid (with fines), and
the solid phases:

∂

∂t
εgρg +

∂

∂z
εgρgug = 0 5 52

∂

∂t
εℓρℓ +

∂

∂z
εℓρℓuℓ = −γf ρf rdep, f + 1−γf ρf r

h
rel, f + ρf r

c
rel, f

5 53

∂

∂t
1−εo ρp + 1−εd εo−ε ρf = γf ρf rdep, f − 1−γf ρf r

h
rel, f −ρf r

c
rel, f

5 54

Species balance equation for the fines:

∂

∂t
εℓcf + uℓ

∂

∂z
εℓcf = −γf rdep, f + 1−γf rhrel, f + r

c
rel, f +Dℓ

∂2

∂z2
εℓcf

5 55

Momentum balance equations for the gas and liquid (with
fines) phases:

∂

∂t
ρgεgug + ug

∂

∂z
ρgεgug = εgμ

e
g

∂2ug
∂z2

−εg
∂P
∂z

+ εgρgg−Fgℓ 5 56

∂

∂t
ρℓεℓuℓ + uℓ

∂

∂z
ρℓεℓuℓ = εℓμ

e
ℓ

∂2uℓ
∂z2

−εℓ
∂P
∂z

+ εℓρℓg + Fgℓ−Fℓs

5 57

Deposition/detachment rate equation:

dσf
dt

= rdep, f γf −r
h
rel, f 1−γf −rcrel, f 5 58

Species balance in the liquid phase (axial dispersion in the liq-
uid phase):

∂

∂t
CDBT,ℓεℓ + uℓ

∂

∂z
CDBT,ℓεℓ

=Dℓ

∂2

∂z2
CDBT,ℓεℓ −rhsηhsρp 1−ε −rhnηhnρp 1−ε

5 59

∂

∂t
CH2,ℓεℓ + uℓ

∂

∂z
CH2,ℓεℓ =Dℓ

∂2

∂z2
CH2,ℓεℓ

+ kℓagℓ H2

PH2,g

HeH2

−CH2,ℓ −2rhsηhsρp 1−ε −5rhnηhnρp 1−ε

5 60

∂

∂t
CH2S,ℓεℓ + uℓ

∂

∂z
CH2S,ℓεℓ =Dℓ

∂2

∂z2
CH2S,ℓεℓ

+ kℓagℓ H2S

PH2S,g

HeH2S
−CH2S,ℓ + rhsηhsρp 1−ε + rhnηhnρp 1−ε

5 61

Species balance in the gas phase (no axial dispersion in the
gas phase):

1
RT

∂

∂t
Pj,gεg +

ug
RT

∂

∂z
Pj,gεg = − kℓagℓ j

Pj,g
Hej

−Cj,ℓ j=H2, H2S

5 62

Heat balance equation:

εℓρℓcp,ℓ + εsρscp,s
∂T
∂t

+ εℓρℓuℓcp,ℓ
∂T
∂z

= λeff
ℓ,z
∂2T
∂ z2

+
i

−ΔHRi riηiρp 1−ε 5 63

The velocities at the inlet are specified in Dirichlet-type
boundary conditions. At the outlet, an open boundary condition
referred to as “outflow boundary condition” [124] is used.
Outflow boundary conditions are usually appropriate to model
exit flows where velocity and pressure distributions are not
known a priori. They are appropriate when exit flows are fully
developed or close to, which implies, except for pressure,
zero gradients for all flow variables normal to the outflow
boundary. The liquid holdup at the reactor inlet was evaluated
assuming ∂ug ∂z = ∂uℓ ∂z = 0 and combining Equations 5.56
and 5.57:

Fgℓ
εg

+
Fgℓ
εℓ

−
Fℓs
εℓ

+ ρℓ−ρg g = 0 5 64
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Initial and boundary conditions for Equations 5.59–5.63 are
(j =DBT, H2, H2S)

t = 0 Cj,ℓ =C
in
j,ℓ, Pj,g = P

in
j,g , T =Tin 5 65

z = 0 Pj,g = P
in
j,g uℓC

in
j,ℓ = uℓCj,ℓ z = 0+ −Dℓ

∂Cj,ℓ

∂z
5 66

uℓρℓcp,ℓεℓT
in = uℓρℓcp,ℓεℓT z = 0+ −λ

eff
ℓ,z
∂T
∂z

5 67

z =H
∂Cj,ℓ

∂z
= 0,

∂T
∂z

= 0 5 68

ηhs and ηhn are the effectiveness factors for the hydrogenolysis
and hydrogenation reactions and are calculated as the ratio
between the reaction rate with pore diffusion resistance and
the reaction rate in absence of diffusion, namely, at liquid bulk
concentrations:

ηi =
v

ridV

ri ℓ
5 69

The concentration gradients inside the catalyst particles and
fine solid deposit (Figure 5.7c and d) are given by the equations
describing the simultaneous mass transport and reaction within
the catalyst particles and the diffusion within the solid deposit
considering that the reactants’ diffusion occurs in the liquid
phase by virtue of completely internally wetted catalysts:

εp
∂Cj,p

∂t
=
1
r2

∂

∂r
r2Deff

j,p

∂Cj,p

∂r
+

i

υijriρp j=DBT, H2, H2S

5 70

εd
∂Cj,d

∂t
=
1
r2

∂

∂r
r2Deff

j,d

∂Cj,d

∂r
5 71

The corresponding boundary and initial conditions are given
as (j =DBT, H2, H2S)

r = 0
∂Cj,p

∂r
= 0 5 72

r = rop Deff
j,d

∂Cj,d

∂r r = rop

=Deff
j,p

∂Cj,p

∂r r = rop

Cj,d rop
=Cj,p rop

5 73

r = rp t external surface area of the catalyst particle is com-
pletely wetted

Deff
j,d

∂Cj,d

∂r r = rp t

= kℓs, j Cj,ℓ−C
∗
j 5 74

t = 0 Cj,d r,0 = Cin
j,ℓ Cj,p r,0 =Cin

j,ℓ 5 75

The solution of the dynamic multiphase flow deep-bed filtra-
tion model requires the knowledge of the fine deposition and
detachment processes kinetics. The deposition rate determines
the degree of collection of fines. A simple logarithmic law is used
to express the dependence of deposition rate versus fine concen-
tration and superficial liquid velocity [125]:

rdep, f = λf cf vsℓ 5 76

In Equation 5.76, λf is filter coefficient which can be thought
of as the probability for a fine to be captured as it travels a unit
distance through the bed [125]. The form of the filter coefficient
is dictated by the nature of the capture phenomena in play and
by the amount of capture as bed clogging proceeds. During the
fine–collector capture step, the fines adhere individually as a
monolayer on the collector surface via fine–collector interaction
forces: fluid drag, gravity, van der Waals surface-interactive
forces, and Brownian diffusion force [125]. For monolayer fil-
tration, Logan et al. [126] and Nelson and Ginn [127] describe
the attachment of suspended particles as a two-step process: the
transport to the grain surface quantified by the collection effi-
ciency (ηo) and the frequency at which particles in the aqueous
phase come into contact with the collector quantified by the
fractional collision efficiency (α):

λf =
3
2
1−εo 1 3 η

oα

dp
5 77

Single-collector efficiency for monolayer filtration was esti-
mated with the expression developed by Rajagopalan and Tien
[128], obtained by the combination of the trajectory analysis of a
spherical particle in the vicinity of a spherical collector with the
contribution of the Brownian diffusion. For fine–fine capture
step, filtration becomes driven by the fine–fine interaction forces
yielding a multilayer deposit for which the filter coefficient no
longer remains constant in time. The change of the filter coef-
ficient as a function of the specific deposit was estimated using
the correlation developed by Tien et al. [129]. Extra information
about trickle-bed deep-bed filtration model is given in Iliuta and
Larachi [130] and Iliuta et al. [119].

The release or detachment of the fine particles from the
collector surface is assumed to be induced by the hydrodynamic
forces in the case of non-Brownian particles or by the colloidal
forces in the case of Brownian particles [131]. For non-
Brownian fine particles, the rate of hydrodynamic particle
entrainment is considered to be proportional to the difference
between the wall shear stress and the critical shear stress [123]:

rhrel, f = α
h
rel, f a 1−ε τw−τcr

1
ρf

for τw > τcr 5 78

rhrel, f = 0 for τw ≤ τcr 5 79

where the critical shear stress is estimated for the condition of
equilibrium between the forces acting on an attached particle
along the tangential direction [131]:

τcr =
kf

6 1−εo

dop
Ha
12δ2

2 551πdf
5 80

In the case of Brownian particles detachment by the hydrody-
namic mechanism is not possible due to the much higher values
of critical shear stress required for release [120]. For colloidally
induced release, in the absence of an energy barrier, the rate
of particle detachment is based on the assumption that the
rate-limiting step is the diffusion of detached colloids across
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the boundary layer between collector surfaces and the liquid
bulk [122]:

rcrel, f = α
c
rel, f a 1−ε df σf 5 81

Note that in the formulation of the continuity, the species
balance equation for the fine particles, and the deposition/detach-
ment rate equation, the fraction of the collector surface area avail-
able/not available for fine particle adhesion/detachment (γf)
corresponds to the regionswhere the shear stress actingon the col-
lector is lower than the critical shear stress [131]. The expression
for the fraction of the collector surface area available/not available
for the fine particle adhesion/detachment is [131]

γf =
τcr
τw

5 82

where the maximum shear stress acting on the collector surface
was estimated using Happel’s model:

τw = 3μℓ
As

dp
uℓ As =

2 1−p5

w
, p= 1−ε 1 3, w= 2−3p+ 3p5−2p6

5 83

In the case of Brownian particles, the critical shear stress is
very high and all the particle surface area is available for particle
adhesion (γf = 1).

The liquid–solid and gas–liquid drag forces are estimated
using the slit model [24, 48, 132]. For the adaptation to the
trickle flow clogging context, these drag equations are recast
as a function of the local instantaneous values of porosity and
effective specific surface area [119]:

Fℓs =
E1
36

C2
w
a2 1−ε 2μℓ

ε3
ℓ

+
E2
6
Cwi 1 +ψ gℓ

a 1−ε
ε3
ℓ

ρℓ vsℓ vsℓεℓ

5 84

Fgℓ =
E1
36

C2
w

a2 1−ε 2μg
ε3g

+
E2
6
Cwi 1 +ψ gℓ

a 1−ε ρg
ε3g

vsg −εgug, i

vsg −εgug, i εg

5 85

The effective surface area is expressed as the summation of the
surface area of the porous medium and the surface area of the
fines [133]:

a=
Ncξπd2p t +Nc∂Nf ξπd2f −AΔ t

Nc
π
6 dop

3
+Nf

π
6d

3
f

5 86

With the evolution of deposition, the solid–liquid surface area
gets altered by two opposing phenomena [134]: an increase in
surface area through addition of the area of the captured fines
and a loss of area AΔ due to the shadow effect [135] (the shadow
effect refers to an exclusion collector area hidden nearby the fine
once it gets captured forbidding thereafter access by future
approaching fines).

5.5.1.2 Salient conclusions
The relevant criterion for clogging is the pressure drop in the
reactor. Figure 5.8a shows the effect of the inlet fine particle con-
centration on the ΔP/ΔPo ratio for the operating conditions
listed in Table 5.1 (ΔPo is the two-phase pressure drop for the
clean bed under otherwise identical conditions).
With the increase of the inlet fine particle concentration, the

filtration rate increases yielding higher overall specific deposits
at the same filtration time (Figure 5.8b). As a result, the bed
porosity decreases and the two-phase pressure drop increases.
So the major change resulting from fine particle deposition in
the bed involves the effective porosity of the bed, and therefore
the increase of two-phase pressure drop is the result of the
decrease in the available free space. It is also to notice that inclu-
sion in the model of the fine detachment mechanisms does not
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Figure 5.8 Two-phase pressure drop ratio (a) and bed volume average
specific deposit (b) versus time at different values of fine particle
concentration (df = 5 μm, Tin = 598 K, Pin = 10MPa).
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eliminate deposition, but rather tends to stretch it in time. Said
otherwise, when accounting for detachment, the model predicts
that longer durations are needed to attain the same specific
deposit values as if the detachment terms were to be excluded
in the model equations.

Figure 5.9 shows the predicted outlet DBT conversions
plotted as a function of inlet fine particle concentration for
two different values of the fine particle diameter and constant
filtration duration of 485 min. The larger the feed fine concen-
tration, the lower the outlet DBT conversion. This can be ratio-
nalized as corresponding to larger overall specific deposits
and, as a result, to higher external mass transfer resistances
through the solid deposit of the reactants to reach the catalyst
active core and of the back-diffusion of H2S which further inhi-
bits DBT hydrogenolysis. Nonetheless, Figure 5.9 shows that
fine particle deposition does not afflict appreciably the trickle-
bed reactor performance with a drop in conversion barely
exceeding 1%.

The main conclusion of the Iliuta et al. [120] simulation
results resides in the fact that the fine particle deposition process
does not change appreciably the trickle-bed reactor perfor-
mance, so the unique undesirable consequences of the fine par-
ticle deposition process reflects in an almost exclusive hydraulic
effect of bed clogging.

5.5.2 Biomass accumulation and clogging in
trickle-bed bioreactors for phenol
biodegradation

Excessive biomass formation in two-phase flow trickle-bed bior-
eactors induces biological clogging and leads to the progressive
obstruction of the bed that is accompanied with a buildup in pres-
sure drop and flow channeling [132, 136]. One of the important
aspects during biological clogging in trickle-bed bioreactors is the
aggregation of cells and the detachment of cells and aggregates
from pore bodies within the porous bed. In general, the theoret-
ical models describing the transient behavior of biomass accumu-
lation and the biological clogging in trickle-bed bioreactors
neglect the cell aggregation process and the aggregate detach-
ment. An attempt has been made by Iliuta and Larachi [137]
who studied the dynamics of bacterial cell attachment, aggrega-
tion, growth, and detachment in trickle-bed bioreactors for waste-
water treatment. Two-phase flow and space–time evolution of
biological clogging were described using an Euler–Euler two-fluid
dynamic model based on the volume average mass, momentum,

Table 5.1 Model parameters.

Liquid: carrier oil (n-hexadecane)
Viscosity: 0.165 × 10−3 Pa s (598 K)
Density: 610 kg/m3

Surface tension: 7.8 × 10−3 N/m
Gas: hydrogen; hydrogen sulfide
Fine particles: kaolinite
Average diameter: 1–5 μm
Density: 2000 kg/m3

Porosity of deposit layer: 0.8
Influent concentration: 0–1 g/l
Tortuosity of solid deposit: 3.7

Catalyst packing: spherical catalyst particles
Diameter: 0.003m
Porosity of catalyst: 0.65
Bed porosity: 0.37

Bulk density of the bed: 718 kgcat m3
r

Tortuosity: 3.7
Geometry of fixed-bed reactor
Diameter: 0.051m
Height: 1.0 m

Operating conditions
Inlet temperature: 598 K
Inlet pressure: 10MPa
Superficial liquid velocity: 0.0038 m/s
Superficial gas velocity: 0.035 m/s
Inlet dibenzothiophene concentration: 0.03 kmol/m3

Gas hydrogen sulfide concentration: 0.025 kmol/m3

Fractional collision efficiency: α = 1
Coefficient of sliding friction: kf = 3.79 × 10−6 m
Hamaker constant: Ha = 1.4 × 10−20 J

Hydrodynamic detachment rate coefficient: αh
rel, f = 1 6× 10−8 kg Ns
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Figure 5.9 Effect of fine particle deposition process on dibenzothiophene
conversion at t = 485min (Tin = 598 K, Pin = 10MPa): (a) df = 5 μm,
(b) df = 1 μm.
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and species balance equations, biomass dynamics equation, and
filtration equations for the bacterial cells and the aggregates
coupled with the discrete population balance equations for the cell
agglomeration. The cell aggregation is described by the rate at
which a given size aggregate is being formed by smaller aggregates
minus the rate at which the aggregate combines to form a larger
aggregate. The detachment of the cells or aggregates from the col-
lector surface is assumed to be induced by the colloidal forces in
the case of Brownian cells/aggregates or by the hydrodynamic
forces in the case of non-Brownian aggregates. Coupling between
the liquid suspension and solids is monitored via the cell and
aggregate filtration rate equation, the cell and aggregate detach-
ment rate equations, and the interaction drag or momentum
exchange force terms. Phenol biodegradation by Pseudomonas
putida as the predominant species immobilized on activated car-
bon is chosen as a case study to illustrate the consequences of the
formation of excessive amounts of biomass.

5.5.2.1 Mathematical model
In the model developed by Iliuta and Larachi [137], a cocurrent
downward gas–liquid trickle flow through a porous medium of
uniform initial porosity and single-sized particles is considered.
Two-phase flow is assumed unidirectional, and both the flowing
phases are assumed as viscous Newtonian. The liquid is incom-
pressible and the gas phase is ideal. The gas/liquid/biofilm/
porous mediummultiphase system is viewed as a system of three
interpenetrated continua: (i) a flowing gas phase, (ii) a flowing
liquid phase, (iii) and a stationary pseudocontinuous solid phase
made up of the packing particles constituting the clean porous
medium as well as of the biomass (cells and aggregates) captured
onto their surface. The bioparticle surface is assumed partially
wetted by a liquid film, and two-phase flow is annular and com-
pletely separated.
Phenol biodegradation by P. putida as the predominant species

immobilized on activated carbon is considered. The cells seeded
in the liquid are considered single sized and the cell aggregates are
formed by lumps of bacterial cells at the surface of bioparticle. Cell
attachment occurs via deep-bed filtrationmechanism. The gener-
ation of cell aggregates was considered to take place by collision
and subsequent bonding of the cells transported from the bulk
liquid to the surface of the bioparticle in the liquid approaching
bioparticle and by collision with the associated single-sized
growth cells. The cell–cell attractive interactions within the bulk
liquid phase are assumed absent or at least small enough to pre-
clude the aggregation. Cells within the biofilm (including the cells
associated with aggregate growth process) are individualized as in
the case of individual-based modeling theory to describe the cell
agglomeration process [138]. The detachment is induced by
hydrodynamic forces (non-Brownian cells/aggregates) or colloi-
dal forces (Brownian cells/aggregates).
The Euler–Euler model is based on the volume average form

of the transport equation developed for multiphase systems [46]
and is coupled with the population balance equations for the
particle agglomeration [139]. The general model equations

consist of the conservation of volume, the continuity and the
Navier–Stokes equations for the gas and fluid phases, the con-
tinuity equation for the solid stationary phase and the species
balance equation for the bacterial cells and detached aggregates
undergoing migration from the fluid phase to the solid phase,
and filtration equations for the bacterial cells [137, 140]:
Conservation of volume:

εℓ + εg = ε 5 87

Continuity equations for the gas, the liquid, and the solid
phases:

∂

∂t
εgρg +

∂

∂z
εgρgug = 0 5 88

∂

∂t
εℓρℓ +

∂

∂z
εℓρℓuℓ = −rdep,c + r

c
rel,c +

max

k= 2

rcrel,a,k +
max

k= 2

rhrel,a,k 1−γa,k

5 89

∂

∂t
1−εo ρp + εo−ε ρb = ρc

dσc
dt

+
max

k= 2

dσa,k
dt

5 90

Momentum balance equations for the gas and liquid phases:

∂

∂t
ρgεgug + ug

∂

∂z
ρgεgug = εgμ

e
g

∂2ug
∂z2

−εg
∂P
∂z

+ εgρgg−Fgℓ−Fgs

5 91

∂

∂t
ρℓεℓuℓ + uℓ

∂

∂z
ρℓεℓuℓ

= εℓμ
e
ℓ

∂2uℓ
∂z2

−εℓ
∂P
∂z

+ εℓρℓg +
εηe−εℓ
εg

Fgℓ + Fgs −Fℓs

5 92

Unsteady-state mass balance equation for planktonic cells
(cells freely suspended in aqueous phase):

∂

∂t
εℓcc + uℓ

∂

∂z
εℓcc =Dℓ

∂2

∂z2
εℓcc + rgf −rdf + r

c
rel,c−rdep,c

5 93

Unsteady-statemass balance equation for κ-size aggregate in the
liquidphase (withoutgrowthanddeathofdetachedcellaggregates):

∂

∂t
εℓca,k + uℓ

∂

∂z
εℓca,k

=Dℓ

∂2

∂z2
εℓca,k + rcrel,a,k + r

h
rel,a,k 1−γa,k k= 2,…,max

5 94

Growth, attachment, and detachment equation for the bacte-
rial cells:

ρc
dσc
dt

= rgsηG−rds + rdep,c−
max

k= 2

dnk
dt

vckρc−r
c
det,c σc 5 95

Generation and detachment equation for the κ-size aggregate:

ρc
dσa,k
dt

=
dnk
dt

vckρc−r
c
rel,a,k σa,k −rhrel,a,k 1−γa,k k= 2,…,max 5 96
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Biomass dynamics equation:

dσ
dt

=
dσc
dt

+
max

k= 2

dσa,k
dt

5 97

Species balance in the liquid phase (axial dispersion in the
liquid phase):

∂

∂t
CS,ℓεℓ + uℓ

∂

∂z
CS,ℓεℓ =Dℓ

∂2

∂z2
CS,ℓεℓ −

rgf
YX S

−
rgsηG
YX S

5 98
∂

∂t
CO2,ℓεℓ + uℓ

∂

∂z
CO2,ℓεℓ

=Dℓ

∂2

∂z2
CO2,ℓεℓ + kℓagℓ O2

CO2,g

HeO2

−CO2,ℓ −
rgf

YX O2

−
rgsηG
YX O2

5 99

Species balance in the gas phase (no axial dispersion in the
gas phase):

∂

∂t
CO2,gεg + ug

∂

∂z
CO2,gεg

= − kℓagℓ O2

CO2,g

HeO2

−CO2,ℓ −Deff
O2,b

dCO2,b

dr r = rb

a 1−ε 1−ηe

5 100

Thevelocities at the inlet are specified inDirichlet-typebound-
ary conditions. At the outlet, an open boundary condition is used
[124], which implies, except for pressure, zero gradients for all
flowvariables normal to theoutflowboundary. The liquidholdup
at the reactor inlet is evaluated assuming∂ug ∂z = ∂uℓ ∂z = 0 and
fully wetted particles and combining the momentum balance
equations for the gas and liquid phases. Danckwerts boundary
conditions are used for unsteady-state mass balance equations
for planktonic cells and κ-size aggregates and species balance
equations in gas and liquid phases [137].

The assumption of bed partial wetting entrains that the gas-
phase drag has contributions due to effects located at the gas–
liquid (Fgℓ) and gas–solid (Fgs) interfaces. Similarly, the resultant
of the forces exerted on the liquid phase involves two compo-
nents: (i) the drag force, Fℓs, experienced by the liquid due to
the shear stress nearby the liquid–solid boundary and (ii) the
gas–liquid interfacial drag due to the slip between fluids, Fgℓ.
Under trickle flow regime, the double-slit model provides satis-
factory approximations for the liquid–solid, gas–solid, and gas–
liquid drag forces [41, 136]. For the adaptation to the biofilm
clogging context, these drag equations are recast as local func-
tions of the local instantaneous values of the porosity and of
the effective specific surface area of the bioparticle [136].

The overall effectiveness factor is defined as a weighted sum of
the effectiveness factors for completely dry particle (ηg) and fully
wetted particle (ηℓ)

ηG = 1−ηe ηg + ηeηℓ 5 101

and is obtained by solving the mass balance equations for the
biofilm and the simultaneous diffusion and adsorption of both
phenol and oxygen within the activated carbon particles (under
the assumptions given in Ref. [137]):

εb
∂Cj,b

∂t
=
1
r2

∂

∂r
r2Deff

j,b

∂Cj,b

∂r
−
μ ρb
YX j

j=O2,S 5 102

εp
∂CS,p

∂t
+ ρp

∂qS,p
∂t

=
1
r2

∂

∂r
r2Deff

S,p

∂CS,p

∂r
qs =

3825 3CS

1 + 25 329CS

5 103

εp
∂CO2,p

∂t
=
1
r2

∂

∂r
r2Deff

O2,p

∂CO2,p

∂r
5 104

The corresponding boundary and initial conditions for
Equations 5.102–5.104 are given as

r = 0
∂Cj,p

∂r
= 0 5 105

r = rp Deff
j,b

∂Cj,b

∂r r = rp

=Deff
j,p

∂Cj,p

∂r r = rp

Cj,b rp
=Cj,p rp

5 106

r = rb—external surface area of the bioparticle is completely wet-
ted (to calculate ηℓ)

Deff
j,b

∂Cj,w

∂r r = rb

= kℓs, j Cj,ℓ−C
∗
j,w 5 107

—external surface area of the bioparticle is completely dry
(to calculate ηg)

C∗
S,d =CS,ℓ Deff

O2,b

∂CO,d

∂r r = rb

= kgs,O2 CO2,g −C
∗
O2,dHeO2 5 108

t = 0 Cj,p b r,0 =Cin
j,ℓ 5 109

The biofilm thickness increases with the time during transient
state, and consequently Equation 5.102 is a moving boundary
problem. The average biofilm thickness was estimated at any
time by means of the following relationship:

δb =
εo−ε

a0
5 110

Because there is no physiological change of the microbes
when immobilized onto the activated carbon particles, the
kinetic expression of the cell growth obtained from a suspended
cell culture can be applied equally well to the immobilized
system. The bacterial growth kinetics for free and captured
cells is

rgf = μεℓcc 5 111

rgs = μρcσ 5 112

where μ is the specific growth rate given by the Haldane-type
equation developed by Tang et al. [141]:

μ=
μmaxCS

Ks +CS +C2
S Ki

CO2

Kox +CO2

5 113
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Also, the kinetic expression of cell death obtained from a sus-
pended cell culture is applied equally to the immobilized system.
Sen et al. [142] proposed an irreversible first-order reaction for
death of bacterial cells:

rdf = kdf εℓcc 5 114

rds = kdsρcσ 5 115

Cell attachment rate was evaluated by coupling
Equations 5.76 and 5.77. The transport of the bacterial cell to
the bioparticle surface quantified by the collection efficiency
was estimated with the expression developed by Rajagopalan
and Tien [128], obtained by the combination of the trajectory
analysis of a spherical particle in the vicinity of a spherical col-
lector with the contribution of the Brownian diffusion.
Over the range of trickle-bed conditions fluid shear stress had

no significant influence on the cell release or detachment rate.
However, during reversible attachment, cells still exhibit Brow-
nian motion and are easily removed by application of mild shear
force [143]. So reversibility implies the detachment of adhering
cells when conditions become unfavorable and the rate-limiting
step in cell detachment is the diffusion of detached cells across
the boundary layer between collector surfaces and the liquid
bulk. The rate of Brownian cells and aggregate detachment
was evaluated using the expression developed by Ryan and
Gschwend [122] in the case of colloid detachment:

rcrel, i = α
c
rel, ia 1−ε ηediσiρc 5 116

where αc
rel, i designates the bacterial cell detachment (i= c) or the

κ-size aggregate detachment (i= a,k).
For non-Brownian cell aggregates, the rate of hydrodynamic

detachment was considered to be proportional to the differ-
ence between the wall shear stress and the critical shear stress
[123]:

rhrel,a,k = α
h
rel,a,ka 1−ε ηe τw−τcr,a,k for τw > τcr,a,k 5 117

rhrel,a,k = 0 for τw < τcr,a,k 5 118

where critical shear stress was estimated for the condition of
equilibrium between the forces acting on an attached aggregate
along the tangential direction [131].
The generation of the cell aggregates is considered to take

place by collision and subsequent bonding of the cells trans-
ported from the bulk liquid to the surface of the bioparticle in
the liquid approaching bioparticle and by collision with the
associated growth cells. So the aggregation process includes
the bacterial cell autoaggregation (attachment of one species
to its clonal descendants). Cells within the biofilm are individua-
lized as in the case of IbM theory [138]. Bacterial cell aggregation
rate is described by the rate at which a certain size aggregate is
being formed by smaller aggregates minus the rate at which the
aggregate combines to form a larger aggregate (neglecting aggre-
gate breakup). This is given by the discrete population balance
equations of von Smoluchowski [139]:

dnk
dt

=
1
2
α
i+ j= k

βijninj−nkα
max

i= 1

βikni k= 2,3,…,max 5 119

where α is the fractional collision efficiency, βij is the rate at which
cells or aggregates of volume vi and vj collide, ni is the number
density of cells or aggregates with volume vi, i, j, k refer to cell
or aggregate size class indices, andmax refers to a maximum size
class. The first summation is over the sets of sizes that, when
added, produce a κ-size aggregate. The second summation reflects
the loss of κ-size aggregates as they combine with all other aggre-
gate sizes to form larger aggregates. The population balance equa-
tion for the microbial cells which collide to form aggregates is the
following:

dn1
dt

=
rdep,c
vcρc

+
rgsηG
vcρc

−
max

k= 2

k
dnk
dt

−
rds
vcρc

5 120

A collision between two cells, two cell aggregates, or a cell and
an aggregate results in a newly formed particle, depending on
the efficiency of the collision. Collision efficiency is a complex
function of the surface properties, the structure of the aggregates
or the diameter of the aggregates, hydrodynamic effects, and the
prevailing colloidal forces [144]. The collision frequency func-
tion, βij, reflects the physical environment, such as temperature,
viscosity, shear stress, and aggregation size. Brownian motion
and differential settling are considered to give particle collision
in the work of Iliuta and Larachi [137]. The collision frequency
function due to Brownian motion is [145]

βij,BR =
2κBT
3μℓ

1
ri
+
1
rj

ri + rj 5 121

Differential settling occurs when larger aggregates settle more
rapidly than smaller aggregates and particles. The terminal
velocity of settling particles and aggregates is assumed to follow
Stokes’ law. Considering differential settling rates and the recti-
linear collision model, the rate constant is described by [146]

βij,DS =
πg ρa−ρℓ

72μℓ
di + dj

3
di−dj 5 122

The aggregates comprised of bacterial cells can be treated
using a fractal dimension [144]. Thus, the radius ra,k of a size
class κ-aggregate can be expressed as [147]

ra,k = r1 k
1
Df 5 123

where Df is the fractal dimension, which defines the relationship
between particle size and density. Fractal dimension takes values
between 1 and 3. Coalescing sphere models, which include the
original von Smoluchowski equation, assume thatDf is equal to 3.
Extra information about two-bed membrane reactor model is
given in Iliuta and Larachi [137].

5.5.2.2 Salient conclusions
From Figures 5.10 and 5.11, it is clear that the biomass is not
uniformly distributed along the column and as consequence
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the extent of biological clogging depends upon axial distance
(kinetic parameters and operating conditions are listed in
Tables 5.2 and 5.3).

There is a noticeable increase in biofilm thickness in the
entrance section of the bed that is coherent and also mirrored
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Figure 5.10 Biofilm thickness versus time at different values of inlet cell
concentration (only cell detachment was considered): (a) cinc = 1 0g l;
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ρb = 75000mg l, α = 0.1, Df = 2.0).
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Figure 5.11 Number of aggregates versus axial distance
(Cin

S,ℓ = 30mg/l, Cin
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(Source: Iliuta and Larachi [137]. Reproduced with
permission of Elsevier.)

Table 5.2 Values of kinetic parameters.

Kinetic parameter Value

μmax 0.365 h−1

Ks 10.948mg/l
Ki 113.004mg/l
Kox 0.1 mg/l
YX O2

0.354mg oxygen/mg phenol

YX/S 0.496mg cell/mg phenol
Specific decay rate for free and captured cells 7 × 10−7 s−1

Table 5.3 Parameters used in simulations.

Temperature 25 C

Pressure 0.1 MPa
Reactor diameter 51 mm
Bed height 1.0 m
Diameter of support particle 3 mm
Density of support particle 1400 kg/m3

Internal porosity 0.575
External porosity 0.37
Superficial liquid velocity 0.0015m/s
Superficial gas velocity 0.0283m/s
Dry cell mass/cell volume 1100 g/L
Cell diameter 1.6 × 10−6 m
Total dry biomass in the biofilm/wet biofilm volume 30–75 g/l
Henry’s law constant 30
Hamaker constant 1.0 × 10−20 J
Hydrodynamic detachment rate coefficient 1.0 × 10−8 kg/Ns
Coefficient of sliding friction 3.79 × 10−6 m2
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by the decrease in local porosity. As time advances, the biolog-
ical clogging front progressively fills up the column. However,
biomass accumulation is more confined in the entrance region,
even if the overall effectiveness factor is lower, because the cell
growth rate is higher in this region. Toward the outside of the
bioreactor, the cell growth rate decreases due to the decrease
in substrate concentration, and, as a result, the biomass accumu-
lation is much lower than in the entrance section. As a conse-
quence, the increase of the biofilm thickness is much lower.

The biofilm profiles suggest that progression of biofilm accumu-
lation exhibits sigmoid behavior. Such progression can practi-
cally be divided into three zones: (i) induction with biofilm
thickness neighboring ca. 1 μm, (ii) exponential or log accumu-
lation, and (iii) a plateau or steady-state zone.
Pressure drop across bed is probably the most straightforward

criterion to sense biological clogging. Figure 5.12a shows the
history of ΔP/ΔPo ratio (where ΔPo is the pressure drop for
the biofilm-free bed under otherwise identical conditions)
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Figure 5.12 Two-phase pressure drop ratio. (a) Cell +
aggregate volume average specific deposit and biofilm
thickness at z/H = 0.11 (b) versus time in the presence or
absence of biomass detachment (Cin
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Cin
O2,ℓ = 6mg l, Cin
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successively with cell and aggregate detachment neglected and
accounted for in the model. The cell and aggregate volume aver-
age specific deposit increases in the time yielding thicker biofilm
(Figure 5.12b). As a result, the bed porosity decreases and two-
phase pressure drop increases. So the major change resulting
from biomass accumulation in the bed involves the reduction
of bed porosity, and therefore the increase of two-phase pressure
drop is the result of the decrease in the available free space.
Pressure drop first increases slowly, while later on, due to
increasingly severe biomass clogging, the increase becomes
quasiexponential. Inclusion of the biomass detachment term
reduces biomass accumulation, resulting in delayed pressure
drop breakthroughs (Figure 5.12a). However, in the first period
of biofilm growth, only a small number of cells and aggregates
detach from the surface, indicating that the process is dominated
by growth, attachment, and aggregation (Figure 5.12b).

5.5.3 Integrated aqueous-phase glycerol
reforming and dimethyl ether synthesis
into an allothermal dual-bed reactor

Despite the fact that aqueous-phase glycerol reforming process
is more environmentally friendly than gas-phase (steam)
reforming and needs less energy, there is still room for improve-
ment. Operation at moderate temperatures of the aqueous-
phase glycerol reforming process provides the opportunity to
be coupled with DME synthesis process with the aim of devel-
oping a DME production integrated process where the exother-
mic reactions in DME synthesis unit provide the energy for
the endothermic aqueous-phase glycerol reforming process
and the aqueous-phase glycerol reforming produces the synthe-
sis gas suitable for DME synthesis. This should enhance unit
heat integration and thermal efficiency and also improve the
economic viability of DME synthesis process by reducing costs
associated with syngas production. Also, the integrated process
is intended to minimize abundant glycerol by-product streams
via an energy-efficient alternative for producing DME. Iliuta
et al. [148] proposed a dual-bed membrane reactor for this inte-
grated process and analyzed through simulations the new con-
cept by means of a two-scale, nonisothermal, unsteady-state
model which accounts for a detailed gas/gas–liquid dynamics
whereupon DME synthesis/aqueous-phase glycerol reforming
kinetics, thermodynamics, thermal effects, and variable gas flow
rate due to chemical/physical contraction were accounted for.

5.5.3.1 Modeling framework
Two-bed membrane reactor for integrated process involving
aqueous-phase glycerol reforming to synthesis gas coupled with
DME synthesis process combines two physically separated
enclosures (Figure 5.13). The first unit is a tube-in-tube fixed-
bed water perm-selective membrane reactor for DME synthesis
process. The reaction-side compartment (outer tube) is packed
with bifunctional catalytic particles for DME synthesis, whereas
the permeate-side compartment (inner tube) is an empty

membrane tube swept by an inert gas which carries the permeat-
ing water. The wall of the inner tube is coated by a water perm-
selective membrane layer; thus water permeates through the
membrane layer due to a partial pressure gradient. The second
unit is a gas–liquid–solid fixed-bed reactor for aqueous-phase
glycerol reforming process which surrounds the fixed-bedmem-
brane reactor for DME synthesis. The producing synthesis gas
leaving the glycerol reforming reactor is directed into the
fixed-bed reaction side of the DME synthesis reactor, and the
heat produced by the exothermic reactions in the DME synthesis
compartment is transferred to the endothermic aqueous-phase
glycerol reforming process.

Membrane Fixed-Bed Reactor Model–DME Synthesis Unit.
A two-scale, nonisothermal, unsteady-state model for DME
synthesis membrane fixed-bed reactor takes into account the
process of H2O removal during DME synthesis [148]. The
motivation for in situ H2O removal during DME synthesis by
means of hydrophilic membranes is to accelerate methanol pro-
duction by increasing reactants’ partial pressures and/or by
reducing kinetic inhibition by H2O while shifting water–gas
shift reaction so as to favor CO formation. The model assumes
that gas-phase backmixing in the reaction-side compartment is
represented by the axial dispersion model with Danckwerts
boundary conditions. The local j-species molar fluxes in the
streamwise direction are determined by the rates of transmem-
brane transport and reaction in the retentate catalytic bed.
Transmembrane molar flux of any j-species is proportional to
j-species partial pressure difference across membrane and per-
meance and to membrane area [149]. Only water and hydrogen
were assumed to get involved in transmembrane transits.
A zeolite membrane was used assuming H2O permeance

Synthesis gas
Gas inert

Glycerol/H2O

Glycerol reforming

DME synthesis

DME+ byproducts

Synthesis gas

Membrane tube

Heat

Heat

H2O

Figure 5.13 Schematic diagram of two-bed reactor system for DME
production from glycerol via an integrated process involving aqueous-phase
glycerol reforming coupled with DME synthesis process.
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ranging from 10−10 to 5 × 10−10 kmol/(sm2Pa) and H2O/H2

permselectivity >10 at 250 C [149].
Unsteady-state mass, momentum, and enthalpy balance

equations in the bulk gas phase of the reaction side are written
as follows:
Species mass balance equations:
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r
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where j =H2O and H2:
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where j =CO, CO2, CH3OH, CH3OCH3.
Overall mass balance equation:
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Momentum balance equation:
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Heat balance equation:
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Initial and boundary conditions for mass, momentum, and
heat balance equations are as follows:

t = 0, z > 0 urg = u
r, in
g , Pr = Pr, in, Pr

j,g = P
r, in
j,g , Tr

g =T
r, in
g

5 129
j=H2, H2O, CO, CO2, CH3OH, CH3OCH3
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t > 0, z =H
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Unsteady-state mass, momentum, and enthalpy balance
equations for permeate side are as follows:
Species mass balance equations (H2, H2O, inert gas):
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Overall mass balance equation:
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Momentum balance equation:
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Heat balance equation:
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Initial and boundary conditions for mass, momentum, and
heat balance equations are the following:

t = 0, z > 0 upg = u
p, in
g , Pp = Pp, in, Pp

j,g = P
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g =T
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5 138
j=H2, H2O, inert gas
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The gradients of the concentration and temperature inside
the catalyst particles are given by the equations describing the
simultaneous mass and heat transport and reaction within the
catalyst particles:
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∂Pr

j,p

∂t
=Deff

j,p
1
r2

∂

∂r
r2
∂Pr

j,p

∂r
−ρrp

i

υijriRT
r
p 5 140

j=H2, H2O, CO, CO2, CH3OH, CH3OCH3
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The corresponding boundary and initial conditions are as
follows:
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j,g Tr
p r, 0 =Tr, in

g 5 144

Direct synthesis of DME from synthesis gas involves two
steps, methanol synthesis, followed by in situ methanol
dehydration (Eqs. 5.145–5.147), which in turn requires two
functionally independent catalysis, that is, a methanol-forming
component and a dehydration component [150]. Reactions
(5.145) and (5.146) are catalyzed by a methanol synthesis cata-
lyst and reaction (5.147) by an acidic catalyst. All these reactions
are reversible and exothermic:

Methanol synthesis reaction (reaction 1):

CO2 + 3H2⇄
r1
CH3OH+H2O 5 145

Water–gas shift reaction (reaction 2):

CO+H2O⇄
r2
H2 +CO2 5 146

Methanol dehydration reaction (reaction 3):

2CH3OH⇄
r3
CH3OCH3 +H2O 5 147

The kinetics of DME synthesis reactions in a fixed-bed reactor
with Cu–ZnO–Al2O3/HZSM-5 catalyst for methanol synthesis
(Cu–ZnO–Al2O3) and for methanol dehydration (HZSM-5) is
used [150]:
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CH3OH
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PCH3OCH3

Kp,3
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Trickle-Bed Reactor Model–Aqueous-Phase Glycerol
Reforming Unit. A two-scale, nonisothermal, unsteady-state
model describes the behavior of the gas–liquid–solid fixed-
bed reactor unit for the aqueous-phase glycerol reforming
[148]. A cocurrent two-phase trickle flow through a porous
medium of uniform porosity and single-sized catalytic particles
is considered. Two-phase flow is assumed unidirectional, and
both the flowing phases are assumed as viscous Newtonian.
Each flowing phase is viewed as a continuum, and the catalyst
particle surface is completely covered by a liquid film and the
gas flows in the remaining interstitial void. In formulating the
mass and enthalpy conservation equations, the following addi-
tional assumption are made: the heat consumed by vaporization
is neglected, the catalyst activity is not declining with time,
and mass transfer is described by linear mathematical interrela-
tionships. Two-phase flowmodel is based on the volume average
form of the transport equations for multiphase systems
[46]. The model equations consist of the conservation of vol-
ume, conservation of mass and momentum for the gas and liq-
uid phases, species balance in the gas and liquid phases, and heat
balance:

Conservation of volume:
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Continuity equations for the gas and liquid phases:
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Momentum balance equations for the gas and liquid phases:
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Species balance in the liquid phase (axial dispersion in the
liquid phase):
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j=C3H8O3, H2O

Species balance in the gas phase (no axial dispersion in the
gas phase):
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Pseudohomogeneous heat balance equation [151, 152]:
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The liquid–solid and gas–liquid drag forces are estimated
using the slit analogy [132]:
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where the gas interfacial velocity in the bed is
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The velocities at the inlet are specified in Dirichlet-type
boundary conditions. At the outlet, an open boundary condition
is used [124], which implies, except for pressure, zero gradients

for all flow variables normal to the outflow boundary. The
liquid holdup at the reactor inlet is evaluated assuming
∂ug ∂z = ∂uℓ ∂z = 0 and combining the momentum balance
equations for the gas and liquid phases. Initial and boundary
conditions for Equations 5.156–5.158 are as follows:
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The concentration and temperature gradients in porous cat-
alyst particles are given by the equations describing the simul-
taneous mass, heat transport, and reaction within the catalyst
particles considering that the reactants’ diffusion occurs in the
liquid phase by virtue of completely internally wetted catalysts:

1.0E-04

(a)

8.0E-05

6.0E-05

4.0E-05

2.0E-05
0 0.2 0.4 0.6

z/H

G
as

 v
ol

um
et

ric
 fl

ow
 r

at
e,

 m
3 /s

0.8 1

DME synthesis
Glycerol reforming

DME synthesis
Glycerol reforming

540

(b)

530

520

500

510

490
0 0.2 0.4 0.6

z/H

Te
m
pe

ra
tu

re
, K

0.8 1

Figure 5.14 Steady-state axial profiles of the volumetric gas flow rate (a) and
temperature (b) for aqueous-phase glycerol reforming and DME synthesis
without in situ H2O removal.
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Figure 5.15 Steady-state axial profiles of the volumetric gas flow rate for
aqueous-phase glycerol reforming and DME synthesis with in situ H2O
removal. (a) H2Opermeance = 2 5 × 10−10 kmol m2sPa.
(b) H2Opermeance = 5 0 × 10−10 kmol m2sPa.
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The corresponding boundary and initial conditions are
given as
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A first-order kinetics with respect to glycerol was adopted to
describe the catalytic conversion of glycerol to hydrogen by
aqueous-phase reforming on Pt/γ-alumina catalyst [148]. Extra
information about two-bed membrane reactor model is given in
Iliuta et al. [148].

5.5.3.2 Salient conclusions
The coupling between the aqueous-phase glycerol reforming and
DME synthesis without in situH2O removal leads to synergies in
the operation of these processes by avoiding the highly endother-
mic and exothermic steps that would result from the separate
operation and eliminating the need to receive the synthesis gas
necessarily in the DME synthesis process from an external
source (Figure 5.14a). However, the overall energy balance is
not favorable, and extra energy is required to heat the synthesis
gas at the inlet in the DME synthesis process (Figure 5.14b).
Moreover, the performance ofDME synthesis process is not con-
siderable because a relatively large quantity of water is produced,
and the reverse water–gas shift reaction is favored.

With in situ H2O removal, the exothermic reactions in DME
synthesis unit make possible the endothermic aqueous-phase
glycerol reforming process, and the aqueous-phase glycerol
reforming process produces the synthesis gas appropriate for
DME synthesis process (Figure 5.15). Simulations suggest that
allothermal operation could be achieved: the overall energy
balance is favorable, and the synthesis gas produced in
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Figure 5.16 Steady-state axial profiles of the temperature for aqueous-phase
glycerol reforming and DME synthesis with/without in situ H2O removal.
(a) H2Opermeance = 2 5 × 10−10 kmol m2sPa.
(b) H2Opermeance = 5 0 × 10−10 kmol m2sPa.

Table 5.4 Two-bed reactor operating conditions.

Operating conditions Data

DME synthesis unit–fixed-bed reactor
External reactor diameter 0.0381 m
External membrane tube diameter 0.0254 m
Fixed bed height 5.0 m
Catalyst particle density 1982 kg/m3

Catalyst particle porosity 0.45
Porosity of fixed bed 0.39
Catalyst particle diameter 0.002 m
Inlet fixed-bed temperature 523 K
Reactor pressure 3.2 MPa
Inlet membrane inert gas temperature 298 K
Inlet fixed-bed superficial gas velocity 0.2 m/s
Permeate superficial gas velocity 0.3 m/s
Feed conditions H2 = 50%, CO2 = 21.5%,

CO = 0.5%
Aqueous-phase glycerol reforming unit–trickle-bed reactor
External reactor diameter 0.060325m
Bed height 5.0 m
Catalyst particle density 1200 kg/m3

Catalyst particle porosity 0.45
Porosity of fixed bed 0.37
Catalyst particle diameter 0.003 m
Inlet reactor temperature 523 K
Reactor pressure 3.2 MPa
Inlet superficial gas velocity 0.032 m/s
Inlet superficial liquid velocity 0.0028 m/s
Inlet liquid glycerol concentration 1.1 mol/l
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aqueous-phase glycerol reforming unit can beheated to attain the
inlet DME synthesis temperature by recovering the heat trans-
ferred to the inert gas in the membrane tube (Figure 5.16). The
performance of DME synthesis process is improved: CO2 con-
version, the methanol yield, and DME selectivity are favored
and the fraction of unconverted methanol is reduced.
Glycerol conversion and DME synthesis can be carried out

successfully at comparable conditions (Table 5.4) in a two-
bed reactor system, allowing the integrated process to be used
for the production of biofuel from aqueous glycerol solutions.
The integrated process minimizes the amount of waste by-
products and represents an energy-efficient alternative for pro-
ducing DME. Furthermore, it presents an opportunity to
improve the economic viability of a green DME synthesis by
reducing the costs associated with the synthesis gas production
and improving the thermal efficiency of DME synthesis process.

Nomenclature

A Helmholtz free energy function, m2/s2

ā effective specific surface area, m2/m3
(bio)p

aαβ area of the αβ-interface per unit volume of porous
medium, m2/m3

AΔ collector area loss,

AΔ = 1
2

dp t
2

2
2 3 df

dp t −sin 2 3 df
dp t , m2

aℓs effective liquid–solid interfacial area, m2/m3
r,

aℓs = a 1−ε
Am membrane tube area, m2

Aref cross-sectional area of trickle-bed reactor for glycerol
reforming, m2

ca,k concentration of κ-size aggregate, kg/m3
ℓ

cc concentration of cells in liquid phase, kg/m3
ℓ

cf fine particle concentration, kg/m3
ℓ

cp,α specific heat capacity of α-phase, J/kgK
csat concentration of saturation, kmol/m3

Cg total concentration of the gas phase, kmol/m3

Cj,α concentration of species j in α-phase, kmol/m3

Cj,d concentration of component j in the biofilm when the
external surface area of the biocatalyst particle is com-
pletely dry, kg/m3

Cj,w concentration of component j in the biofilm when the
external surface area of the biocatalyst particle is com-
pletely wetted, kg/m3

Cp,j heat capacity of species j, J/mol K
db bioparticle diameter, m
dc bacterial cell diameter, m
de outer diameter of membrane tube—DME synthesis, m
df fine particle diameter, m
di inner diameter of membrane tube—DME synthesis, m
dp particle diameter, m
dp(t) effective particle diameter at time t,

dp t = dop 1 + σ
1−εd 1−εo

3 , m

Dα axial dispersion coefficient in the α-phase, m2/s
DBM Brownian diffusion coefficient, DBM = 2kBT

6πμℓdf

Di inner diameter of the DME synthesis reactor, m

Deff
j

effective diffusivity of component j, m2/s

eααβ rate of mass transfer from αβ-interface to the α-phase,
kg/m3s

E1, E2 Ergun constants
Fgℓ gas–liquid drag force, N/m3 Fgℓ = τ

g
gℓ

Fgs gas–solid drag force, N/m3

Fℓs liquid–solid drag force, N/m3, Fℓs = τℓℓs
fs, fv shear and velocity slip factors
G gas flow rate, kg/m2s
g gravity acceleration, m/s2

hℓs solid-to-liquid heat transfer coefficient, W/m2K
hw heat transfer coefficient at the wall, W/m2K
hws wall-to-solid heat transfer coefficient, W/m2K
H bed height, m
Ha Hamaker’s constant, J
He Henry constant
k particle size class index, −
kB Boltzmann’s constant, J/K
kdf specific decay rates for free cells, s−1

kds specific decay rates for captured cells, s−1

kF coefficient of sliding friction, m
kg gas–liquid mass transfer coefficient, m/s
kgagℓ volumetric gas-side mass transfer coefficient, s−1

kgs gas–solid mass transfer coefficient, m/s
khnKH2

rate constant for hydrogenation times equilibrium con-
stant for hydrogen adsorption, s−1

khs hydrogenolysis rate constant, kmol/kgcats
kℓagℓ volumetric liquid-side mass transfer coefficient, s−1

kℓs liquid–solid mass transfer coefficient, m/s
KDBT adsorption constant of DBT for hydrogenolysis,

m3/kmol
KDBT adsorption constant of DBT for hydrogenation,

m3/kmol
KH2 adsorption constant of H2 for hydrogenolysis, m

3/kmol
KH2S adsorption constant of H2S for hydrogenolysis,

m3/kmol
Ki inhibition constant, kg/m3

Kℓs overall mass transfer coefficient in liquid phase, m/s
KT overall heat transfer coefficient between DME synthesis

and glycerol reforming reactors, J/m2sK
KT overall heat transfer coefficient between reaction side

and permeate side in DME synthesis reactor, J/m2sK
Kox saturation constant of oxygen, kg/m3

Ks saturation constant of phenol, kg/m3

L liquid flow rate, kg/m2s
Mg molecular mass of the gas mixture, kg/kmol
n1 number density of primary bacterial cells
Nc number of collectors in grid cell volume v,

Nc = 6v

π dop
3 1−εo
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Nf number of trapped fines in grid cell volume
v, Nf = 6v

πd3f
εo−ε 1−εd

nk number density of κ-size aggregate
∂Nf number of peripheral fines per collector,

∂Nf = 4β 1−εd
dp t
df

2

P pressure, Pa
Pα pressure of α-fluid, Pa
Pc capillary pressure, Pa
Qj membrane permeance, kmol/m2s Pa
qr radial heat flux density, W/m2

R ideal gas constant
r radial position within solid particle, m
rdep fine (cell) attachment rate, m3

p/m
3s (kg/m3s)

rdf decay rate for free cells, kgcells/m
3s

rds decay rate for captured cells, kgcells/m
3s

rgf growth rate for free cells, kgcells/m
3s

rgs growth rate for captured cells, kgcells/m
3s

rhn reaction rate of DBT hydrogenation, kmol/kgcats
rhs reaction rate of DBT hydrogenolysis, kmol/kgcats
ri reaction rate, kmol/kgcats
rp radius of catalyst particle, m
rreact reaction rate, kmol/m3s
rrel fine (cell) release rate, m3

p/m
3s (kg/m3s)

rref glycerol reforming reaction rate, kmol/kgcats
s space velocity
T temperature, K
t time, s

T
α

αβ
body supply of momentum to the α-phase from
αβ-interface, kg/m2s2

uα average interstitial velocity of α-phase, m/s
uα velocity vector for bulk α-phase, m/s
ug,i gas interfacial velocity in the bed, m/s
vc volume of a cell, m3

vsα superficial velocity of α-phase, m/s
Vp volume of permeate side—DME synthesis, m3

Vr volume of fixed bed side—DME synthesis, m3

wαβ velocity vector of the αβ-interface, m/s

X conversion
yj mole fraction of species j in gas phase, −
YX O2

yield coefficient, kg biomass/kg oxygen
YX/S yield coefficient, kg biomass/kg phenol
z axial coordinate, m
Z compressibility factor

Greek letters

α fractional collision efficiency
αgs gas-catalyst particle heat transfer coefficient, J/m2sK
αℓs liquid-catalyst particle heat transfer coefficient,

J/kgcatsK
αc
rel colloidal first-order release or detachment rate coefficient,

αc
rel =DBM δ2bl, s

−1

αh
rel

hydrodynamic release or detachment rate coefficient, kg/N s

β scale factor
βij collision frequency function
γa,k fraction of the collector surface area not available for

detachment of κ-size aggregate, γa,k = sinθa = τcr,a,k τw
γa,
k−1

fraction of the collector surface area not available
for detachment of the (κ − 1)-size aggregate,
γa,k−1 = sinθa = τcr,a,k−1 τw

γf fraction of the collector surface area available/
not available for the fine particle adhesion/detach-
ment, γf = τcr τw

γgℓ macroscopic interfacial tension of the gas–liquid interface,
N/m

Γαβ mass of αβ-interface per unit area of αβ-interface, kg/m2

δ separation distance between the fine particle (bacterial
cell) and the collector plane, δ = 4 × 10−10

δb biofilm thickness, m
δbl thickness of the boundary layer around a single spherical

(bio)particle, δbl = 0 5dp 2DBM uℓdp
1 3

ΔHr reaction enthalpy, J/mol
ε bed porosity
εd porosity of solid deposit
εp catalyst particle porosity
εα α-phase holdup
ηo single-collector efficiency
ηe external wetting efficiency
ηg effectiveness factor for a completely dry particle
ηi effectiveness factor of reaction i
ηℓ effectiveness factor for a fully wetted particle
ηG overall effectiveness factor
λf filter coefficient, m−1

λ flow parameter, λ=
ρg
ρair

ρℓ
ρwater

0 5

λeffα,z α-phase effective axial thermal conductivity, of α-phase,
W/m K

λeffgℓ,z
gas–liquid effective axial thermal conductivity, W/m K

λeffp effective thermal conductivity of catalyst particles, W/m K

λeffα,r α-phase effective radial conductivity, W/m K

λeffgℓ,r
gas–liquid effective radial conductivity, W/m K

λs0 bed conductivity without liquid flow, W/m K
Λr bed radial effective thermal conductivity, W/m K
μα α-phase dynamic viscosity, kg/ms
μeα α-phase effective viscosity (combination of bulk and shear

terms), kg/m s
ξ surface area parameter
ρα density of α-phase, kg/m3

ρb total dry biomass in the biofilm, kg/m3

ρc dry cell mass/cell volume, kg/m3

ρp catalyst particle density, kg/m3

σ volume of captured cells and aggregates in unit volume of

reactor, σ =
max

k−2

σa,k + σc
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σa,k volume of κ-size aggregate in unit volume of bioreactor,
m3

cells/m
3
r

σc volume of captured cells in unit volume of bioreactor,
m3

cells/m
3
r

σf volume of captured fines in unit volume of reactor,
σ = εo−ε 1−εd , m3

f/m
3
r

σℓ surface tension, N/m
τ shear stress, N/m2

τααβ nonequilibrium part of the body supply of momentum to
the α-phase from αβ-interface, kg/m2s2

ψ flow parameter, ψ = σwater
σℓ

μℓ
μwater

ρwater
ρℓ

2 0 33

ψgℓ gas–liquid interaction factor

Subscripts

a,k κ-size aggregate
b biofilm
c bacterial cell
d solid deposit
f fine particle
g gas phase
hs hydrogenolysis
hn hydrogenation
i inert gas
in reactor inlet
ℓ liquid phase
p catalyst particle
ref reforming
s solid phase
w reactor wall

Superscripts

g glycerol reforming
in reactor inlet
o clean bed state
p DME synthesis— permeate side
r DME synthesis—reaction side
∗ on solid deposit or (bio)particle surface

Abbreviations

BiPh biphenyl
CHB cyclohexylbenzene
DBT dibenzothiophene
S Phenol
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Abstract

Many of the chemical reactors employed in various sectors of the
process andchemical industries, suchaspetroleumrefining,down-
stream processing and petrochemicals, bulk and specialty chemi-
cals, and pharmaceuticals, involve reactants and products in
three phases. The ubiquitous presence of three-phase reactors
comes from the fact that many of the reactants are liquids under
reaction conditions, to be treated with a gas like hydrogen, and
in the presence of a heterogeneous catalyst that is usually a solid.
This requirement leads to two broad modes of contacting one in
which the catalyst is held stationary in a “fixed” or a “packed
bed” and one in which the catalyst is set free to move, along with
the flowing fluid phases, during their sojourn through the reactor
vessel. The choiceofwhether the catalyst shouldbe fixedormoving
is usually dictated by the relative dominance of transport rates and
intrinsic kinetics. If the reaction chemistry is intrinsically slow
(when external and internalmass transfer of chemical species from
the fluid phases to the porous catalyst is not rate limiting), packed
bed reactor that allows very high catalyst loading is usually pre-
ferred. Packed beds, however, do not constitute the main topic
of discussion in this monograph. Still, three-phase packed beds
and slurry reactors are really parts of the same continuum of
three-phase catalytic reactors andhavebeendiscussedcomprehen-
sively about three decades back in the classic book by P.A.
Ramachandran and R.V. Chaudhari (Three Phase Catalytic Reac-
tors. NewYork:Gordon andBreachSciencePublishers; 1983). The
same authors published earlier a review of three-phase slurry reac-
tors (Chaudhari RV, Ramachandran PA. Three phase slurry reac-
tors. AIChE J. 1980;26(2):177–199). This chapter builds on these
authors’works and attempts toupdate the reader ondevelopments
in the field over the past few decades while retaining the essential
reactionandreactorengineeringaspects.The focus isonthedesign,
scale-up, and operation of three-phase slurry reactor systems.

6.1 Introduction

If the reaction chemistry is intrinsically fast, external or internal
mass transfer, and on occasion the heat transfer, becomes the

slowest and hence the rate-controlling step. Thus, making these
rates faster necessitates the choice of fine particles, which would
offer a smaller characteristic length inside theparticle forheat and
mass to diffuse, as well as higher specific surface area for over-
coming external transport limitations. Fine particles, on the other
hand, also cause higher pressure drop to the flowing fluids owing
to the higher external surface area per unit volume and hence
higher overall skin friction. In such cases, instead of holding par-
ticles stationary as is done inpackedbed reactors, it is beneficial to
have freely moving catalyst particles. This will allow better heat
and mass transfer characteristics without excessive pressure
drop, which may occur in packed beds with fine particles. Note
that since reactions are intrinsically fast, the catalyst loading in
such cases is not high, which further facilitates maintenance of
catalyst particles in freely moving conditions. Such reactors, in
which catalyst particles are in “fluidized” state, arebroadlyknown
as three-phase slurry reactors.
A partial list of different practical three-phase reactor config-

urations is presented in Table 6.1. The reactors listed in the first
column, involving systems in which the solid catalyst particles
are held in position and the gas and liquid phases flow around
them, are easier to operate. Those in which the catalyst particles
move around (are “fluidized” or “slurry systems”), typically con-
veyed by flowing gas and liquid phases, exhibit several curious
mechanical features like different flow regimes and stability
issues, which make their operation challenging and design more
involved. While “hydrodynamics” is important in both kinds of
reactors, it is arguably more challenging in those systems that
appear in the second column, that is, fluidized or slurry reactors.
In terms of industrial use, each of the aforementioned reactors

and their contacting modes offer different advantages and disad-
vantages. Therefore, the “reactor selection” for a particular chem-
istry or process needs to be done after careful consideration of the
operating factors and contacting options that the different reactor
configurations provide. Table 6.2 provides some qualitative rat-
ings to these factors for some of the important and industrially
common reactors from the list presented in Table 6.1. Clearly,
the three-phase slurry reactor types classified within the box,
which are the scope of this chapter, represent a class of reactors
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that are ratherwell performingondifferentmetrics andhence rep-
resent a large class of industrially applicable systems. Broad con-
siderations leading to their choice are already discussed earlier.

As listed in Tables 6.1 and 6.2, reactors classified as “three-
phase slurry reactors” broadly fall under the following categories:
1 Three-phase slurry bubble columns, inwhich the fine catalyst

particles are suspended in the liquid and a gas is sparged into the
vessel. The gas rises due to the buoyancy difference between the
gas and the liquid–solid slurry, driving a circulation.These reac-
tors usually exhibit vigorous mixing pattern driven by cross-
sectional variation in the gas volume fraction.Typical schematic
of a three-phase slurry bubble column is shown in Figure 6.1a.
Particle sizes are typically less than 500 μm.

2 Three-phase fluidizedbedsusually operatewithhigher catalyst
loads and somewhat larger catalyst particle sizes. A comparable
flux of gas (and sometimes liquid, in case liquid is also in con-
tinuous throughflow) togetherdrives fluidizationof the catalytic
solids. Figure 6.1b shows a schematic configuration of a three-
phase fluidized bed. In general, the solid particles processed in a
three-phase fluidizedbedare large in size, generally belonging to
the Geldart B or D category (typically, larger than 500 μm).

3 Three-phase agitated tanks, in which external mechanical
agitation with a stirrer causes the liquid–solid suspension
along with sparged gas to be vigorously mixed within the

reactor vessel. Various general configurations are possible,
and Figure 6.1c shows the schematic of one such layout. Par-
ticle sizes used with these reactors are typically below 500 μm.
The suspension of particles and the gas distribution are main-
tained by the mechanical stirring and the obstructive action of
the baffles positioned along the wall of the vessel.
These “three-phase slurry reactors” are employed in a wide

spectrum of chemical and process engineering operations. For
instance, slurry bubble columns are employed extensively in a
variety of processes for hydrogenation, oxidation, chlorina-
tion, hydroformylation, and bioremediation. Slurry bubble
columns are also reactors of choice for some designs of natural
and syngas conversion processes to liquid fuels, such as
Fischer–Tropsch (FT) reaction and liquid-phase methanol
synthesis. In some of the latter applications, use is made of
the fact that as a whole, bubble columns have excellent heat
transfer characteristics owing to the vigorous mixing that
occurs in the liquid phase. Depending on the kind (and size)
of catalyst, these processes may also be conducted in three-
phase fluidized beds. Other applications involving the use of
three-phase fluidized beds are hydrotreating of viscous and
heavy residues in petroleum refining. There are also reports
on three-phase fluidized beds being used for cell cultures
and biochemical processes [1].

Table 6.1 Three-phase catalytic reactors.

Stationary solid catalyst particles
(Three-phase “fixed” bed reactors)

Freely moving solid catalyst particles
(Three-phase “slurry” reactors)

Trickle bed reactors Slurry micro-reactor
Packed bubble column reactor Jet loop reactor
Simulated moving bed reactor Stirred slurry reactor
Monolith reactor Slurry bubble column reactor
Micro-trickle bed reactor Fluidized bed reactor
Three-phase rotating packed bed (HIGEE) reactor Three-phase circulating fluidized bed reactor

Table 6.2 Comparison of multiphase reactors (qualitative rating: more stars mean superior performance on the pertinent metric).

Aspect Micro slurry
reactor

Jet loop
reactor

Stirred slurry
reactor

Slurry bubble
column reactor

Three-phase
fluidized reactor

Packed bubble
column reactor

Trickle bed
reactor

Ease of operation ∗ ∗∗ ∗∗∗ ∗∗∗∗ ∗∗∗∗ ∗∗∗∗∗ ∗∗∗∗∗
Solid loading ∗ ∗ ∗∗ ∗∗∗∗ ∗∗∗∗ ∗∗∗∗∗ ∗∗∗∗∗
Particle size ∗ ∗∗ ∗∗ ∗∗∗ ∗∗∗∗ ∗∗∗∗∗ ∗∗∗∗∗
Catalyst

separation
∗ ∗ ∗ ∗∗∗ ∗∗∗ ∗∗∗∗∗ ∗∗∗∗∗

Lower catalyst
attrition

∗∗ ∗∗ ∗∗ ∗∗∗ ∗∗∗ ∗∗∗∗ ∗∗∗∗∗

Heat transfer ∗∗∗∗∗ ∗∗∗∗∗ ∗∗∗∗ ∗∗∗∗ ∗∗∗∗ ∗∗ ∗
Mass transfer ∗∗∗∗∗ ∗∗∗∗∗ ∗∗∗∗∗ ∗∗∗∗ ∗∗∗∗ ∗∗∗ ∗∗∗
Plug flow/lower

backmixing
∗∗∗∗∗ ∗∗ ∗ ∗∗∗ ∗∗∗ ∗∗∗ ∗∗∗∗

Viscous/foaming
liquid

∗∗∗ ∗∗∗∗ ∗∗∗∗ ∗∗∗∗ ∗∗∗∗ ∗∗∗∗ ∗∗

Reactor volume ∗ ∗∗∗ ∗∗∗ ∗∗∗ ∗∗∗ ∗∗∗∗ ∗∗∗∗∗
Power per unit

volume
∗∗∗∗∗ ∗∗∗∗ ∗∗∗∗ ∗∗∗ ∗∗∗ ∗∗ ∗∗

Pressure ∗∗∗∗∗ ∗∗∗ ∗∗ ∗∗∗ ∗∗∗ ∗∗∗∗∗ ∗∗∗∗∗

Scope of this chapter
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Three-phase stirred tanks with mechanical agitation ensure, as
pointedout earlier, that all of the surfaceareaon the catalyst particle
is available formass transport.These reactors findwideapplications
in catalytic hydrogenation, oxidation, ammonolysis, fermentation,
and wastewater treatment. Sometimes, though not often, applica-
tions involving reacting solid particles are encountered, such as
in wet metallurgy or in hydrometallurgical processes.
Table 6.3 is an illustrative list of various applications in which

three-phase slurry reactors are used today and could potentially
be used, detailing the system chemistry and process, catalyst
types, and application sector of the economy. While this is
not an exhaustive list, it is instructive to see the variety of exist-
ing and potential application areas of three-phase slurry reac-
tors. Details about these processes may be found from the
references cited in Table 6.3.
In terms of industrial use, the aforementioned three-phase

slurry reactors are in themselves amenable for qualitative com-
parison in terms of their physical attributes and the various oper-
ating parameters. While the specifics of these attributes are
determined by the process chemistry and detailed design (guide-
lines to which is discussed later in this chapter), Table 6.4 provides
“at a glance” qualitative comparison of these attributes.
Table 6.4 shows the macroscopic attributes that may be

achieved in these three-phase slurry reactors from a mechanical
and configurational standpoint. For instance, in stirred slurry
reactors, the action of the stirrer causes “chopping” of the bub-
bles emanating from the distributor, and hence the steady-state
bubble size achieved in the reactor is largely determined by the
breakage caused by the stirrer action. In slurry bubble columns
and three-phase fluidized beds, however, fine bubbles emanate
from the distributor, and as they rise, coalescence dominates and
the bubbles increase in size (causing reduction in interfacial area

per unit volume). In effect, the mechanics of these phenomena
in the different reactor types determine the various transport
parameters (such as interfacial area between gas and liquid,
interfacial area between liquid and solid, effective diffusion
length within the solid particle, etc.).
As discussed earlier, from profitability and volumetric pro-

ductivity standpoint, we would like to minimize the transport
resistances in all possible ways so that the complete activity of
the catalyst for certain feed conditions and operating tempera-
ture would be realized. Prudent design of three-phase slurry
reactor lies in effectively “matching” what is on offer from the
mechanics of flow and the macroscopic design configuration,
with the demands of the chemistry and the particle-/bubble-
scale transport phenomena. In fact, the numerous applications
listed in Table 6.3 are viable commercial processes for that rea-
son. In what follows, either of these two viewpoints (i.e., the
macroscopic viewpoint to generate a certain kind of phase dis-
tribution and mixing pattern, and the particle-/bubble-scale
viewpoint to generate a certain concentration and temperature
field that is optimal for the chemistry), are addressed to a limited
degree. Our attempt has been to highlight the basic principles
that are universally applicable to three-phase slurry reactor
design, so that the reader may be guided to employ the ideas
for developing designs specific to chosen applications.

6.2 Reactor design, scale-up methodology,
and reactor selection

6.2.1 Practical aspects of reactor design
and scale-up

By “reactor design,” one typically envisions the evolution of
reactor hardware and operating protocols which satisfy various

(a) (b) (c)
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phase

Gas bubble

Gas

Slurry
particles

Gas 
bubble

Gas
sparger

Liquid
phase

Gas

Slurry
particles

Stirrer

Baffle

Figure 6.1 Schematic diagrams of industrial three-phase slurry reactors. (a) Slurry bubble column. (b) Three-phase fluidized bed. (c) Three-phase agitated vessel.
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Table 6.3 Some illustrative applications of three-phase slurry reactors.

(A) Three-phase slurry bubble columns

S. no. Reaction/process Product Catalyst Application area Reference

A1 Hydrogenation of o-nitroanisole o-Anisidine Pd/C Dyes, fine chemicals [2]
A2 Immobilized cell technology in

synthetic and complex media
Thienamycin (β-lactam

antibiotic)
Streptomyces cattleya enzyme Pharmaceuticals [3]

A3 Fischer–Tropsch synthesis for
conversion of syngas (CO + H2)

Liquid hydrocarbons Fe or Co, with or without
promoters (Cu, Mn, Zr, K, Na,
Sc, Mo, W, Ru, Ti)

Energy and synthetic
fuels

[4]

A4 Methanol synthesis for conversion
of syngas (CO + H2)

Methanol — Energy and synthetic
fuels

[5]

A5 Immobilized cell action on MPI,
MPII, and MPIII culture media
(immobilized on Ca alginate,
polyurethane sponge, active
carbon, and pearlite)

Pigments (food colorants) Monascus purpureus Food industries [6]

A6 Cell suspension cultures Taxol (cancer treatment) Taxus cuspidata Pharmaceuticals [7]
A7 Conversion of CO to organic acids

via fermentation
Organic acids (acetic acid,

butyric acid)
Eubacterium limosum Energy [8]

A8 Cell immobilization on loofa sponge
for fermentation of sugar beet
juice

Ethanol Saccharomyces cerevisiae Ethanol/energy [9]

A9 Hydrodesulfurization of petroleum
fractions

Sulfur-free petroleum fractions Co-Mo/Al2O3 and Ni-Mo/Al2O3 Petroleum refining and
upgradation

[10]

A10 Fischer–Tropsch (FT) process Synthetic liquid fuel Cobalt catalyst Synthetic liquid fuels [11]
A11 Aerobic biodegradation Removal of p-nitrophenol (PNP) Activated sludge Wastewater treatment [12]
A12 Fischer–Tropsch synthesis Gasoline Fe-HZSM5 Synthetic liquid fuels [13]
A13 Absorption process Carbon dioxide removal from

flue gases
Magnesium hydroxide absorbent

slurry
Greenhouse gas

pollution control
[14]

A14 Adsorption of zinc from acid rock
drainage

Treated surface water Clinoptilolite adsorbent Water pollution control [15]

(B) Three-phase fluidized beds

S. no. Reaction/process Product/process Catalyst/enzyme/
biological species

Application area Reference

B1 Hydrocracking of unstable
feedstock (shale oil)

Ni-Mo/Al2O3 Energy and synthetic
fuels

[16]

B2 Photocatalytic oxidation of methyl
orange

Removal of methyl orange TiO2 powder Pollution prevention [17]

B3 Catalytic wet oxidation of alkaline
lignin extracted from sugarcane
bagasse

Aromatic aldehydes Pd/alumina Fine chemicals [18]

B4 Hydrogen production in a three-
phase fluidized bed bioreactor

Hydrogen H2-producing sewage sludge
immobilized on ethylene vinyl
acetate copolymer

Fuels from waste [19]

B5 Photooxidation of sodium lauryl
sulfate

Removal of sodium lauryl
sulfate (surfactant)

TiO2/SiO2 photocatalyst Pollution prevention—
degradation of
surfactants

[20]

B6 Simultaneous adsorption and
ozone decomposition of phenol

Removal of phenol from
wastewater

Activated carbon granules
(adsorbent) and O3 produced
in situ (for oxidation)

Environmental [21]

B7 Production of enzymes Coenzyme Q10 Gel-entrapped Sphingomonas
sp. ZUTE03

Pharmaceuticals [22]

B8 Extractive fermentation of L-lactic
acid

Lactic acid Immobilized Rhizopus oryzae Food, pharmaceutical,
leather, textile
industry stock

[23]

B9 Biodegradation of diesel fuel-
contaminated wastewater

Removal of diesel fuel Biomass supported on lava rock
particles

Wastewater treatment [24]

B10 Mechanical disruption of cells Intracellular substances such as
proteins, fats, and enzymes

Baker’s yeast cells
(Saccharomyces cerevisiae)

Bioprocessing [25]

B11 Synergetic removal of aqueous
phenol

Phenol removal from
wastewater by simultaneous
action of ozone and activated
carbon

Activated carbon adsorbent and
ozone in gas phase

Wastewater treatment [21]

(Continued )

Three-phase slurry reactors 135



process demands and economic interests, within the constraints
set by the reaction kinetics and the multiscale transport resis-
tances, without compromising safety, and with minimal envi-
ronmental footprint. By “scale-up,” we refer to the act of
transforming the information from one scale of reactor to
another scale (either from a laboratory-scale to pilot- and com-
mercial-scale reactor or from commercial-scale reactor to pilot-
and laboratory-scale reactor). Scale-up is needed for transform-
ing the newly developed technology at the laboratory-scale

reactor to the commercial-scale reactor or simply to interpret
and extrapolate laboratory results to the commercial-scale
reactor. Reverse case, known as “scale-down,” is also equally
important that mimics the large-scale operating process at a
much smaller scale. This is used for the diagnosis of existing
operating reactor using appropriate experiments on the labora-
tory scale.
Scale-up and scale-down may be needed for various reasons.

Some of the important reasons can be:

Table 6.3 (Continued )

B12 CO2 capture from combustion flue
gas in a three-phase fluidized bed
carbonator

Carbon dioxide removal from
flue gas

CaO/CaCO3 carbonator/calciner Powder plants, cement
plants, steel mills,
refineries

[26]

B13 Aqueous phenol decomposition Phenol removal from industrial
wastewater

TiO2 on silica beads, Ni or Co on
carbon beads

Wastewater treatment [27]

B14 Ethanol production in a three-phase
fluidized bed bioreactor

Ethanol Yeast Energy, commodity
chemicals

[28]

B15 Adsorption of arsenic from
wastewater

Removal of arsenic Cashew nut shale waste Wastewater treatment [29]

(C) Three-phase agitated vessels

S. no. Reaction/process Product Catalyst Application area Reference

C1 Hydrogenation of glucose Sorbitol Raney—Ni Pharmaceuticals [30]
C2 Hydrogenation of m

nitrochlorobenzenes
Chloranilines Pt/C—sulfided Pharmaceuticals and

dyes
[31]

C3 Ethynylation of formaldehyde
(Reppe process)

Butynediol Copper acetylide Fine chemicals [32]

C4 Hydrogenation of 2,4-
dinitrotoluene

2,4-Diaminotoluene,
4-hydroxylamino-2-
nitrotoluene, 2-amine-4-
nitrotoluene, 4-amino-2-
nitrotoluene

Pd/alumina Fine chemicals [33]

C5 Hydrogenation of o-cresol 2-Methylcyclohexanol Ni/SiO2 Fine chemicals and
intermediates

[34]

C6 Fischer–Tropsch synthesis Methane to dodecane range of
hydrocarbons

Iron Synthetic fuels [35]

C7 Hydrogenation of
m-nitrochlorobenzene

rn-Chloroaniline Sulfided Pt/C Intermediates for dyes,
drugs. pesticides,
pharmaceuticals

[36]

C8 Partial hydrogenation of
1,5,9-cyclododecatriene

Cyclododecene Pd/γ-alumina Industrial intermediates [37]

C9 Selective catalytic oxidation
of glucose

Gluconic acid Pd/Al2O3 catalyst Food and
pharmaceuticals

[38]

C10 Selective hydrogenation of
1,5,9-cyclododecatriene (CDT)

Cyclododecene (CDE) Pd/Al2O3 Fine chemicals and
intermediates

[39]

C11 Hydrogenation of o-aminophenol o-Aminophenol (intermediate
for dyes, drugs, and
pesticides)

Pd/carbon Fine chemicals [40]

C12 Immobilized cell culture of
Streptomyces

Kasugamycin (antibiotic) Continuous culture of
Streptomyces kasugaensis one
Celite beads

Pharmaceuticals [41]

C13 Hydrogenation of dinitriles Diamines (Raney) nickel Fine chemicals and
industrial
intermediates

[42]

Hydroxylation of iso-octenes (2,4,4-
trimethyl-1-pentene (1-TMP) and
2,4,4-trimethyl-2-pentene
(2-TMP))

Iso-octane (2,2,4-
trimethylpentane (TMPA))

Pd/γ-alumina Fuel additives [43]

C14 Hydroxylation of benzene Phenol MFI structure titanium silica-
based catalyst (TS-PQTM)

Industrial intermediates [44]

C15 Bacterial cellulose production in an
agitated culture

Bacterial cellulose Gluconacetobacter hansenii,
isolated from rotten apples

Clothing, pulp, and
paper industry

[45]
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• Setting up of a new unit based on new or existing technology
• Modification in the existing plant or operational reactor
• Increasing the capacity of the existing reactor
• Modification in the feed or catalyst owing to various reasons
• Improvement in the product quality

Both design and scale-up exercises necessarily involve expertise
from various fields ranging from thermodynamics, chemistry, and
catalysis to reaction engineering, fluid dynamics, fluidmixing, and
heat and mass transfer. A reactor engineer needs to combine the
basic understanding of the chemistry and catalysis of interest, with
the methods discussed in this book to evolve a suitable design for
any reactor, and indeed the three-phase slurry system. More often
than not, specific scale-up/scale-down methodologies need to be
used to establish confidence in the developed design approach.
Sometimes, itmay be necessary to use intermediate scales between
laboratory and commercial scales, especially when transformation
of the information from one scale to the other is not straightfor-
ward. Appropriate scaling methodology is required depending on
the specific objectives of the scaling exercise. Since three-phase
slurry reactors are characterized by a rather complex hydrody-
namics and multiscale transport processes, the scale-up of these
systems is particularly challenging sometimes without clear-cut
and fool-proof procedures.

The overall reactor design and scale-up exercise at the very
basic level requires the decision with respect to the kind of reac-
tor (reactor selection), the choice of internals and physical hard-
ware that go into the reactor unit, and finally the decision and
“recipe” of proper operating protocols. Often, these are practical
decisions, which must in turn be based on established theories,
firm heuristics, and operating experience. The practicing reactor
engineer has to interact with chemists to understand the basic
chemistry and peculiarities of the catalyst. Based on such under-
standing and proposed performance targets, the reactor engi-
neer has to conceive these aforesaid suitable reactor hardware
and operating protocols. A typical “wish list” of a reactor engi-
neer for the new process can be:
• Operability within technologically feasible region
• Intrinsically safe operations
• Environmentally acceptable

• Maximum possible conversion of the feedstocks
• Maximum selectivity of reaction to the desired products
• Lowest capital and operating costs

Typical “wish list” for enhancing the performance of the exist-
ing reactor technology can be:
• More throughput per unit volume
• Improved selectivity and better quality product
• Safer operation
• Reduced energy consumption
• More environment-friendly operation

It may often turn out that some of the items in the wish list
require contradictory options of hardware and operation. In
such a case, a careful analysis of different items in wish list must
be made to assign priorities. Operability, stability, and environ-
mental constraints often get precedence over conversion and
selectivity when such conflicting requirements arise.

Reactor design is an iterative procedure in which a prelimi-
nary design is developed based on inputs from a limited number
of laboratory experiments. However, consideration of the differ-
ent transport parameters and detailed exploration of kinetics
aspects (such as catalyst life and deactivation) and hydrody-
namic aspects (such as local volume fraction of phases, interfa-
cial area available for mass transfer, etc.) may often lead to
revision of the preliminary design either in a sequential or par-
allel logic. Figure 6.2 provides an overview of the procedures,
though it must be said that the sequencing of these steps may
depend largely on the specific application being considered.
Experiments in test equipment at multiple scales, such as pilot
plants, and appropriate models addressing the phenomena at
various scales (such as phenomenological one-dimensional
reactor models, multizone models, CFD models, etc.) are essen-
tial to develop a comprehensive reactor design toolkit.

Reactor design starts with quantification of influence of the
reactant flow rate and operating temperature on the perfor-
mance of the reactor (which has a direct impact on conversion
of reactants and selectivity of desired products and has a second-
ary influence on stability). The first step in such analysis is for-
mulating a mathematical framework to describe the rate (and
mechanism) by which one chemical species is converted into

Table 6.4 Overview of vessel designs and performance attributes of three-phase slurry reactors.

Stirred slurry reactor Slurry bubble column reactor Three-phase fluidized bed
reactor

Height-to-diameter ratio 1–3 1–20 1–10
Prime driver for mixing Impeller rotation Sparged gas Sparged gas
Gas distributor Ring sparger/gas inducing impeller Bubble caps/sieve plate/branched sparger Bubble caps/sieve plate/branched

sparger
Catalyst suspension/

utilization
Critical impeller speed/nearly

uniform suspension
Critical gas velocity/nearly uniform suspension

but inferior than STR
Critical gas velocity/nonuniform

solid suspension
Bubble size Breakage dominated Coalescence dominated Coalescence dominated
Gas-phase conversion High Medium Low
Liquid-phase conversion Medium High High
Liquid-phase residence time

distribution
Back mixed Partially back mixed Partially back mixed

Temperature uniformity Excellent Very good Good
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another in the absence of any transport limitations (chemical
kinetics). Kinetics of reactions needs to be determined from
experimental measurements. Measuring the rates of chemical
reactions in the laboratory is itself a specialized subject of chem-
ical engineering. More information about laboratory reactors
that are used for obtaining intrinsic kinetics can be found in text-
books like Ramachandran and Chaudhari [46], Smith [47],
Levenspiel [48], and Doraiswamy and Sharma [49].
Once the intrinsic kinetics is available, the effective rate

analysis can be carried out using the models discussed in the
following sections. Typically, this may involve various scales.
For instance, in the specific context of three-phase slurry sys-
tems, one has to develop mathematical description of transport
effects at the scale of a particle in slurry and the gas–liquid bub-
ble interface scale and possibly in clusters of particles (if rele-
vant). At another level, one needs to be concerned about the
macro-mixing of phases and conventional reaction engineering
flow models involving ideal reactors and combinations thereof
or more advanced phenomenological models or, more recently,
CFD-based models. Clearly, these suites of models need to be all
integrated, so that the impact of events at the particle or bubble
scale can be adequately captured at the macroscale model. This
exercise results in establishing relationships among operating
conditions (flow rate, mode of operation, pressure, composi-
tion) and reactor hardware (reactor volume and reactor config-
uration) with reactor performance. This kind of information
directly contributes to physical dimensioning and engineering
of the reactor or its subparts and can hence be designated as
“design” models. Subsequently, however, several “learning”
models have to be developed to understand various reactor engi-
neering issues like start-up and shut-down dynamics, multiplic-
ity and stability of thermochemical processes occurring in the
reactor, sensitivity of reactor performance with respect to

mixing and residence time distributions (RTDs), and selectivity
and by-product formations. This chapter concerns itself mainly
with the design models; however the issue of learning models
has been flagged here because of their prime importance in
effective functioning of three-phase slurry reactor systems.
After establishing such a model and heuristics-based under-

standing and analysis of the reactor system, the next most
important question facing the reactor engineer is to evaluate
the consequences of the assumptions involved in such models
for estimating the behavior of actual reactor. Questions like
operability and stability of the flow regime need to be answered.
Mixing, particle suspension and mixing, and heat and mass
transfer are intimately related to flow regimes and distributors
of gas and liquid. The mixing in actual reactor may significantly
deviate from that assumed for the reaction engineering models.
This deviation can be caused by, say, inappropriate particle sus-
pension and mixing or by the formation of stagnant regions
within the reactor. Residence Time Distribution (RTD) data
and analysis are useful to determine the bounds and limiting
solutions of reactor performance. It must be remembered that
more than one model may fit the observed RTD data.
A general philosophy is to select the simplest possible model,
which adequately represents the physical phenomena occurring
in the actual reactor. In recent years, the availability of CFD
modeling tools has significantly enhanced the ability to predict
pathological flow patterns that may exist in multiphase flow ves-
sels and indeed in three-phase slurry systems.
It may be noted that even the small-scale hardware details like

design of feed nozzles or weirs and reactor internals (cooling
coils, baffles, etc.) may have dramatic influence on reactor per-
formance. The issues of scale-up and scale-down may have to be
resolved by following an iterative methodology. Knowledge of
requirements of process chemistry, engineering creativity,

Analysis of effective reaction rate

Reaction scheme, catalysis and kinetics,
intraparticle diffusion, external heat and

mass transfer rates
Data for developing kinetic models,
optimization of process parameters CFD models, liquid and gas distribution

and distributor design, influence of particle
characteristics, nonisothermal effects,

scaling effects, better understanding and
insights into flow patterns

Flow regimes, pressure drop, phase holdup,
liquid distribution, mixing, residence time

distribution, heat and mass transfer,
interfacial areas

Reaction experiments at laboratory

Resolve process complexities

Hydrodynamics and mixing

Reactor scale models, sensitivity with
respect to key parameters, selection of

operating conditions and mode of operation,
reactor sizing (diameter, aspect ratio,
intermediate cooling, other details) 

Preliminary reactor design

Flow regimes, pressure drop, liquid holdup,
liquid distribution, mixing, residence

time distridution, heat and mass transfer,
axial and radial segregation of solids

Pilot and cold flow experiments

Synthesis of results from experiments and
mathematical modeling, evolution of final
reactor configuration, validartion of key

issues, refinements in design

Performance enhancement,
scaleup and final design

Figure 6.2 Schematic of the overall methodology for relating performance of the reactor with the hardware and the operating protocol.
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experience, and accumulated empirical information are gener-
ally used to evolve reactor configuration and designs.

The understanding gained by development and implementa-
tion of these steps will be helpful to identify the needs for
developing more sophisticated simulation models/data for
establishing the desired slurry reactor design. At this stage, it
is important to identify gaps between available knowledge and
that required for fulfilling the “wish list.” The identified gaps
can then be bridged by carrying out experiments in the labora-
tory and/or pilot plant(s) and by developing more comprehen-
sive fluid dynamic models. Despite the advantages, conventional
chemical reaction engineering models are not directly useful for
understanding the influence of reactor hardware on reactor per-
formance. For example, the effect of distributor design on the
distribution of gas and solid particles in a slurry bubble column
and thereby the reactor performance will be difficult to predict
without developing a detailed fluid dynamic model of the reac-
tor or without carrying out experiments on a scale model. At this
stage, Computational Fluid Dynamics (CFD)-based approach
will make valuable contributions by providing the required
insight, by helping to devise right kind of experiments, and by
allowing screening of alternative configurations and tools for
extrapolation and scale-up.

In the following sections, the reactor design for three-phase
slurry reactors is addressed in the following manner. First,
generic models at the particle (catalyst) scale, for gas–liquid
reactions in general, are presented (Section 6.2.2). In general,
these models are similar for the three kinds of three-phase slurry
systems discussed in Section 6.1, the specific differences stem-
ming from the relative sizes of solid particles and bubbles in
the sparged gas. Section 6.3 will relate to further refinements
of the global mixing models. These will be specific to the con-
tactor of choice, that is, slurry bubble columns, three-phase flui-
dized beds, and three-phase stirred tanks. Section 6.4 relates to
the estimation of transport parameters that are required for the
particle scale and the mixing models. A final refinement of the
reactor modeling exercise, very useful for process diagnostics
and for projecting the flow patterns in new designs, is to develop
detailed CFD models. This is presented in Section 6.5. Together,
Sections 6.2, 6.3, 6.4, and 6.5 provide an arguably complete
toolkit for the design and scale-up.

6.2.2 Transport effects at particle level
The chemical reactor is an expensive real estate, a specially
designed volume or space in which various phases and streams
are brought together for bringing chemical species contained
therein into intimate contact so that they can react and produce
a value-added product. For doing so, optimal conditions (such as
temperature and pressure) are provided by this specially
designed reactor volume. In continuous mode of operation,
some mechanical means (such as pumping or stirring or
gravity-driven flow) are used tomake these streams come in con-
tact, and this causes a spatial variation of distribution in the spe-
cies concentrations. In transient systems or under dynamic
operation, there are temporal variations as well. These spatial

and temporal variations in concentrations of chemical species
lead to sub-optimal utilization of the reactants or their conver-
sion to the desired product. Also, the finite capacities of the reac-
tor volume and the mechanical devices or processes that cause
the phase contact and the requirements of achieving a certain
processing rate often limit both the residence time of phases
in the reactor vessel and the time of contact between the phases.
As awhole, this act of bringing together phases within the reactor
volume leads to sub-optimal utilization of incoming process
streams. Thus, the capability of a reactor design in effecting a
certain process depends largely on its ability to realize the “best
possible” contacting pattern, provide adequate residence and
contact time, and hence realize the maximum potential of the
activity that is “locked in” in the catalyst. This idea has been
lucidly quantified in the concept of “reactor efficiency” by Rama-
chandran and Chaudhari [46], which is defined as the ratio of
total amount of desired product produced to the amount of
desired product produced if all the catalysts were exposed to
the reactant concentrations at the reactor inlet. Reactor effi-
ciency is one of themeasures that reflect the effect of flow pattern
of the phases involved and also adequately respects the multistep
kinetics, the multitude of timescales involved particle-scale
transport, and reactor- or vessel-scale flow patterns.

The global objective of any reactor design exercise, and indeed
design of three-phase slurry reactors, should be to maintain the
optimal species concentrations and optimal contacting patterns
between phases at all locations (or maximal region) inside the
reactor. Clearly, that will lead to optimal utilization of the reac-
tor space and the running costs, such as energy inputs, cooling
requirements, etc., that are necessary for the process. Based on
these facts, there must be at least two levels of design:
(I) At the level of catalyst and its contact with the gas bubbles

and with continuous liquid or with liquid droplets and
continuous gas

(II) At the level of reactor, including (but not limited to) the
introduction of reactants streams and phases, their flow in
the vessel, and their exit, aswell as the energy input strategies

In addition to the aforementioned levels of design, one also has
to consider the hydrodynamicpeculiarities of the system, the exist-
ence of so-called flow regimes, which are of mechanical origin
(fluid and particle mechanics of phases) but have an impact both
at the catalyst- and reactor-level distribution of chemical species
and on the operability and stability of the reactor. As briefed in
Section 6.2.1, the latter consideration may outstrip the considera-
tions of optimal reactor volume calculations in some cases.

What is proposed earlier is also in line with the three levels of
reactor engineering discussed by Krishna and Sie [50] and indeed
is eminently applicable in the context of three-phase slurry reac-
tors. Naturally, the goal here is to decide on a flow pattern that
optimally utilizes the catalyst. In other words, the catalyst has a
certain intrinsic activity, and the contacting pattern should try
and realize that activity in all parts of the reactor. Thus, level
[I] design explained earlier must establish the effective perfor-
mance metric at the catalyst level, which will be the major topic
of discussion in this section.
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Reactions that are performed in three-phase slurry systems can
be generically described by a gas-phase reactant (designated asA),
which dissolves in liquid and then reacts on the solid catalyst sur-
face with a reactant B, which is in the liquid phase (for simplicity,
we assume that it is practically nonvolatile and hence does not
enter the gas phase). The product formed is typically in the liquid
phase (which, in slurry systems, completely wets the catalyst).
A typical example of such a reaction system can be the hydrogen-
ation of unsaturated hydrocarbons, with hydrogen being in the
gas phase. The catalyst, which may be native metal or metal
impregnated on a porous support like alumina, is suspended in
the slurry so that, after dissolving in the liquid film, the gas meets
the unsaturated hydrocarbon molecules from the liquid phase on
the catalyst surface (outer surface in the case of native metal cat-
alyst, and by diffusing inside the pores of the catalyst in case the
catalysts is metal impregnated on porous support). Subsequent to
the reaction, the saturated hydrocarbons are released into the liq-
uid phase. The reaction can be schematically depicted as:

βA g + γB l
solid catalyst

products 6 1

It is possible that the actual chemistry of the reaction may be
significantly more complex than what is shown in Equation 6.1,
involving many species and steps. However, through appropri-
ate lumping schemes, the kinetics may be simplified to individ-
ual gas- and liquid-phase reactants and products, with all steps
eventually describable in a form presented in Equation 6.1.
Thus, without any loss of generality, Equation 6.1 is completely
descriptive of any general gas–liquid reaction scheme in a three-
phase slurry reactor.
Naturally, for the aforementioned reaction scheme to be rea-

lized, one needs to have the presence of all the three phases
(gas, liquid, and solid) in the reactor. When the stoichiometric

requirement of the reaction demands a lot of liquid and less gas,
the reactor of choice is the slurry bubble column (Figure 6.1a)
or the three-phase stirred tank (Figure6.1c). Sometimes, the exter-
nal mass transfer limitations around catalyst particles is limiting
(discussed ingreater detail later), inwhich case the choice is clearly
the stirred tank wherein mechanical stirring action is practically
independent of the bubble motion-induced agitation (which is
arguably limited in a typically slurry bubble column) and can be
independently set by using an appropriate impeller/motor. In case
the stoichiometric requirement is forhigher fractionofgas and less
liquid, the reactor system is the three-phase fluidized bed. The lat-
ter supports large gas-to-liquid ratios and also larger particle sizes
(500 μm to a few millimeters), while the former reactors usually
employ finer particles (1–200 μm range).
Ideally, purely from a reactor efficiency point of view, the

ideal three-phase reactor would be a countercurrent one (shown
schematically in Figure 6.3a), in which gas and liquid (with spe-
cies A and B, respectively) enter from opposite directions, and
where there is higher concentration of A (near gas inlet), one
would have a depleted liquid stream (lower concentration of B)
and vice versa at the other end. The catalyst particles would
be suspended in slurry phase, and with this countercurrent trick,
one would ensure relatively uniform rate on the catalyst particles
no matter what their locations in the vessel. The ideal contacting
flow pattern involves the countercurrent movement of gas and
liquid (slurry) phases in a plug flow manner.
However, from a hydrodynamics point of view, this is very

difficult to run. Primary reasons for this difficulty comes from
the fact that countercurrent systems always have flooding lim-
itations, and the window of flow rates for stable operation is rel-
atively small. Thus, the typical choice for stable operation of
slurry reactors is co-current systems (Figure 6.3b), in which
the gas and liquid is arranged to flow concurrently and the

Liquid Gas

Liquid Gas
(b) (c)(a)

Liquid Gas

Liquid Gas

Liquid

Liquid

Gas

Gas Figure 6.3 Possible ideal contacting patterns in three-phase slurry
reactors. (a) Countercurrent (gas and liquid in plug flow).
(b) Co-current (gas and liquid in plug flow). (c) Mixed (gas and
liquid in mixed flow).
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catalyst particles are suspended in slurry. The target is to have
both gas and liquid in plug flow. Countercurrent flow mode
leads to a somewhat less favored concentration distribution of
reactants in the vessel: at the inlet plane, both gas and liquid spe-
cies are at their respective highest concentrations, which pro-
gressively deplete as one moves toward the exit. At a result,
the outlet zone of the reactor cannot be utilized effectively. How-
ever, in the interest of feasible and stable operation from a
hydrodynamic standpoint, the co-current contacting pattern
is usually the pattern of choice. Both the three-phase fluidized
bed and the slurry bubble column reactor adhere to this contact-
ing philosophy (compare Figure 6.3b with corresponding depic-
tions in Figure 6.1a and b). However, there may be situations
when either the stoichiometric requirement of relative species
concentrations or the requirement of maintaining a certain
gas-to-liquid flow ratio or certain transport limitations or
requirements of heat addition or removal may supersede the
requirements of plug flow patterns. Hence, the only feasible
way (as well as ensuring stable operation) is to contact the
phases to have mixed flow of gas and liquid, which is achieved
in a three-phase stirred tank. Figure 6.3c shows such a contact-
ing pattern (compare with Figure 6.1c).

No matter what the contacting pattern is, the relative config-
uration of a gas bubble and a catalyst particle in its immediate
neighborhood is practically the same in any of the configura-
tions shown in Figures 6.1, 6.2, and 6.3. Thus, if any of the slurry
reactor systems are viewed as an assemblage of small control
volumes, then each control volume will be composed of an
ensemble of gas bubbles and catalyst particles separated by a
small amount of liquid. For the reaction to occur, the gas-phase
reactant (A) has to dissolve in the liquid (after overcoming a
possible transport resistance on the gas side of the bubble), over-
come a transport resistance in the liquid side of the bubble,
diffuse through the bulk liquid, overcome a mass transfer resist-
ance around the catalyst particle, and diffuse inside the particle
and react at the active sites with the liquid-phase reactant (B).

The reactant B would have arrived at the active sites with a sim-
ilar history, except that it has to only overcome the film resist-
ance around the particle and the internal diffusional resistance
inside the catalyst particle before reaching the active site. This
picture of gas–liquid–solid reaction in a slurry reactor is shown
in Figure 6.4 and is extensively discussed with in standard texts
on reactor engineering, such as those by Ramachandran and
Chaudhari [46] and Levenspiel [48].

If reaction (6.1) is elementary, then the intrinsic kinetic rate is
given by

−rA,cat =
β

γ
−rB,cat = kcAcB 6 2

where k is the reaction rate constant (units: m6
liq/((mol)(m3

cat)
(s))) expressed in terms of unit volume of catalyst. However,
when the transport picture described earlier and schematically
depicted in Figure 6.4 is described mathematically using a set
of algebraic equations and assuming steady state within a small
control volume within the reactor, the following expression for
effective volumetric rate of depletion of reactant A from the
liquid phase in the reactor results [46, 48]:

−rA,rxtr =
β

γ
−rB,rxtr =

pAg
1

kAgag− l
+

HA

kAlag− l
+

HA

kAsal− s
+

HA

kcBηAαs

6 3

Equivalently, the effective volumetric rare of depletion of
reactant B from the liquid phase in the reactor would be [46, 48]

−rB,rxtr =
γ

β
−rA,rxtr =

cBl

1
kBsal− s

+
HA

β
αk cAηBαs

6 4

Equations 6.3 and 6.4 have embedded in them several para-
meters that are design parameters in the three-phase slurry

pAg

cAi

cAc

cBc

cBI

Gas
(reactant A)

A

Liquid

(reactant B)

Porous
catalyst
particle

A

pAi
cAi

Figure 6.4 Reactant profiles in neighborhood of gas (bubble)
and catalyst particle.
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systems. All the independent variables inEquations 6.3 and 6.4 are
measurable, such as partial pressure of gas-phase reactant A, pAg,
and liquid-phase reactantB, cBl. ηA and ηB are the catalyst effective-
ness factors [48] for reactantsA and B, respectively, and represent
the effect of mass transfer resistance inside the catalyst pellets
owing to the finite porosity and tortuosity. In general, ηA and ηB
would depend on the reaction orders governed by the intrinsic
chemistry (for instance, for the rate form in Equation 6.2, they
would be for first-order reaction for the corresponding compo-
nents), but by using the generalized form reported by Hong
et al. [51], it is possible to calculate these effectiveness factors
for generalized n-order and Langmuir–Hinshelwood-type rate
kinetics.
In Equation 6.3, the various terms in the denominator term

on the right-hand side represent various controlling resistances
shown in Equation 6.3. The first term in the denominator
represents the mass transfer resistance to the transport of A
on the gas side, the second term represents the mass transfer
resistance to the transport of A on the liquid side (which has
embedded the effect of finite solubility of A through Henry’s
law constant), the third term represents the resistance at the liq-
uid film around the catalyst particle, and finally the fourth term
represents the diffusional resistance inside the particle. For the
liquid-phase reactant B (Eq. 6.4), only the last two resistances
are relevant.
Even at this early stage, it is clear that since the target of any

design exercise should be to maximize kAg, kAl, and kBl and also
ag−l and al−s, the first three terms in Equation 6.3 (and first term
in Equation 6.4) vanish in relation to the last term. The objective
should also be to maximize ηA and ηB (and bring them as close to
unity as possible), so that the entire effort toward maximization
of effective reaction rate is reduced to choosing an optimal com-
bination of as, al, and ag. Getting an optimal combination of
phase fractions depends on the mechanics of the flow and the
relative flow properties like density and viscosity (in case of
the fluid phases), and granular properties (in case of the solids).
Maximizing mass transfer coefficients is possible by enhancing
the phase slip velocities so that the film thickness (boundary
layers) is reduced and the mass transfer resistances diminish.
Moreover, the specific interfacial gas–liquid interfacial area
may be enhanced by having fine bubbles. High catalyst effective-
ness and high liquid–solid interfacial area are achieved with
finer particles. Often, these methods of rate maximization put
up contrary requirements and the attempt to enhance one such
quantity enforces limits on the other, since the hydrodynamics
effectively connects all these design variables.
In Equations 6.3 and 6.4, cB and cA represent the average

concentrations of the reactants inside the catalyst pellets.
In general, this is not known a priori; thus while these equations
are complete in principle, they cannot be directly used for design
purposes. However, several limiting forms of Equations 6.3 and
6.4 may be deduced in cases when certain of these limiting con-
ditions hold. For example, in case the catalyst substrate is highly
porous and hence internal mass transfer resistance can be

ignored, then the average inside concentration of the reactants
is equal to the surface concentration or cB cBs and cA cAs.
Then Equations 6.3 and 6.4 reduce to, respectively:

−rA,rxtr =
β

γ
−rB,rxtr =

pAg −HAcAs
1

kAgag− l
+

HA

kAlag− l
+

HA

kAsal− s

6 5

−rB,rxtr =
γ

β
−rA,rxtr = kBsal− s cBl−cBs 6 6

Pore resistance may be negligible for one or both reactant
species. In any case, the surface concentration will be unknown
(which is really the same level of unknown as not knowing cB or
cA). However, since the intraparticle diffusion problem is elimi-
nated, one solves simultaneously Equations 6.3 and 6.6, or
Equations 6.4 and 6.5, or Equations 6.5 and 6.6. The solution
can be carried out by employing an iterative procedure (initiated
by guessing the unknown surface concentration), until both the
individual rates of depletion (A and B) match.
Another set of simplifications can bemade if one reactant is in

far excess of the other. For instance, if the liquid phase involves
pure reactant B and A is a sparingly soluble gas (in other words,
pAg HA << cBl), then it may be assumed that the same concen-
tration of B exists everywhere, whether in the liquid or inside the
catalyst or on its surface. This may happen, for instance, if one
wishes to do catalytic oxidation of liquid hydrocarbons, in which
oxygen from air is sparingly soluble in organic phase (A), while
the liquid hydrocarbon itself (B) is present in far excess. In such
a situation,

−rA,rxtr =
pAg

1
kAgag− l

+
HA

kAlag− l
+

HA

kAsal− s
+

HA

kcBl ηAαs

6 7

An opposite situation happens when the liquid phase is
very dilute with B, while gas-phase reactant A is highly soluble
(or at high pressures). A common example of such a situation
is when slurry systems are employed for hydrodesulfurization
of oil fractions, in which ppm levels of refractory sulfur
compounds (such as dibenzothiophenes and alkyl diben-
zothiophenes) may be present in fuel oils like diesel. In com-
parison, the gas phase is pure hydrogen, which at high
pressures behaves like a fairly soluble gas in the hydrocarbon
liquid. In such a case, the liquid-phase concentration of the
gas-phase reactant is fairly constant throughout (and much
higher than the concentration of the liquid-phase reactant
B), including inside the catalyst pellets. The effective depletion
rate of B (Eq. 6.4) reduces to

−rB,rxtr =
cBl

1
kBsal− s

+
HA

β
αk

pAg
HA

ηBαs

6 8
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Naturally in all cases, if the gas phase happens to be a pure
species (such as in hydrogenation reactions), the gas-side film
resistance also drops out and the expressions become simpler.
It is also the case that for most real reactor situations, one or
more limiting mass transport or reaction regimes can be iden-
tified, so that the general rate expressions 6.3 and 6.4 can be con-
siderably simplified. Also, there may be situations in which the
reaction chemistry, even after suitable lumping, is considerably
more complex than Equation 6.2. In such cases, it is not trivial to
obtain expressions like those listed earlier; however philosoph-
ically the same approach may be followed.

Once the effective rate forms at the particle/bubble level are
established, and flow patterns as assumed in Figure 6.2 are avail-
able, one simply uses these effective rate expressions to write
down the corresponding steady-state material balances for the
reactor for the assumed flow patterns. Under steady-state con-
ditions, this involves either first-order ordinary differential
equations for the phases in which plug flow is assumed or simple
difference equations in species concentration in phases in which
completely mixed flow is assumed. The treatment in all these
cases is very similar to what will be in a single-phase reactor
(see, e.g., Ref. [48]), except that one has a separate differential
equation balancing for each species concentration and they
are coupled through the effective reaction rate term.

In reality, however, the hydrodynamics of the different phases
makes the flow pattern very much more complex than what is
depicted in Figure 6.3b and c. It is difficult to predict and equally
challenging to measure, and hence several of the design para-
meters in Equations 6.3–6.8, such as the mass transfer coeffi-
cients and the interfacial areas, cannot be determined
precisely. Moreover, since both quantities are coupled, phase
volume fractions and the local slip velocity vary from point to
point within the vessel. This, in turn, affects the overall particle-/
bubble-scale reaction rates. Furthermore, in some of the flow
regimes, this variation is also dynamic (i.e., varies with time,
sometimes periodically, even when the overall flow system is
maintained in steady state, such aswith constant pumping speeds
and so on). Thus, it is a challenge to estimate the governing para-
meters such as phase holdup interfacial areas and mass transfer
coefficients. Conventionally these have been done with correla-
tions (that are often developed in laboratory-scale vessels where
the prevailing flow regime or condition is quite different from the
industrial settings). In more recent studies, the attempts involve
the development of phenomenological models for the flow pat-
terns. More contemporary efforts are focused on computational
fluid dynamics (CFD) tools and models, which are discussed in
Section 6.5.

In may be noted that a level [I] reactor selection can be done
even with the effective reaction rate expressions (Equations 6.3
and 6.4). For instance, one should always attempt to select a
reactor that helps to quicken the otherwise slowest step in the
effective rate. For instance, if internal diffusion within catalyst
particles is the limiting step, then one has to use fine particles
in a slurry bubble column. If liquid–solid mass transfer is

limiting, then one may also choose fine particles but also try
to enhance the slip velocity around them, which can be done
by vigorous stirring and maintaining a large solid fraction in
suspension in a fluidized state. This is best achieved with a slurry
stirred tank. If gas phase is dilute in reactant and a large volume
of gas needs to contact the solid with less liquid, then naturally
the fluidized bed configuration is required. Coupled to these
choices is also the issue of contacting, and the general attempt
should be to keep the limiting reactant in plug flow. In general,
when all other factors are equal, the effective reaction rate for the
limiting reactant would be the determining factor for the reactor
volume as well as contacting, and an attempt to maximize this
rate globally in the reactor vessel will always be the prudent
choice for design.

6.3 Reactor models for design and scale-up

A hierarchy of models, with varying degrees of complexities, is
developed to predict the performance of slurry and three-phase
fluidized bed reactors. Depending on the level of fluid flow infor-
mation, these models are classified as idealized (mixed and plug)
flow models, nonideal flow (axial dispersion model and mixing
cell) models, and advanced CFD-based models. The following
section provides brief description of these models and their math-
ematical formulation. As an example, amodel reaction of catalytic
conversion of synthesis gas [CO(A) + H2 (B)] to liquid fuels in the
context of low-temperature FT synthesis is considered. In this
reaction, the gaseous reactants CO(g) and H2(g) are first dissolved
in a solvent containing suspended catalyst particles. The CO(l)

and H2(l) dissolved in the liquid then react catalytically to produce
liquid products.

6.3.1 Lower order models
In idealized flow models, the fluid is assumed to be completely
mixed or tomove in the plug flowmode. In themixed flowmodel,
the concentration of all reactants and products is considered to be
uniform, and Equations 6.9 and 6.10, shown in Table 6.5, are
solved to find conversion of reactants at the reactor outlet. In
Equation 6.9, the left-hand side indicates molar rates of reactant
species (i =A, B) entering and leaving the reactor and the right-
hand side indicates the rate at which gaseous reactants (i =A, B)
are dissolved in the liquid phase. The governing equation for the
liquid phase is written in the form of balance of reactant species
(A, B) in liquid phase entering and leaving the reactor. The source
of these species is due to mass transfer from gas to liquid phase,
and consumption of the reactants is due to the reaction taking
place in the liquid phase. In the plug flow model, the fluid is
assumed to move like a plug with no mixing in the direction of
flow, and Equations 6.11 and 6.12 shown in Table 6.5 are solved
to find changes in the concentration of reactants and products in
gas and liquid phases along the length of the reactor. In aforemen-
tioned equations, kl and a are interphase mass transfer coefficient
and interfacial area per unit volume, respectively. The estimation
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of kla is discussed in detail in Section 6.4 with a brief review of
correlations used to estimate kla.
The idealized flow approximations of fluid being completely

mixed or flowing like a plug are hardly realized in the actual reac-
tors, and often there exists concentration gradients in the reactors
(deviation from the mixed flow assumption) or there exists some
degree of mixing in the direction of the flow (deviation from the
plug flow assumption). In order to account for such nonidealities
in the flow behavior, an axial dispersion model is used. In the
axial dispersion model, the axial dispersion (mixing) of gas
and liquid phase is accounted through the dispersion terms Dg

and Dl, respectively (see RHS of Equations 6.13 and 6.14). There
exists several correlations in the literature to estimate the disper-
sion coefficients, and a brief review of such correlations is pro-
vided in Section 6.4. Dispersion coefficients can also be
estimated by performing RTD experiments for a specific reactor
geometry and operating conditions.
The idealized flow models and axial dispersion model are

used extensively to predict the performance of three-phase
slurry reactors. For example, mixed flow model and axial
dispersion models are used to predict the reactant conversion
and product distribution for conversion of synthesis gas
to liquid fuels using FT synthesis [52–57], methanol synthesis

in a slurry reactor [58], and wet air oxidation of sewage
sludge [58].

6.3.2 Tank-in-series/mixing cell models
Though the axial dispersion model can take into account the
deviations from the ideal plug flow behavior, it can also math-
ematically describe systems approaching complete backmixing.
The tank-in-series ormixing cell models are also used to account
for the gas and liquid backmixing in three-phase reactors. In
these models, a reactor is divided into N parts (tanks) along
the length of the reactor (see Table 6.6), and the liquid phase
in each part (tank) is considered to be fully backmixed. The
phase can be considered to be either in plug flow or fully back
mixed. The degree of backmixing is characterized by the number
of tanks, for example, N = 1 represents the limiting case of com-
plete backmixing and N ∞ (~10 in practice) represents the
limiting case of a plug flow behavior. A uniform distribution
of catalyst particle is usually assumed. The governing equations
of mixed flow model (see Table 6.5(A)) are extended for each
tank to formulate governing equations for gas and liquid species
(see Table 6.6). Several researchers have used mixing cell model
to simulate three-phase reactors (e.g., Refs. [52, 59, 60]). Turner
and Mills [52] have discussed the formulations of the axial

Table 6.5 Idealized flow and axial dispersion models (steady state).

(A) Mixed flow model

Qg|out , Ci,g|
out

Qg|in , Ci,g|
in

Ql|out 
,Ci,l|out

Ql|in ,Ci,l|in Volumetric
reaction

Gas phase QgCi,g in− QgCi,g out = − kla i

Ci,g out

mi
− Ci, l out

Liquid phase QlCi, l in− QlCi, l out = + kla i

Ci,g out

mi
− Ci, l out ± Ri

i =A,B

(6.9)

(6.10)

(B) Plug flow model

Ul|z ,Ci,l|z

Ug|
z ,Ci,g|

z

Ul|z+Δz ,Ci,l|z+Δz

Ug|
z+Δz ,Ci,g|

z+Δz

Volumetric 
reaction

Gas phase αgUg
dCi,g

dz
= − kla iαg

Ci,g

mi
−Ci, l

Liquid phase αlUl
dCi, l

dz
= kla iαl

Ci,g

mi
−Ci, l ± αlRi

i =A,B
(6.11)

(6.12)

(C) Axial dispersion model

Ul|z ,Ci,l|z

Ug|z ,Ci,g|
z

Ul|z+Δz ,Ci,l|z+Δz

Ug|z+Δz ,Ci,g|z+Δz

Volumetric 
reaction

Gas phase αgUg
dCi,g

dz
= αgDg

d2Ci,g

dz2
− kla iαg

Ci,g

mi
−Ci, l

Liquid phase αlUl
dCi, l

dz
= αlDl

d2Ci, l

dz2
+ kla iαl

Ci,g

mi
−Ci, l ± αlRi

i =A,B
(6.13)

(6.14)
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dispersion model and mixing cell models and their applications
to simulate FT slurry reactor. Chaudhari et al. [60] have dis-
cussed the formulation of a mixing cell model and have used
to simulate slurry bubble column reactor for reductive alkylation
of p-phenylenediamine.

It is necessary to obtain realistic and reliable estimates of the
various transport and hydrodynamic parameters used in the
models described in Sections 6.2 and 6.3, as well as the kinetic
parameters (estimated preferably in a transport-free environ-
ment). A full treatment of the latter is beyond the scope of this
chapter, and the interested reader is referred to the extensive
expositions in Ramachandran and Chaudhari [46] and Dorais-
wamy and Sharma [49]. The estimation of relevant transport
and hydrodynamic parameters is discussed in the following
section.

6.4 Estimation of transport and
hydrodynamic parameters

6.4.1 Estimation of transport parameters
The main transport parameters to be estimated are the mass
transfer coefficients (gas–liquid (liquid side) kl, gas–liquid
(gas side) kg, and liquid–solid ks)). Coupled to that is the estima-
tion of the interfacial area per unit volume a, and often it is
the combination (i.e., kla or kga) that is estimated in a certain
experimental procedure. Thermodynamic parameters, such as
Henry’s law constant (H) can be estimated in a simpler manner
since their estimation on the flow or on any time-dependent
phenomenon. Mass transfer coefficients may be evaluated in
well-defined geometries with known flow fields using classical
theories like film theory, penetration theory, surface renewal

theory, and boundary layer theory or in laminar flow situations,
by solution of the Graetz problem. In all such estimation meth-
ods, the task is to formulate the diffusion–convection problem of
the species concerned and then evaluate the flux at the interface.

If better experimental data is not available in a given situation,
then one may resort to make rough estimates from these the-
ories. Consequently, accurate prediction of mass transfer coeffi-
cients, and indeed other similar transport coefficients, is
frequently not possible. When the geometry and flow field is
known (such as film flow over flat surface or flow in slits), often
the theoretical assumptions that lead to the “knowledge” of these
flow fields are not satisfied due to phenomena such as non-flat
film surface because of surface instabilities or rippling, exother-
micity of reactions, turbulence, etc. In other cases, the geometry
or flow field may not be known at all and hence purely theoret-
ical approach is not possible. That is why it has been conven-
tional in reactor engineering to use groups obtained from
dimensional analysis (such as Schmidt number, Reynolds num-
ber used to find correlations for Sherwood number). Unfortu-
nately, such correlations are often reactor and process specific
and depend on the local flow field. An extensive selection of such
coefficients is presented by Cussler [61].

For measurement of kla, typically pure gas is used so that gas-
side resistance to mass transfer is eliminated. Limiting situations
can be employed in experimentation by performing the mass
transfer coupled with limiting types of reactions in the homoge-
neous phase, such as mass transfer with no reaction (in which
case the estimate is actually affected by RTD of liquid), mass
transfer with slow reaction (for low Hatta numbers, the esti-
mated kla is independent of liquid RTD), mass transfer with
instantaneous reaction (in which case also the kla estimate
works out to be independent of liquid-phase mixing and can

Table 6.6 Mixing cell model.

Volumetric 
reaction

Ul,n,Ci,l,nUl,j,Ci,l,jUl,1,Ci,l,1Ul,0,Ci,l,0

Ug,n,Ci,g,nUg,j,Ci,g,jUg,1,Ci,g,1Ug,0,Ci,g,0 Ug,n–1,Ci,g,n–1Ug,j–1,Ci,g,j–1

Ul,j–1,Ci,l,j–1 Ul,n–1,Ci,l,n–1

n

Volumetric 
reaction

j

Volumetric 
reaction

i

For j-th cell,

Gas phase

1 N

0

χ iφi Ci,g, j −Ci, l, j dξ= Ci, l, j −Ci, l, j−1 +
χs, i

N
Ci, l, j −Ci,s, j

Liquid phase Ci, l, j =Ci, l, j−1 + λiRi

i =A,B

Ci,g, j =
Ci,g, j

Ci,g,0
, Ci, l, j =

miCi, l, j

Ci,g,0
, Ci, l, j =

Ci, l, j

Ci, l,0
,

χ i =
Lkla
Ugmi

, φi =
Ugmi

Ul
, χs, i =

Lksap

Ul
, λi =

L
Ul

(6.15)

(6.16)

(6.17)

(6.18)
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be evaluated from a closed form expression). Doraiswamy and
Sharma [49] treat these situations extensively. Some of the
widely used correlations used to estimate kla in three-phase
slurry and fluidized bed reactors are provided in Table 6.7
(see Kim and Kang [72] for a detailed review of the correlations).
For estimate of kga, the typical procedure is to measure the
absorption rates of very soluble gases (in the absence of reaction)
or study absorption with instantaneous reaction on the gas–
liquid interface. In either case, the estimate of the transport coef-
ficient has to be free of the phase mixing. For estimate of ks, typ-
ically one studies the dissolution of sparingly soluble solids (for
instance, in an aqueous system, one would study the dissolution
of naphthalene, benzoic acid, or β-naphthol).
Sometimes, interfacial area is measured independent of the

mass transfer characteristics. In a low gas holdup situation, this
may be done with photographic techniques, particularly with
high-speed cameras. Other options include light scattering for
larger size bubbles and interfacial conductance measurement
of chemical absorption techniques. The latter is quite a popular
method but depends on reaction used, and also physical proper-
ties of the fluids may be different in the measured and the mod-
eled system. Also, certain constraints involving the Hatta
number (Ha) and the enhancement factor (E) may not be satis-
fied in case the system is not an ideal measuring flow pattern
(i.e., a differential reactor or a stirred system). In any case, sys-
tems like CO2 and NaOH are used extensively for this purpose
[73], as is O2 + Na2SO3 solution + Co++ [74].
In summary, there are many known techniques to estimate the

transport parameters, but most of them are application or equip-
ment specific. Most importantly, it is a challenge to estimate them
on a flow pattern-free basis. Table 6.8 shows some typical mass
transfer coefficient values encountered in gas–liquid systems.
These numbers are for guidance only, and the engineer interested

in the design of slurry reactors is advised to refer to the various
classics in this area, most of which have been cited earlier.

6.4.2 Estimation of hydrodynamic parameters
Several experimental investigations have been carried out on
measurements and development of correlations to estimate var-
ious hydrodynamic parameters that are employed in the models
based on idealized and nonidealized flow assumptions. While the
estimation of transport parameters, for example, gas–liquid and
liquid–solid mass transfer coefficients, is already discussed in
Section 6.4.1, the estimation of dispersion coefficients is dis-
cussed briefly in this section.While a number of correlations exist
to estimate liquid dispersion coefficients for gas–liquid two-
phase systems [75–79], the studies for three-phase slurry and
fluidized beds are rather limited. The liquid dispersion coeffi-
cients are usually measured through tracer experiments in which
a tracer such as an electrolyte (e.g., KCl) is injected and the
change in the concentration is recorded along the length of the
reactor. Using these measurements, the dispersion coefficient
is back calculated. Several investigators studied the effects of col-
umn diameter, superficial gas and liquid velocities, particle diam-
eter, and liquid properties on liquid dispersion coefficients and
proposed correlations. Some of these correlations are provided
in Table 6.9. Similar to the liquid dispersion coefficient, the dis-
persion coefficients for gas and solid phases are needed. It should
be noted that such correlations are valid for the range of operat-
ing and design conditions for which they are derived. Often the
industrial reactors contain internal hardware, for example,
baffles, cooling coils, and specific experiments are needed to
measure dispersion coefficients to account for the changes in
the hardware or in operating conditions. In such cases, the lower
order, that is, the idealized flow, models cannot be used for a
priori prediction of the reactor performance or for scale-up.

Table 6.7 Correlations for estimation of kla in three-phase slurry and fluidized beds.

Nguyen et al. [62] kla=0 39 1−
ϕs

0 58
U0 87
l ϕs < 0 58−0 7U0 15

g
(6.19)

Patwari et al. [63] kla=1 68× 10−2U0 36
g μ−1 3

l De
0 5 (6.20)

Sada et al. [64] kla=bun
g (n = 0.86, b = 0.014 for water, 0.016 for electrolyte solutions, 0.022 for electrolyte slurries)

where ug =Ug σ ρl −ρg ρ2l
0 25

(6.21)

Schumpe et al. [65, 66] kla=KU0 82
g μ−0 39

eff (K = 0.063 for salt solutions and 0.042 for salt free solutions) (6.22)

kla D0 5
e = 2988U0 44

g U0 42
l μ−0 34

l U0 71
t

Kim and Kim [67, 68] klad2
p

De
=0 0015

PVd4
p

ν3

0 67
U2
l ρavdp
WsLm

0 1

× 1 + 0 036
Vf

Vs

1 18

−1 149×10−3 Vf

Vs

2 09

(6.23a)

kla=0 73U0 87
g U0 45

l d0 71
p 1+0 036

Vf

Vs

1 11

−1 348× 10−3 Vf

Vs

2 09
(6.23b)

Kang et al. [69] kla=0 256U0 56
g U0 41

l μ0 52
p d0 47

p 1+Rb
1 68 (6.24)

Nore et al. [70] kla=4766
Ul

αl

0 58

Ug
0 59 ρp

ρl

−4 9

(6.25)

Lee et al. [71] kla=2 36× 10−5U0 686
g U0 469

l d0 788
p σ−1 532

l μ−0 548
l (bubble-disintegrating regime) (6.26)

kla=1 10× 10−6U0 940
g U0 381

l d0 790
p σ−2 273

l μ−0 671
l (bubble-coalescing or slug flow regime)
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6.5 Advanced computational fluid dynamics
(CFD)-based models

While the lower order models described in Section 6.3 are useful
for the quick prediction of the overall performance of a reactor,
these models often rely on simplified flow approximations and
often fail to account for change in the local fluid dynamics or
transport processes during the presence of internal hardware
or changes in flow regimes. Moreover, these models are also
based on empirical knowledge (as discussed in Section 6.4) of
several parameters such as interfacial area, dispersion coeffi-
cients, and mass transfer coefficients. Some of these limitations
may be avoided by using CFDmodels for simulations of gas–liq-
uid–solid flows in three-phase slurry and fluidized bed.

A hierarchy of computational models is available to simulate
dispersed gas–liquid–solid flows in three-phase slurry and
fluidized bed reactors [84] continuum (Euler–Euler) method,
discrete particle/bubble (Euler–Lagrange) method, or front
tracking/capturing methods. While every method has its own

advantages and limitations, the continuum method is widely
used to simulate dense three-phase flows in laboratory- and
industrial-scale slurry and fluidized bed reactors.

In the continuum (Euler–Euler)-type formulation, the gas,
liquid, and solid phases are assumed to be continuum and
the volume-averaged mass and momentum equations (see
Table 6.10) are solved for each phase separately to predict the
pressure, phase holdup, and phase velocity distributions. As a
result of time and volume averaging, additional terms appear
in the momentum conservation equations. These additional
terms need closure models and such unclosed terms are high-
lighted in Table 6.10.

In order to close the additional Reynolds (turbulent) stresses,
several different eddy viscosity-based turbulence models, in
which the additional turbulent stresses are related to the mean
velocity gradient as shown in Table 6.11, are used to account for
the turbulence in three-phase systems. Generally, the standard
k-ε turbulence model is solved only for the continuous phase
or for mixture phase or for each phase. In the literature reports,

Table 6.8 Liquid holdup, mass transfer coefficients, and effective interfacial area in gas–liquid reactors.

Type of reactor Liquid holdup (%) kg × 104 (gmol/cm2.s.atm) kl × 102 (cm/s) a (cm2/cm3 reactor) kla × 102 (s−1)

Packed columns

• Countercurrent 2–25 0.03–2 0.4–2 0.1–3.5 0.04–7.0

• Co-current 2–95 0.1–3 0.4–6 0.1–17 0.04–102

Bubble column 60–98 0.5–2 1–4 0.5–6 0.6–2.4
Packed bubble columns 60–98 0.5–2 1–4 0.5–3 0.5–12
Tube reactors

• Horizontal 5–95 0.5–4 1–10 0.5–7 0.5–70

• Coiled vertical 5–95 0.5–8 2–5 1–10 2–50

Spray columns 2–20 0.5–2 0.7–1.5 0.1–1 0.07–1.5
Mechanically agitated bubble reactors 20–95 — 0.3–4 1–20 0.3–80

Table 6.9 Correlations for liquid dispersion coefficients in three-phase slurry and three-phase fluidized beds.

El-Temtamy et al. [80] Pe=0 0012Re1 156
P Dc

−1 156 (6.27)

Kato et al. [81]
Pe= Pe BC 1+

vt
UL

0 4Bo0 225

for UG <9cm s

Pe BC =
μl
μw

0 07 13 UG gDT

1+6 5 UG gDT
0 8 for UG =9−25cm s

Pe= Pe BC for UG >25cm s

(6.28)

Kim et al. [82] For bubble-coalescing regime: (6.29)

Pe=11 96
dp
DC

1 66 Ul

Ul +Ug

1 03 for 0 004 ≤ dp
DC

≤ 0 024

and 0 25≤ Ul

Ul +Ug
≤0 857

For bubble-disintegrating regime:

Pe=20 72
dp
DC

1 66 Ul

Ul +Ug

1 03 for 0 004 ≤ dp
DC

≤ 0 012

and 0 143≤ Ul

Ul +Ug
≤ 0 857

Han et al. [83] Pez =3 2×10−4RelRe−0 5
g 1−αS

2 8

Per =6 7× 10−3Re1 2
l Re−0 8

g 1−αS
0 4

(6.30)
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in which the standard k-ε model is solved only for the contin-
uous phase, the effective viscosity of the continuous phase is
obtained as μeff , l = μlam, l + μtur, l in which the turbulent (eddy)

viscosity was estimated (with suitable assumptions about the
turbulence field) as μtur, l =Cμk2l εl . Using μeff,l, the gas-phase
effective viscosity is calculated using the liquid-phase effective

viscosity as μeff ,g = ρg ρl μeff , l . In case of a mixture turbulence

model, one set of k- and ε-equations are solved using the
mixture properties. In some cases, the standard k-ε model is
solved for both (gas and liquid) phases and μeff,g and μeff,l are
estimated separately. The estimation of solid-phase viscosities
and solid-phase pressure is discussed separately later in this
section.
The interphase momentum exchange between gas–liquid

Mgl ,Mlg and liquid–solid phases Msl ,Mls and vice versa is
accounted through various forces acting on bubbles and parti-
cles dispersed in the continuous phases, that is, drag, lift, virtual
mass, and other hydrodynamic forces (Equations 6.40 and 6.41
in Table 6.12). The drag force experienced by a bubble or par-
ticle due to relative velocity is calculated using Equation 6.42.
The shear in the continuous phase generates the lift force acting
on bubbles or particles and is modeled as shown by
Equation 6.43. In addition, the lift force can also be generated
by wake generated by bubbles or due to rotation of bubbles.
When a bubble or a particle accelerates, it also has to accelerate
some mass of surrounding liquid, and this force is called the vir-
tual mass force and is calculated using Equation 6.44. Often, the
drag force is higher in magnitude than that of the lift and virtual
mass force, and therefore the latter forces are often not

considered in the simulations of gas–liquid–solid flows in
three-phase slurry/fluidized bed reactors.
The motion of solid particles is modeled using the kinetic the-

ory of granular flows (KTGF). Using the granular temperature
(Θs) and the radial distribution function (g0,ss), the gradient of
solid phase pressure is calculated using Equation 6.45 as the
sum of the kinetic and collisional parts (Table 6.13). The gran-
ular temperature is proportional to the kinetic energy of the fluc-
tuating particles. The radial distribution function characterizes
dimensionless distance between particles. When αs is less than
maximum packing limit, the solid phase is treated as “compress-
ible.” As αs increases, the distance between the particles
decreases. The solid phase is considered as “incompressible”
when αs reaches to maximum packing limit. Several different
formulations of the radial distribution are available in the liter-
ature [85, 89, 90]. ess is the restitution coefficient and its value
depends on the type of particles used.
The solid-phase shear viscosity (μs) appearing in Equation 6.39

is modeled as the sum of collisional, kinetic, and frictional visc-
osities (see Eq. 6.46). Following Shalala et al. [89] and Gidaspow
et al. [86], the collisional and kinetic parts of the shear viscosity
are modeled using Equations 6.47 and 6.48. Under dense flow
conditions, solid-phase volume fraction reaches to the maximum
packing limit and friction between particles leads to the genera-
tion of stress. This is accounted through the fractional viscosity
term and is often modeled as shown in Equation 6.49 [87].
The bulk viscosity (λs) used in Equation 6.39 that accounts for
the resistance of the granular particles to compression and expan-
sion is modeled as shown in Equation 6.50 [88]. In the following
part of this section, a few examples of numerical simulations of
gas–liquid–solid flows in three-phase slurry and fluidized beds
are given to demonstrate the applications of the aforementioned
continuum CFD model.
Padial et al. [91] performed qualitative simulations of three-

phase flow in a draft tube bubble column and compared the over-
all gas volume fraction and liquid circulation time for gas–liquid
and gas–liquid–solid systems. Michele and Hempel [92]
simulated flow air bubbles and PMMA particles (300 μm,
10 vol%) dispersed in water for superficial gas velocities in the
range of 0.02–0.09m/s. They compared their predictions with
measured overall gas holdup and only a qualitative agreement

Table 6.10 Governing equations for Euler–Euler formulation.

• Mass conservation equations

Gas phase:
∂

∂t
ρgαg +∇ ρgαgUg =0 (6.31)

Solid phase:
∂

∂t
ρsαs +∇ ρsαsUs =0 (6.32)

Liquid phase:
∂

∂t
ρlαl +∇ ρlαlUl =0 (6.33)

• Momentum conservation equations
Gas phase:

∂

∂t
ρgαgUg +∇ ρgαgUgUg = −αg∇Pg−∇ τg + αgρgg−Mgs −Mgl (6.34)

Solid phase:
∂

∂t
ρlαlUl +∇ ρsαsUl Ul = −αl∇Pl −∇ τl + αlρlg+Mlg +Mls (6.35)

Liquid phase:
∂

∂t
ρsαsUs +∇ ρsαsUsUs = −αs∇Pg−∇Ps−∇ τs + αsρsg+Msg +Msl (6.36)

Table 6.11 Turbulence closures.

Liquid phase: τg = αlμeff , l ∇Ul +∇UT
l −

2
3
αlμeff , l∇ Ul I (6.37)

Gas phase: τg = αgμeff ,g ∇Ug +∇UT
g −

2
3
αgμeff ,g∇ UgI (6.38)

Solid phase: τs = αsμs ∇Us +∇UT
s + αs λs−

2
3
μs ∇ UsI (6.39)

Table 6.12 Closures for interphase momentum exchange.

• Gas–liquid momentum exchange

Mgl = −M lg = F = FD + FL + FVM + FOther (6.40)

• Liquid–solid momentum exchange

Msg = −Mgs = F = FD + FL + FVM + FOther (6.41)

Drag force

FD =
3
4
ρlαgαl

CD

dB
Ug−Ul Ug−Ul (6.42)

Lift force

FL = −CLρlαgαl Ul −Ug ×∇×Ul (6.43)
Virtual mass force

FVM = −
DI
Dt

+ I ∇Ul where I =CVMρl
mB

ρB
Ul −UB (6.44)
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could be seen. Schallenberg et al. [93] further accounted for the
effect of local gas holdup on the interphase coupling forces and
also included bubble-induced turbulence and reported a good
agreement between the predicated overall gas holdup and radial
profiles of liquid velocity. Feng et al. [94] simulated the labora-
tory-scale three-phase fluidization of gas–liquid nanoparticles
in a rectangular column and attempted extensive validation of
predicted dynamic and time-averaged flow behavior using the
measurement of liquid velocity measurements performed using
laser Doppler anemometer (LDA) and gas holdup using conduc-
tivity probes. The predicted transversal profiles of time-averaged
axial liquid velocities and time-averaged gas holdups were in an
excellent agreement with the measurements for low superficial
gas velocities (0.01–0.03 m/s) and low solid loading (0–3.3%).
They also reported compared time evolution of measured and
predicted time series of local liquid velocity. Recently, Khopkar
and Ranade [95] discussed and reviewed computational flow
modeling of three-phase agitated reactors.

Wu and Gidaspow [5] performed transient 2D simulations of
methanol synthesis from synthesis gas in an Air Products/DOE
LaPorte three-phase slurry bubble column reactor. The geometry
of the Air Products/DOE LaPorte reactor used in the simulations
and the simulated instantaneous distribution of gas and solid
holdup and temperature distributions are shown in Figure 6.5.
Jia et al. [96, 97] applied CFD model to simulate dynamic beha-
viors of batch phenol biodegradation by immobilized Candida
tropicalis in a three-phase air lift reactor, coupling the three-
phase flow, interphase mass transfer, and intrinsic bioreaction,
with a population balance model employed to determine the
BSD in the reactor. They demonstrated that the time evolution
of batch phenol biodegradation characteristics such as the oxy-
gen, phenol, and cell concentration profiles measured in various
phases could be predicted satisfactorily. Recently, Troshko and
Zdravistch [98] performed Eulerian multiphase simulations of
FT synthesis using a slurry bubble column reactor. They formu-
lated a CFDmodel of FT reactors incorporating a population bal-
ance to predict the bubble size distribution and FT reactions
(under isothermal conditions) to predict performance of FT

reactor quantitatively. They simulated the effects of superficial
gas velocity (0.1–0.4 m/s) and catalyst loadings of 10 and 35%.
For example, the predicted instantaneous distribution of various
species in gas and slurry phase at catalyst concentration of 20% is
shown in Figure 6.6a and b, respectively. The experimental ver-
ification was performed by comparing measured and predicted
overall gas holdup and using 1D model results to verify the syn-
gas conversion and reactor productivity.

From the present state of literature, it can be seen that only
a limited reports are available on numerical simulations
gas–liquid–solid phase flows in three-phase slurry and
fluidized bed reactors. Most of the simulations and verification
studies are performed under very low superficial gas velocities
(<10 cm/s) and low solid loadings (<10%). Though detailed
experimental verification of predictive capabilities of CFDmodels
to simulate dense three-phase flows is still lacking, significant
research activity is underway to improve the predictive capabil-
ities of CFD models and to verify these capabilities with detailed
measurements of phase holdup distributions and velocity using
advanced experimental techniques. Parallel to these activities,
some research groups are also working on extending the CFD
models to incorporate heat transport and chemical reactions
(e.g., see Figure 6.6). With the advances in measurement techni-
ques and high-performance computing, the CFDmodels that can
be used for quantitative design and scale-up purposes will be
developed. However, the available lower order/mixing cell models
shall still remain indispensable for a process engineer interested in
quick analysis of the three-phase reactors.

6.6 Summary and closing remarks

In this chapter, we have attempted to summarize the philosophy
and procedural details for the design and scale-up of three-
phase slurry reactors. First, the widespread use of three-phase
slurry systems in the petroleum processing, chemicals, and
process industry has been highlighted with suitable examples.
The factors governing the performance of three-phase slurry

Table 6.13 Closures for solid phase.

• Solid pressure: Ps = αsρsΘs

kinetic part

+2ρs 1+ ess α2s g0,ssΘs

collisional part

(6.45)

• Viscosity for solid phase: μs = μs,col + μs,kin + μs, fr (6.46)
Collisional viscosity [85]

(6.47)μs,col =
4
5
αsρsdsg0,ss 1+ ess

Θs

π

1 2

Kinetic viscosity [86]

(6.48)μs,kin =
10ρsds Θsπ

96αs 1+ ess g0,ss
1+

4
5
g0,ssαs 1+ ess

2

Frictional viscosity [87]

(6.49)μs, fr =
Ps sinϕ
2 I2D

Bulk viscosity [88]

(6.50)λs =
4
3
αsρsdsg0,ss 1+ ess

Θs

π

1 2
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systems as industrially relevant chemical reactors have been dis-
cussed from a first-principles approach, and how that drives the
reactor selection has been highlighted. In this discussion, we
have also pointed out the limitations of reactor systems in which
the solid catalyst is retained as a packed bed and how those lim-
itations are addressed by having the solid phases move freely in
three-phase slurry systems. We have argued that while the char-
acteristics of the catalyst (its chemistry and mass transfer resist-
ance offered by the substrate and the outer surface of the
catalyst) are the primary driver for choice of a process, the
appropriate reactor configuration must be chosen to maximize
the volumetric productivity of the reactor vessel.
Conventional reactor design, including the design of three-

phase slurry systems, was based on developing models for the
effective reaction rate at the particle/bubble scale (incorporating
the catalyst chemistry and transport resistances at the particle
scale) and then integrating this rate along the length of the reac-
tor using a first-order differential equation (for plug flow pattern
of fluids) or writing this as a discrete difference equation (for
well-mixed mixing pattern). In recent times, such models have
given way to the use of compartments models for three-phase
reactors, several examples of which have been presented in this
chapter. The compartment models involve a phenomenological
way of predicting nonideality in mixing, which may be esti-
mated using RTD experiments for the phases involved.
A further improvement in the estimation of hydrodynamic

flow patterns is done with CFD models. These models are help-
ful in estimating the details of the flow patterns, such as velocity
profiles and phase volume fraction profiles, which in turn can be
directly coupled to the effective reaction rates or may be coupled

using reduced order models for the hydrodynamics. Examples
of this have also been presented in this chapter. It may be recog-
nized that as of now, the uncertainties involved in CFD (and the
number of parameters that are required to be estimated for the
model to provide reasonable predictions) preclude it from being
used as an ab initio design tool for three-phase slurry reactor
design. However, it has already started serving its purpose for
guiding the design, in terms of narrowing down the design to
certain favorable flow configurations, which may be then sub-
jected to detailed experimentation and if required, modeling,
to refine it to the final design. On the other hand, CFD is also
widely being accepted as a significant process diagnostics tool,
for instance, in three-phase slurry reactors in which problems
during operation are common. CFD provides a relatively inex-
pensive method for detecting and troubleshooting those prob-
lem. Certainly, one expects CFD to further improve in
coming years and decades as will the validation possibilities
and reliability of the models and commercial and open-source
packages. This is likely to also promote a wider acceptability
of CFD in the chemical reactor engineering community.
Estimation of the effective reaction rate continues to be based

largely on empiricism and system-specific measurements. Sev-
eral correlations reported in the literature for estimation of
the transport parameters have been reported in this chapter.
This is, however, only a partial list, and case-specific correlations
may be either developed independently or estimated from rele-
vant literature sources.
We have made an attempt to provide a systematic approach

to understand various elements of hydrodynamics, interphase
and intraparticle mass transfer, fluid phase mixing, and reaction
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Figure 6.5 Hydrodynamic simulation of methanol synthesis in gas–liquid slurry bubble column reactors. (a) Reactor operating conditions and simulation
grid. (b) Simulated instantaneous distribution of gas and solid holdup. (c) Simulated instantaneous distribution of temperature.
(Source: Wu [5]. Reproduced with permission of Elsevier.)
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Figure 6.6 Predicted instantaneous distribution of various species in (a) gas and (b) slurry phases at catalyst concentration of 20%.
(Source: Troshko and Zdravistch [98]. Reproduced with permission of Elsevier.)
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kinetics relevant to three-phase slurry reactors. The discussion on
key reactor engineering issues and various modeling approaches
will help in selecting appropriate models and their combinations.
It is important to emphasize that it is extremely important to cor-
rectly identify and define the reactor engineering objectives, ana-
lyze various key issues relevant to achieving the defined
objectives, and formulate an appropriate modeling approach/
tools, which are consistent with the set objectives. A diagnostic
analysis of significance of various factors thatmay be contributing
to specific process performance is helpful to simplify the models
and select appropriate models for design purpose. We hope that
discussion in this chapter will help the reactor engineer inmaking
appropriate selection of modeling approach and models.
Some comments on research needs for enhancing our under-

standing of three-phase slurry reactors may be appropriate at
this juncture. With the emergence of cheap, high-speed comput-
ing platforms and the availability of the commercial modeling
tools, computational modeling needs to be harnessed to devise
best possible reactor hardware. In order to fully realize the
potential of such computational modeling for better reactor
engineering, it is essential to focus further research on (i) the
development and validation of various key physicochemical
processes occurring in three-phase slurry reactors (flow regimes,
distribution of gas and solid particles, coalescence and breakup
of bubbles in the presence of solid particles, mixing, heat and
mass transfer, and so on) and (ii) a multiscale framework that
models processes occurring on different spatiotemporal scales
in a coherent way. This list is merely suggestive since the com-
plexity of reactive three-phase flows may greatly expand the list
of issues on which further research is required. Accepting the
limitations of knowledge of underlying physics and invoking
model calibration whenever necessary are essential to combine
different models for realizing optimal three-phase slurry reactor.
We hope that the content of this book will be useful in engineer-
ing of three-phase slurry reactors and will stimulate further
research and expand applications of these reactors.
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Nomenclature

a interfacial area per unit volume (m2/m3)
C concentration (kmol/m3)
cB , cA average concentrations of the reactants inside

the catalyst pellets (kmol/m3)

cBs, cAs surface concentrations (kmol/m3)
CD, CL, CVM drag, lift, and virtual mass coefficients (—),

respectively
Ci,g, j, Ci, l, j, Ci, l, j concentrations defined by Equation 6.17 (—)

Cμ constant (—)
D dispersion coefficient (m2/s)
d particle/bubble diameter (m)
D, De molecular diffusivity (m/s2)
Dc, DT column diameter (m)
E enhancement factor (—)
ess coefficient of restitution
FD,FL,FVM drag, lift, and virtual mass forces per unit vol-

ume, respectively (kg/m2s2)
g0,ss radial distribution function (—)
Ha Hatta number (—)

I unit tensor (—)

I2D second invariant of the deviatoric stress tensor
k reaction rate constant (m6

liq/((mol B)
(m3

cat)(s)))
kAg, kAl gas- and liquid-mass transfer coefficients for

A, respectively (mol A/(Pa.m2.s) and m3
liq/

(m2
surface.s))

kAs, kBs liquid–solid mass transfer coefficients (m3
liq/

(m2
surface.s))

kga volumetric gas side mass transfer
coefficient (mol/(MPa.m3.s))

kl turbulent kinetic energy of the liquid phase per
unit mass (m2/s2)

kla volumetric liquid side mass transfer
coefficient (s−1)

M interphase momentum exchange vector
(kg/m2s2)

m, H Henry’s constant (—)
mB mass of bubble (kg)
N number of tanks (—)
P pressure (N/m2)
pAg partial pressure of gas-phase reactantA (N/m2)
Ps solid pressure (N/m2)
Pe Peclet number (DTUl/Dl) (—)
Pe(BC) Peclet number as defined in Equation 6.28 (—)
Per, Pez Peclet numbers in radial (DcUl/Dr) and axial

(LUl/Dz) directions (—)
Pv energy dissipation rate based on total mass in

beds (J/s.kg)
Q volumetric flow rate (m3/s)
r, R rate of reaction (kmol/m3.s)
Rb volume ratio of floating bubble breaker to the

fluidized particle (—)
Re, Rep Reynolds number and particle Reynolds num-

ber (—)
Rel, Reg liquid-phase (DcUlρl/μl) and gas-phase

(DcUgρg/μg) Reynolds numbers (—)
U superficial velocity (m/s)
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Ū velocity vector (m/s)
Vf/Vs volume ratio of floating bubble breakers to

solid particles (—)
WsLm adhesive energy, N/m
z axial distance (m)

Greek letters

α phase holdup (—)
β, γ stoichiometric coefficients (—)
εl rate of liquid-phase turbulent kinetic energy

dissipation (m2/s3)
ηA, ηB catalyst effectiveness factors
Θs granular temperature (m2/s2)
λs dilatational viscosity (kg/m.s)
μ viscosity (kg/m.s)
μs,col, μs,kin, μs,fr collisional, kinetic, and viscosity, respectively

(kg/m.s)
ν kinematic viscosity (m2/s)
ρ density (kg/m3)
σ surface tension (N/m2)
τ viscous stress tensor
ϕ angle of internal friction (Equation 6.49) (—)
ϕs solid loading (—)
χi, φi, χs,i, ξi parameters defined by Equation 6.18 (—)

Subscripts

A, B species A, B
e, eff effective
g, G gas phase
g–l gas–liquid
i species
l, L liquid phase
lam laminar
l–s liquid–solid
p particle
s, S solid phase
tur turbulent
u, B bubble

References

1 Schugerl K. Three-phase-biofluidization—application of three-phase
fluidization in the biotechnology—a review. Chem. Eng. Sci.
1997;52:3661–3668.

2 Chaudhari RV, Parande MG, Ramachadran PA, Brahme PH. Model-
ling of a batch slurry reactor for hydrogenation of o-nitroanisole to o-
anisidine. Institute of Chemical Engineers Symposium. Series No.
87 (ISCRE 8); 1983. September 10–13, 1984, University of Edinburgh.

3 Arcuri EJ, Slaff G, Greasham R. Continuous production of thienamy-
cin in immobilized cell systems. Biotechnol. Bioeng. 1986;
XXVIII:842–849.

4 Maretto C, Krishna R. Modeling of a bubble column slurry reactor
for Fischer–Tropsch synthesis. Catal. Today 1999;52:279–289.

5 Wu Y, Gidaspow D. Hydrodynamic simulation of methanol synthe-
sis in gas-liquid slurry bubble column reactors. Chem. Eng.
Sci.2000;55:573–587.

6 Fenice M, Federici F, Selbmann L, Petruccioli M. Repeated-batch
production of pigments by immobilisedMonascus purpureus. J. Bio-
technol. 2000;80:271–276.

7 Son SH, Choi SM, Lee YH, Choi KB, Yun SR, Kim JK, Park HJ,
Kwon OW, Noh EW, Seon JH, Park YG. Large-scale growth and
taxane production in cell cultures of Taxus cuspidata (Japanese
Yew) using a novel bioreactor. Plant Cell Rep. 2000;19:628–633.

8 Chang IS, Kim BH, Lovitt RW, Bang JS. Effect of CO partial pressure
on cell-recycled continuous CO fermentation by Eubacterium limo-
sum KIST612. Process Biochem. 2001;37:411–421.

9 Ogbonna JC, Mashima H, Tanaka H. Scale-up of fuel ethanol pro-
duction from sugar beet juice using loofa sponge immobilized bio-
reactor Bioresour. Technol. 2001;76:1–8.

10 Matos EM, Guirardello R, Mori M, Nunhez JR. Modeling and sim-
ulation of a pseudo-three-phase slurry bubble column reactor
applied to the process of petroleum hydrodesulfurization. Comput.
Chem. Eng. 2009;33:1115–1122.

11 Guillen DP, Grimmett T, Gandrik AM, Antal SP. Development of a
computational multiphase flow model for Fischer Tropsch synthesis
in a slurry bubble column reactor. Chem. Eng. J. 2011;176–177:83–94.

12 Salehi Z, Yoshikawa H, Mineta R, Kawase Y. Aerobic biodegrada-
tion of p-nitrophenol by acclimated waste activated sludge in a
slurry bubble column. Process Biochem. 2011;46:284–289.

13 Rahimpour MR, Jokar SM, Jamshidnejad Z. A novel slurry bubble
column membrane reactor concept for Fischer–Tropsch synthesis
in GTL technology. Chem. Eng. Res. Des. 2012;90:383–396.

14 Cheng L, Li T, Keener TC, Lee JY. A mass transfer model of
absorptionof carbondioxide in abubble columnreactor byusingmag-
nesiumhydroxide slurry. Int. J.Greenh.GasControl 2013;17:240–249.

15 Vincenzino V, Xu W, Hebrard G, Li LY, Grace JR. Modeling of zinc
adsorption onto clinoptilolite in a slurry bubble column. Chem. Eng.
Sci. 2013;100:326–331.

16 Souza GLM, Afonso JC, SchmalM, Cardoso JN. Mild hydrocracking
of an unstable feedstock in a three-phase fluidized bed reactor:
behavior of the process and of the chemical compounds. Ind.
Eng. Chem. Res. 1992;31(9):2127–2133.

17 NamW,Kim J, HanG. Photocatalytic oxidation ofmethyl orange in a
three-phase fluidized bed reactor. Chemosphere 2002;47:1019–1024.

18 Sales FG, Maranhão LCA, Filho NML, Abreu CAM. Experimental
evaluation and continuous catalytic process for fine aldehyde pro-
duction from lignin. Chem. Eng. Sci. 2007;62:5386–5391.

19 Lin CN, Wu SY, Chang JS, Chang JS. Biohydrogen production in a
three-phase fluidized bed bioreactor using sewage sludge immobi-
lized by ethylene–vinyl acetate copolymer. Bioresour. Technol.
2009;100:3298–3301.

20 Nam W, Woo K, Han G. Photooxidation of anionic surfactant
(sodium lauryl sulfate) in a three-phase fluidized bed reactor using
TiO2/SiO2 photocatalyst. J. Ind. Eng. Chem. 2009;15:348–353.

21 Charinpanitkul T, Limsuwan P, Chalotorn C, Sano N, Yamamoto T,
Tongpram P, Wongsarivej P, Soottitantawat A, Tanthapanichakoon
W. Synergetic removal of aqueous phenol by ozone and activated
carbon within three-phase fluidized-bed reactor. J. Ind. Eng. Chem.
2010;16:91–95.

Three-phase slurry reactors 153



22 Qiu L, Ding H,WangW, Kong Z, Li X, Shib Y, ZhongW. Coenzyme
Q10 production by immobilized Sphingomonas sp. ZUTE03 via a
conversion–extraction coupled process in a three-phase fluidized
bed reactor. Enzyme Microb. Technol. 2012;50:137–142.

23 Lin J, Zhou M, Zhao X, Luo S, Lu Y. Extractive fermentation of
L-lactic acid with immobilized Rhizopus oryzae in a three-phase
fluidized bed. Chem. Eng. Process. 2007;46:369–374.

24 Lohi A, Alvarez C, Anania G, Upreti SR, Wan L. Biodegradation of
diesel fuel-contaminated wastewater using a three-phase fluidized
bed reactor. J. Hazard. Mater. 2008;154:105–111.

25 Charinpanitkul T, Soottitantawat A, Tanthapanichakoon W.
A simple method for bakers’ yeast cell disruption using a three-
phase fluidized bed equipped with an agitator. Bioresour. Technol.
2008;99:8935–8939.

26 Cao C, Zhang K, He C, Zhao Y, Guo Q. Investigation into a gas–
solid–solid three-phase fluidized-bed carbonator to capture CO2

from combustion flue gas. Chem. Eng. Sci. 2011;66:375–383.
27 Mungmart M, Kijsirichareonchai U, Tonanon N, Prechanont S,

Panpranot J, Yamamoto T, Eiadua A, Sano N, Tanthapanichakoon
W, Charinpanitkul T. Metal catalysts impregnated on porous media
for aqueous phenol decomposition within three-phase fluidized-bed
reactor. J. Hazard. Mater. 2011;185:606–612.

28 Sheikhi A, Gharebagh RS, Eslami A, Sohi AH. Sequential modular
simulation of ethanol production in a three-phase fluidized bed
bioreactor. Biochem. Eng. J. 2012;63:95– 103.

29 Dora TK, Mohanty YK, Roy GK, Sarangi B. Adsorption studies of
As(III) from wastewater with a novel adsorbent in a three-phase
fluidized bed by using response surface method. J. Environ. Chem.
Eng. 2013;1:150–158.

30 Brahme PH, Doraiswamy LK. Modelling of a slurry reaction.
Hydrogenation of glucose on Raney nickel. Ind. Eng. Chem. Process.
Des. Dev. 1976;15(1):130–137.

31 Kosak JR. Hydrogenation of haloaromatic nitro compounds. In
Catalysis in Organic Synthesis. Ed. Jones WH. New York: Academic
Press; 1980:107–117.

32 Kale SS, Chaudhari RV, Ramachandran PA. Butynediol synthesis.
A kinetic study. Ind. Eng. Chem. Prod. Res. Dev. 1981;20:309–315.

33 Molga EJ, Westerterp KR. Kinetics of the hydrogenation of 2,4-
dinitrotoluene over a palladium on alumina catalyst. Chem. Eng.
Sci. 1988;47(7):1733–1749.

34 Hichri H, Accary A, Andrieu J. Kinetics and slurry-type reactor
modelling during catalytic hydrogenation of o-cresol on Ni/SiO2.
Chem. Eng. Process. 1991;30:133–140.

35 Bukur DB, Nowlcki L, Lang X. Fischer-Tropsch synthesis
in a stirred tank slurry reactor. Chem. Eng. Sci. 1994;49
(24A):4615–4625.

36 Rode CV, Chaudhari RV. Hydrogenation of m-nitrochlorobenzene
to m-chloroaniline: reaction kinetics and modeling of a non-
isothermal slurry reactor. Ind. Eng. Chem. Res. 1994;33:1645–1653.

37 Stüber F, Benaissa M, Delmas H. Partial hydrogenation of 1,5,9-
cyclododecatriene in three phase catalytic reactors. Catal. Today
1995;24:95–101.

38 Nikov I, Paev K. Palladium on alumina catalyst for glucose oxida-
tion: reaction kinetics and catalyst deactivation. Catal. Today
1995;24:41–47.

39 Benaissa M, Roux GCL, Joulia X, Chaudhari RV, Delmas H. Kinetic
modeling of the hydrogenation of 1,5,9-cyclododecatriene on
Pd/Al2O3 catalyst including isomerization. Ind. Eng. Chem. Res.
1996;35:2091–2095.

40 Choudhary VR, Sane MG, Tambe SS. Kinetics of hydrogenation
of o-nitrophenol to o-aminophenol on Pd/carbon catalysts in
a stirred three-phase slurry reactor. Ind. Eng. Chem. Res.
1998;37:3879–3887.

41 Kim CJ, Chang K, Chun GT, Jeong YH, Lee SJ. Continuous culture
of immobilized streptomyces cells for kasugamycin production.
Biotechnol.Prog. 2001;17:453–461.

42 Hoffer BW, Schoenmakers PHJ, Mooijman PRM, Hamminga GM,
Berger RJ, Langeveld ADV, Moulijn JA. Mass transfer and kinetics
of the three-phase hydrogenation of a dinitrile over a Raney-type
nickel catalyst. Chem. Eng. Sci. 2004;59:259–269.

43 Sarkar A, Seth D, Ng FTT, Rempel GL. Kinetics of liquid-phase
hydrogenation of isooctenes on a Pd/γ-alumina catalyst. AIChE J.
2006;52(3):1142–1156.

44 Chammingkwan P, Hoelderich WF, Mongkhonsi T, Kanchanawa-
nichakul P. Hydroxylation of benzene over TS-PQTM catalyst. Appl.
Catal. Gen. 2009;352:1–9.

45 Jung JY, Park JK, Chang HN. Bacterial cellulose production
by Gluconacetobacter hansenii in an agitated culture without
living non-cellulose producing cells. Enzyme Microb. Technol.
2005;37:347–354.

46 Ramachandran PA, Chaudhari RV. Three Phase Catalytic Reactors.
New York: Gordon and Breach Science Publishers; 1983.

47 Smith JM. Chemical Engineering Kinetics. McGraw-Hill Chemical
Engineering Series. New York: McGraw-Hill; 1970.

48 Levenspiel O. Chemical Reaction Engineering, 3rd Ed. New York:
John Wiley & Sons, Inc.; 1999.

49 Doraiswamy LK, Sharma MM. Heterogeneous Reactions: Analysis,
Examples and Reactor Design. Vol. 2, Fluid-Fluid-Solid Reactions.
New York: John Wiley & Sons, Inc.; 1984.

50 Krishna R, Sie ST. Strategies for multiphase reactor selection. Chem.
Eng. Sci. 1994;49(24A):4029–4065.

51 Hong J, Hecker WC, Fletcher TH. Predicting effectiveness factor for
m-th order and langmuir rate equations in spherical coordinates.
ACS Div. Fuel Chem. 1999;44(4):1011–1015.

52 Turner JR, Mills PL. Comparison of axial dispersion and mixing cell
models for design and simulation of Fischer–Tropsch slurry bubble
column reactors. Chem. Eng. Sci. 1990;45:2317–2324.

53 Maretto C, Krishna R. Design and optimisation of a multi-stage
bubble column slurry reactor for Fischer–Tropsch synthesis. Catal.
Today 2001;66:241–248.

54 de Swart JWA, Krishna R. Simulation of the transient and steady
state behaviour of a bubble column slurry reactor for Fischer–
Tropsch synthesis. Chem. Eng. Process. 2002;41:35–47.

55 Rados N, Al-Dahhan MH, Dudukovic MP. Modeling of the Fischer
Tropsch synthesis in slurry bubble column reactors. Catal. Today
2003;79–80:211–218.

56 Ahón VR, Costa JEF, Monteagudo JEP, Fontes CE, Biscaia JEC, Lage
PLC. A comprehensive mathematical model for the Fischer–
Tropsch synthesis in well-mixed slurry reactors. Chem. Eng. Sci.
2005;60:677–694.

57 Wang Y, Fan W, Liu Y, Zeng Z, Hao X, Chang M, Zhang C, Xu Y,
Xiang H, Li Y. Modeling of the Fischer–Tropsch synthesis in slurry
bubble column reactors. Chem. Eng. Process. 2008;47:222–228.

58 Schlüter S, Steiff P, Weinspach M. Heat transfer in two- and three-
phase bubble column reactors with internals. Chem. Eng. Process.
1995;34:157–172.

59 Ramachandran PA, Smith JM. Mixing-cell model for design of
trickle-bed reactor. Chem. Eng. Sci. 1979;17:91–99.

154 Chapter 6



60 Chaudhari AS, Rampure MR, Ranade VV, Jaganathan R, Chaudhari
RV. Modeling of bubble column slurry reactor for reductive alkyl-
ation of p-phenylenediamine. Chem. Eng. Sci. 2007;62:7290–7304.

61 Cussler EL. Diffusion: Mass Transfer in Fluid Systems. Cambridge
Series in Chemical Engineering. New York: Cambridge University
Press; 2009.

62 Nguyen-TienK, Patewari AN, SchumpeA,DeckwerWD.Gas-liquid
mass transfer in fluidized particle beds. AIChE J. 1985;31:194–201.

63 Patwari AN. Nguyen-Tien K, Schumpe A, Deckwer WD. Three-
phase fluidized beds with viscous liquid: hydrodynamics and mass
transfer. Chem. Eng. Commun. 1986;40:49–65.

64 Sada E, Kumarawa H, Lee C, Fujiwara N. Gas-liquid mass transfer
characteristics in a bubble column with suspended sparingly soluble
fine particles. Ind. Eng. Chem. Process. Des. Dev. 1985;24:255–261.

65 Schumpe A, Saxena AK, Fang LK. Gas/liquid mass transfer in a
slurry bubble column. Chem. Eng. Sci. 1987;42:1787–1796.

66 Schumpe A, DeckwerWD, Nigam KDP. Gas-liquid mass transfer in
three-phase fluidized beds with viscous pseudoplastic liquids. Can. J.
Chem. Eng. 1989;67:873–877.

67 Kim JO, Kim SD. Bubble breakage phenomena, phase holdups and
mass transfer in three-phase fluidized beds with floating bubble
breakers. Chem. Eng. Process. 1990;28:101–111.

68 Kim JO, Kim SD. Gas liquid mass transfer in a three-phase fluidized
bed with floating bubble breakers. Can. J. Chem. Eng.
1990;68:368–375.

69 Kang Y, Fan UT, Min BT, Kim SD. Promotion of oxygen transfer in
three-phase fluidized-bed bioreactors by floating bubble breakers.
Biotechnol. Bioeng. 1991;7:580–586.

70 Nore O, Briens C, Margaritis A, Wild G. Hydrodynamics, gas-liquid
mass transfer and particle-liquid heat and mass transfer in a three-
phase fluidized bed for biochemical process applications. Chem.
Eng. Sci. 1992;47:3573–3580.

71 Lee DH, Kim JO, Kim SD. Mass transfer characteristics and
phase holdup in three phase fluidized beds. Chem. Eng. Commun.
1993;119:179–196.

72 Kim SD, Kang Y. Heat and mass transfer in three-phase fluidized-
bed reactors-an overview. Chem. Eng. Sci. 1997;52:3639–3660.

73 DanckwertsPV.Gas-LiquidReactions.NewYork:McGraw-Hill; 1970.
74 Linek V, Vacek V. Chemical engineering use of catalyzed sulfite oxi-

dation kinetics for the determination of mass transfer characteristics
of gas-liquid contactors. Chem. Eng. Sci. 1981;36:1747.

75 Deckwer WD, Serpemen Y, Ralek M, Schmidt B. Modeling the
Fischer–Tropsch synthesis in the slurry phase. Ind. Eng. Chem.
Process. Des. Dev. 1982;21:231–241.

76 Belfares L, Cassanello M, Grandjean BPA, Larachi F. Liquid back-
mixing in packed-bubble column reactors: a state-of-the-art corre-
lation. Catal. Today 2001;64:321–332.

77 vanBaten JM,KrishnaR.Euleriansimulations fordeterminationof the
axial dispersion of liquid and gas phases in bubble columns operating
in the churn-turbulent regime. Chem. Eng. Sci. 2001;56:503–512.

78 van Baten JM, Krishna R. Eulerian simulation strategy for scaling up
a bubble column slurry reactor for Fischer–Tropsch synthesis. Ind.
Eng. Chem. Res., 2004;43:4483–4493.

79 Moustiri S, Hebrard G, Thakre SS, Roustan M. A unified correlation
for predicting liquid axial dispersion coefficient in bubble columns.
Chem. Eng. Sci. 2001;56:1041–1047.

80 El-Temtamy SA, El-Sharnoubi YO, El-Halwagi MM. Liquid disper-
sion in gas—liquid fluidized beds: part I: axial dispersion. The axially
dispersed plug-flow model. Chem. Eng. J. 1979;18:151–159.

81 Kato Y, Morooka S, Koyama M, Kago T, Yang S. Longitudinal
dispersion coefficient of liquid in three phase fluidized bed for
gas-liquid-solid systems. J. Chem. Eng. Jpn. 1985;8(4):313–317.

82 Kim SD, Kim HS, Han JH. Axial dispersion characteristics in three-
phase fluidized beds. Chem. Eng. Sci. 1992;47:3419–3426.

83 Han S, Zhou J, Jin Y, Loh KC, Wang Z. Liquid dispersion in gas-
liquid-solid circulating fluidized beds. Chem. Eng. J. 1998;70:9–14.

84 Ranade VV. Computational Flow Modeling for Chemical Reactor
Engineering. London: Academic Press; 2001.

85 Ma D, Ahmadi GA. Thermodynamical formulation for dispersed
multiphase turbulent flows. Int. J. Multiphase Flow 1990;16:323–351.

86 Gidaspow D, Bezburuah R, Ding J. Hydrodynamics of circulating
fluidized beds, kinetic theory approach. In Fluidization VII,
Proceedings of the 7th Engineering Foundation Conference on Flu-
idization. Ed. Potter OE, Nicklin DJ. Brisbane: Engineering Founda-
tion; May 3–8, 1992:75–82.

87 Schaeffer DG. Instability in the incompressible granular flow. J. Dif-
fer. Equ. 1987;66:19–50.

88 Lun CKK, Savage SB, Jeffrey DJ, Chepurniy N. Kinetic theories of
granular flow: inelastic particles in coquette flow and slightly ine-
lastic particles in a general flow field. J. Fluid Mech. 1984;140:
223–256.

89 Shalala M, Rogers W, O’Brien TJ.MFIX Documentation: Volume 1,
Theory Guide. Springfield, VA: National Technical Information
Service; 1993.

90 Ibdir H, Arastoopour H. Modeling of multi-type particle flow using
kinetic approach. AIChE J. 2005;51:1620–1632.

91 Padial NT, VanderHeyden WB, Rauenzahn RM, Yarbro SL. Three-
dimensional simulation of a three-phase draft-tube bubble column.
Chem. Eng. Sci. 2000;55:3261–3273.

92 Michele V, Hempel DC. Liquid flow and phase holdup—
measurement and CFD modeling for two-and three-phase bubble
columns. Chem. Eng. Sci. 2002;57:1899–1908.

93 Schallenberg J, Enss JH, Hempel DC. The important role of local dis-
persed phase hold-ups for the calculation of three-phase bubble col-
umns. Chem. Eng. Sci. 2005;60:6027–6033.

94 FengW,Wen J, Fan J, Yuan Q, Jia X, Sun Y. Local hydrodynamics of
gas–liquid-nanoparticles three-phase fluidization. Chem. Eng. Sci.
2005;60:6887–6898.

95 Khopkar AR, Ranade VV. Computational flow modelling of multi-
phase flows in stirred vessels. In Chemical Engineering in the Phar-
maceutical Industry: R&D to Manufacturing. Ed. Am Ende DJ.
Hoboken: John Wiley & Sons, Inc. 2011:269–298.

96 Jia X, Wen J, Wang X, Feng W, Jiang Y. CFD modeling of immobi-
lized phenol biodegradation in three-phase airlift loop reactor. Ind.
Eng. Chem. Res. 2009;48:4514–4529.

97 Jia X, Wen J, Wang X, Feng W, Jiang Y. CFD modelling of
phenol biodegradation by immobilized Candida tropicalis in
a gas–liquid–solid three-phase bubble column. Chem. Eng. J.
2010;157:451–465.

98 Troshko AA, Zdravistch F. CFD modeling of slurry bubble
column reactors for Fisher–Tropsch synthesis. Chem. Eng. Sci.
2009;64:892–903.

Three-phase slurry reactors 155



CHAPTER 7

Bioreactors

Pedro Fernandes1,2 and Joaquim M.S. Cabral1
1Department of Bioengineering and IBB-Institute for Bioengineering and Biosciences, Instituto Superior Técnico, Universidade de Lisboa, Lisboa, Portugal
2Faculdade de Engenharia, Universidade Lusófona de Humanidades e Tecnologias, Lisboa, Portugal

Abstract

Bioreactors are the core of bioprocesses, as they provide the key
link between the initial feedstock and the product, where chem-
ical modifications are carried out. Vessels used as bioreactors
have to be designed and operated in such amanner to accommo-
date the requirements of a given type of cells or enzymes to per-
form in conditions that maximize productivity. Therefore,
bioreactor engineering is a cross-disciplinary area, where biology
and engineering interact closely. Key issues for bioreactor design
and operation are addressed and illustrated by some examples
that highlight the relevance of biochemical process industry.

7.1 Introduction

Bioreactors are devices where biochemical reactions are carried
out, aiming at the manufacture of a wide array of products,
anchored in the use of microbial, mammalian, or vegetable cells
and/or enzymes. When microbial cells are used, bioreactors are
usually referred to as fermenters. Products formed can be very
diverse, such as the traditional antibiotics, amino acids and
organic acids, beer, and steroids, to biopharmaceuticals, such as
monoclonal antibodies, interleukins, human growth hormone,
recombinant vaccines, or human insulin, that involve either
mammalian cell lines or microbial cells [1]. Bioreactors are also
used: in the production of enzymes, which are themselves the cat-
alysts in bioconversion purposes, where products such as sugars,
secondary alcohols, aroma esters, or oligosaccharides are obtained
[1–3]; in the production of biofuels and biopolymers, where pro-
cesses combining physical and chemical pretreatment of low-cost
substrates (viz., lignocellulose) combinedwith enzymatic sacchar-
ification and fermentation are gaining relevance as a sound strat-
egy for sustainability [4–6]; for tissue mass culture [7] and for
stem cell culture [8]; and in wastewater treatment [9], just to refer
to some representative examples. Bioreactors can thus be consid-
ered the core of biologically driven production processes. Given
the particular nature of biochemical reactions, bioreactors usually
handle liquids, although gas and/or solid phases are often present,

as in the case of aerobic fermentations or when immobilized cells/
enzymes are used, either as a fixed bed or as suspended particles.
This chapter aims to provide an overview on some key aspects of
bioreactors, namely, their configuration, mode of operation, and
model equations as well as their major advantages and limitations.

7.2 Basic concepts, configurations, and
modes of operation

7.2.1 Basic concepts
Bioreactors are thus expected to operate in a large array of envir-
onments. Bioreactors currently in use in industrial environment
can be roughly classified on the basis of aeration and stirring
characteristics (Figure 7.1).
The design of a bioreactor is a cross-disciplinary task, invol-

ving knowledge in several complementary areas, such as reac-
tion/growth kinetics, mass, heat and momentum transfer,
mass and heat balances, and instrumentation and control. Thus,
the performance of a bioreactor may be influenced by several
features, such as metabolism, morphology, enzymatic activities,
substrate concentration, substrate/product inhibition, mode of
substrate supply, product removal, mixing efficiency, shear
stress, aeration and gas–liquid mass transfer, heat transfer,
and foaming. Fermentations are particularly demanding on
the bioreactor, since a sterile and contained environment is
mandatory along with other requirements, such as maintenance
of adequate aeration and agitation, monitoring and control of
pH and dissolved oxygen tension (DOT), ports for nutrient
and reagents feeding, and ports for sampling and inoculation,
and a frame that is scalable minimizes liquid loss and allows
the growth of a large array of microorganisms. Moreover, there
is a trend to tool up bench-scale bioreactors with specific probes
that enable online monitoring of specific products, such as green
fluorescent proteins [11] or redox potential [12]. Sterile environ-
ment is needed to prevent contamination by organisms other
than those cultured. In several processes in vitro where enzyme
reactors are used, namely, starch processing, the risk of contam-
ination is minimized since operation is performed at relatively
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high temperatures (within 50 C to close to 100 C). On the
other hand, the design of the bioreactor must also prevent the
release of microorganisms into the environment, a feature which
is of particular relevance when pathogenic strains are used in the
fermentation processes. Hence, different levels of containment,
and accordingly of framework complexity, are required depend-
ing on the risk group of the organisms used. Particular care in
the design and operation of a bioreactor is mandatory for both
technological and economical successes of a given process since,
depending on the characteristics of the product and its purity
and concentration, the bioconversion step may account for
5–50% of the total costs. The concentration of substrates (and
concomitantly of products) in the reaction media is often low,
due either to inhibitory/toxic effects or to poor solubility in
aqueous media, so diverse strategies have to be devised and inte-
grated into bioreactor operation (viz., fed-batch operation, use
of an auxiliary phase as substrate/product pool) not to compro-
mise volumetric productivity [13]. Microbial cells and enzymes
are both able to operate in nonconventional environments; thus,
complex mass transfer and fluid dynamics scenarios occur
which have to be taken into account in reactor design. Hence,
the chemical compatibility of the components of the reaction
media with the reactor structural materials has to be considered.
Moreover, oxygen and salt titers in the reaction media as well as
the need to maintain pH and temperature within relatively nar-
row boundaries prove critical for cell growth and/or expression
of intended activity. On the other hand, the increase of microbial
mass may lead to growth on the walls of the vessel and also on
the probes and baffles, to flocculation, or to autolysis due to
nutrient depletion in inner shells of the cell aggregates. Micro-
bial cells and even carrier-bound biologicals are sensitive to
strong shear stress which conditions mixing options.

7.2.2 Reactor configurations and modes of
operation

Given the diversity of bioconversion/fermentation processes,
different reactor configurations and modes of operation
have been developed, so as to provide the more adequate

environments for process implementation. The more common
reactor configurations fall into the following groups:
• Mechanically stirred vessels: Mixing is promoted by mechan-
ical stirring (occasionally magnetic in bench-scale vessels)
using different impeller types. In addition, aeration is also
employed to augment mixing. In this most commonly used
type of bioreactor, the tank content is perfectly mixed and
hence uniform in composition.

• Tubular reactors: Packed bed and fluidized bed reactors are
included in this category. Particulate forms of enzymes/cells
are bundled inside a cylindrical vessel, either in close contact
with each other in a packed bed, preferably by forcing the fluid
to circulate in downflow mode, or, in the form of a fluidized
bed, by forcing the fluid upward, so that the bed of solid par-
ticles expands and behaves in a fluidlike manner, which favors
contact between individual solid particles, hence enhancing
mass transfer. The monolith reactor, where the bed of parti-
cles is replaced by a single structure, is a variation of the
packed bed with minimal pressure drop.

• Bubble columns: Mixing is promoted without mechanical agi-
tation in cylindrical vessels by introducing gas into a liquid
through a sparger. One variation of bubble column reactors
preferred by industry is the airlift bioreactor.

• Liquid-impelled loop reactors: In this type of reactor, liquid is
forced to circulate through the action of jets or pumps.

• Membrane reactors: Using semipermeable membranes of
either flat sheet or tubular type in the bioreactor allows selec-
tive separation and reaction can be combined with extraction.

• Microreactors.
• Miscellaneous (viz., drip flow, rotating film).

Illustrative representations of the most significant of these
groups are given in Figure 7.2. Monoliths and microreactors
are not included in this chapter since they are addressed in detail
elsewhere in the book.

Bioreactors can be operated in batch, fed-batch, and contin-
uous modes (Figure 7.3). In the batch mode of operation, all the
medium components, but for gases, acid/base for pH control
and antifoaming agents are added to the bioreactor at the start
of the process, which is allowed to proceed for a given time.
Throughout this period there is neither addition of substrates
nor removal of products, only forced aeration, in the case of aer-
obic fermentations and addition of agents for pH and foam con-
trol. The system is in a highly dynamic unsteady state, since the
concentrations of substrates and products continuously change
with time. Once the intended reaction time is achieved, reactor
operation is stopped and the medium is processed for product
separation and purification. Although batch operation is highly
flexible and the risk of contamination is relatively small, as is the
risk of genetic instability of the organisms used, it is associated
with a low productivity, as a result of a high downtime (unpro-
ductive time period, which is used for emptying, cleaning, ster-
ilizing, if required, and filling the bioreactor for a new run)
between consecutive batch runs. The introduction of clean-in-
place (CIP) strategies and apparatus has nevertheless contributed
to reduce significantly the downtime [14–16]. The introduction

Distribution (%)
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70

Nonstirred, nonaerated

Stirred, aerated

Nonstirred, aerated

Figure 7.1 An estimate on the current use in industry of bioreactors with
different basic characteristics regarding aeration and stirring.
(Source: Adapted from [10].)
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of single-use bioreactors goes alongside with this trend, since
they are extremely flexible, have a quick turnaround, require less
infrastructures than traditional vessels, and are gaining accept-
ance in industrial environment, yet their use in industrial scale

(and also in bench scale) is mostly in the production of biophar-
maceuticals using mammalian and microbial cells [17–19].
In the continuous mode of operation, fresh medium is con-

stantly added to the bioreactor while spent medium is

(a) (b) (c)

Figure 7.3 Modes of bioreactor operation: (a) batch, (b) continuous, and (c) fed batch.
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simultaneously removed from the bioreactor. Since inflow and
outflow rates are similar, the reaction volume inside the reactor
remains constant anda steady state canbe achieved,where the con-
centrations of all components in themedium remain constantwith
time. It becomes possible to establish conditions that allow for con-
tinuous production with high productivity. Still, the production of
secondarymetabolites under the continuousmode is not advisable,
since it is difficult to maintain the low dilution rates required.
Besides, contamination or strain mutation may occur under con-
tinuous mode of operation, leading to process failure [20].

When continuous operation is conducted in a perfectly mixed
stirred reactor, the medium composition is homogeneous
throughout the reactor, thus similar to that in the outflow. On
the other hand, when reactions are carried out in an ideal tubular
reactor with a plug-flow-like behavior, which displays a uniform
velocity profile across the radius resulting from absence of mixing
in the direction of flow (axial) but full mixing in the direction nor-
mal to the flow (radial), the concentrations of both substrates and
products change along the reactor in the flow direction.

In the fed-batch mode of operation, which is an intermediate
betweenbatch and continuous, one ormore substrates or nutrients
(often the limiting substrate) are added to the bioreactor in a con-
tinuous manner, namely, as a concentrated solution through a
dosing pump (eventually the addition can be performed intermit-
tently). Again, after a given time period, reactor operation is
stopped and the medium is directed to downstream processing
for product separation and purification. Fed-batch operation
may result in a variation of the volume of the reaction medium,
in which case part of the working volume of the bioreactor is not
used until the end of the run, andhence, the final limit of the extent
of the run is theworking volume of the bioreactor. Fed-batch oper-
ationdoes not result in a variationof the total volume if the limiting
substrate can be fed as a gas or through dialysis. Moreover, a par-
ticular variantof the fed-batchmodeof operationwithno total vol-
ume change is a cyclic process which involves the periodic removal
of most of the culture while the residual culture is diluted to the
original volume using fresh medium and growth is resumed.

Fed-batch operation is particularly suitable in cases when the
substrate is inhibitory/toxic or is sparingly soluble, as an approach
to prevent the occurrence of by-products that are often formed in
the presence of high concentrations of substrate, since only the
required amount of substrate for the production of the targeted
product is released. For example, controlling substrate delivery
is critical when catabolic repression is to be avoided.When imple-
mented, it allows for high cell concentrations to be obtained, with
a positive impact on productivity, and thus the fed-batch strategy
can be advantageously used in the production of primary meta-
bolites, namely, gluconic acid. In the production of secondary
metabolites like penicillin, which has the highest expression dur-
ing the deceleration phase of growth, fed-batchmode of operation
allows for periodic shifts in the growth rate, hence permitting the
time span of the productive stage of a process to be extended
under a controlled environment. The fed-batch mode is also use-
ful when the process results in a considerable increase in the vis-
cosity of the reaction medium, as observed during the production

of polysaccharides such as dextran or xanthan, through the use of
a water-based feed. Moreover, fed-batch operation can be used to
compensate for excessive solvent (water) loss due to evaporation
throughout the time course of a process. On the other hand, effi-
cient fed-batch operation requires a detailed understanding of the
mechanisms relating physiology and productivity as well as
skilled personnel for designing and developing the process.

7.3 Mass balances and reactor equations

An overall mass balance for a given process can be given as

dM
dt

=Mi−Mo + rp−rc 7 1

whereM refers to the total mass, t to time, subscripts i and o refer
to inflow and outflow, respectively, rp to the rate of mass of pro-
ducts formed, and rc to the rate of mass of substrates consumed.

In a batch reactor, where there are no inlets or outlets, and the
liquid medium density can be assumed constant, the material
balance for a specific substrate A is given by

−V
dCA

dt
= −rAV 7 2

where V is the volume of the medium (m3), CA is the concentra-
tion of substrate A (mol/m3), t is the time of reaction (s), and rA is
the rate equation (mol/m3/s) for substrate consumption.

7.3.1 Operation with enzymes
In enzymatic processes, the rate equation typically displays
hyperbolic saturation kinetics, better known as Michaelis–
Menten kinetics (7.3):

−rA =
VMCA

KM +CA
7 3

where VM is the maximal reaction rate and KM is the Michaelis
constant.

Substituting Equation 7.3 into Equation 7.2 and integrating,
the equation for the batch reactor Equation 7.4 is obtained:

−
C

CA0

dCA

VMCA

KM +CA

=
t

0
dt KM ln

CA0

C
+ CA0−C = tVM

7 4

where CA0 stands for the initial concentration of A.
Taking into consideration the definition of fractional conver-

sion, X(−), as

CA0−CA

CA0
=X 7 5

and substituting Equation 7.5 into Equation 7.4 leads to
Equation 7.6, a more familiar equation of ideal batch reactor dis-
playing Michaelis–Menten kinetics:

tVM =CA0X−KM ln 1−X 7 6
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A similar approach, starting with a material balance, can be
used for the characterization of bioreactors operating in the con-
tinuousmode. Thus, for a perfectly mixed reactor, or continuous
stirred tank reactor (CSTR), where the term of accumulation is
zero at steady state and the liquid composition is uniform, the
material balance for substrate A is given by Equation 7.7:

FCA0−FCA = −rAV 7 7

where F is the total volumetric flow rate (m3/s). In the case of
Michaelis–Menten kinetics, and considering Equations 7.5
and 7.7 can be rewritten as follows:

CA0−C
KM +C
VMC

=
V
F

KM
X

1−X
+XCA0 = τVM 7 8

where τ represents the residence time, the reciprocal of which,
F/V =D, is generally known as the dilution rate.
On the other hand, for the ideal tubular reactor with a plug-

flow-like profile (PFR), the material balance has to be made
over a differential element of volume, dV = Adz, where A is
the cross-sectional area of the bioreactor and dz is a differential
thickness of the bioreactor (Figure 7.4). The material balance
thus becomes

FCA−F CA + dCA = −rAdV FCA−F CA + dCA = − rAAdz

7 9

Assuming that the hyperbolic Michaelis–Menten rate equa-
tion holds, Equation 7.9 becomes

−
CA

CA0

dCA =
VMCA

KM +CA

A
F

L

0
dz −

CA

CA0

KM +CA

VMCA
dCA =

A
F
L

KM ln
CA0

CA
+ CA0−CA = τVM (7.10)

which can be arranged by using Equation 7.5 to give

τVM =CA0X−KM ln 1−X 7 11

Equations 7.6 and 7.11 are formally identical, which suggests
that the reaction time in a perfectly mixed batch reactor corre-
sponds to the residence time in a PFR.
When a PFR and a CSTR are compared regarding conversion,

in the processing of similar feed compositions, the latter requires
a larger volume than the former in order to attain an equal

conversion, for both Michaelis–Menten and first-order
power-function kinetics, whereas the performance is unaffected
by the type of the reactor in case of zero-order kinetics. On the
other hand, if the substrate is inhibitory, the use of a CSTR may
be favored since substrate concentration is instantaneously
diluted to the concentration in the effluent, while reactions char-
acterized by product inhibition are preferably carried out in a
PFR since product concentration builds up gradually through
(or along) the length of the bioreactor.

7.3.2 Operation with living cells
When bioreactor operation relies on the use of living cells for the
production of given goods or biomass, cell growth and mainte-
nance requirements have to be considered. These processes are
more complex, since they involve simultaneous substrate con-
sumption, product formation, and cell growth, which can be
schematically represented as

Cells + Substrate More cells + Extracellular products

where product formation can occur alongside cell growth (pri-
mary metabolite), at the decline of the growth phase (secondary
metabolite), or as a mixture of the both. For growth to occur new
cells have to be formed; hence, the process can usually be con-
sidered as being autocatalytic Equation 7.12:

rg =
dCc

dt
= μCc 7 12

where rg stands for the biomass growth rate (kg/m3/s, usually
presented as kg/m3/h), μ stands for the specific growth rate
(s−1, usually presented as h−1), and Cc stands for cell mass con-
centration (kg/m3).
Cell growth in a typical batch process can be divided into four

different phases (Figure 7.5).
In the lag phase, cells adjust to a new environment. In this

period, cells synthesize proteins for transporting substrates into
the cell and for metabolizing substrates and for preparing all the
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A

Figure 7.4 Flow through a tubular reactor of total length L, where a dif-
ferential element of volume, dV =Adz, is highlighted.
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Figure 7.5 Different stages of cell growth in batch processes: (1) lag phase,
(2) exponential growth phase, (3) stationary phase, and (4) death phase.
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cell machinery for replication of its genetic material. The length
of this phase depends on the similarity between the medium
from which the inoculum is taken and the fermentation
medium; the larger the similarity, the shorter is the lag phase.
In the exponential phase, cells use the nutrients in the most effi-
cient manner; thus, they replicate at the maximum rate and cell
growth rate is proportional to cell concentration. In the station-
ary phase, there is no net growth rate, as result of the depletion of
nutrients. Moreover, cell growth is also impaired due to the
buildup of metabolites, such as organic acids, produced during
the exponential growth phase. However, several metabolites,
such as antibiotics, are synthesized during the stationary phase.
The final phase, the death phase, is characterized by a marked
decrease in the concentration of live cells, which can be ascribed
to nutrient depletion, buildup of toxic by-products, and a harsh
environment.

Several nutrients are required for cell growth to take place
alongside product formation:

Cells + Carbon source +Nitrogen source +Oxygen

+Micro-nutrients + Phosphate source +Other nutrients

More cells + Products

The specific growth rate, μ, can still be related to the limiting
substrate, usually a carbon source such as glucose, as given in
Equation 7.13. Somehow not surprisingly, growth kinetics of
microorganisms are often found to follow Monod kinetics,
Equation 7.13, which is formally similar to the Michaelis–
Menten equation, Equation 7.3, of enzyme kinetics:

μ=
μMCS

KS +CS
7 13

where μM stands for the maximal specific growth rate (s−1, usu-
ally given as h−1), Ks is the Monod constant (kg/m3), and Cs is
the limiting substrate concentration (kg/m3).

In order to provide a better fit for cell growth, modified
expressions have been suggested. One of these takes into
account substrate consumption due to maintenance require-
ments of the cell, expressed as μs (s

−1, usually given as h−1),
hence affecting the specific growth rate μ:

μ=
μMCS

KS +CS
−μS 7 14

Another expression considers the inhibitory effect of sub-
strate concentration observed in some cases, where KI is an inhi-
bition constant:

μ=
μMCS

KS +CS +
C2
S

KI

7 15

Inhibition as a result of product formation (viz., ethanol pro-
duction) is also handled by modifying the Monod-type cell
growth equation:

μ=
μMCS

KS +CS

KI

KI +CP
7 16

where Cp stands for product concentration.
Expressions other that Equation 7.13 have also been sug-

gested to describe cell growth rate, such as Contois (7.17), Moser
(7.18), and Tessier (7.19) equations:

μ=
μMCS

KC CC +CS
7 17

where KC is the Contois saturation constant

μ= μM 1−exp −
CS

k
7 18

μ=
μMCS

1 + kC−λ
S

7 19

where k and λ are empirical constants determined by a best fit of
the data.

Cell death rate, rD, as a result of nutrient depletion, toxicity of
a given medium component, or shear stress can be accounted as

rD = kD + kiCin CC 7 20

where kD and ki are the respective specific death rate constants
due to natural death or to toxic compounds given by Cin.

7.3.2.1 Stoichiometry
During the cell growth process, part of the substrate is used to
build up cell components. The efficiency of this process is quan-
tified by the yield of biomass with respect to the substrate, Ycs,
expressed as kg dry cells per kg substrate consumed [15]:

YCS =
CC −CC0

CS0−CS
7 21

where CS0 and CC0 are the initial values of substrate and cell
mass concentrations CS and CC, respectively. Plotting CC versus
CS gives a linear correlation with (−YCS) as the slope. Typical
values for YCS are within 0.4–0.6 (kg/kg).

Product formation can occur at different stages of cell growth.
If it takes place during the growth phase, the rate of product for-
mation, rp (kgp/m

3/h), can be given by

rP =YPCrg =YPCμCC = qPCC

=YPC
μMCS

KS +CS
Cc forMonod growth

7 22

where qp is the specific rate of product formation (kgp/kgcells
3/h)

andYPC is theyieldofmassofproduct formedpermassofnewcells:

YPC =
CP−CP0

CC−CC0
7 23

Substrate may be consumed further just to comply with the
maintenance requirements of the cell, the corresponding term
m being calculated as the mass of substrate consumed per cell
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mass per time. The rate of substrate consumption for mainte-
nance, rsm (kg/m3/h), is given by

rsm =mCC 7 24

Thus, the net rate of substrate consumption (−rs) can be for-
mulated as

−rs =YSCrg +YSPrP +mCC 7 25

Moreover, when primary metabolites are produced, it is dif-
ficult to distinguish the amount of substrate used for cell growth
from that used for product synthesis; hence, YSC and YSP are
simply lumped into YSC and Equation 7.25 is simplified to

−rs =YSCrg +mCC 7 26

Usually, μ m; hence, the maintenance term is often
neglected in mass balances, which leads to further simplification
of Equation 7.26 to

−rs =YSCrg 7 27

On the other hand, when product formation is independent
of biomass growth, it is related solely to substrate consumption,
eventually a secondary substrate, SM:

rP =YPSM −rs 7 28

where YPSM is the yield of mass of product formed per mass of
substrate consumed:

YPSM =
CP−CP0

CSM0−CSM
7 29

Often CP0 = 0; thus,

YPSM CSM0−CSM =CP 7 30

The rate law for secondary metabolite formation often takes
the form of the familiar Monod equation; therefore,

rP =
kPCSM

KSM +CSM
CC 7 31

where kP is the specific rate constant for secondary metabolite
formation, CSM is the concentration of the substrate for second-
ary metabolite formation, and KSM is the Monod constant for
secondary metabolite formation.
Thus, the net rate of substrate consumption during the sta-

tionary phase, rSM, can be given by

rSM =mCC +
YSMPkPCSM

KSM +CSM
CC 7 32

In the previous discussion, extreme cases concerning the stage
of product synthesis were considered, but actual production
may occur in both exponential and stationary phases of growth.
In order to account for this, the specific rate of product forma-
tion, qp, is then given by the Luedeking–Piret equation:

qP = αμg + β 7 33

and thus

rP = qPCC 7 34

7.3.2.2 Mass balances
Characterization of a process occurring in a bioreactor where
living cells are involved requires mass balances for cells, sub-
strate, and extracellular product, all of them ultimately
interlinked.
For stirred tank reactors, the general cell balance over the

reactor volume is given by

V
dCC

dt
= F0CC0−FCC + rg −rd V 7 35

Similarly, the substrate balance is given by

−V
dCS

dt
= F0CS0−FCS−rSV 7 36

and the product balance is given by

V
dCP

dt
= F0CP0−FCP + rPV 7 37

In the case of batch reactors, the cell, substrate, and product
balances are simplified to

V
dCC

dt
= rg −rD V

dCC

dt
= rg −rD 7 38

(which is simplified to Eq. 7.12 in the exponential growth
phase):

−V
dCS

dt
= − rSV 7 39

V
dCP

dt
= rPV 7 40

In the case of a CSTR, on the other hand, all accumulation
terms disappear; therefore,

0 = F0CC0−FCC + rg −rD V 7 41

0 = F0CS0−FCS−rSV 7 42
0 = F0CP0−FCP + rPV 7 43

Characterization of a process addressing the trends of sub-
strate depletion, cell growth, and product formation involves
the solution of a set of equations. Functional forms of the equa-
tions will vary, given the different representative models for
growth and stages of product formation and of substrate con-
sumption, and the solution procedure often requires a numeri-
cal approach. However, several simplifications are often made
by attending to the relevance of several variables as compared
to others, namely, often the maintenance coefficient is
negligible.

7.3.2.3 Batch operation
In a similar manner to what was previously mentioned for
enzyme reactors, the overall batch process for cell cultivation
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has a time span longer than solely the culture period. In addition
to cell growth, batch operation of a fermenter includes develop-
ment of the seed culture, cleaning, filling and sterilization of the
fermenter and fermentation medium, and finally emptying the
vessel for downstream processing.

In a well-mixed fermenter operated batchwise, and assuming
Monod equation is valid throughout all stages of cell growth, it
can still be stated that the specific growth rate μ is given by

dCc

dt
=

μMCS

KS +CS
Cc 7 44

where

dCC

dt
=
dCC

dS
dCS

dt
and

dCS

dt
= −

μ

YCS
+

rP
YPS

CC 7 45

Here YCS and YPS are assumed to be constant throughout the
process and

CC =CC0 exp μMt 7 46

as in the exponential growth phase. Combining these two equa-
tions, Equations 7.45 and 7.46, and integrating gives the time
length of a batch culture for the exponential growth phase, tb:

tb =
1
μM

ln 1 +
CS0−CS

1
YCS

+
rP

μMYPS
CC0

7 47

If, in addition, no product is formed except cell mass itself,
this equation is simplified to

tb =
1
μM

ln 1 +
CS0−CS YCS

CC0
7 48

7.3.2.4 Fed-batch operation
In a fed-batch culture, the volume of the liquid in the fermenter
increases with time. The feed rate, which may not be constant,
establishes the dilution rate D, which typically decreases
with time:

D=
F
V

7 49

and

F =
dV
dt

7 50

Using Equation 7.12 also, the net change in cell mass with
time is given by

d CCV
dt

=
CCdV
dt

+
VdCC

dt
= μCCV 7 51

Implementing Equation 7.50,

dCC

dt
=CC μ−D 7 52

Therefore, when μ =D, cell mass concentration remains con-
stant. For each substrate concentration in the medium, μ is
determined according to a suitable model (viz., Monod). On
the other hand, CS can be adjusted to a given μ. Typically,
fed-batch operation starts in batch mode; once suitable condi-
tions are attained (viz., cell concentration), a given feed is pro-
vided at a proper rate.

The net balance of substrate in the fed-batch fermenter is
given by

d VCS

dt
= FCSi−

μ

YCS
+

rP
YPS

CCV 7 53

For a growth-associated product, where substrate is fed in
such a manner as to maximize specific growth rate, and assum-
ing negligible cell death, one obtains Equations 7.54 and 7.55:

CC =

CC0μexp −μt

μ−
μ

YCS
+m+

αμ

YPS

CC

CS

CC0

μ−
μ

YCS
+m+

αμ

YPS

CC

CS

×
μ

YCS
+m+

αμ

YPS

−1
CS

× exp −μt −1

7 54

CP = αμ
μ

YCS
+m+

αμ

YPS

−1
CS

× 1− exp
μ

YCS
+m+

αμ

YPS

F t
CS

7 55

For a process where the specific growth rate is maintained
constant,

F =
μCC0V0exp μt
CS0−CS YCS

7 56

V =V0 1 +
CC0

CSYCS
exp μt −

CC0

CSYCS
7 57

CC = μCC0 exp μt μ 1 +
CC0

CSYCS
exp μt −

CC0

CSYCS
7 58

7.3.2.5 Continuous operation
Continuous mode of operation in well-mixed stirred tanks often
starts as a fed-batch process at constant feed rate under a given
substrate concentration CS0, so that D = μ until an outlet valve is
opened. This is performed in order to allow the effluent to be
continuously recovered from the reactor at an outlet flow rate
equal to the inlet flow so that the volume of the medium in
the fermenter stays constant and steady state is achieved.

From the cell mass balance equation for steady state,
Equation 7.38, with sterile feed and assuming negligible cell death,

FCC = rgV D= μ 7 59

that shows that the growth rate can be controlled through the
dilution rate. The substrate concentration can be established
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by replacing μ with D in the substrate consumption equation
which, in the case of Monod-type growth, results in

CS =
DKS

μM −D
7 60

If a single nutrient is limiting, and it is only used for cell
growth, cell mass and substrate concentrations, CC and CS,
can be related through the stoichiometry, to lead to

CC =YCS CS−
DKS

μM −D
7 61

The dilution rate is limited by an upper boundary, a point at
which all cells are washed out from the system, sinceD exceeds μ
and the residence time is not enough to allow for cells to repli-
cate. Hence, CC in the reactor equals zero; thus, the dilution rate
for washout, Dwo, is defined as

Dwo =
μMCS

CS +KS
7 62

Another relevant parameter for continuous, stirred fermenter
operation is the identification of the dilution rate which maxi-
mizes cell production. Since the volumetric cell productivity
can be expressed as

FCC

V
=DCC 7 63

and replacing CC according to Equation 7.61

DCC =DYCS CS−
DKS

μM −D
7 64

The dilution rate that allows for maximum productivity,
Dprod, is determined by differentiating the production rate,
DCC, with respect of the dilution rate and equating it to zero:

Dprod = μM 1−
KS

KS +CS

1 2

7 65

As for enzyme reactors, in a CSTR, the concentrations of the
different medium components in the effluent are similar to
those in the reactor.
In order to maintain a high cell density inside the fermenter,

cells can be recycled back to the vessel (Figure 7.6), with a recycle
ratio, α, defined as

α=
FR
F

7 66

as well as a concentration factor, β:

β =
CCR

CC1
7 67

The net cell mass balance is

V
dCC1

dt
= F0CC0 + F + FR CC1 +VμCC1 7 68

At steady state, assuming sterile feed and introducing α, this
equation becomes

μ=D 1 + α 1−β 7 69

which shows that cell recycle allows chemostat operation at a
dilution rate higher than the specific growth rate.
From the net mass balance on the substrate,

V
dCS

dt
= FCS0 + αFCS−V

μCC1

YCS
− 1 + α CS 7 70

Assuming steady state

CC1 =
DYXS CS0−CS

μ
CC1 =

YXS CS0−CS

1 + α 1−β
7 71

For Monod-type cell growth kinetics,

CS =
KSD 1 + α 1−β

μM −D 1+ α 1−β
7 72

and

CC1 =
YCS

1 + α 1−β
CS0−

KSD 1 + α 1−β
μM −D 1+ α 1−β

7 73

7.4 Immobilized enzymes and cells

7.4.1 Mass transfer effects
In fermentation/bioconversion processes, biomolecules can be
in suspension/solution or distributed in a roughly uniformman-
ner within solid particles or at their surface or otherwise in the
form of relatively large aggregates that are not bound to a solid
carrier. In the latter three cases, the enzymes/cells are immobi-
lized by carrier-bound or carrier-free methods. Immobilization
brings along increased complexity, since a substrate A must
(i) migrate from the bulk of the liquid phase, where its concen-
tration is CAb to the surface of the immobilized biomolecule by
crossing the stagnant liquid film surrounding the particle where
its concentration is CAS, and (ii) diffuse through the pores or gel-
like structure of the carrier (Figure 7.7), unless only surface
immobilization is considered, which is relatively rare since this
seriously limits cell/enzyme load and ultimately productivity.

F, CS0

F, CC0

FR, CCR

CCl, CS

F + FR, CCl

Figure 7.6 CSTR with recycle.
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In either case, the overall reaction rate comprises both mass
transfer and bioreaction kinetics, where the former is usually the
rate-limiting step. It is possible to define a total effectiveness fac-
tor, ηT, which accounts for the effects of mass transfer on the
reaction rate as

ηT =
rAobs
rA

=
Observed rate of reaction

Rate of reaction if CA =CAb everywhere in the particle

Mass transfer limitations can be broken down to two situa-
tions which are related to external and internal mass transfer
resistances. Accordingly, external, ηe, and internal, ηi, effective-
ness factors can be defined as

ηe =
rAs obs
rA

=
Observed rate of reaction if CA =CAs everywhere in the particle

Rate of reaction if CA =CAb everywhere in the particle

and

ηi =
rA obs

rAs
=

Observed rate of reaction
Rate of reaction if CA =CAs everywhere in the particle

where

ηT = ηiηe 7 74

When external or internal mass transfer resistances are negli-
gible, ηe = 1 or ηi = 1, respectively. If intrinsic kinetic parameters
(determined while using free enzymes or cells, with no mass
transfer limitations) are known, the total effectiveness factor
can thus be used together with the reactor design equations as

ηTavτVMi =CA0X−KMi ln 1−X BSTR and PFR 7 75

KM
X

1−X
+XCA0 = τηTVM CSTR 7 76

where ηTav is an average total effectiveness factor which can be
determined by

ηTav CA0X−KMi ln 1−X
C

CA0

dCA

ηTCA KMi +CA

7 77

The need for an average total effectiveness factor results from
the variation of the total effectiveness factor with substrate
concentration.

In the case of external mass transfer resistance, the rate of sub-
strate depletion, −rA, is controlled by the mass transfer across
the stagnant film:

−rA = kLa CAb−CAs 7 78

where kL is the liquid mass transfer coefficient, a is the surface
area per unit volume of the catalyst, and CAb and CAs are the
concentrations of the substrate in the bulk liquid phase and
on the particle surface. The relevance of external mass transfer
resistance can be established based on the Damköhler number
(Da) that relates the maximum reaction rate and the maximum
rate of mass transfer:

Da=
−rA max

kLa CAb−CAs
7 79

For Damköhler numbers largely exceeding unity, mass trans-
fer is the rate-limiting step; hence, the apparent reaction rate is
given by

−rA = kLaCAb 7 80

The internal mass transfer resistances are ascribed to the slow
migration of substrate inside long, tortuous pores or layers of
hydrogel. Mass transfer resistances inside the particle leads to
a decrease from unity in ηi. This decrease is correlated with a
dimensionless parameter, the Thiele modulus, relating the reac-
tion rate andmolecular diffusion inside the support particle. The
Thiele modulus varies with the reaction mechanism and shape
of the particle. However, it has been established that if a general-
ized Thiele modulus is used, Фgen,

Φgen =
−rA CA =CAs a−1

2DAeff

CAs

0
−rA dCA

7 81

where DAeff is the effective diffusivity of A in the immobilization
support, then ηi can be determined with a satisfactory approx-
imation by

ηi =
tanhΦgen

Φgen
7 82

for different reaction kinetics and particle shapes [21].
For Michaelis–Menten-type kinetics and a spherical particle

radius of RP, Equation 7.82 becomes

Φgen =
V CA =CAs RP

3 1 + χ 2DAeff V CA =CAs 1−χ ln 1 + 1
χ

7 83

Other approaches for relating Thiele moduli and effectiveness
factors are available in the literature [22, 23].
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Figure 7.7 Variation of substrate concentration, CA, from bulk liquid
medium to center of support particle.
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In the case of a packed bed reactor, a typical configuration for
the use of immobilized enzymes, where mass transfer resistances
are not significant and Michaelis–Menten-type kinetics is
observed, the reactor design equation is simply obtained from

uL
dCA

dz
= −

VMCA

CA +KM
7 84

leading to

L=
uL
VM

KM ln
CA0

CA
+ CA0−CA 7 85

where L is the length of the packed bed and uL is the liquid flow
velocity. Naturally the reaction time, tr, in the packed bed is
determined according to

tr =
L
uL

7 86

7.4.2 Deactivation effects
The performance of immobilized reactors in continuous opera-
tion can be negatively influenced by several incidents such as
enzyme/cell leakage, thermal denaturation of the enzyme, disin-
tegration of the support, or microbial contamination. These
parameters can be evaluated experimentally, and approaches
can thus be designed in order to counter their negative effect
on bioreactor performance.
Predictive models for thermal denaturation of enzymes have

been developed [24, 25], the most commonly used one being the
exponential decay model:

−
dEa
dt

= rd = kdEa 7 87

where Ea stands for enzyme activity at time t, kd is deactivation
rate constant, and rd is the rate of deactivation.
Integration of this equation leads to

Ea = Ea0 exp −kdt 7 88

where Ea0 is the enzyme activity at time 0. This equation can be
used to establish the variation of VM with time as

VM =VM0 exp −kdt 7 89

where VM0 is VM at time 0. Combining Equation 7.89 with the
design equation for immobilized enzyme reactors and integra-
tion with respect to time allows the prediction of bioreactor per-
formance when enzyme activity loss occurs due to thermal
effects.

7.5 Aeration

Aeration plays a key role in aerobic fermentations, and often the
rate of oxygen transfer from the gas phase sparged into the
liquid phase ends up controlling the overall rate of the

fermentation process, particularly when the cell biomass
increases. The low solubility of oxygen in aqueous media, about
10 ppm at ambient temperature and pressure, is a major cause of
such behavior. Given the small size of cells in the micron range,
external mass transfer resistances to the cells can be neglected,
and it may be assumed that the main resistance to mass transfer
is located at the gas–liquid interface, more particularly at the
surface of the gas bubbles.
Hence, the rate of oxygen transfer per unit volume of fluid,

NO2 , from the gas phase to the liquid phase is given by

NO2 = kLa C∗
O2
−CO2 7 90

where C∗
O2

is the solubility of oxygen in the medium, CO2 is the

actual concentration of oxygen in the bulk liquid medium, and a
is gas–liquid interfacial area per unit volume of fluid. The differ-
ence between the two concentrations is the driving force for
mass transfer and is typically very small. The term kLa, com-
monly named as the volumetric mass transfer coefficient, is a
key parameter to measure the performance of gassed bioreactors
and is often used as a reference parameter for scale-up [26]. This
parameter can be experimentally determined using different
methodologies [13]. Alternatively, it can be predicted using ade-
quate empirical correlations, such as

kLa = 0 026
Pg
V

0 4

u0 5
g 7 91

where Pg is the power requirement of a gas-sparged liquid in a
stirred tank and ug is the superficial gas velocity.
For a bubble column, on the other hand, the following corre-

lation is proposed:

kLa = 0 32u0 7
g 7 92

Detailed information on predictive kLa correlations for vari-
ous bioreactor configurations and in media with different rheol-
ogies can be found in the literature [13, 27, 28].

7.6 Mixing

Liquid mixing in stirred bioreactors can be promoted by an
assorted set of impellers with different designs. When micro-
bial cell fermentations are considered, the Rushton turbine is
almost universally used. This impeller promotes a radial flow
and the shear stress created does not harm cell growth. Other
impellers can also be used with given specific requirements
regarding rheology and suspension of solid particles. For
instance, an axial flow pattern is more adequate for suspension
of solid particles, which is best performed by a propeller or by
pitched-blade turbines, whereas mixing of highly viscous
media is best performed using gate anchors or helical impellers
[11]. Mixing times in industrial-scale stirred vessels usually
take less than 2 min.
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Unlike stirred tanks, bubble columns and similar liquid-
impelled and airlift vessels have no moving parts for mixing
and hence are of simpler conception, since they are basically
cylindrical vessels with a high height to diameter ratio for the
gas to be bubbled. Bubble columns are less demanding on power
than stirred vessels of similar volume, since the former essen-
tially require power to feed a gas against the static head of the
liquid inside the vessel; therefore, they are suitable for use when
very large-scale aerobic fermentations are addressed. These
bioreactors also operate with suspended solids (immobilized
enzymes/cells) in which case they are often termed slurry bubble
reactors. Mixing in bubble columns naturally relies on the flow
of the bubbles released from the sparger. Basically, two different
flow regimes are observed. At low gas flow rates, all bubbles rise
with similar velocity and there is no back-mixing; this is the so-
called homogeneous flow, where bubbles are homogeneously
distributed and liquid mixing is poor. A different pattern typical
of operating conditions, and termed as heterogeneous or turbu-
lent flow, is observed when high gas velocities are used. In this
case, chaotic circulatory patterns develop; the liquid and bubbles
tend to rise at the center of the column while near the walls a
downward flow of liquid is observed, which also entrains bub-
bles, thus leading to some back-mixing.

A condition typical of heterogeneous flow in a column of
diameter ϕ is given by the following equation:

uL = 0 9 gϕug
0 33

7 93

where uL is the upward liquid velocity and g is the acceleration of
gravity. Based on this correlation, the mixing time, tm, for a col-
umn of length L can be predicted according to

tm =
11L gϕ−2ug

−0 33

ϕ
7 94

Airlift bioreactors are used as an alternative to bubble col-
umns; the configuration of the former permits more defined liq-
uid flows, since upward- and downward-moving streams are
physically separated. Airlift bioreactors typically allow better
mixing than bubble columns, particularly if they are of the exter-
nal-loop configuration, but at low liquid velocity.

7.7 Heat transfer

Heat transfer is a relevant feature of bioreactor operation,
although biological reactions do not display high exo- or
endothermicity typical of many chemical reactions, nor do they
occur at such high temperatures. Nevertheless, the temperatures
at which enzyme- or cell-catalyzed reactions (including fermen-
tations) occur have to be controlled under strict limits. Hence,
bioreactors incorporate heat transfer surfaces either as external
jackets or coils, as internal coils, or as external heat exchangers.
These surfaces are used to adjust the temperature of the stream

fed to the reactor, to maintain the temperature of the reaction
medium constant according to the endothermic/exothermic
nature of the reaction involved plus the heat dissipated due to
stirring during bioreactor operation, and to sterilize the medium
prior to fermentation. Typically, steam and water are used as
heating and cooling media, respectively.

7.8 Scale-up

The development of a bioconversion/fermentation process con-
sists of several stages, namely, bench, pilot, and plant scale. The
outcome of the bench scale establishes key conditions for the
upcoming stages, and the relevant aspects of the process (viz.,
medium composition and concentrations of different species
involved, temperature and pH of operation, conditions that
optimize productivity) are expected to be reproduced as closely
as possible when larger vessels are used. In order to achieve this,
several aspects have to be considered. Unfortunately, it has been
shown that there is not a single criterion for scale-up, yet a set of
guidelines has to be considered.

The most immediate is geometric similarity, but on its own this
is clearly not enough. In addition, keeping a constant kLa through-
out scales is one of the most widely used approaches when aerobic
fermentations are involved. Alternatively, constant volumetric
power consumption has also been commonly suggested. Other
alternatives proposed as criteria for scale-up include constant
tip speed, similar Reynolds number, or equal mixing times [1, 21].

7.9 Bioreactors for animal cell cultures

Animal cells, particularly mammalian cells, are cultured in large
scale for the production of value added goods, namely, biophar-
maceuticals (interferon, monoclonal antibodies, vaccines, and
the like), hence the need for a bioreactor [29]. These cells are
much more fragile than microbial cells, given the absence of a
cell wall, and their growth is much slower than that of microbial
cells, both of which increase the cost of cell culture media and
the requirements for sterility, in processes where high cell den-
sities are envisaged, to provide the necessary product output
[30, 31]. Some of these cells, such as tissue cells, further require
a solid support for growth and are termed anchorage-dependent
cells. Tissue engineering is actually a particularly demanding
application, since each special type of tissue structure and pro-
duction methodology (viz., bone, skin) has its own engineering
and biological requirements, and in vitro conditions must emu-
late in vivo environment. Moreover, bioreactors are often
required to operate under aseptic conditions for several weeks,
the time gap that may be required for a functional tissue substi-
tute to mature [32]. Supports or microcarriers used are solid
particles typically with sizes of 100 μm to some mm, made of
biocompatible materials such as collagen, cellulose, DEAE-
dextran, gelatin, glass, or polystyrene plastic [33, 34]. Particular
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care has to be given to the selection of carrier used as scaffolds,
since alongside the adequate affinity toward the cells targeted,
mass transfer limitations related to a particular carrier have to
be accounted for [35]. In contrast to these cells are anchor-
age-independent cells which may grow irrespective of attach-
ment to a solid surface. Both types of cells can be cultivated
in stirred reactors, albeit at low stirring rates and with an ade-
quately designed impeller [8, 36, 37]. Alternatively, airlift bior-
eactors can also be used, where the shear stress promoted by the
impeller is avoided, while hydrodynamic conditions may be cre-
ated that allow for mixing and mass transfer requirements [38].
Hollow-fiber reactors have also been used for the growth of ani-
mal cells, where medium flows in one side of the fibers while cells
are kept in the opposite side. This system has also been used to
grow artificial organs [39, 40]. The wave bioreactor is of an alto-
gether different configuration. Within the single-use approach,
the wave bioreactor consists of a rocker platform to promote
mixing through a wave-type motion. On top of the rocker, a sin-
gle-use, sealed, cell culture bag is placed, aeration being pro-
moted by a dedicated pump [41].

7.10 Monitoring and control of bioreactors

Monitoring and controlling the changes in different process
parameters that take place inside a bioreactor is becoming ever
more essential for bioprocesses to be competitive. Moreover, the
knowledge gathered on the bioprocess is expected to allow the
estimation of process variables throughout operation and incor-
porate such information in control strategies. On the whole,
when monitoring and control are considered, bioconversion/
fermentation processes do not differ significantly from chemical
processes but for the biological nature, which may introduce
some uncertainty in process dynamics; hence, variables may
change unexpectedly during operation. In some cases, this var-
iation may be counteracted, since some process variables can be
monitored online, namely, pH, DOT, and CO2, temperature can
be measured online, and foam occurrence can be detected
through the use of probes. Changes in these variables can be off-
set through the addition of concentrated alkali or acid solutions
(in the case of pH), increase in stirring speed (up to a certain
level) and gas flow or changes in gas composition (in the case
of DOT or CO2), addition of antifoam, and use of heat transfer
equipment. Changes in pH and DOT can be related to the phys-
iological condition of the microorganisms and to biomass con-
centration. Such information may ultimately be integrated in
control loops, which are expected to anticipate events during
operation given that data gathered act in a preventive manner.
This approach requires dedicated software and hardware to
process in due time the data and act according to established
conditions [42, 43]. Significant technological developments have
been made in order to improve online monitoring of fermenta-
tion processes. Such developments have involved mostly optics,
namely, fiber optics and fluorescence, enzyme and ion-selective
sensors and miniaturization, spectroscopic methods (viz., near-

infrared (NIR) spectroscopy), and nuclear magnetic resonance
(NMR). Online monitoring of metabolic products, intracellular
metabolites, and nutrients/substrates is nevertheless far from an
easy task, for it is hampered by several operational conditions.
Some of the most significant limitations include the large variety
of molecules, interferences resulting from the actual fermenta-
tion media (high cell concentration and biofilm formation), cost
of some measuring devices, and some lack of flexibility of the
latter. Online monitoring would be most welcome since it would
provide a real-time, comprehensive picture of the system and
thus allow for the development of more effective control sys-
tems, namely, on a time basis. Currently, monitoring of most
metabolic products, intracellular metabolites, and nutrients/
substrates is carried out off-line, usually requiring complex,
time-consuming procedures.

Nomenclature

a gas–liquid interfacial area per unit volume of fluid (m−1)
a surface area per unit volume (m−1)
A cross-sectional area of the bioreactor (m2)
C concentration (kg/m3, mol/m3)
CAb concentration of the substrate in the bulk liquid phase

(kg/m3, mol/m3)
CAs concentration of the substrate on the particle surface

(kg/m3, mol/m3)
D dilution rate (s−1), diameter (m)
DAeff effective diffusivity of A (m2/s)
Dprod dilution rate for maximum productivity (s−1)
Dwo dilution rate for washout (s−1)
Ea enzyme activity at time t (molactive enzyme)
F total volumetric flow rate (m3/s)
g acceleration of gravity (m/s2)
Kc Contois saturation constant (kgsubstrate/kgbiomass)
kd deactivation rate constant (s−1)
kD specific death rate constants due to natural death or to

toxic compounds (s−1)
ki specific death rate constants due to toxic compounds (m3/s/

kgtoxic compound)
KI inhibition constant (kg/m3)
kL liquid mass transfer coefficient (m/s)
KM Michaelis constant (kg/m3, mol/m3)
Ks Monod constant (kg/m3)
M mass (kg)
m mass of substrate consumed per cell mass per time

(kgsubstrate/kgbiomass/s)
Pg power requirement of a gas-sparged liquid (W)
qP specific rate of product formation (s−1)
rA rate equation for consumption of substrate

A (mol/m3/s)
rAobs observed rate of reaction (mol/m3/s)
rc rate of mass of substrates consumed (kg/m3/s)
rD cell death rate (kg/m3/s)
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rd rate of enzyme deactivation (molactive enzyme/s)
rg biomass growth rate (kg/m3/s)
rp rate of mass of products formed (kg/m3/s)
rsm rate of substrate consumption for maintenance (kg/m3/s)
t time (s−1)
u linear velocity (m/s)
V volume (m3)
VM maximal reaction rate (mol/m3/s)
X conversion (—)
YCS biomass to substrate yield (kgbiomass/kgsubstrate)
YPC product to biomass yield (kgproduct/kgbiomass)
YPS product to substrate yield (kgproduct/kgsubstrate)

Greek letters

α recycle ratio (—), growth-dependent term of Luedeking–
Piret equation (—)

β concentration factor (—), growth-independent term of
Luedeking–Piret equation (s−1)

η effectiveness factor (—)
μ specific growth rate (s−1, usually presented as h−1)
μM maximal specific growth rate (s−1, usually presented as h−1)
μs specific rate of substrate consumption due to mainte-

nance requirements of the cell (s−1, usually presented
as h−1)

τ residence time (s)
Φ Thiele modulus (—)
Φgen generalized Thiele modulus (—)
ϕ diameter (m)

Subscripts

0 initial
A substrate A
c biomass
e external
g gas, gaseous: inflow, internal, intrinsic
in inhibitory
L liquid
o outflow
p product
R recycle
s substrate
T total
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Abstract

Catalytic monoliths represent perhaps the most consolidated
design embodying the class of “structured reactors.” In fact,
for a few decades, both terms could have been used interchange-
ably. The introduction of a structured environment for fluid
flow and mass transfer to a catalytic surface is achieved by an
arrangement of channels, whose walls are made of a material
which is either incorporated with catalysts or that can act as a
support for catalytic porous layers. Technologies based on this
concept were found beneficial in several fields, from the synthe-
sis of chemicals to environmental protection. In this chapter, the
design principles of a monolithic washcoated channel are given,
considering transport in the channel and in the washcoat, where
reaction is also present. The operation of this monolith reactor
can occur in several regimes, characterized by different relative
magnitudes of (internal and external) mass transfer and reaction
kinetics. Each regime is associated with a given physical picture
and describes the system behavior in a limited range of the gov-
erning parameters. A methodology is proposed which allows the
mapping of these validity regions in several operating diagrams
and the analytical derivation of the boundaries that delimit each
simplified description. The theoretical analysis of multiphase
processes in catalytic monoliths is also briefly discussed.

8.1 Introduction

Monoliths are usually seen as single blocks with a high porosity
attributed to the existence of numerous channels through which
fluids flow (Figure 8.1). Each channel is sometimes referred as a
“cell,” and it is the repetition of several of these cells that com-
poses an arrangement which may resemble a honeycomb. The
channels are usually straight and parallel and are divided by a
ceramic or metallic material. The skeleton that forms the struc-
ture can have catalytic properties, or a porous layer containing
the catalyst can be deposited on its walls (washcoat). Monoliths
have been applied in several chemical processes but are mainly
known for their use in the automotive industry.

The application of these structures in catalytic processes led to
the appearance of features which are so distinct from the ones
found in conventional fixed beds that a new class of reactors, with
its own description, was required in order to accurately charac-
terize them. Thus, the field of structured reactors appeared, and
nowadays apart from monoliths, foam and wall-coated micro-
fabricated reactors are also considered under this category.
Washcoated monoliths possess clear similarities with fabricated
microreactors. Sometimes both terms are used to describe
the same situation, but they are usually distinguished by different
ranges of the characteristic dimensions, with the monoliths
being associated with larger cell hydraulic diameters
(dch 0 5−1mm). Nevertheless, both technologies claim the
same advantages in terms of mass/heat transfer intensification.
For arrangements that are based on the channel as an elemental
unit, the term “structured” is quite literal as these are spatially
regular. However, the most distinctive characteristic is probably
the increased control over the contact between the reactant con-
taining fluid and the solid catalyst. This is a consequence of sev-
eral particularities: (i) the monolith design can be optimized so
that reactants take full advantage from the catalyst at reduced
pressure drop (the catalyst activity—reactor pressure drop
trade-off found in packed beds is disentangled here); (ii) there
is increased freedom in the design of the channel and of the cat-
alytic wall, which, even though coupled, are governed by differ-
ent characteristic length scales (the channel diameter and the
wall/washcoat thickness); (iii) it is believed that issues of flow
maldistribution over the reactor cross section are less severe
than those found in packed beds; (iv) the velocity profile (usually
laminar) is well defined and thus the reactor behavior is easily
predicted from very simple models (in contrast with the com-
plex hydrodynamics observed in a bed of particles); and
(v) these are technologies which are regarded as extremely flex-
ible concerning possible operating modes (e.g., with respect to
mass and heat transfer). Apart from the features aforemen-
tioned, these reactors have been generically associated with sev-
eral advantages: (i) low pressure drops even at high throughputs,
(ii) elimination of resistances to the transport of chemical spe-
cies and heat, (iii) low axial dispersion and backmixing, and
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(iv) large surface area per reactor volume. Thus, the highest
impact on the process performance is expected for applications
which (i) require short contact times, (ii) present severe mass
transfer limitations (due to fast consumption of reactants) or
where undesirable hot spots appear under feasible conditions
in nonstructured reactors, (iii) have strict selectivity constraints,
and (iv) are dominated by heterogeneous phenomena (catalytic
reactions), in comparison with gas-phase homogeneous
reactions.

There have been many review articles and monographs (e.g.,
Cybulski and Moulijn [2] and Chen et al. [3]) dedicated to this
topic. In this chapter, we focus on the design and classical
transport–reaction analysis of these reactors (Section 8.2). Then,
it is showed how the relevant regimes of operation of a monolith
can be identified in terms of ranges of dimensionless parameters,
which combine the variables describing the geometry, opera-
tion, and physicochemical properties of the system. This can
be done analytically as illustrated in Section 8.3. The issue of per-
formance evaluation in isothermal monoliths is also discussed.
While most part of the chapter refers to gas–solid or liquid–solid
processes, Section 8.4 presents some considerations about three-
phase systems.

8.1.1 Design concepts
The flexibility brought by structured reactors (and, in particular,
by the catalytic monolith channel) leads to the existence of a
large number of design concepts differing in configurations,
materials, and operating modes. Table 8.1 shows several

possibilities to classify a given monolith reactor according to
these features:
(a) Monolith channel flow. The number of fluid phases in

channel flow gives origin to completely distinct processes
and required design methods. Single-phase flow applica-
tions predominate and the behavior of these reactors is
better understood, owing to the relative simplicity of the
hydrodynamic description. The flow in channels with these
dimensions is usually laminar (Section 8.2.1), but operation
in the turbulent regime or in the laminar–turbulent transi-
tion has been considered [4, 5]. In a comparison between
microreactors, laminar monoliths, and turbulent monoliths,
higher yield of HCN from the Andrussow process was
observed in the latter. The value increased from 16% for
laminar flow monoliths (realized in straight channels with
diameters from 500 to 1200 μm) to 38% in turbulent flow
through an irregular monolithic material with pore dia-
meters between 500 and 800 μm [6]. Recently, applications
with multiphase flow (viz., gas–liquid systems) have been
studied at the laboratory scale, mainly in academic research.
The key concept in this case is to take advantage from reac-
tor structuring (by careful definition of channel dimensions
and flow regime) to control the interface between one fluid
phase (in the form of droplets or bubbles) and the other. The
channel dimensions are typically reduced, providing a suf-
ficiently large surface to volume ratio, improving the contact
between phases and intensifying interphase transport fluxes.
The implementation of gas–liquid Taylor flow (Case a.2 in
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(Source: Araki et al. [1]. Reproduced with permission
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Table 8.1) also leads to a fundamental change in the process
description compared to steady single-phase flow, due to the
transient nature of the phenomena. Other flow regimes are
mentioned in Section 8.4.

(b) Incorporation of catalyst. There are several ways to incorpo-
rate catalyst into a monolith reactor. For heterogeneous

catalytic monoliths (the subject of this chapter), this choice
is critical, as it will affect the whole process synthesis.
Table 8.1 shows three options:
(b.1) Catalytic washcoat applied on support. The intensifi-
cation in mass transfer observed in microstructured reac-
tors suggests placing the catalyst at the wall in order to

Table 8.1 Monolith reactors classified according to flow, materials, and operation features.

Classification of monolith reactor designs

(a) Phases in monolith channel flow (b) Incorporation of catalyst
(a.1) Single phase (G/S or L/S processes) (b.1) Catalytic washcoat applied on support

(a.2) Multiphase (G/L/S or L/L/S processes) (b.2) Intrinsically catalytic porous wall

(c) Aspect ratio (b.3) Packed monolith with inert wall

(c.1) Long channels (c.2) Short channels
(d) Structure material (e) Heat transfer operating modes
(d.1) Ceramic

 
(d.2) Metallic

Heat

Heat

Support

Washcoat

Channel

(e.1) Isothermal
(e.2) Adiabatic
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take advantage from the large values of the ratio between the
channel surface and volume. The design where an infinites-
imal catalyst layer is deposited at the channel wall with sur-
face area equal to the one dictated by the microchannel
geometry can only be understood as an idealization. In
practice, the fluid–solid interfacial area is greatly increased
(10–100 times the geometrical surface) by a washcoat
porous layer (e.g., γ-alumina) containing the dispersed
catalyst(s), so that sufficient loading is achieved. The
fluid–solid external interface area per volume may increase
when decreasing channel size, but the internal surface area
is determined by the washcoat porous layer. The channel
cross section is usually completely available for fluid flow,
even though designs have been presented where an inert
packing (e.g., glass spheres) is used to promote radial mix-
ing and approach plug flow [7].
As can be seen in Figure 8.1, a multiscale approach for the

reaction–transport analysis is appropriate. Kočí et al. [8]
considered three different scales (nano, micro, and macro)
when modeling CO oxidation in porous Pt/γ-alumina cat-
alyst washcoated on a monolith. The “nanolevel” consisted
of a single mesoporous alumina particle. Digital reconstruc-
tion (from SEM and TEM images of the real catalyst) was
used to study the agglomeration of alumina nanoparticles
and subsequent deposition of individual crystalites of Pt.
At the microlevel, the composition of the washcoat from
the virtual packing of Pt/alumina microparticles (nanolevel
model) is considered. The formulation using the effective-
ness factor and average reaction rate is used. The macrolevel
consists in the catalytic monolith, which was modeled
assuming plug flow.
(b.2) Intrinsically catalytic porous wall. The monolith can
be directly extruded from a mixture of support and catalyst
particles. In this case, the wall itself already contains the cat-
alyst as an integral part of its structure. In this case, the
boundary conditions become more complex and channel
interaction in specific arrangements has to be considered
(the assumption of symmetry between different channels
may not be valid).
(b.3) Packed monolith with inert wall. In this case, the
arrangement at the reactor scale can be considered struc-
tured, even though the packing in each channel is naturally
random. However, due to the small scales (bed diameter),
the undesired concentration and temperature profiles that
appear in macroscale reactors can be mitigated. An example
of a packed monolith can be found in Kapteijn et al. [9].
Possible disadvantages include the appearance of nonuni-
form temperature, concentration and flow profiles (leading
to increased pressure drop, channeling and favoring the
appearance of hot spots), and the occurrence of clogging.
The step of packing the microchannels also raises some
technical issues that require additional study [10].
These cases can be seen as being associated with an

increase in catalyst loading (as we move from b.1 to b.3)

but also in pressure drop and internal (porous catalyst) mass
transfer resistance. Matching transfer and reaction rates
may be the basis not only for dimensioning the channels
in these reactors but also for the selection of the appropriate
design suited for each application. Therefore, the timescales
for mass (τmass transfer) and heat transfer (τheat transfer) should
be lower than the one for reaction (τreaction), if the reaction is
not to bemass transfer limited. Since the transport character-
istic times depend on the channel diameter as d2ch, while the
time constant for a heterogeneous reaction may be propor-
tional to dch, there is a maximum value of the monolith
channel diameter, respecting the following condition:

V
Ssurf

<
kmc0

Robs c0
or dch <

2ShDc1−m0

ksurf η
8 1a

Alternatively, comparing with heat transfer:

V
Ssurf

<
hc0

Robs c0
or dch <

2Nuκc1−m0

ksurf η
8 1b

The choice of the characteristic dimension can be neverthe-
less limited by other factors such as allowable pressure drop,
occurrence of clogging/fouling, deviations from uniform
flow distribution to individual channels, and maximization
of productivity metrics based on product flow rates. For cer-
tain applications (e.g., synthesis of pharmaceuticals), larger
channel diameters are also favored, since this facilitates clean-
ing. Beretta et al. [11] compare micropacked beds and annu-
lar microchannel reactors for intrinsic kinetic measurements
at high temperature and high space velocities. The lower pres-
sure drop and better temperature control in the coatedmicro-
channel favored the use of the structured reactor.

(c) Aspect ratio. The cross-sectional diameter to axial length
ratio (proportional to the dimensionless number α, defined
in the following) is the most distinguishing relationship
between the dimensions that a monolith channel may pres-
ent. Two limits are found: long channels (α 0) and short
channels (α=O 1 , i.e., channel length and diameter of the
same order of magnitude), represented by designs c.1 and
c.2, respectively, in Table 8.1. The distinction has several
implications in reactor modeling. If the aspect ratio is not
negligible, axial diffusion has to be considered in the problem
description. This leads tomore complex solutions of the mass
transfer–wall reaction problem described in Section 8.2.2.
Moreover, for short monoliths, effects that would otherwise
be considered only at the entrance length now gain impor-
tance over the total length of the channel. Some of these
effects are developing concentration and temperature profiles
(Lévêque’s regime), simultaneously developing hydrody-
namic flow, and stabilizing conduction effects on axial tem-
perature gradients in the support. Kolodziej and Lojewska
[12] studied the utilization of short-channel structured reac-
tors for the combustion of volatile organic compounds
(VOCs), aiming to improve mass transfer and reduce coking,
in comparison with longer channels with small diameters.
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Replacing a long monolith by several consecutively stacked
short channels increases transfer coefficients, since the oper-
ation in each section will occur in the “inlet region.” Hence,
the length of the active structure is designed so as to be lower
than the entrance length or at most comparable with this
value. Correlations for the transfer coefficients and friction
factor are distinct from the usual expressions in long channels
(an apparent friction factor is used in Ref. [12], where the
development of hydrodynamic boundary layers cannot be
ignored). According to Ref. [12], transfer coefficients can
be increased up to 10 times, reducing diffusional resistance.
The physical picture which leads to an increase in the trans-
port rates is also associated with higher pressure drop. How-
ever, even taking into account the increased flow resistance
(in a criterion defined in Section 8.3.5), overall efficiencies
are two to three times higher than the ones observed in long
monoliths, especially if the process is limited bymass transfer.
In general, short-channel structures are preferable for low to
moderate (10–100) Reynolds numbers, while longer mono-
liths perform better regarding pressure drop for higher Rey-
nolds numbers.

(d) Structure material. Ceramic or metallic materials may be
used, but the former are selected more frequently. Metal
structures can be found in automotive applications. The
open frontal area varies between 60 and 80% in ceramic
monoliths and can reach 90% in metallic ones. In the latter
case, walls can be thinner [13], leading to larger channel dia-
meters and lower pressure drop than the one observed in
ceramics with comparable or greater geometric areas [14].
Thus, they are suitable for high-performance applications,
where restrictions on pressure drop are severe. The thermal
properties (essentially, conductivity) of the materials also
need to be considered in the reactor design. Due to low ther-
mal conduction in ceramic monoliths, adiabatic operation
is approached. Metallic supports are used with the expecta-
tion of increased heat transfer (which can be one of the
main drawbacks in monolith reactors). Naturally, there
are also differences in the synthesis of the honeycomb
and in the procedures required for monolith coating with
the desired catalysts/carriers. Different pretreatments may
be needed in both cases.

(e) Heat transfer operating modes. Regarding the heat transfer,
operation may be defined by the relative magnitude of heat
conduction toward and through the wall and by the ratio
between heat generation and removal. These timescales
decide whether the reactor operation is closer to the isother-
mal or adiabatic limit. Generally, it is recognized that mon-
olith reactors have low radial heat conductivity, owing to the
presence of several gas-filled channels (poorly conductive
medium) across the reactor cross section. Moreover, heat
transfer cannot rely on radial flow convection, which is
inexistent in monoliths. These limitations should be
observed mainly in honeycombs with high void fractions
and thin walls with low effective conductivity.

In order to moderate hot spots in highly exothermic reac-
tions, it is important to note that the dominant mechanism
for heat removal will be by conduction through the walls
(associated with a timescale given by t2w κwall). Therefore,
the channel walls should be designed so that due to its
reduced thickness and high-conductivity construction mate-
rial, no appreciable temperature gradients are registered. Hot
spots are moderated in this way, and even nearly isothermal
operation can be achieved when carrying the oxidation reac-
tions of methanol, carbon monoxide, or o-xylene, using rel-
atively large volume fractions of highly conductive materials
in honeycombs with low channel pitch.

An intermediate scenario (finite heat transfer) is the most
complete and complex description. Flytzani-Stephanopoulos
et al. [15] studied heat transfer in a metal honeycomb mon-
olith under nonadiabatic conditions in the absence of chem-
ical reactions. The model was solved analytically to yield the
solid and gas (radial and axial) temperature profiles in the
monolith.

In other cases, the monolith is a multichannel configura-
tion and heat transfer involves channels in different positions.
Thus, the reactor also has heat-exchanger functionalities and
different arrangements may exist (alternating layers, “check-
board” [13, 16], etc.). If through some channels process fluid
circulates, while in others a heat transfer medium flows, then
choosing either a concurrent or countercurrent operation is
also required.

Mathematical models for monolith reactors can be classified
in several manners (see, e.g., Ref. [3]), considering features such
as dimensionality (one-dimensional (1D), two-dimensional
(2D), or three-dimensional (3D) models) or the model multi-
scale nature (catalyst/washcoat–channel–reactor, washcoat–
channel, etc.). Most commonly, the behavior of a single
monolith channel is described, assuming it to be representative
of all channels in the whole reactor. This is highly desirable
since the computational cost increases with the number of cells
included in the simulations. However, it should be remarked
that the “single-channel analysis” may not be valid for a num-
ber of cases:
• Existence of interaction from channel-to-channel heat trans-
fer (through the connecting support material) and from the
catalytic material to the reactor wall

• Simultaneous operation of the monolith reactor as a multi-
channel heat exchanger

• Nonsymmetrical concentration and temperature distribu-
tions in monolithic blocks with incorporated catalysts (Case
b.2 in Table 8.1 and described earlier)

• Presence of blocked or deactivated channels
• Nonuniform inlet gas distribution
• Highly permeable walls with nonzero net mass transfer
between channels and unsymmetrical conditions [17]
(rigorously, Cybulski and Moulijn [18] do not classify this
reactor as a monolith, but certain references use this
terminology)
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8.1.2 Applications
The applications portfolio for monolith reactors covers the
domains of environmental catalysis, production of commodities
and fine chemicals, and high-added value compounds (pharma-
ceuticals, flavors, and fragrances) [13]:
1 Automotive exhaust systems. The catalytic converter system
installed in automotives is a ceramic monolith honeycomb
[19], containing noble metal catalysts. The treatment of the
emissions involves oxidation of carbon monoxide and hydro-
carbons. In three-way converters, reduction of NOx also
occurs. The channel size (or, equivalently, the cell density)
is determined among other things by the particulate content
of the exhaust to be treated (smaller channels can be used
when dealing with clean exhausts). Nevertheless, environ-
ments with high dust can be managed without plugging.
Three-way gasoline catalytic converters (TWC) simultane-
ously transform CO, hydrocarbons, and NOx to CO2, H2O,
and N2 in the exhaust of an internal combustion engine. Cor-
dierite monoliths with 400–600 cells per square inch (cpsi)
and with wall thickness of 1.1 mm may be used, while honey-
combs with 200 cpsi can be chosen if the expected amount of
dry particulate (soot) is high.

2 Reduction of emissions with VOCs. Several substances fall into
the category of VOCs, whose presence in the atmosphere may
have serious environmental and public health consequences
(e.g., VOCs can react with nitrogen oxides in the atmosphere
to produce ozone). For this reason, the allowed concentration
limits are low. Power and chemical plants can be the source of
emissions, although light metal monoliths are also used in air-
crafts and small vehicles engines for ozone abatement [13].
Typically, the stream that needs to be treated in these processes
has several features such as high dilution of the reactants, large
flow rates, and low temperatures (usually, ambient tempera-
ture) to initiate combustion without external heating [12].

3 Removal of NOx from stationary sources. Several studies have
been presented on selective catalytic reduction (SCR) of NOx

using monolith reactors. The decomposition of NO was stud-
ied by numerical modeling [20]. The design of the monolith
honeycomb can also vary greatly from “power plant” to “chem-
ical” applications. Lower cell densities and longer channels are
used in the former [21]. Technologies for “chemicals” produc-
tion are characterized by one order of magnitude higher cell
density (30.6–61.2 cells/cm2) and an order of magnitude lower
channel length (around 0.1–0.3 m). Concerning the integration
of catalyst in the reactor, washcoated or incorporated walls are
preferred to packed beds, which lead to high pressure drops in
commercial plants. Choi et al. [22] studied the catalytic reduc-
tion of NOx by ammonia in Cu ion-exchanged mordenite
(CuHM) washcoated on square-shaped cells of a cordierite
honeycomb. The study involved the use of a highly active cat-
alyst in a low-pressure drop reactor. Santos et al. [23] studied a
monolithic reactor with Ti-V-W/sepiolite catalyst for removal
of nitrogen oxides from power plant stack gas. Some of the typ-
ical characteristics of the process were diluted reactants in the
power plant combustion gases (NO concentrations between

200 and 1200 ppm), isothermal behavior, negligible axial dis-
persion (axial Peclet number above 50), and fully developed
laminar flow. The typical operating ranges of low dust SCR
monoliths are indicated as temperatures between 300 and

380 C, space velocities (GHSV) between 2000 and 7000h−1

(STP), and area velocities of 6–10Nm/h. Mass transfer limita-
tions have also been found important. The degree of mass
transfer control, as defined by Lopes et al. [24], was above
0.6 (which indicates moderate to strong resistance to external
mass transfer). Moreover, the catalyst effectiveness factor was
around 0.1 (strong internal mass transfer limitations). Recon-
figuration of pore structure is suggested to improve the latter,
by adopting an optimum balance between surface catalytic
activity and diffusivity in a bimodal pore structure with a sig-
nificant percentage of macropores.

4 Production of chemicals. Many reactions in the gas phase are
fast, are strongly exothermic, and require the use of solid cata-
lysts. Partial oxidations fit into this category, where selectivity is
also a major challenge, as strong exothermic total oxidation is
undesirable. Implementation of more intense conditions is not
feasible in conventional technologies due to difficulties in heat
management. In this case, structured (monolith) reactors offer
the possibility of enhanced control of residence time and tem-
perature, avoiding hot spots that harm selectivity and catalyst
lifetime. Gas–solid catalytic combustions [25] of fuels with large
excess of air and low emission of CO, HC, or NOx have been
studied. Ethanol steam reforming was conducted in a cordierite
monolith [26] with 400 cpsi and 0.9mm of channel width and a
Co3O4 catalyst coating. At 673 K and 2.5 s of contact time, 70%
conversion was observed. Many other processes have been con-
sidered in liquid phase as well. Parikh [27] studied aromatic
alkylation (toluene ethylation) over HZSM-5 washcoated hon-
eycomb cordierite monoliths (400 cpsi). Partial oxidation of
natural gas and selective oxidation of liquid hydrocarbons (iso-
octane and benzene) into syngas were also addressed in trian-
gular-shaped monolith channels with α-alumina support and
LaNiPt/CeO2−ZrO2 active component [28].

5 Three-phase reactions. The implementation of monoliths in
three-phase processes ismore limited compared to the cases pre-
viously described. Kreutzer [29] remarks the scarcity of commer-
cial technologies. Nevertheless, production of hydrogen peroxide
in the anthraquinone process is reported [30]. Other examples
include nitroaromatic hydrogenations [31], photooxidation of
cyclohexane [32], hydrogenation of 2-butyne-1,4-diol to cis-2-
butene-1,4-diol and butane-1, 4-diol [33, 34], and the direct for-
mation of hydrogen peroxide [35]. A review of multiphase flow
applications in monoliths was given by Pangarkar et al. [36].

6 Laboratory and analytical applications. An important stage in
all processes involving catalytic coatings in microchannels is
the testing of the catalyst itself. Performing these tests in the
monolith configuration is desirable, since conditions (tem-
perature, flow, etc.) can be rigorously controlled and extrap-
olation to the production scale is based on the same geometry.
Screening can be performed in packed microchannel reactors
[37] and monoliths [38].
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8.2 Design of wall-coated monolith channels

The analysis in this chapter is focused on flow, mass and heat
transfer, and reaction in monolith channels with catalytic walls
(design (b.1) in Table 8.1). Modeling of a packed inert mono-
lith reactor (design (b.3) in Table 8.1) should follow the anal-
ysis given in Chapter 3 of this book by taking into account the
issues raised by the low particle/reactor diameter ratio, which
are not as relevant in large-scale packed beds. The application
of the following analysis to design (b.2) in Table 8.1 is straight-
forward, if exact/approximate planes of symmetry can be easily
identified or if negligible interaction between channels can be
assumed. In this section, we mainly consider long isothermal
monoliths, while nonisothermal operation is addressed in
Section 8.2.4.

8.2.1 Flow in monolithic channels
The most commonly found configuration in monoliths consists
in regularly arranged straight channels, with cross sections
given by simple geometries (circular, square, rectangular, trian-
gular, etc.). The actual cross-sectional area that is available
deviates slightly after the washcoating procedure, especially
near sharp corners, where the washcoat thickness tends to
increase above the average value over the channel periphery.
Therefore, triangles and rectangles with rounded corners are
also geometries of interest. Flow and laminar heat transfer have
already been studied in these shapes [39]; hence, mass transfer
is also characterized from the analogy between transport
processes.

A major simplification in the modeling of monolithic chan-
nels is to decouple fluid mechanics from the problem by assum-
ing a well-defined velocity profile. In this respect, the laminar
flow assumption is likely to be valid since the timescale for vis-
cous diffusion over a transverse length a is much smaller than
the one for convection through a channel with length L:

τvisc,diff
τconv

=
a2

v
u
L

1 8 2

The condition expressed by Equation 8.2 is usually fulfilled
and channel flow occurs in the laminar range. This allows the
problem to be treated analytically and the solutions presented
in this chapter rely on this assumption. Accounting for the
simultaneous development of the velocity profile compared with
concentration/temperature fields requires numerical evaluation,
and the importance of this effect is measured by Prandtl’s
number for heat transfer or by Schmidt’s number for mass
transfer:

Pr =
v
κ

and Sc=
v
D

8 3

When Pr ∞ and Sc ∞ , the flow field developsmuch fas-
ter than the temperature or concentration profiles, respectively.
Thus, mass transfer in a monolith channel should occur in fully
developed laminar flow in liquid-phase processes. In the oppos-
ing limit (Pr 0 and Sc 0), “plug flow” can be used as an

idealized inlet profile. Solutions for the mass transfer–wall reac-
tion problem were obtained for both cases in Lopes et al. [40] as
lower and upper bounds for the reactant conversion. The
entrance length before which the velocity profile can be consid-
ered developed is often given by expressions of the type [41]

Le
a

0 14Rea 8 4a

Le
a
=

1 20
0 035Red + 1

+ 0 112Red 8 4b

or simply, for Red < 100,

Le
d
< 6 8 4c

written here for flow in a circular channel with diameter d = 2a
(the Reynolds number referred to diameter and radius is defined
in the following). In general, the hydrodynamic entrance length
corresponds to the distance from where the velocity profile
u (r, z) can be considered to no longer change with the axial
coordinate. A criterion can be formulated by considering the
deviation between the centerline velocity at distances long
enough from the inlet (u r,∞ ) and the one at the length Le
(to be determined) and assigning an arbitrarily low value to this
difference. For example,

u 0,Le −u 0,∞
u 0,∞

< 1 8 4d

The knowledge of this entrance length is important for the
design of inlet sections or to define the validity of simplified
models derived on the basis of fully developed laminar flow con-
ditions. In practice, an inlet presection in the channel (with an
uncoated/inert wall) can be used to allow for flow development
before the fluid reaches the catalytically active region.
A similarity between the entrance length of velocity and concen-
tration/temperature profiles can be found, particularly when the
wall temperature can be assumed to be uniform or severe exter-
nal mass transfer control [42]. In Lopes et al. [43], the thickness
of this region is discussed for the mass transfer problem with a
finite wall reaction.

Pressure drop is important to quantify the process energy
requirements and can even be the limiting factor in the design
and performance of a monolith reactor. It is related to Darcy’s
friction factor (four times higher than the Fanning factor)
by [41]

ΔP = f
L
dn

ρ u 2

2
8 5

The (Darcy’s) friction factor f in a straight channel is inversely
proportional to the Reynolds number Red = u dh v, accord-
ing to

f =
Cf

Red
8 6
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where for fully developed velocity profile, the coefficient Cf can be
found for several cross-sectional shapes [39] (it is equal to 64 in a
circular channel and 96 for a planar channel). For flow in a mon-
olith channel, the Reynolds number can take values between
10 and 1000 [44] (below the laminar–turbulent transition). In
automotive exhaust gas treatment, Red values are between 100
and 600 [45], hence in the laminar range. Table 8.2 shows typical
values for pressure drop in monolith-based processes.
In order to simplify the analysis for a given geometry, we con-

sider a 1D model for the channel, where the transport of
momentum in the cross section is described by a single (radial)
coordinate, with a shape parameter S reserved to translate devia-
tions from the common cylindrical shape (S= 1). The circular
shape is the simplest one with a value of S different from zero
and is associated with the cylindrical coordinates. Moreover,
we note that even when the channels are not originally circular,
the introduction of washcoat can round the channel shape sig-
nificantly near sharp corners, hence approximating the geome-
try to that of a cylindrical channel. Another relevant situation
which also transforms a noncircular channel occurs when a
low BET material coating is introduced to block the macropor-
osity of the walls and rounds the shape of the channel, filling the
poorly used regions. Pérez-Cadenas et al. [47] have shown the
superior performance of these catalysts in the hydrogenation
of fatty acid methyl esters compared with a square channel cor-
dierite monolith. Better utilization and distribution of the cata-
lytic layer as well as higher selectivity to the desired products
were observed.
Other shapes are also found, where transverse transport can-

not be described by a single coordinate. The detailed mass trans-
fer problem then becomes 3D, and simplified descriptions are
needed. According to the 1D model mentioned earlier, the
momentum conservation equation in the axial direction (with
velocity component u) for fully developed laminar flow is given
by the following equation:

αRea
dp
dz

=
1
rS

d
dr

rS
du
dr

8 7

The variables in Equation 8.7 were normalized as shown in
Equations 8.8. The transverse position within the open channel
is normalized by the characteristic scale in the transverse direc-
tion a (this can be the channel radius or the half-spacing

between plates). The dimensionless axial coordinate is a fraction
of the total channel length L:

r =
r
a

8 8a

z =
z
L

8 8b

v =
u
u

8 8c

p=
p−pref
ρ u 2 8 8d

The parameter αRea was given in Equation 8.2. Integrating
Equation 8.7 using conditions of symmetry (at r = 0) and no-slip
(at r = 1) yields

v r =
αRea
4

−
dp
dz

1−r2 8 9

The two parameters in Equation 8.9 are the aspect ratio, α,
and the Reynolds number, Rea, defined in Equations 8.10a
and 8.10b, respectively:

α=
a
L

8 10a

Rea =
ρ u a
μ

=
u a
v

8 10b

According to Equation 8.8c, the average of v in the radial
direction must equal v = 1. This condition can be used to elim-
inate the axial pressure gradient from Equation 8.9. The fully
developed parabolic velocity profile is invariant with axial posi-
tion and is given by

v r =
u r
u

=
S+ 3
2

1−r2 8 11

According to this reduced model (1D in the transverse direc-
tion), the friction factor is calculated from

fRea = −8
dv
dr r = 1

= 8 S+ 3 8 12

The coefficient Cf in Equation 8.6 is referred to the Reynolds
number based on the hydraulic diameter (dh). Values of fRed for
some common cross-sectional shapes are given in Table 8.3. The
dimension dh is related to the characteristic length scale a, by using
the volume-to-surface area ratio according to the 1D model:

fRed = 8 S+ 3
dh
a
= 32

S+ 3
S+ 1

8 13

In this expression, the relationship between channel volume,
wall surface area (or hydraulic diameter dh), the characteristic
transverse length a, and the shape factor S is expressed as follows:

S=
Ssurf a

V
−1 =

4a
dh

−1 8 14

Table 8.2 Typical dimensions and pressure drop in some monolith reactor
processes [46].

Application Channel ΔP bar m
length (L) (m)

Respiratory protection 10−4
– 0 001

Automotive exhaust treatment 0.15–0.30 0.2
Cocurrent multiphase flow 0.05
Automotive catalytic reduction of NOx 0.30–0.50 0.1
Industrial selective reduction 1 0.02–0.1

Source: Van Gulijk et al. [46]. Reproduced with permission of Elsevier.
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As mentioned earlier, the dimensionless uniform velocity
profile is also considered here as a limiting case of undeveloped
flow (Sc or Pr = 0):

ν r =
u r
u

= 1

It represents a physically incorrect description for channel
flow, as it does not respect the no-slip condition at the wall.
However, it is useful to consider it for several reasons: (i) it
yields an upper bound for the observed value of conversion;
(ii) the decrease of concentration near the wall is less

pronounced compared to laminar flow, yielding more strict
criteria for mass transfer control (i.e., more developed flow
profiles will be more mass transfer limited); and (iii) the axial
velocity profile can be flattened by promoting radial mixing
(e.g., using glass beads). The last motivation needs to be care-
fully reviewed, since its validity in packed microchannels is
questionable [48].

There are a number of more complex problems regarding the
fluid mechanics associated with this reactor. Some examples
include the following:
• Turbulent flow in monoliths has been only considered in
some cases, as discussed in Section 8.1.1.

Table 8.3 Friction factors and transfer coefficients for some common cross-sectional shapes in monolith channels [39].

Shape with characteristic dimension a,
cross-sectional area A, and wet perimeter Psurf

dh =
4A
Psurf

fRed Sh∞ =
kmdh

D
Sh0 =

kmdh

D
Sh0(H2)

∗

2a

4a 96 7.541 8.235

a

2a 64 3.657 4.364

2 

4 

8
3
ℓ

62.19 3.391 4.123
3.017

3ℓ 60.22 3.34 4.002
3.862

2 

2ℓ 56.91 2.976 3.608
3.091

2 

60°

2

3
ℓ

53.33 2.47 3.111
1.892

∗Sh0 H2
are the values for the peripherally uniform wall flux (H2) boundary condition. Distinction only relevant for geometries with sharp

corners.
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• Internal (washcoat) flow is usually neglected, since the flow
resistance that is imposed by this layer is typically large. Nev-
ertheless, CFD simulations with hydrodynamic calculations in
both domains can be performed. In this case, the Darcy–
Brinkman formulation can be used to couple internal and
external flows.

• Even though flow is more controlled and well-behaved inside
the channels than it is in a random packed bed, flow maldis-
tribution at the inlet may arise if a distributor is not provided.
This will lead to differences in the hydrodynamics prevailing
inside each channel, namely, in the residence time.

• In short-channel structures, mass/heat transfer processes have
to be modeled with simultaneously hydrodynamic developing
flow. For some common shapes, the “apparent” friction factor
correlation applicable in these cases can be given by an expres-
sion of the form

fappRed = fRed fd + fxn
dhRed
L

where fxn(dhRed/L) is an increasing function of dhRed/L, which
can be described by a power-law expression, such as
fxn= dhRed L y with exponent y equal to 0.734 for square
channels, 0.5 for parallel plates, and 0.731 for equilateral trian-
gles [12].

8.2.2 Mass transfer and wall reaction
In the case of monoliths operating in laminar flow, transverse
mixing is assured only by molecular diffusion, which has a
characteristic time proportional to the square of the channel
radius or diameter. Thus, faster mixing implies channel diam-
eter reduction. This also leads to an increase in pressure drop
and flow rate limitation. The solution of the mass transfer
equation, reflecting the balance between convection and trans-
verse diffusion, is known as the Graetz–Nusselt problem,
described in the following. The ratio between the timescales
for both processes is

αPem =
τdiff
τconv

8 15

The cases where axial diffusion cannot be neglected lead to
the formulation of the extended Graetz problem for which ana-
lytical solutions have been given. If axial diffusion is indeed neg-
ligible (and this should be true for long channels), the only two
mechanisms at play are axial convection and transverse diffu-
sion. From this interaction, two different regimes appear which
describe the behavior for axial distances of the same order of the
channel length z =O L :
• Graetz regime—where the profile can be considered fully
developed. In this case, both convection and transverse diffu-
sion dominate, which translates into comparable timescales
for convection and diffusion, αPem =O 1 . The solution for
reactant conversion (Xfd) is appropriate for “long distances”
and is well represented by the first term in Graetz series.

• Lévêque regime—when convection dominates over transverse
diffusion (αPem 1). Here, a concentration boundary layer is
present (where the large transverse concentration gradients
are restricted to and diffusion becomes important). The
dimensionless thickness of the boundary layer is proportional
to αPem

−q, where q= 1 2 for plug flow and q= 1 3 for lam-
inar flow. The solution for the reactant conversion Xdev can be
obtained by combination of variables, if the boundary condi-
tion at the wall is amenable to this treatment. In general, for a
Robin boundary condition, the Laplace transform can be
used, even though the resulting integral for laminar flow
requires numerical evaluation.

8.2.2.1 Graetz and Lévêque analyses
The governing equations that describe the classical Graetz prob-
lem include transport in a channel by convection in the axial
direction and transverse diffusion. For a channel, the mass (or
heat) balance can be written as

1
rS

∂

∂r
rS
∂c
∂r

= αPemv r
∂c
∂z

8 16

where the dimensionless independent variables are normalized
according to Equation 8.8. The corresponding heat balance can
be written replacing c by T (dimensionless temperature) and Pem
by Peh (defined with the thermal diffusivity). Concentration and
temperature are normalized according to

c=
c
cin

8 17

T =
T−Twall

Tin−Twall

8 18

The dimensionless velocity profiles are given in Section 8.2.1
and the shape factor (S) takes the values of 0 or 1, for parallel
plates or circular channels, respectively. The two dimensionless
parameters in Equation 8.16 are the transverse mass Peclet
number

Pem =
u a
D

and the channel aspect ratio, already defined in Equation 8.10a.
Axial diffusion is negligible up to O(α)2, that is, for small aspect
ratio channels. Monolith channels typically present small diame-
ter channels and relatively larger lengths (α 1). Therefore, the
only parameter in Equation 8.16 is αPem, which compares trans-
verse diffusion and convection at global scales, that is, evaluated
with the largest transverse distance and full channel length.
Therefore, it is possible to incorporate this dimensionless num-
ber in the dimensionless axial variable, defining the Graetz
number:

Gz =
αPem
z
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This parameter can take a wide range of values. For long
microchannels, the inlet Danckwerts’ boundary condition is
simplified to uniform inlet concentration for Pem α:

c r,0 = 1 8 19

In the transverse direction, the symmetry boundary condition
is appropriate at r = 0. Additionally, a condition at the wall is req-
uired. In the case of a microchannel reactor where a first-order
reaction is occurring in the catalytic layer, this is given by

∂c
∂r r = 1

= −Da c 1,z 8 20

where the Damköhler number (Da= akobs D) takes the reaction
timescale into account in comparison to transverse diffusion.
The dimensionless parameter in Equation 8.20 includes the
effectiveness factor (see Section 8.2.3), for the cases where inter-
nal diffusion inside the porous coating must be considered
(hence, the surface reaction constant is the one observed in
the presence of eventual mass transfer limitations). Therefore,
the processes in the washcoat can be lumped into a “wall
reaction boundary condition.” Two particular limits of (8.19),
Da 0 andDa ∞ , are of importance, corresponding to Neu-
mann (uniform surface flux) and Dirichlet (uniform surface
concentration) boundary conditions, respectively. For the heat
transfer problem, Equation 8.20 expresses finite wall thermal
resistance [39] (Rwall), where the same limiting forms are found
for Rwall ∞ and Rwall 0. The well-known solution [49, 50]
to this problem has the following separable form:

c r,z =
∞

n= 1

Anφn r exp
−λ2nz

αPem,max
8 21

where φn(r) is an eigenfunction in the transverse coordinate,
while the exponential term represents the axial dependence of
the concentration profile (Pem,max being the transverse Peclet
number evaluated at the maximum velocity in the channel).
The 2D concentration profile is not particularly useful if in prac-
tice the measurable quantity is the mixing-cup concentration,
defined by

c z =

1

0

rSv r c r, z dr

1

0

rSv r dr

8 22

The denominator in Equation 8.22 depends only on the chan-
nel geometry and flow profile (parabolic or uniform). This
expression can be rewritten as

c z = σC

1

0

rSc r, z dr plug flow 8 23a

c z = σC

1

0

rS 1−rs c r, z dr laminar flow 8 23b

with σC =
umax u
1

0

rSv r dr

= S+ 1
umax

u
8 23c

The coefficient σC can be interpreted as the ratio between the
flow rate given by Qmax = aSsurf umax (with average fluid velocity
equal to umax and cross-sectional area equal to the wet perimeter
of the channel multiplied by the transverse length scale a) and
the actual flow rate (Q=Ach u ). Averaging Equation 8.21 over
the channel transverse length, with the velocity profile, yields the
following series solution for the mixing-cup concentration:

c z = σC
∞

n= 1

−φn 1

λ2n
An exp

−λ2nz
αPem,max

8 24

It is possible to obtain integration constants An and functions
of eigenvalue (λ2n) for several geometries and wall reaction rates.
We can group them into the coefficients wn:

wn = −φn 1 An
σC
λ2n

8 25

The conversion of reactant at each axial position is calcu-
lated from

X =
cin− c
cin

= 1− c = 1−
∞

n= 1

wn exp
−λ2nz

αPem,max
8 26

The solution in Equation 8.26 is inconvenient for several rea-
sons. Each term in the series contains two coefficients (wn and
λ2n) which require numerical calculation. In the case of a linear
wall reaction, these quantities depend on the wall kinetic param-
eter, and this relationship is recently obtained in a simple and
explicit manner by Lopes et al. [40]. In addition, whenever this
slowly convergent series is used to describe the inlet region, a
large number of terms may be required so that a satisfactory
result is obtained. The efficient evaluation of the terms in Graetz
series has been the object of many studies. Housiadas et al. [51]
presented a comparative analysis between several methods to
estimate these terms, remarking the numerical issues associated
with the rigorous calculation of these quantities. However, this
was done for uniform wall concentration (Dirichlet boundary
condition), excluding the important case of finite reaction rates.

Figure 8.2 shows the prediction of the reactant conversion
from the series in Equation 8.26, when this is truncated after
1, 5, or 12 terms. It is possible to observe that for large values
of the Graetz parameter (i.e., small z/αPem), the number of terms
required to describe the conversion (or mixing-cup concentra-
tion) of reactant increases considerably, owing to the slower
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convergence rate of the series. Since for typical values of αPem
this situation is localized in a region near z = 0, mass transfer
is said to occur in the “inlet regime.” Lévêque [52] proposed
an alternative treatment to obtain the solution to the heat trans-
fer problem in this regime. The temperature/concentration pro-
file presents the characteristics described in the introduction of
Section 8.2.2, that is, at most part of the channel cross
section c r,z = 1, while concentration variation is observed in
a boundary layer near r = 1. To describe this latter region in a
channel with parabolic velocity profile, it is convenient to stretch
the transverse coordinate as

R=
1−r
δ

8 27

where the dimensionless thickness of the boundary layer δ is
much smaller than 1 (i.e., the thickness is a small fraction of
the channel length scale a). Introducing this variable transfor-
mation into Equation 8.16 leads to

∂2c
∂R2

−
Sδ

1−Rδ
∂c
∂R

= 2δ3αPem,maxR
∂c
∂z

8 28

where the parabolic velocity profile is normalized according to

ν R =
umax

u
1− 1−Rδ 2 = 2

umax

u
Rδ+O δ2

The order of magnitude for the boundary layer length scale is
obtained assuming that convective and diffusive terms are com-
parable in magnitude, that is, the scaling coefficients must be
equal (the curvature term of diffusion of O(δ) is much smaller
than 1 and can be ignored):

δ
S+ 3 −1 3

αPem
1 3

8 29

Hence, Lévêque’s problem is formulated as follows:

∂2c
∂R2

=R
∂C
∂z

8 30

The conditions in the channel inlet and cross-sectional core
must be satisfied:

c z = 0 = c R ∞ = 1 8 31

For a first-order wall reaction, the boundary condition at
R= 0 (r = 1) in Equation 8.20 is now given by

∂c
∂R R= 0

= δDac R= 0, z 8 32

Lopes et al. [53] named the product between the Damköhler
number and the dimensionless thickness of the boundary layer
δDa as the rescaled Damköhler number Da∗. For small values of
Da∗, the problem reduces Neumann (uniform flux) type. When
Da∗ is large, a Dirichlet-type (uniform concentration) problem
arises, and in this case, Equation 8.30 can be solved by combi-
nation of variables (see, e.g., Rice and Do [54] or Basmadjian
[55]). Since δ 1 in this regime, it is expected that much higher
values of Da are required for a concentration annulment condi-
tion to apply.
In an idealized situation, where the no-slip condition near the

wall is not fulfilled by the velocity profile (“plug flow”), Lévê-
que’s analysis leads to

δ
1

αPem
8 33a

and

∂2c
∂R2

=
∂c
∂z

8 33b

The following subsection provides a literature review on some
of the solution techniques that have been used when dealing
with the large class of Graetz and Lévêque problems in mass/
heat transfer in channel flow.

8.2.2.2 Literature survey
Early independent works on the heat transfer problem in chan-
nel flow include the ones by Graetz [49], Nusselt [56], and
Paneth and Herzfeld [57] as given credit by Damköhler [50].
Table 8.4 presents some of the history of the problem, with refer-
ences grouped according to different solution strategies. The
straightforward use of Graetz’s analytical solution implies the
numerical calculation of the eigenvalues and integration con-
stants for each term of the series and for each value of the wall
Damköhler number Da. Damköhler [50] reported the first three
terms in the Graetz series for plug flow in a circular channel with
Da= 0 1, 1, 10, and 100 and provided a graphical plot from

10–6

10–6

10–5

10–5

10–4

10–3

10–2

10–1

1

10–4 10–3 10–2

z/αPem

10–1 1 10 102

5 terms

12 terms

1 term
(fully developed)

Da = 1

X

XGraetz

Figure 8.2 Conversion calculated according to Graetz series with different
number of terms. Equation 8.26 is plotted with 1, 5, and 12 terms as XGraetz

for intermediate mass transfer control (Da= 1). The solution with only one
term corresponds to the fully developed concentration profile. A uniformly
valid solution for conversion X (plotted as a solid line) is given by
Equation 8.37 and is in good agreement with the numerical solution.
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where the first three eigenvalues can be estimated for
0 1 <Da < 103. This is perhaps one of the earliest studies (if
not the first) of the Graetz problem in the context of channels
with reacting walls. Subsequently, a larger number of terms in
the series were considered. For example, Carslaw and Jaeger
[58] presented the first six eigenvalues for plug flow in circular
or planar ducts for several values of Da. Bhattacharya et al. [44]
gave the first five eigenvalues and weights for Da = 0.01, 0.1, 1,
10, and 100 in channels with common cross-sectional shapes:
circular, planar, square, and triangular (equilateral). They also
plotted λ1 and w1 as a function of Da for plug and laminar flows
(10−3 <Da < 102). The case where both homogeneous and het-
erogeneous first-order reactions occurred was dealt by Bauer
[59], who calculated the first 11 eigenvalues for laminar flow
in a parallel plates conduit withDa = 0, 0.1, 1, 10, and 100. Addi-
tional results can be obtained if the analogy between mass and
heat transfer is used. In heat transfer, an equivalent problem to
the one given in Section 8.2.2.1 is formulated when the channel
wall thermal resistance is finite. Shah and London [39] reviewed
several works addressing this problem with boundary condi-
tions of third kind or Robin type. For example, Özisik and Sade-
ghipour [60] calculated the first 12 eigenvalues for laminar flow
inside a circular tube forDa = 0, 0.1, 1, 10, and 100, as well as the
quantities needed to obtain the first 12 weights wn.

Alternatively, asymptotic approximations can be used, avoid-
ing the numerical solution of a large number of eigenproblems.
This approach can be explored in two directions: (i) large eigen-
values asymptotics (large n) and (ii) small or large Damköhler
number. The first asymptotic limit has been considered for
Dirichlet and Neumann boundary conditions. Sellars et al.
[61] provided formulas for the calculation of high eigenvalues
(n 1) for uniform wall temperature or flux conditions. These
estimates were obtained applying the Wentzel–Kramers–
Brillouin (WKB) method, which constructs a composite solu-
tion for the transverse contribution to the concentration profile
from three regions in this direction (one near the center at small
values of r, other near the wall when r is close to 1, and one in the
middle of the two latter regions). Solbrig and Gidaspow [62]
attempted to provide an easier calculation formula for higher
eigenvalues in the case of finite Da. However, the result was
an implicit expression, which required numerical evaluation.

The second source of asymptotic behavior that can be
explored lies in the magnitude of the wall reaction parameter
Da. The crudest estimation for fast reactions is based on the
results for Dirichlet (uniform wall temperature) condition.
Brown [63] and Newman [64] performed numerical calcula-
tions for these cases. Kays and Crawford [65] also presented cal-
culations for several cross-sectional geometries. Housiadas et al.

Table 8.4 Solution strategies for the Graetz–Lévêque problem with wall reaction.

Approach Refs.

1. Graetz series: analytical solution given by Equation 8.26
Solving the eigenproblem numerically for given values of Da in common cross

sections with a first-order reaction occurring at the walls
Shah and London [39], Bhattacharya et al. [44], Damköhler [50], Carslaw and

Jaeger [58], Bauer [59], Özisik and Sadeghipour [60]
Deriving approximate expressions valid in the asymptotic limits of an infinitely

fast reaction, or for a slow reaction
Housiadas et al. [51], Sellars et al. [61], Solbrig and Gidaspow [62], Brown [63],

Newman [64], Kays and Crawford [65], Bhattacharya et al. [66], Balakotaiah
and West [67]

Uniformly valid analytical approximation for the first eigenvalue and weight
for any value of Dawith no fitting parameters (first-order wall reaction) (see
Equations 8.34)

Lopes et al. [40]

2. Lévêque’s solution
Analytical solution with first-order wall reaction and Lévêque’s original

assumptions (additional numerical evaluation required for laminar flow)
Carslaw and Jaeger [58], Petersen [68], Pancharatnam and Homsy [69], Ghez [70]

Approximate solution to Lévêque’s problem and first-order reaction kinetics
with no numerical evaluation involved

Lopes et al. [40]

Calculating higher-order terms in Lévêque’s series for finite Graetz number
when Da 0 or Da ∞ (analogy with heat transfer)

Worsoe-Schmidt [71], Newman [72], Gottifredi and Flores [73], Shih et al. [74]

Computing higher-order terms in Lévêque’s series for finite Da Lopes et al. [40]

3. Uniformly valid solution for a first-order reaction
Improving the convergence of Graetz series by using an asymptotic technique

for series summation (see Equation 8.37)
Lopes et al. [42]

4. Nonlinear reaction kinetics
Solving numerically the mass transfer problem with nonlinear wall reaction

boundary condition
Bhattacharya et al. [44], Acrivos and Chambré [75]

Solving analytically for the special case of zero-order reactions Sellars et al. [61], Siegel et al.[76], Compton and Unwin [77], Rosner [78]
Integral equation methods Acrivos and Chambré [75], Chambré and Acrivos [79], Katz [80], Rosner [81], Grau

et al. [82]
Explicit approximations for power-law kinetics in fully developed and

developing concentration profile
Lopes et al. [40]
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[51] showed estimation methods for higher integration con-
stants and eigenfunction derivatives at the wall for Dirichlet
conditions. Balakotaiah et al. [83] gave the first five eigenvalues
and weights for Da= ∞ and circular, planar, triangular, and
square geometries. The limit of low reaction rates was also con-
sidered. Bhattacharya et al. [66] presented the Taylor expansions
for the first eigenvalue in the kinetic regime (Da 0), when
plug or laminar flow inside planar and circular ducts occurred.
In some sense, the two asymptotics are related since the first

eigenvalues are the most important and extrapolation of the
results for high n to the first couple of terms is only reasonable
near the Dirichlet limit (where the first eigenvalue as a function
ofDa is the highest). For slow reactions, the expressions for uni-
form wall flux can only provide the second eigenvalue, as the
first one tends to zero as Da decreases. Therefore, the following
characteristics are desirable in the calculation of the Graetz
eigenproblems: (i) acceptable results for the first eigenproblems,
which are the most important; (ii) accuracy compared to
numerical solution; (iii) validity for all values of the Damköhler
number; and (iv) explicit analytical calculation formulas. The
earlier approaches cannot attain these objectives simultane-
ously. Recently, Lopes et al. [40] presented a uniform analytical
expression which has all of these advantages, providing shape
and flow normalization. This will be further described in the
following.
Considerably less work exists addressing Lévêque’s problem

for inlet channel flow with wall reaction. Carslaw and Jaeger
[58] and Petersen [68] presented solutions for plug-flow condi-
tions, using the Laplace transform. Pancharatnam and Homsy
[69] used the same technique for laminar flow. The inversion
of the transformed solution is given in terms of an infinite sum-
mation with coefficients given by recurrence relations (first
24 out of 50 coefficients are tabulated). Ghez [70] considered
a first-order reversible reaction with the same solution method.
Moreover, asymptotic expansions in the limits of fast and slow
reactions were presented.
Lévêque’s problem was extracted from the rescaled mass bal-

ance in Equation 8.28. As can be seen, this equation is the basis of
a perturbation problem and can be decomposed into several sub-
problems of order O(δn). The concentration profile, the flux at
the wall, and consequently the mixing-cup concentration (or
conversion) can all be written as perturbation series on powers
of the dimensionless boundary layer thickness. This series is
often called as the extended Lévêque solution or Lévêque’s series.
Worsoe-Schmidt [71] andNewman [72] presented several terms
of these series for Dirichlet and Neumann boundary conditions.
Gottifredi and Flores [73] and Shih and Tsou [84] considered the
same problem for heat transfer in non-Newtonian fluid flow
with constant wall temperature boundary condition. Lopes
et al. [40] presented approximations to the leading-order prob-
lem for all values of Da and calculated higher-order corrections
for large and small values of this parameter.
For reaction kinetics other than first, the analytical work is

even more scarce and numerical solution is the more common

approach, if not the only one possible. Acrivos and Chambré
[75] numerically solved the integral equations which yield a
solution for the several reaction schemes (first-order reversible
and second-order irreversible reactions and two consecutive
first-order reactions). Bhattacharya et al. [44] presented the
numerical results for power-law kinetics (of orders m= 1 2, 1,
and 2) for plug flow in a short channel and also for some types
of Langmuir–Hinshelwood kinetics, including parameter ranges
where the solution exhibited multiplicity behavior.
Zero-order kinetics attracts special attention, due to its ana-

lytical simplicity and particular characteristics, especially when
annulment of concentration at the solid surface is involved. Sell-
ars et al. [61] and Siegel et al. [76] gave Graetz-type solutions for
uniform axial heat flux, using the eigenfunction expansion
method. Compton and Unwin [77] presented the Laplace’s
domain analytical solution of the mass transfer problem in a
channel cell–crystal–electrode system under Lévêque’s assump-
tions. Rosner [78] wrote the solutions for the wall concentration
profile as cwall 1−z z0 (z < z0), for several classes of boundary
layer problems.
In general, integral equation methods have been found suit-

able to describe a class of laminar boundary layer-type flow
fields past solid surfaces, where catalytic reactions with arbitrary
mechanisms take place. Chambré and Acrivos [79] and Acrivos
and Chambré [75] applied these techniques, which result in a
nonlinear Volterra integral equation, from where the surface
reaction rate can be calculated once the concentration distribu-
tion at the wall is known (measured). For a first-order reaction,
the equation can be solved for certain geometries in terms of a
convergent infinite series. Katz [80] considered fully developed
laminar flow in a circular tube, and from an integral equation,
the surface concentration was calculated from the reaction rate
(which can be known from the cross-sectional average concen-
tration). The usefulness of this approach for kinetic studies and
reactor design was also discussed for arbitrary reaction rates.
Rosner [81] presented the solutions obtained in a catalytic flat
plate for uniform approaching velocity and power-law kinetics
at the surface in the form z = f cwall . Grau et al. [82] trans-
formed the original partial differential equation with arbitrary
reaction kinetics into a system of integral equations using a
Green’s function combined with generalized Fourier expan-
sions. The kernels of the integral operators were related to an
eigenvalue problem (with homogeneous kinetic-independent
boundary conditions). Expressions in slow, fast, and instantane-
ous reaction regimes were considered to improve the perfor-
mance of the numerical solution of the resulting integral
equations.
It is notorious that analytical solutions for the case of nonlin-

ear wall reactions are substantially more difficult to obtain.
Lopes et al. [40] attempted to achieve some insight on this prob-
lem by considering the limits of a slow and fast reaction. In this
case, the conversion profile is perturbed from the leading-order
solutions for the cases when Da 0 and Da ∞ , respectively.
The calculation of this perturbation resembles the problem of
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heat transfer in channel flow with a prescribed wall flux or tem-
perature axial variation.

8.2.2.3 Calculation of reactant conversion
The approximate procedure given by Lopes et al. [40] is followed
to calculate the conversion of a reactant in channel flow due to
the existence of a wall reaction. This is given for fully developed
and developing regimes as explained in the following.

Fully developed concentration profile. The fully developed
regime asymptote is obtained by retaining just one term of the
summation in Equation 8.26. This simplified solution can be fre-
quently found in the literature [44, 54, 62, 85, 86] and is given by

Xfd = 1− c = 1−w1 exp
−λ21z

αPem,max
8 34a

with

λ21 =
Da σC

1 +Da σC λ21,∞
8 34b

and

w1 =w1,∞ +
w1,∞ 1−w1,∞

wb
1,∞ + 1−w1,∞

bDab
1 b

8 34c

The calculation of the several quantities appearing in
Equations 8.34 is described as follows:
1 The first eigenvalue λ21 can be calculated numerically as a

function of Da for several channel cross-sectional shapes
and different flow profiles (see Table 8.3 for some examples).
Equation 8.34b is a correlation formulated so that the leading-

order asymptotic behavior in the limits of small and large
Damköhler number is respected. It was found suitable to
describe both circular channel and parallel plates, with inter-
nal uniform or parabolic velocity profiles. Other cases may be
described as well, by selecting appropriate values for σC and
for the eigenvalue associated with the Dirichlet boundary
condition (the latter quantity requires a single numerical eval-
uation, if any). Equation 8.34b represents a normalization
with respect to flow profile and channel geometry, which is
plotted in Figure 8.3 as a “master curve”: λ21 λ21,∞ versus

DaσC λ21,∞ . Along with this curve, numerical results for dif-

ferent particular cases are also depicted and found to respect
this dependence. As expected, the negligible deviations from
this normalization occur in the intermediate range of the
Damköhler number. The maximum deviation between the
value of λ21 predicted by Equation 8.34b and the one calculated
numerically for laminar flows is 1% for parallel plates and 2%
for round tube, when Da = 2–3. In addition to its accuracy,
this expression exhibits a simple mathematical form, showing
a clear dependence on the parameters, and retaining the cor-
rect asymptotic behavior. The latter feature can be verified by
expanding the solution when Da ∞ , from where the term
ofO(1/Da) is correctly obtained.When expanding for lowDa,
the term following the leading one of O(Da) is of O(Da2) and
can be written in terms of the shape factor, as derived else-
where [53].

2 According to Equation 8.34c, the dependence of the first weight
on Da is expressed through the shape–flow factor σC and the
limiting value w1,∞ (Dirichlet conditions). Both quantities
normalize w1 with respect to the channel shape and the flow
profile (uniform or parabolic). The value of w1,∞ can be
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Figure 8.3 Normalized dependence of the first eigenvalue on the
Damköhler number: λ21 λ21,∞ versus DaσC λ21,∞ curve. The

analytical result given by Equation 8.34b was derived in Lopes
et al. [40]. Numerical results for laminar flows are also shown
(dashed lines).
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calculated from the previously determined eigenvalue λ21,∞ .

The coefficient b is around 1 for most cases: plug flow between
parallel plates (with 2.5%maximum relative error compared to
numerical results) and for laminar flows (circular and slit ducts
with less than 2% relative error). However, b≈4 is recom-
mended when plug flow in a circular channel is studied, yield-
ing less than 6% error. However, the numerical results are still
well approximated by Equations 8.34 when b changes around
these values. Thus, conversion of reactant shows low sensitivity
with respect to this parameter. The maximum deviations are
observed when Da varies between 1 and 10.

3 The concentration profile as estimated by Equations 8.34 is
plotted in Figure 8.4, along with the numerical solution of
Equation 8.16, subject to the boundary condition (8.20).
The axial variation of the mixing-cup concentration
(expressed in terms of the dimensionless Graetz parameter)
is shown for several values of the Damköhler number (cover-
ing kinetic and mass transfer control).
As expected, when the characteristic time for diffusion is

much larger than the one for convection (αPem 1), higher
deviations between approximate and numerical results are
observed, especially for large reaction rates and curved channel
geometries. For example, forDa= 104 and αPem z = 100 in lam-
inar flows, the relative errors are 12% for circular channels, in
comparison with 6% for parallel plates.
Developing concentration profile. In conditions where the pro-

file is developing, Lopes et al. [40] obtained for plug flow

Xdev = 1− c z =
S+ 1 z
αPem

Da

1 + π 2 z αPemDa
8 35a

and for laminar flow

Xdev = 1− c z =
S+ 1 z
αPem

Da

1 + 0 9828Da z αPem,max
1 3

8 35b

These solutions fulfill the two asymptotic limits, which in this
case are observed for small ( 1) and large ( 1) values of

Da∗ =Da
z

αPem
for plug flow 8 36a

or of

Da∗ =Da
z

αPem,max

1 3

for laminar flow 8 36b

Equation 8.35b is plotted in Figure 8.5 for a slit channel. In
this case, the approximation is associated with maximum rela-
tive errors of 3, 0.1, and 0.01%, when αPem/z equals 10, 100, and
1000. Even when αPem z = 1, less than 5% error is observed
for Da∗ < 0 5.
The approximations given by Equations 8.35 are the solution to

Lévêque’s problem given in Equation 8.30 with a linear wall reac-
tion. Since the formulation of the problem leads to a linearized
velocity profile in a planar boundary layer, laminar flows (para-
bolic velocity profiles) in curved channels are more susceptible to
present higher deviations from these results. For a fully developed
flow in a round tube, the error associated with Equation 8.35b is
1.4 and 0.13% for αPem/z equal to 100 and 1000, respectively.
Lopes et al. [40] observed that these differences are visible mainly
for Da ∞ and calculated corrections to account for these
effects. It was shown that in the mass transfer-controlled limit,
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Figure 8.4 Fully developed concentration profile given by Equation 8.34.
Numerical (full lines) and analytical (dashed lines) refer to laminar flow in a
circular channel. The approximate solution uses eigenvalues and coefficients
calculated from Equations 8.34b and 8.34c for several values of Damköhler
number.
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Figure 8.5 Reactant concentration (mixing cup) as a function of the rescaled
Damköhler number (Da∗) given in Equation 8.36b for laminar flow between
parallel plates. The dashed lines are plotted according to Equation 8.35b for
several values of the Graetz parameter (αPem/z) in the ranges of Da∗ leading
to less than 5% relative error.
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the correction for curved channels is 10 times higher than the
one for nonlinear velocity profile. Both corrections are of
O[(Da∗)2] under kinetically controlled conditions.

Uniformly valid solution and applicability ranges. The two
previously described treatments are usually presented separately
and assumed to be valid in different ranges of the dimensionless
axial distance. However, it is important to remember that the
same problem is being considered and that the Graetz solution
given in Equation 8.21 should include the one obtained in Lévê-
que’s regime.

This occurs since the former considers the two terms in the
mass transfer problem (transverse diffusion and convection),
while the latter involves a reduction where only convection is
important at most part of the channel radial direction (the
two terms will only need to be retained in the thin boundary
layer adjacent to the channel walls). Therefore, if a sufficiently
large number of terms could be conveniently retained in
Graetz’s eigenfunction expansion or in Lévêque’s perturbation
series, a uniformly valid solution for all values of the dimension-
less axial distance could be achieved. This consists in the most
straightforward strategy, which is however very inconvenient
for a number of reasons, and inevitably breaks down in the
opposite limit of the Graetz parameter range. A perhaps more
interesting approach consists in the following idea: instead of
approximately solving the equations in different limits, an
asymptotic technique for summations can be applied to the orig-
inal series for an infinite number of terms. The purpose of this
strategy is to bridge the gap between limiting behaviors (finding
a uniformly valid profile) and allow the derivation of criteria for
the different convection–diffusion regimes. Table 8.5 compares
the previously described strategies.

Further details on both Graetz’s and Lévêque’s extended
series can be found in the references mentioned in Table 8.4,
for example. The derivation of the uniformly valid solution

given by Lopes et al. is described in references [42] and [43].
Briefly, the result for the conversion profile can be written as
a linear combination of two contributions (from fully developed
Xfd and developing Xdev profiles), weighed by two functions (Θfd

and Θdev, respectively):

X =XfdΘfd +XdevΘdev 8 37

The exact form of the terms appearing in Equation 8.37 was
given in Lopes et al. [42] for Dirichlet boundary condition and in
Ref. [43] for the wall reaction condition (8.20). For uniform wall
flux (Neumann-type problem), it is possible to apply the same
technique to the infinite series from which Sherwood (or Nus-
selt) numbers are calculated as a function of the Graetz param-
eter. The structure for this solution is the same as the one shown
in Equation 8.37, with X replaced by 1/Sh0. Regarding conver-
sion in the mass transfer-controlled limit (nearly uniform sur-
face concentration), three regions can be depicted in the axial
profile (Figure 8.6): the two “limiting” descriptions (fully devel-
oped and developing), separated by a transition zone. The
boundaries between these regions were given in Lopes et al.
[42] as a function of the allowed deviations, when compared
to the “exact” solution. A more complex picture is obtained in
the generic case of a (possibly finite) wall reaction
(Figure 8.7). When the rate of reaction compared to the one
for reactant supply to the coating by diffusion is moderate or
fast, then the profile development distances are close to the ones
found if the Dirichlet boundary condition prevailed. It is possi-
ble to derive analytically the parameter relationship which leads
to deviations between simplified model predictions and more
rigorous calculations. Convenient evaluation of these deviations
is given in relative (εfd) and absolute (edev) terms, for high and
low conversions, respectively. Below a transition value for the
Damköhler number (determined in Ref. [43]), there is a region
of values for the Graetz parameter where both simplified

Table 8.5 Bridging the gap between convection and diffusion regimes.

Approach Refs. Comments

1. Numerical/approximate calculation of terms
in

Graetz series: c =
∞

n=1

wn exp
−λ2nz

αPem,max
,

where wn and λ2n are both functions of Da

See Table 8.4 and
references therein, for
example, Brown [63]

• Inconvenient (involves numerical calculation, especially for finite reaction rates)

• Large number of terms still required (slow convergence)

• The description of the inlet behavior is limited for finite number of terms

2. Extended Lévêque solutions:

c =
∞

n=0

cn δn,

where cn is the solution of the
perturbation problem at O(δn)

Newman [64, 72],
Worsoe-Schmidt [71]

• Differential nonhomogeneous problem to calculate each term cn of the series

• Not known for boundary conditions other than Dirichlet and Neumann

• Cumbersome algebraic form

• Nonuniformly valid in practice

• Possibly divergent series

3. Improved convergence through asymptotic
series summation

Lopes et al. [42, 43] • Uniformly valid (respects both limits)

• Maximum error in the intermediate region (acceptable)

• Enables derivation of applicability criteria

• Insight into the solution structure (finite Da)
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descriptions yield the same result. Hence, an overlapping region
for low reaction rates appears.
Nonlinear kinetics. The problem of calculating reactant con-

version by a nonlinear wall reaction requires numerical solution.
Themost explicit approximations available in the literature were
given by Lopes et al. [40] in limits regarding profile development
(fully developed or developing profiles) and mass transfer con-
trol (kinetic or diffusional regimes).

8.2.2.4 Axial dispersion
For the design of a single-channel wall-coated monoliths (and
other similar structured reactors), the control of the residence

time is important for selectivity issues. In preliminary design
methods [87] it is proposed that once the required residence
time is fixed, the fluid velocity should be selected so that mini-
mum dispersion is obtained. It is possible, however, that exces-
sive pressure drop results from this and a trade-off must be
searched.
To highlight the benefits from microstructuring in reducing

dispersion, “equivalent” fixed bed and microreactor/monolith
were compared in terms of a dispersion ratio (ratio of the widths
of initially delta-like concentration tracers at the reactor exit)
[88, 89]. In terms of the Peclet number (with Dax as the axial
dispersion), an expression for fixed bed reactor of the type

Pe=
udp
Dax

= f Re,Sc 8 38

is considered, while for the microchannel the classical Taylor–
Aris theory applies [90–92]. For 3 < ud D < 100, Commenge
et al. [88] observed that the dispersion in a microchannel is
smaller than that of a fixed bed reactor with porosity 0.4. These
boundaries change for other values of porosity (the range gets
broader for smaller porosities and narrower for higher poros-
ities). The minimum dispersion is attained at udch D 14
and corresponds to a 40% reduction in dispersion in a micro-
channel reactor compared to a fixed bed one.

8.2.3 Reaction and diffusion in the catalytic
washcoat

Catalytic monoliths are structured heterogeneous reactors.
These two features require the consideration of the reaction–
diffusion problem in the catalytic washcoat (the “internal”
region), which can be designed with much more independence
from the “external” domain, when compared to nonstructured
reactors. In general, the operating conditions will be such that
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Figure 8.6 Conversion as a function of the dimensionless axial distance for
laminar flow in a circular channel with instantaneous wall reaction. Three
regions can be identified in different ranges of the Graetz parameter: Graetz
and Lévêque descriptions, separated by a transition regime.
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Figure 8.7 Convection–diffusion limiting cases for
channel mass transfer with wall reaction in a Dam-
köhler–Graetz parametric map (Da−αPem z). Four
regions can be depicted: fully developed profile (for
αPem/z below the prediction shown by the full lines
for given values of εfd), developing profile (for Graetz
numbers above the ones estimated by dashed lines for
given edev), transition region (separating the two
previous limits at high Da), and overlapping region
(where similar predictions from both models are
obtained at low Da). All boundaries were obtained
analytically and the respective expressions can be
found in Ref. [43].
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some mass transfer resistance in the coating may be present.
Therefore, the reaction rate depends on the position inside
the catalyst, resulting in a difference between the averaged rate
over the cross-sectional area Aw and the value at the channel–
coating interface. The internal concentration profiles for each
species can be determined by solving the mass balance equa-
tions, which will include the effective diffusion in the porous
structure and the source/sink terms due to the occurring chem-
ical reaction(s). The problem is identical to the one described in
Chapter 3 (Section 3.3) of this book. As in the case of a catalytic
nonstructured packing, the pseudo-homogeneous approach is
commonly adopted, along with the formulation in terms of
the effectiveness factor. The latter quantity is written as the aver-

age of the reaction rate R cw,Tw normalized by its surface

value R csurf ,Tsurf :

η=
R cw,Tw dAw

R csurf ,Tsurf Aw
8 39

The effectiveness of a catalyst pellet is a fundamental concept
in reaction engineering, which has been discussed extensively
(see Section 3.3 in Chapter 3 and references therein). Its appli-
cation has both qualitative and quantitative purposes. The value
of the effectiveness factor provides a clear indication of the
degree of utilization of the catalyst and consequently of the level
of internal mass transfer resistance. In fact, this quantity was
used in Lopes et al. [24] and [43] as a criterion to delimit internal
regimes, which can be set as strict as desired (values close to 1 for
kinetically controlled conditions and low values for mass trans-
fer control). Numerical simulation of the reactor can also take
advantage from using this quantity, since the problem in the
catalyst is averaged and decoupled. The same generic observa-
tions hold for catalytic coatings. The most commonly used cor-
relations for effectiveness factor are simplified models, which
nevertheless have been found suitable to describe complex situa-
tions. Two examples are worth mentioning:
• Structural complexity—The multiscale material structure of a
catalytic coating can be accounted for in more detailed terms
using sophisticated experimental and modeling techniques
(e.g., the work of Kočí et al. [8] involving digital reconstruc-
tion and numerical solutions at micro- and nanolevels).

• Kinetic complexity—As more reliable information on the reac-
tion mechanisms becomes available, it seems sensible to retain
information on the detailed surface chemistry when simulating
the internal transport in the coating. Seyed-Reihani [93]
modeled hydrogen oxidation over a Pd/PdOx coating with a
mechanism that includes 11 reversible surface reactions,
6 adsorption steps, and corresponding desorption steps.
It is curious that despite the levels of complexity involved

(with different sources), the bottom line of the existing studies
is still the computation of the “classical” effectiveness factor or
of the average reaction rate. Whenever possible, simple

effectiveness factor correlations are highly desirable. Therefore,
the discussion of what we call the “internal problem” is done
here in terms of this concept.

There are however some particularities when the effective-
ness of a catalytic coating is considered. First, the length scale
for internal diffusion (tw) is typically much smaller than the
one for external transport (a), as shown in Figure 8.1. The ratio
between these characteristic distances governs the coating cur-
vature. Second, the area available for diffusion increases as the
reactant penetrates in the catalytic body and is maximum at
the interface with the impermeable/symmetry boundary. The
latter characteristic only requires minor adaptations, if any.
The former feature can be also found in eggshell particles,
which can be thought of as a catalytic coating on a (possibly,
spherical) pellet. The similarity between the effectiveness of
coated channels and particles was addressed in Lopes
et al. [94].

In a simplified reaction–diffusion model for a pseudo-
homogeneous catalytic coating (the assumptions involved can
be found, e.g., in Ref. [95]), the mass balance is given by

1
1 + εrw

σ
∂

∂rw
1 + εrw

σ ∂cw
∂rw

+ αε 2 ∂
2cw
∂z2

−ϕ2R= 0 8 40

Axial diffusion is ignored based on the previous considera-
tions regarding the typical geometric ranges for monolith reac-
tors (see following text), and the dependence of concentration
on this coordinate is only introduced by the boundary condition
at the surface (concentration continuity). The dimensionless
variables are defined as follows (see “Nomenclature” section
at the end of this chapter):

cw =
cw
csurf

, rw =
rw−a
tw

, z =
z
L
and R=

R c

R csurf
8 41

It is possible to observe that a 1D model to describe diffusion
in the directions normal to the axial one was adopted (similarly
to that described for channel flow and mass transfer in Sections
8.2.1 and 8.2.2). Hence, a shape factor σ appears in order to
translate the deviation between the actual geometry and the
one modeled with reduced dimensionality. The behavior of an
isothermal catalytic coating (and consequently its effectiveness)
is mainly governed by two parameters (α is the previously
defined aspect ratio):

Thiele modulus ϕ2 =
t2w
Deff

R csurf
csurf

8 42a

Length scales ratio ε=
tw
a

8 42b

The measurement and calculation of the effective diffusivity
in a catalytic washcoat Deff has been given in [96] from a 1D
model for ceramic (e.g., cordierite) monoliths. A quick survey
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of reaction studies in monolithic catalysts (see, e.g., Ref. [97])
shows that the ratio between the timescales for internal diffusion
and reaction can cover a wide range. In fact, as we discuss in
Section 8.3.1, very different regimes may prevail in the catalytic
coating. Thus, it is of interest to obtain the dependence of the
effectiveness for all values of ϕ2. A more distinguishing feature
in monolith reactors is found when compiling the typical values
for ε. This has been shown in Lopes et al. [94]. In general, the
design of catalytic coatings leads to low values of this dimension-
less thickness: ε 1 or at least ε < 1. This magnitude statement
provides an opportunity for model reduction in the internal
reaction–transport problem.
Since ε is directly related with the importance of the coating

curvature, the most popular strategy to account for internal dif-
fusional limitations in the washcoat, even in detailed modeling,
is to reduce the actual geometry to a slab. In this situation, the
intraphase effectiveness factor is given by

η=
tanhϕg

ϕg
8 43a

where the geometric Thiele modulus is

ϕg =
Vcat

Ssurf

k
Deff

8 43b

written here for a first-order isothermal reaction, even though a
generalization regarding the form of the kinetic expression is
possible for certain types of reaction rate laws (essentially, mon-
otonic kinetics), as shown in the following. The use of the vol-
ume-to-surface area ratio as the length scale in the Thiele
modulus guarantees the fulfillment of the diffusional regime
asymptote, while at low reaction rates the leading-order behav-
ior η 1 is obtained. Equations 8.43 represent a shape normal-
ization which is long known for catalytic pellets [68]. It is also
acknowledged that this prediction of the coating effectiveness
is associated with nonnegligible errors in the intermediate
region of the Thiele modulus.
While reduction of the actual geometry to a slab may be

reasonable as ε 0, an improved estimate of the catalytic coat-
ing effectiveness is achieved by following the opposite reasoning
(Figure 8.8). This has been proposed by Lopes et al. [94], and we
describe here the main ideas associated with the procedure (full
details can be found in the cited reference). We start by noting
that the 1D model adopted to describe diffusion in the catalytic
domain has in fact two parameters which need to be appropri-
ately chosen so as to represent the actual geometry as closely as
possible. These are the shape factor σ and the transverse char-
acteristic length scale ℓ. In reasonably uniform geometries, ℓ
is taken as the maximum distance for diffusion, which can be
the coating thickness tw. In the conventional approach described
by Equations 8.43, ℓ=Vcat Ssurf and υ= 1, that is, the “equiva-
lent slab” representing the coating exhibits the same volume-to-
surface area ratio (Figure 8.8). The internal concentration profile

can be seen as a function of a perturbation parameter ε, which
takes small (but nonzero) values:

cw r, z;ε = cw 0 r, z + εcw 1 r, z +O ε2 8 44

By introducing Equation 8.44 into the mass balance (8.40), it
is possible to extract the necessary subproblems for the calcula-
tion of cw(0) and cw(1). Then, according to Equation 8.39, the cor-
responding perturbation series for the effectiveness factor is
obtained. Details can be found in Ref. [94], but what is relevant
to highlight here is that the effectiveness factor for a curved coat-
ing with nonnegligible thickness can be expressed in terms of the
one derived for a catalytic slab with the same characteristic
length. Thus, we move from an approach which reduces the
problem to a simpler formulation to one which retains all the
convenient features from an approximate solution without los-
ing information. Another important advantage is that even
though the derivation of the solution is based on the assumption
that ε takes low values, the final result ends up being useful even
when ε 1, which is more than enough to cover the range of
geometrical features present in all practical applications.
The improved solution for the effectiveness factor was origi-

nally derived for linear reactions in [94] and is given by

η=
ηslab
υ

1 + υ−1 ηslab 8 45

where υ=Vcat Ssurf tw , and for the aforementioned kinetics,

ηslab =
tanhϕ
ϕ

8 46
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Figure 8.8 Calculation approaches for the effectiveness factor in thin cata-
lytic coatings. The distinction between the conventional method and the one
proposed in Lopes et al. [94] is illustrated. The Thiele modulus for a first-

order reaction is given by ϕ= tw k Deff . The ratio between the catalyst and
channel transverse length scales is given by ε= tw a and σ is the catalyst
shape factor.
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Note that the length scale in the definition of the Thiele mod-
ulus in Equation 8.46 is now tw, as given in Equation 8.42a. The
extension of this result to nonlinear kinetics and nonuniform
coating geometries was also discussed in Lopes et al. [94]. Reac-
tion rate expressions other than first order can be treated using
the concept of generalized Thiele modulus Φ, where the previ-
ously defined parameter is modified so that its introduction
in an expression such as

ηslab =
tanhΦ
Φ

8 47

yields the correct limiting behaviors at high and low reaction
rates. Several possibilities to achieve this have been presented
but limited to monotonic kinetics. Lopes et al. [94] proposed
the following form for Φ:

Φ2

ϕ2 =
R 1

1 +ϕ2 + 2

1

0

R c dc

−1

ϕ2

1 +ϕ2 8 48

As expected, Φ=ϕ when the reaction is first order. Note that
R 1 is the derivative of the dimensionless reaction rate with
respect to the dimensionless concentration, evaluated when
the latter variable is 1 (at the surface). For power-law kinetics,

Φ2

ϕ2 =
m

1 +ϕ2 +
m+ 1
2

ϕ2

1 +ϕ2 8 49

Equation 8.47 can be introduced into the improved solution
(8.45) to predict effectiveness in catalytic coatings with nonlin-
ear kinetics. It was shown [94] that this approach can be success-
fully applied for several reaction rate expressions.

The deposition of a washcoat in a monolith channel usually
leads to the appearance of catalytic layers with peripherally

nonuniform thickness. For example, it is possible to find wash-
coats deposited on square channels, which are 10 μm thick at
most part of the perimeter, except near the corners where this
value increases to 150 μm [44]. The nonuniformity is more
severe for thicker layers and when the channel has sharp corners
(due to the surface tension effects of the catalyst mixture inside
the channel). An existing numerical approach to simulate these
cases (presented by Papadias et al. [98, 99] and also used by
Hayes et al. [100]) consists in the so-called slice method. Briefly,
the method decomposes the coating cross section into several
elements (the “slices”), which are treated approximately as hav-
ing the geometry of a slab (for which the simplified solution
(8.43) can be used). Then, the effectiveness factor of the whole
coating is obtained by adding up the contributions from all
“slices.” Naturally, the calculation becomes more accurate as
the number of slices taken increases. Mass transfer in the
direction perpendicular to the channel–coating interface is
accounted for, while transfer in the azimuthal coordinate (along
the coating perimeter) is not considered. However, the results
were found to be in good agreement with 2D numerical simula-
tions over the washcoat cross section for a reasonable number of
slices.

The contribution of the work developed in Lopes et al. [94] for
this situation is shown in Table 8.6. A modification to the pre-
viously described procedure was introduced based on our
improved solution for the effectiveness, given by Equation
8.45. Thus, a curved slice method can be formulated and is
described by the following set of equations:

Effectiveness factor of washcoat, η=
N

i= 1

wiηi 8 50a

Table 8.6 Calculation of the effectiveness factor in uniform and nonuniform washcoats.

Washcoat shape Uniform Nonuniform

a

tw

a

tw,max

tw,i

dθ

vi

Existing approach Exact analytical solution for hollow cylinders (Gunn [101], Wijngaarden et al.
[102]) with linear kinetics or numerical solution

Numerical method with slab-shaped slices
(Papadias et al. [99])

Improvement introduced by
Lopes et al. [94]

Approximate solution for small ε, using the solution for the slab geometry
Equation 8.45

Curved slice method
Equations 8.50
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Effectiveness factor of curved slice i, ηi =
ηslab, i
υi

1 + υi−1 ηslab, i

8 50b

Effectiveness factor of planar slice i, ηslab, i =
Deff

t2w, ik
tanh

t2w, ik

Deff

8 50c

Dimensionless volume to surface ratio, υi =
Vi

Ssurf , itw, i
8 50d

Slice length scale, tw, i =
maximum transverse distance

normal to the interface in i

8 50e

Volume fraction of slice i, wi =
Vi

V
8 50f

Equation 8.50c is written for a first-order reaction, but mod-
ification for nonlinear kinetics is straightforward, as shown pre-
viously. If the geometry is reasonably defined, it is possible to
calculate all the components given earlier directly. Lopes et al.
[94] provide the detailed calculations for circle-in-square shape
and squares with rounded corners. For the circle-in-square
geometry depicted in Table 8.6, numerical results from 2D
numerical simulations are available in Hayes et al. [100].
Table 8.7 compares the relative errors of several approximate
methods for the calculation of η in this geometry (for several
values of ϕ2

g). It is possible to observe that (i) for the same num-

ber of slices N, the relative error from the curved slice method is
always lower than the one from methods using planar slices,
(ii) the reduction in the relative error is more visible in the inter-
mediate region of the Thiele modulus, and (iii) for the same rel-
ative errors, the number of slices required can drastically
decrease by adopting the curved slice concept.

8.2.4 Nonisothermal operation
In general, temperature gradients are present in the monolith
channel and washcoat. Thus, heat transfer needs to be accounted
for in the monolith reactor model, along with mass transport
and species consumption/heat generation by chemical
reaction(s). A 2D energy balance in channel flow can be written
as in Equation 8.16. The boundary conditions at the surface
include continuity of heat flux between the channel and the
coating. As we have discussed in Section 8.1.1, if the transfer
through the support is slow, the washcoat can be considered adi-
abatic, even though the case of finite heat transfer resistance can
also be addressed. Results for nonisothermal effectiveness in the
catalyst and for the maximum temperature expected are analo-
gous to the ones presented in Chapter 3 for catalytic particles.
However, the detailed energy balance can also be written for
the washcoat, and the complete set of equations solved numer-
ically, if required.
In this section, we formulate a 1Dmodel with interphase mass

and heat transfer coefficients. These “lumped models” [103]
describe the axial variation of concentration and temperature
(which are averaged over the channel cross section). The
diffusion processes in the transverse directions (represented
by differential terms) are replaced by a transfer term, associated
with a given driving force. The use of 1D models is widespread
throughout the literature on monolith reactor modeling.
Chen et al. [3] reviewed some specific applications including
simulation of simultaneous heat transfer in monolith catalysts
[104], evaluation of the effective diffusivity in a washcoat
[105], optimization of the active component distribution along
an adiabatic monolith [106], and prediction of the gas exit tem-
perature for long monoliths [107]. Limitations to their applica-
bility have also been recognized but seem to be minimized if the
appropriate correlations are chosen, as discussed in the follow-
ing. Moreover, the significant reduction in computational effort
associated with these models is an undeniable advantage.
In steady-state and negligible axial diffusion in the monolith

channel, the governing equations can be written in terms of four
dependent variables, namely, the mixing-cup and surface con-
centrations ( c and csurf) and the equivalent quantities for tem-
perature ( T and Tsurf). The mixing-cup concentration is given
by Equation 8.22, which can be defined similarly for fluid tem-
perature as

T z =

1

0

rSv r T r,z dr

1

0

rSv r dr

8 51

A consistent derivation of the 1D model can be achieved by
averaging the 2D mass and energy conservation equations (with
a single transverse and axial coordinates) over the channel cross
section. This results in

Table 8.7 Accuracy of effectiveness factor calculation methods for nonuniform
geometry (circle-in-square shape with a first-order reaction).

ϕ2
g

Relative errors (%) compared to 2D numerical results in
Hayes et al. [100]

100 planar slices

N curved slices

N = 50 N = 100

0.01 0.52 0.29 0.27
0.09 2.37 1.20 1.07
0.49 4.18 1.91 1.61
1.94 3.07 1.07 0.69
6.37 1.67 0.43 0.05

17.82 1.40 0.74 0.38
43.82 0.97 0.65 0.33
96.94 0.63 0.49 0.21
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−αPem
d c
dz

=
Sh
S+ 1

c −csurf 8 52a

αPeh
d T
dz

=
Nu
S+ 1

Tsurf − T 8 52b

The interphase coefficients for mass (km) and heat (h) transfer
are made dimensionless into Sherwood and Nusselt numbers,
both defined as

Sh =
akm
D

8 53a

Nu=
ah
λ

8 53b

The Graetz number for heat transfer is given by

αPeh =
a2ρCp

λ

u
L

8 54

For an adiabatic coating (no heat flux at rw = tw; see
Figure 8.1), the following expressions relate mass/heat inter-
phase transfer with the observed consumption of reactant and
heat generation by chemical reaction:

Sh c −csurf =DainηR csurf ,Tsurf or DainηR c , T

8 55a

Nu Tsurf − T = βf DainηR csurf ,Tsurf or βf DainηR c , T

8 55b

The Damköhler number in Equations 8.55a and 8.55b refers
to inlet conditions:

Dain =
aRsurf cin,Tin

D
8 56

while Prater’s nonisothermal parameter is evaluated at bulk
(fluid) conditions:

βf =
−ΔHR cinD

Tinλ
8 57

The effectiveness factor (referred to surface conditions η)
and the global effectiveness factor (referred to bulk conditions η)
can be described by approximations in limiting cases (see
Chapter 3 for examples) and rational approximations can be
derived.

In order to obtain the (mixing-cup and surface) concentra-
tion and temperature profiles, the solution of Equations 8.52
and 8.55 requires the calculation of the dimensionless transfer
coefficients Sh and Nu, which are in general functions of the
Graetz parameters and of the Damköhler number. Correlations
for these dimensionless numbers are available in the literature
(e.g., Shah and London [39]), for several conditions regarding
the degree of profile development, degree of hydrodynamic flow
development, and boundary condition at the wall. These fea-
tures are briefly discussed in the following.

8.2.4.1 Degree of profile development
The fully developed concentration (or temperature) profile dis-
cussed in Section 8.2.2 is characterized by a uniform value of
Sherwood (or Nusselt) number, that is, independent of axial dis-
tance. Young and Finlayson [108] solved the heat and mass
transfer problem numerically using the orthogonal collocation
technique and calculated the asymptotic (for long distances)
Sherwood and Nusselt numbers for several channel geometries.
In terms of the analytical development that we have been pre-
senting, it can be calculated for laminar flows from

Shfd,∞ =
λ21,∞
σC

uniform wall concentration condition

8 58a

Shfd,0 =
S+ 5 S+ 7
5S+ 17

uniform wall flux condition 8 58b

If the profile is developing in a laminar flow, Lévêque’s results
can be used to derive expressions for Sh:

Shdev,∞ =
61 3

Γ 1 3
αPem,max

z

1 3

uniform wall concentration condition

8 59a

Shdev, 0 =
21 3

32 3
Γ

2
3

αPem,max

z

1 3

uniform wall flux condition

8 59b

Replacing αPem with αPeh yields the corresponding expres-
sions for Nu. In this case, a dependence on the Graetz para-
meters is introduced, and the magnitude of the transfer
coefficients increases as the inlet is approached. Lopes et al.
[53] proposed the following correlation to merge both limiting
behaviors regarding the profile development:

Sh = Shnfd + Sh
n
dev

1 n
8 60

The coefficient nwas chosen as 2 for plug flows and 4 for lam-
inar velocity profiles, even though accurate predictions can also
be obtained when n changes around these values. 1D models in
nonisothermal problems have been applied by Gupta and Bala-
kotaiah [109] and Stutz and Poulikakos [110] for studying heat
and mass transfer and in the prediction of light-off/ignition
[111–114]. The correlations for Sh (and Nu) reported in the lit-
erature can be classified into three categories:
1 Theoretical—when higher dimensional models are used, from

which the coefficients can be derived analytically (as the ratio
between the wall gradient and the driving force) or evaluated
numerically

2 Empirical—obtained from fitting particular experimental
results in more or less restricted ranges

3 Combination of theoretical/empirical approaches—where the
functional dependence on the parameters may be suggested
by analytical expressions but the coefficients are fitted to
the particular experimentally obtained data
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The works mentioned earlier are essentially of theoretical
nature. We now consider some examples of correlations with
partial or exclusive experimental support. Hawthorn [115] pre-
sented an expression which combines developing and fully
developed behaviors:

Sh =
dhkm
D

= 2 977 1 + 0 095
RedSc
ε

dh
L

0 45

8 61

The mass transfer coefficient increases from the nearly con-
stant value for large channel lengths, according to a Lévêque-
type dependence (with a different exponent, however):

Sh
ReScdh

L

0 45

αPem
0 45

The catalyst bed void fraction ε is related to the hydraulic
diameter and external surface area per unit volume of bed by
ε = dhSsurf 4Vbed . A correlation of the form of Equation
8.61 can be generalized for other geometries:

Sh =
dhkm
D

=B 1 +CRedSC
dh
L

0 45

8 62

The fully developed limiting value given by B depends solely
on the geometry (e.g., B = 2.976 for square channels), whileC is a
surface roughness constant. The values of C are reported to be
equal to 0.078 for smooth surfaces, 0.095 for automobile (wash-
coated cordierite) monolith catalysts, and 0.139 for extruded
TiO2−SiO2 monolith catalysts [21].
Votruba et al. [116] presented an empirical correlation from

experimental data on vaporization of water and hydrocarbons
from porous monolith supports:

Sh =
dhkm
D

= 0 705 Red
dh
L

0 43

Sc0 56 8 63

In this case, a limiting value corresponding to a fully developed
concentration profile is not retrieved and the values for Sh are
about three times lower than those predicted by the Hawthorn
correlation. The same deviation was observed by Bennett et al.
[45], who obtained data for Sh lower than the ones given by
Equation 8.61 by a factor of 10, in conditions of partial mass trans-
fer control. The same functional form was observed, however.
Ullah et al. [117] obtained results close to the ones given by

Vortruba (also without observing an asymptotic value) in CO
oxidation:

Sh =
dhkm
D

= 0 766 RedSc
dh
L

0 483

8 64

Uberoi and Pereira [21] studied the conversion in CO oxida-
tion experimentally. The results were obtained under mass
transfer-limited conditions, that is, in a range where no change
in conversion with increasing temperature is observed. The
experimental data was fitted as a function of Reddh/L, according
to the following expression:

Sh =
dhkm
D

= 2 696 1 + 0 139ScRed
dh
L

0 81

8 65

This correlation was applied in parametric numerical studies
of SCR of NO. Its predictions are in close agreement with those
from the Hawthorn correlation near the fully developed limit.
Table 8.8 shows the experimental ranges in which these correla-
tions where obtained, regarding the monolith channel geometry
and flow conditions. In most cases, the values under full mass
transfer control are reported. Curiously, the exact dependence
of the transfer coefficients according to Lévêque’s analysis is
not observed but reasonably approximated. As mentioned ear-
lier (Section 8.2.1), results for laminar flows are the most rele-
vant for practical conditions. Nevertheless, correlations for
turbulent flows have also been proposed [118]:

Sh = 0 023Re0 8
d Pr0 33 8 66

The net consequence from inlet flow turbulence is to increase
Sh from the value obtained for laminar flow (Holmgren and
Andersson [119]).

8.2.4.2 Degree of hydrodynamic flow development
If inlet effects, such as the simultaneous development of the flow
profile, are found to be important, it is known [39] that Sher-
wood (or Nusselt) number correlations exhibit three distinct
dependences in different ranges of the Graetz parameter. For
Dirichlet boundary condition, these are given by

Sh =
1 128 L∗ −1 2

1 + Sc 0 0468 2 3
1 2

, L∗ =
a
dh

2 1
αPem

≤ 7 × 10−3,

8 67a

Sh = 1 615 L∗ −1 3−0 2, 7 × 10−3 ≤ L∗ ≤ 0 03, 8 67b

Sh = 3 657 +
0 0499
L∗

, L∗ > 0 03 8 67c

The first branch (8.67a) accounts for hydrodynamic profile
development, as given by Churchill and Ozoe [120]. The two lat-
ter ones are given by Shah and London [39], used by Kolodziej
and Lojewska [12] to model short-channel structures, where
advantage from these effects is taken (since transport is
enhanced). The corresponding correlations for heat transfer
are obtained replacing Sh, Sc, and Pem, by Nu, Pr, and Peh,
respectively.

Table 8.8 Experimental ranges used in the development of empirical mass
transfer correlations.

Refs. dch (cm)
Red

dch

L
L (cm)

Votruba et al. [116] 0.1–1 2–400 1.2–4.0
Bennett et al. [45] 0.1 1–55 <3 8
Ullah et al. [117] 0.1 1–100 <15
Uberoi and Pereira [21] 0.345–0.605 2–30 9–30

Source: Adapted from [21].
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Lopes et al. [43] adapted the correlation given by
Equation 8.60 to include the asymptote of developing concen-
tration and velocity profiles. Moreover, this expression was
found to be extremely convenient in the mapping of reac-
tion–transport regimes, a topic which will be addressed in
Section 8.3.

8.2.4.3 Wall boundary condition
The mass/heat wall fluxes and the concentration/temperature
driving forces exhibit different dependences on the wall
reaction rate, which is made dimensionless by the Damköhler
number. Therefore, Sh is also a function of Da. The previously
examined correlations are valid for uniform wall concentration
(Sh∞ when Da ∞ ) or uniform wall flux (Sh0 when Da 0).
Values of Sh∞ are lower than those for Sh0 for the same value
of αPem/z. The difference between both values can be
around 20%.

In general, values for Sh and Nu under reaction conditions
are different from those observed at these limits (Hayes and
Kolaczkowski [121]). Correlations which attempt to describe
the variation of Sherwood (or Nusselt) numbers with the Dam-
köhler number have been proposed. Tronconi et al. [104] and
Groppi and Tronconi [122] used the result from Bräuer and
Fetting [123] for mass/heat transfer correlations when model-
ing monolith reactors with circular, square, and triangu-
lar shape:

Sh −ShH2

ShT −ShH2

=
Da Sh

Da + Sh ShT
8 68

The dimensionless numbers in Equation 8.68 are referred to
the channel hydraulic diameter. According to our previous
notation, ShT = Sh∞ . In the limit of nearly uniform wall flux
(Da 0), an important distinction arises regarding the periph-
eral uniformity of wall concentration/temperature and mass/
heat flux. This distinction is only important for geometries with
corners (rectangles, triangles, etc.) and has been discussed at
least since Shah and London (see pages 27 and 390 in [39]).
For these geometries, the values of the transfer coefficients that
should be used are the ones for the (H2) boundary condition
(zero flux along the channel perimeter), given in Table 8.3 for
some common channel shapes. The same work considers the
effect of rounded corners due to the introduction of a washcoat
on mass transfer.

Kockmann [124] suggests using the following empirical
expression:

1
Sh

=
1
Sh0

+
Da

Da+ 1 979
1

Sh∞
−

1
Sh0

8 69

In this case, the result refers to a fully developed concentra-
tion profile. Moreover, Lopes et al. [53] showed that for the pur-
pose of regime mapping, the asymptotic values of Sh∞ and Sh0
could be used.

8.3 Mapping and evaluation of
operating regimes

8.3.1 Diversity in the operation of a
monolith reactor

The versatility of structured reactors leads to the existence of
many regions in the parametric space, which require character-
ization. Parametric areas can be distinguished in a number of
ways. Scaling analysis leads to a natural definition of
“regimes,” since each mechanism is associated with a timescale,
and these are compared in parameters that arise when making
the model dimensionless. The importance of each term is then
evaluated by the magnitude of the associated parameter (since
correct scaling assumes dependent variables and its derivatives
of O(1)). In particular when seeking approximate solutions, a
balance between two important effects is often looked for, leav-
ing others ignored or restricted to nonleading-order corrections.
These limiting solutions apply in a given regime which is defined
a priori. In chemical reactors, the relationship between transport
and reaction is often used to define limiting behaviors in the
governing equations or in the boundary conditions. Mapping
of all these regimes in a diagram has the benefits of systemati-
cally organizing previous results and explore new areas, which
may have been left ignored in previous studies. The choice of
parameters that constitute the axes of this plot also results from
scaling.

If a given set of geometric and operation variables is
represented by a single point in the aforementioned diagram,
then one might question the possible location of such represen-
tation for typical monolith reactors. Actually, even if some geo-
metric characteristics are shared by all designs, many possible
operating regimes may prevail. We have already seen some evi-
dences of the flexibility of monoliths, concerning the operating
ranges:
• The ratio of reaction and transport timescales can cover sev-
eral orders of magnitude, even when the reactions which are
potential candidates to structured reactor engineering have
well-defined characteristics, and monoliths can be designed
to match them.

• Some authors proposed monolith-based solutions for reac-
tions with very different characteristics ranging from kineti-
cally controlled to transport limited.

• In many of the studies reported, several conditions such as the
residence time and temperature are tested and optimized.
Therefore, a change in the controlling effect may be observed
in the range explored.

• In Section 8.1.2, we have reported applications with distinct
purposes such as screening and chemical production applica-
tions. This naturally requires two very different sets of condi-
tions and consequently two different regimes.
Moreover, it is interesting to obtain a comprehensive

picture including as many regimes as possible, even if this is
only done with the purpose of setting boundaries between
them.
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8.3.1.1 Intrinsic kinetic measurements
Apart from the specific applications of microreactors as devices
for screening and catalyst testing, measurement of the intrinsic
kinetics in a system with the advantages previously mentioned is
highly desirable. Their improved mass and heat transfer proper-
ties at uniform temperature are beneficial, to avoid falsification
of the observed kinetics. The following characteristics should be
also mentioned:
• The monolith configuration allows easy exportation of results
obtained with similar geometry and conditions between sys-
tems with different scales. The geometry for kinetic measure-
ments may actually be the same used in chemical processing.

• Isothermal behavior may be assured due to improved thermal
control in monolith configurations.

• The structured nature of the reactor allows excellent control of
the catalyst layer thickness (sufficiently thin in order to guar-
antee the absence of internal limitations).

• External limitations are absent, since the channel diameter
can be defined to be sufficiently small.

• The behavior of the reactor can be considered “ideal” (“plug
flow” for uL DAris > 100, with DAris given by Taylor–Aris the-
ory [90, 92]).
Several kinetic studies in microreactors/monoliths are availa-

ble in the literature over a wide range of conditions. In particu-
lar, measurements under “severe conditions” are attractive for a
number of reasons. We mention some examples in the
following.
McCarty [125] used an annular reactor to evaluate kinetics of

methane combustion over PdO-supported catalysts. The design
of the apparatus had a small gap between cylinders (0.1–0.3
mm) and a thin coating (10 μm). Using high flow rates and
dilute methane and oxygen in helium, the author claims to have
measured the intrinsic rate of methane oxidation up to 900 C,
without contributions from gas-phase reactions. Groppi et al.
[126] used the same configuration to study the same reaction
over a PdO/Al2O3 catalyst. Beretta et al. [11] discussed the
use of this reactor at high temperatures and high space velocities
(GHSV) for kinetic studies of several reactions: catalytic oxida-
tion of CO, catalytic partial oxidation of methane, and oxidative
dehydrogenation of propane. In this case, a reactor with a thin
catalyst layer (50 μm) and small gap (1.1 mm) was used.
The suitability of the structured annular reactor for very fast

catalytic combustion reactions was confirmed, since it allowed
measurement of kinetic data under conditions closer to the ones
in the commercial applications (at higher GHSV and tempera-
ture). Extrapolation from lab-scale results can therefore be
avoided, as changes in the reaction mechanism may occur
[127]. In particular, they name the following advantages:
(i) implementation of very high GHSV with negligible pressure
drops (in laboratory fixed beds, ΔP amounted to nearly 1 bar at
400 cm3 NTP/min in the combustion of methane/biogas and to
0.8 bar in highly diluted bed with GHSV ~10 times higher);
(ii) well-defined geometry, flow profile, and mass transfer (which

they assumed to be given by correlations for the Sherwood num-
ber at Dirichlet conditions and fully developed concentration pro-
file); (iii) negligible internal temperature gradients; (iv) similarity
between the coated catalyst tube and the monolith catalysts;
(v) exclusion of homogeneous reactions (preliminary experiments
with uncoated channels); and (vi) lower dilution of reacting mix-
ture and catalyst compared to a fixed bed.
Groppi et al. [126] obtained data up to 600 C at partial con-

version (due to high GHSV). The most critical phenomenon was
internal diffusion and only by using a thin catalyst layer the
kinetics was free from mass transfer effects (tw ≤ 10μm for
η≥ 0 9). External mass transfer limitations played a minor role
for channels with a gap between 0.2 and 0.3 mm, which should
be kept as small as allowed by pressure drop. Beretta et al. [11]
recognized that depending on the hydraulic diameter and on the
reaction rate at the wall, operation may change from kinetic to
diffusional control and that at high temperatures diffusional
effects can become important. They proceeded to develop a
1D model from a Sherwood number correlation and concluded
that (i) kinetic regime prevailed up to 450−500 C, (ii) decrease
of conversion was thus entirely due to higher GHSV and this
widened up the operating window for intermediate conversion
values to very high temperatures (200 − 900 C with maximum
65% conversion in CO oxidation and methane partial oxida-
tion), (iii) at higher temperatures CO conversion was moderated
by the onset of interphase mass transfer limitations, and (iv) the
estimation of intrinsic kinetic constant was in good agreement
with the data from fixed bed. Annular reactors have also been
considered by other groups (e.g., Yu et al. [128]).
Germani and Schuurman [129] studied the kinetics of the

water–gas shift reaction over platinum/ceria/alumina catalysts
washcoated on stainless steel microchannels. Despite the fact
that the catalysts were very active, intrinsic kinetic measure-
ments were performed by employing thin films and favoring
plug-flow conditions in the channel. The reaction conditions
cover a wide range of the operating variables. Sazonova et al.
[130] analyzed the behavior of a LaNiPt catalyst supported in
a honeycomb substrate for methane partial oxidation. In this
case, kinetics was measured over the monolith at high tempera-
tures and with millisecond contact times. They used a 1D model
to predict the ranges where the process was kinetically con-
trolled in the channel, since the internal resistance was found
to be negligible from the low value of the Thiele modulus.
A related topic is the evaluation of internal diffusion limita-

tions in catalyst coatings supported on microchannels. Experi-
mentally, the two most common tests are variation of
temperature and catalyst layer thickness. Both quantities are
sometimes given as criteria for the chemical regime (specifica-
tion of a temperature or thickness below which kinetics con-
trols). For example, some authors [127, 131] consider internal
diffusion negligible for tw < 50μm. Kapteijn et al. [132] con-
cluded that washcoat layers thicker than this would lead to mass
transfer control in the washcoat, when testing square channel
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cordierite monoliths with alumina washcoat layers of various
thicknesses (20−110μm) in the Fischer–Tropsch synthesis
ran between 180 and 225 C. In other studies, diffusional limita-
tions are simply excluded in the view of the thin washcoats
employed [21, 117]. Walter et al. [133] considered catalyst coat-
ings of different thickness but with same composition in micro-
channel reactors. For a constant reactant flow (equal
hydrodynamic residence time), internal mass transfer limitation
was excluded for thicknesses between 5 and 20 μm. In the selec-
tive oxidation of isoprene to citraconic anhydride, the same
author excludes limitations for tw < 80μm, based on an analogy
with a particle in a fixed bed. Chen et al. [134] warn for the fact
that internal mass transfer in a metal foam methanol microre-
former must be carefully considered and that the critical thick-
ness for the absence of diffusional effects was only 8 μm.

However, in other cases internal diffusion limitation can be
significant even with very thin washcoat thicknesses [127], when
temperature is high ( > 700 C). This refers, for example, to cat-
alytic combustions, which are extremely fast. Hayes et al. [135]
evaluated the extent of intraphase and interphase resistances to
the catalytic conversion of low concentrations of carbon mon-
oxide in air in a tube wall reactor (coated with a platinum–
alumina deposit). Above 610 K there was strong evidence of
both intraphase and interphase resistances to catalytic conver-
sion. In Sections 8.3.2, 8.3.3, and 8.3.4, we provide a systematic
analysis for prediction of the extension of external and internal
diffusion limitations.

8.3.1.2 Process conditions
Under most operating conditions and reactor/catalyst designs,
nonnegligible sources of internal and external mass transfer lim-
itation will exist. Actually, as it is discussed in Section 8.3.5, mass
transfer-controlled conditions correspond to the monolith
design associated with lower pressure drop (channel length).

Tomasic et al. [136] studied experimentally and numerically
the decomposition of NO in a catalytic monolith (cordierite sub-
strate and copper containing ZSM-5 zeolite). The behavior of
the experimental monolithic reactor was found to be mainly
limited by interphase mass transfer. Three models with increas-
ing complexity were considered to describe the phenomena.
A 2D heterogeneous model with distributed parameters was
determined to be the most suitable mathematical model. This
involved the calculation of radial and axial gradients, as well
as the solution of the reaction–diffusion problem in the wash-
coat. The simulations revealed significant interphase mass
transfer limitations. Intraphase diffusion should be also
included in the mathematical model. A 1D heterogeneous
model, without consideration of internal mass transfer limita-
tions, is in good agreement with experimental results for the
axial variation of concentration. The results are extremely
dependent on the correlation adopted for the Sherwood num-
ber. The model is expected to be useful in the evaluation of
experimental kinetic parameters and in the quantification of
the effect of some design variables on the reactor performance.
Kolaczkowski and Serbetcioglu [118] considered internal and
external transport limitations in catalytic combustion mono-
liths. Raja et al. [137] compared the Navier–Stokes, boundary
layer, and plug-flow model simulation results, when the prob-
lem of flow and reaction in a catalytic combustion monolith
was solved. Their observations are systematized in Table 8.9.
Nonnegligible mass transfer limitations tend to require more
complex models.

8.3.2 Definition of operating regimes
Lopes et al. [24, 43] presented a conceptual analysis of the
different operating regimes that may appear in a wall-coated
monolith/microreactor. There are several particularities in the
proposed methodology compared with other studies in the

Table 8.9 Comparison between models for catalytic combustion in a monolith.

Feature/model Navier–Stokes Boundary layer Plug flow

Mechanisms
considered and
neglected

• Transport of mass, heat, and momentum

• Radial and axial directions

• Radial transport to/from the
walls

• Negligible axial diffusion

• Radial gradients negligible

• Negligible axial diffusion

Computational effort Expensive Intermediate Simplest
Classification of

governing
equations

Elliptic PDE Parabolic PDE ODE for average concentration axial
variation

Validity • Less restrictive assumptions

• Adequate to represent cases with low values of ReL
(where the role of axial diffusion gains importance)

• Increasingly appropriate as ReL
increases, thus for ReL 1

• Cases dominated by convection:
d L RedSc L d

Output comparison • Profiles are more “spread out” due to flow-wise
diffusion

• Accurate enough for most
applications

• Overestimates reactant conversion
when reaction is mass transfer
limited

Source: Based on Ref. [137].
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literature: (i) the boundaries delimiting regimes in the paramet-
ric space are derived analytically, (ii) cases of nonlinear kinetics
are addressed, (iii) convective–diffusive limiting behaviors in
channel flow (Figure 8.7) are superposed with the definition
of reaction–transport regimes, and (iv) the interaction between
channel and catalyst domains is well characterized.
As mentioned earlier, the characteristic behavior of a given

reactor/operation is associated with a region in the multipara-
metric space. This space has as many dimensions as the number
of model parameters. For typical isothermal monolith reactor
designs studied in Section 8.2, we found four relevant dimen-
sionless numbers:
1 The Graetz parameter, including the length of the channel
and operating flow rate

αPem
z

=
a2 u
LDz

Q
LD

8 70

2 The Damköhler number, defined with the channel character-
istic dimension and reaction rate referred to the inlet temper-
ature and concentration

Dain =
aRsurf cin,Tin

Dcin
8 71

3 The diffusion ratio, where the diffusivities and length scales of
both domains are compared

Δ=
Deff a

Dtw
8 72

4 A parameter related with the catalyst geometry, namely, with
the ratio between the thickness of the coating and the radius
of the open channel

υ=
Vcat

Ssurf tw
8 73

For convenience of representation, 2D plots are preferred
while the remaining dimensionless numbers are kept at fixed
values. Lopes et al. [24, 43] considered several of these diagrams.
In the following sections, we show some examples for linear and
nonlinear kinetics. The purpose is to derive analytically the
boundaries between the different regimes that appear. However,
there are some preliminary questions that must be clarified,
namely, (i) how should the degree of profile development be
expressed quantitatively, (ii) what criterion/criteria should pro-
vide indication of the extent of mass transfer limitations, and
(iii) how to classify regimes regarding not only the controlling
process but also the domain to which is referred. The answer
to the first question has already been mentioned in
Section 8.2.2.3. Contrary to other studies in the literature, the
level of profile development was not based on the agreement
with the asymptotic value for the Sherwood number Shfd.
Instead, we considered the deviations between actual reactant
conversion (X) and the one predicted by simplified models
(Xfd or Xdev):

εfd =
Xfd−X

X
fully developed profile 8 74a

edev = Xdev−X developing profile 8 74b

The two remaining questions are related. The structured nature
of the monolith reactor introduces additional degrees of freedom,
as we have noted. Thus, it is reasonable to consider “separate” cri-
teria for expressing mass transfer limitations in the bulk fluid
flowing through the channel and in the catalytic coating. Several
choices exist for these quantities. Our approach uses the degree of
mass transfer control and the effectiveness as external and inter-
nal regime definers, respectively. They are defined as

Degree of mass transfer control in the channel,

θ =
c −csurf

c −csurf +R csurf R cin
8 75a

Catalyst effectiveness factor, η=
R cw,Tw dAw

R csurf ,Tsurf Aw

8 75b

The latter is a well-known quantity in the reaction–diffusion
analysis in catalytic media (see Section 8.2.3) and can be written
as the ratio between the average reaction rate over the washcoat
cross-sectional area at a given axial position and its value at the
surface. The former compares the driving force for mass transfer
toward the coating, with the total potential for concentration
decay (due to mass transfer and surface reaction). For a first-
order reaction, θ reduces to the Carberry number (see
Chapter 3), and η is a concentration ratio between the averaged
value inside the washcoat and the one at the surface.
We can now suggest values for these criteria for different con-

trolling phenomena. When the rate of reactant consumption by
chemical reaction is relatively slow compared with the transport
processes, θ 0 in the channel and η 1 in the catalytic coat-
ing. This corresponds to kinetically controlled conditions. On the
other hand, if mass transfer is controlling, θ 1 in severely
transport-limited channels and η 0 in a catalytic coating oper-
ating in the diffusional regime. Exact values for these criteria can
be set arbitrarily by the user. The quantities are bounded
between 0 and 1, but only low values or values sufficiently close
to unity are sensible for regime definition, as described earlier.
One of the main advantages of the proposed analytical method-
ology is that we can obtain the explicit relationship between the
parameters which define a boundary and the referred criteria.
Therefore, regime mapping based on strict values for the
adopted criteria can be obtained without needing to repeat
any numerical calculation.
It is now possible to clarify how the regimes can be classified

regarding the domain where mass transfer or reaction processes
are distinguishably controlling. In particular, the following cases
can be considered:
1 Overall kinetic control and overall mass transfer control (in
the sense that the same level of mass transfer resistance is
present in both the channel and the catalyst)
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2 Intra- and interphase mass transfer control, where the most
important resistance is concentrated exclusively in one phase
These regimes will be described in more detail in the follow-

ing sections. The principles of the analysis that were just pre-
sented also lead to considerations on the relative importance
of internal and external transport. In Ref. [24], we have found
a basis to establish whether it is external or internal phenomena
which defines the overall regime. These criteria are independent
of reaction rates and can be formulated as a comparison between
the values for the diffusion ratio Δ and a specified value Δ∗,
which governs the transition between controlling behaviors.
This question is highly relevant and further information can
be found in the cited Refs. [24, 43], for example, the influence
of this analysis on the experimental testing of mass transfer
resistances.

8.3.3 Operating diagrams for linear kinetics
The typical representation of operating regimes for a monolith
channel reactor with linear kinetics is given in Figure 8.9. Three
reaction–transport regimes can be identified: (i) overall mass
transfer control which for the values of the diffusion ratio con-
sidered is determined by channel flow (thus, faster reactions are
required to achieve the same degree of mass transfer limitation
as the convective transport in the channel becomes more
intense); (ii) overall kinetic control, determined by the catalyst
over the shown range of the Graetz parameter, for the lower
value of Δ; and (iii) intraphase (internal) mass transfer control,
where nearly gradientless mass transport to a severely

diffusional-limited coating occurs. The analysis of the concen-
tration profile development is also shown in this representation.
For each value of the diffusion ratio, five vertices have special
meaning, as shown in Table 8.10. The coordinates for each point
are given in Lopes et al. [43].

Since in microchannel reactors, the characteristic length for
diffusion in the coating may be much smaller than the one for
externalmass transfer in the channel, the diffusion ratio (govern-
ing the relative importance of inter- and intraphase resistances)
may take higher values than those expected in mass transfer
through a stagnant film to a pellet in a fixed bed reactor. To high-
light the role of this parameter, we construct a diffusion ratio–
Damköhler number plot, shown in Figure 8.10 for linear kinetics.
As mentioned previously, a transition value for Δ (which will be
function of the Graetz parameter) is found to establish whether
the boundary is defined by channel or by catalyst features. The
value of Δ∗ can be determined from analytical expressions, or
for the conditions under which Figure 8.10 was constructed, it
can be taken from the intersection of full and dashed lines.

Increasing the diffusion ratio results in an increase of area
where the kinetic regime prevails. The increase is up to the point
where transport in the channel is the controlling factor. From
this point on, further expansion of this area is only obtained
if the flow parameter is increased. There is higher chance of find-
ing the regime where intraphase resistance dominates when cat-
alyst diffusion decreases, but the upper boundary corresponding
to significant resistance in the channel is delayed by moving into
the developing range of the profile as the Damköhler number
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Figure 8.9 Damköhler–Graetz plot for linear kinetics with map-
ping of reaction–transport and convective–diffusive regimes in a
washcoated monolith. Two values of the diffusion ratio are
examined, and laminar flow inside a circular channel with υ= 1 05
is considered. Regime boundaries are plotted for given values of
the criteria (internal control, η≤ 0 1; external control, θ ≥ 0 9; no
internal limitation, η≥ 0 9; no external limitation, θ ≤ 0 1; devel-
oped profile, εfd ≤ 1 ; developing profile, edev ≤ 1 ). Vertices (V)
delimiting the intermediate regime are also shown.
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increases. The same entry-length effect is observed for overall
mass transfer control.
Due to the independence of the catalyst operating lines (asso-

ciated with the effectiveness factor) with respect to the local

surface distribution, the boundary for internal diffusional
regime is the same for the intraphase and overall mass transfer
control regimes. For a first-order kinetics, interphase mass
transfer control only starts to be observed for higher diffusion
ratios (above 17.3 in these conditions).

8.3.4 Influence of nonlinear reaction kinetics
One of the main advantages of the regime mapping methodol-
ogy presented is the ability to deal with nonlinear kinetics.
Again, the analytical derivation of all results can be found in
the literature [24, 43]. Here, we focus on some illustrations
of the analysis. Figure 8.11 is a more generalized version of
the diagram considered in Section 8.3.3. It is plot of the Dam-
köhler number as a function of the Graetz (flow) parameter,
for a nonlinear, second-order reaction in a circular channel with
laminar flow (with a thin annular washcoat, ε= 0 1).
The parametric areas of five regimes are identified for two

values of the diffusion ratio. Typical radial concentration pro-
files associated with each physical picture are also shown. In this
case, the boundary for the kinetically controlled regime is given
by the value of the Damköhler number so that the effectiveness
factor is kept, for example, above 0.9. Since in this case conver-
sion in the channel is negligible, the reactant concentration dis-
tribution at the interface with the coating is uniform and close to
the inlet value.
The same cannot be said under mass transfer control, where

the surface distribution of concentration and reaction rates
included in the Thiele modulus also depend on the mass transfer
problem in the channel. This only happens for nonlinear kinet-
ics and gives origin the distinction between an overall regime
(with low wall concentration but still allowing for strong gradi-
ents to develop in the coating) and a purely interphase resistance
(where channel concentration is so low that the effectiveness
factor may even approach 1).
The development of the correlation for the effectiveness

factor in Section 8.2.3 also allows the accurate description of

Table 8.10 Vertices in the Damköhler–Graetz plot with reaction–transport and profile development regimes.

Vertex Features

High conversion vertex, V1 • For higher Dain and αPem/z, the concentration profile can be considered fully developed and mass transfer controlled

• Physical picture corresponds to a long microchannel with a fast wall reaction, so both reaction and transverse diffusion
dominate

Hot inlet vertex, V2 • Conditions associated with significant energetic requirements to attain mass transfer control (which increase in developing
conditions) and energy dissipation rates associated with high fluid velocities

• The reduced residence time in a short channel or at the inlet section penalizes conversion

• It may represent the state of the inlet section of a channel attaining high conversion at its exit
Middle point, V3 • Occurs at values of ΔDain 1, where convection and diffusion balance
Low conversion vertex, V4 • Found at high Graetz parameter and low Damköhler number, where conversion is low and dominated by convection
Homogeneous microchannel
vertex, V5

• High conversions are possible in kinetic control, for sufficiently long microchannels. In this case, transport is dominated by
transverse diffusion

0.01
0.01

0.1

1

10

102

103

10

100

1000

104

105

0.1

0

10

100

1000

0

10
100

1000

Ov.KC

Ov. MTC

Intraph. MTC

1

Dain~Δ

α Pem/z = 0

Dain~Δ

Dain

10
Δ

Dain~Δ
1

Regime defined by

Channel

Coating

Figure 8.10 Dain−Δ operating map for a circular channel with laminar flow
coated with an annular catalyst layer (ε= 0 1) and a first-order reaction.
External and internal mass transfer control observed for θ = 0 9 and η= 0 1,
respectively. Negligible resistances for θ = 0 1 and η= 0 9. Full lines associ-
ated with conditions in channel are plotted for values of the Graetz
parameter. The area for overall kinetic control (Ov. KC) is depicted
as well as the ones for mass transfer control: overall (Ov. MTC) and
internal (Intraph. MTC).
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interphase kinetic control, where mass transport in the channel
is free from mass transfer resistance, but the coating presents a
nonnegligible degree of diffusional limitation, covering the
intermediate range of effectiveness factor.

Concerning the Damköhler–diffusion ratio representation
when nonlinear kinetics is considered, the picture gets altered
especially in the mass transfer-controlled regimes (Figure 8.12)
and with orders of reaction greater than 1. Here, both boundaries
of the overall transport control depend on the flow parameter.
The interphase boundary is however more insensitive and
defines the minimum Damköhler number for appreciable limi-
tation (much lower than for linear kinetics). For developing pro-
file, it only exists above a certain value of the diffusion ratio. Note
that the limit where Δ tends to infinity is important in the def-
inition of interphase mass transfer control even when Δ < 1.
Other consequences of kinetic nonlinearity include the follow-
ing: (i) the boundaries defined by the catalyst for the overall mass
transfer-controlled and intraphase mass transfer-controlled
regimes do not coincide, as previously observed for linear kinet-
ics, and (ii) for reactions with order below 1, the diffusion ratio
must take very high values for transition between different beha-
viors to occur. These topics are discussed in more detail in
Lopes et al. [43], where the effects of reaction inhibition are also
addressed.

8.3.5 Performance evaluation
A topic that relates to the previous discussion is the performance
evaluation of monolith designs in these well-identified
regimes—in particular, the distribution of the relevant perfor-
mance criteria across regime maps such as the ones presented
in previous sections. Lopes et al. [43] proposed the evaluation

of washcoated monolith channels in terms of the efficiencies
associated with flow, catalyst, and reactant. These were meas-
ured by the following quantities:

Dimensionless pressure drop,
1
ΔP

=
1

2ρ u 2

ΔP
=

2
S+ 1 Cf Sc

αPem
z

8 76
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Figure 8.12 Damköhler–diffusion ratio diagram for nonlinear kinetics
(second-order reaction). Same conditions from previous representa-
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Global effectiveness factor, η=
R c dVcat

R cin Vcat
=
αPem,max z
σCDain

X

8 77

Reactant conversion, X =
cin− c
cin

8 78

respectively. The dimensionless pressure drop in terms of the
friction factor coefficient depends directly on the Graetz param-
eter, which with our approximate results can be expressed in
terms of the desired conversion and Damköhler number. If
we are constrained to attain an appreciable degree of reactant
conversion, this will probably happen only under full profile
development, where pressure drop is higher (Figure 8.13). Thus,
the intermediate region close to full development is of interest.
On the other hand, when the pressure drop to attain a given

conversion is plotted as a function of the reaction rate (see
Figure 8.13), mass transfer conditions are always favored. It is
known, however, that using highly active catalysts or high oper-
ating temperatures may not be possible or even desirable due to
reasons such as possible catalyst deactivation, parasite reactions,
and activation of homogeneous reactions. It is also hard to
understand how this situation would be “optimal” from an
energy efficiency point of view, especially if inlet streams require
external heating. Thus, it is likely that a maximum value of the
allowable reaction rate exists. The excess pressure drop to allow
for not operating under full mass transfer control depends on
the reciprocal of this value.
High global effectiveness is often sought with intensified

microdevices but is in conflict with a strict conversion

constraint, which is only possible with operation in the exactly
opposite regime. The impossibility of meeting these optima due
to process/energetic restrictions leads to the existence of penal-
ties. Another problem is defined when we try to find the direc-
tion in the parametric space, along which the system would
move when conversion is allowed to be slightly lower, so that
costs are reduced. Changes in the design and operation were
considered, and the role of the intermediate region was strongly
highlighted [43, 138].

8.4 Three-phase processes

The multiphase nature of the flow inside the monolith channels
influences hydrodynamics and mass transfer. We briefly review
the main aspects related with modeling of monolith reactors
with Taylor flow. Particular attention is devoted to the conse-
quences from using gas–liquid flow in contact with a catalytic
surface as a reactor:
1 In Taylor or slug flow, the flow pattern consists in a train of
elongated bubbles separated by portions of liquid (slugs),
which prevent bubble coalescence and promote recirculation,
leading to improved mass transfer in the relatively more dif-
fusion-limited liquid phase, and toward the catalytic coating
in the volume occupied by slugs. The excellent mass transfer
in gas–liquid (or liquid–liquid) segmented flow pattern in
capillaries has been noted even in millimeter-sized channels.
Kreutzer [29] showed that a correlation of the form of
Equation 8.60 is suitable to describe liquid–solid mass or heat
transfer in the slugs (Figure 8.14):
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Sh = Shnfd + Sh
n
dev

1 n
8 79

where the fully developed and developing contributions are,
respectively, given by

Shfd = 40 1 + 0 28α4 3
S 8 80

Shdev =
90 + 104α4 3

S

Gz
8 81

The appropriate value for the exponent in Equation 8.79 is
found to be n= 2, which is the same recommended by Lopes
et al. [53] for single-phase systems with plug flows. Actually,
the developing contribution in Equation 8.81 exhibits the
same dependence on the Graetz parameter
(Gz = L dRedSc with Red = ρuwalld μ), compared to Lévê-
que’s solution with a uniform velocity profile, which is sensi-
ble taking into account the nonnegligible radial flow
component. The slug aspect ratio (ratio between diameter
and slug length) is given by

αS =
dch
LS

8 82

Kreutzer [29] examined values of αS between 0.25 and 2.
An order-of-magnitude increase in Sh compared to single-
phase flow was observed for the same length of liquid slugs.
The correlation given earlier is valid when the fraction of
the channel cross section occupied by the lubricating liquid
film is small (no significant filmmass transfer resistance), that
is, when

dfilm
dch

=
0 66Ca2 3

1 + 3 335Ca2 3
1 8 83

where the capillary number is defined as Ca= μuslug γ.
2 The improvement of mass transfer is not obtained at the

expense of a significant increase in pressure drop. The friction
factor in Taylor flow is given by [29]

f =
64
Red

1 + 0 17αS
Re
Ca

0 33

8 84

The increase in f is within the same order of magnitude of
single-phase flow, if the same total channel volume is com-
pared, instead of only liquid-occupied fractions.

3 A thin layer of liquid exists between the bubbles and the cat-
alytic wall. The thickness of this film can be calculated from
Ref. [139] for round channels:

dbubble
dch

= 0 64 + 0 36exp −3 08Ca0 54 8 85

Similar correlations are available for channels with other
cross-sectional shapes. If the film thickness δ is correctly
calculated by a correlation such as the one given in
Equation 8.85, then the gas–solid mass transfer coefficient
(through the liquid layer; see Figure 8.14) can be estimated by

kGS =
D
δ

A film model for the transfer between the liquid slug and the
catalytic surface kLS can be given by the same expression. The
mass transfer between bubbles and liquid slugs through the
approximately spherical caps (Figure 8.13) is predicted from
the penetration theory by

kGL =
8
π

D
dch

usup,L + usup,G 8 86

The three mass transfer processes can be combined in an
overall mass transfer coefficient:

kova= kGSaGS +
1

kGLaGL
+

1
kLSaLS

−1

8 87

The specific surface areas of the gas–solid “interface” (ignoring
liquid film) aGS, the bubbles caps aGL, and the liquid slug–solid
interface aLS can be calculated from the channel diameter and
liquid holdup. Kreutzer et al. [31] used a fast reaction (hydro-
genation of alpha-methylstyrene) to study mass transfer in
Taylor flow through monoliths. The overall mass transfer
group kova was found to exceed 1s−1 in a monolith with
rounded corners. Improvement by one order of magnitude
in the mass transfer group kova (s−1) in structured monoliths
was observed compared to turbulent contactors (bubble
columns and agitated tanks) for the same power consumption.
The same improvement holds when the walls are coated with
catalyst [140].

Gas–liquid 
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Gas–solid transfer
(via liquid film)

Liquid film,dfilm

Solid–liquid
(slug) transfer

LS
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δ
tw

Figure 8.14 Taylor flow inwashcoatedmonoliths.Gas–liquid–
solid mass transfer routes are represented schematically. The
relevant geometrical dimensions can be also depicted.
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4 A simplified isothermal reactor model, assuming uniform
saturated gas-phase concentrations, is describedby the following
set of equations (based on the model presented in Ref. [140]):
(a) Liquid phase

(i) Governing equations:

εL
∂cLi
∂t

+ uL,sup
∂cLi
∂z

=Dax
∂2cLi
∂z2

+ kLSaLS cwi interf −cLi

8 88

(ii) Boundary and initial conditions:

uL, sup cLi−cLi, in =Dax
∂cLi
∂z

at z = 0 8 89a

∂cLi
∂z

= 0 at z = L 8 89b

cLi t = 0 = ci, in 8 89c

(iii) Parameters:

Liquid hold-up εL =
uL,sup

uL, sup + uG,sup
8 90a

Interfacial specific area aLS =
4εL
dch

8 90b

Coefficient for mass transfer in circulated slug liquid
and in the film (arranged in series):

1
kLS

=
dfilm
D

+
dch
Sh D

8 90c

Film thickness: dfilm/dch given by Equation 8.83
Sherwood number in slug: Sh given by

Equation 8.80
(b) Gas phase

(i) Governing equations:

∂ εGcGi
∂t

+
∂uG, sup
∂z

cGi = kGSaGS cwi interf −c
∗
Gi

+ kGSaLS cwi interf −cslug , i

8 91

(ii) Boundary and initial conditions:

cGi t = 0 = ci, in 8 92a

uG, sup z = 0 = uG, in 8 92b

(iii) Parameters:

Gas hold-up εG =
uG,sup

uL, sup + uG,sup
8 93a

Interfacial specific area aGS =
4εG
dch

8 93b

Mass transfer coefficient from gas to solid directly
(through liquid film):

kGS =
D
δ

8 93c

Film thickness: δ can be taken as dfilm given by
Equation 8.83

Liquid concentration in circulated slug

cslug , i = c
∗
Gi 1 +

aLS
aGL

kGS
kGL

−1

8 94

Gas–liquid mass transfer coefficient: kGL given by Equa-
tion 8.86

(c) Catalytic washcoat
(i) Governing equations:

∂cwi
∂t

=
Deff , i

r
∂

∂r
r
∂cwi
∂r

+
NRXNS

j= 1

νijRj 8 95

(ii) Boundary and initial conditions:

−Deff , i
∂cwi
∂r r = a

= kGSaGS cwi interf −c
∗
Gi

+ kGSaLS cwi interf −cslug , i

8 96a

∂cwi
∂r r = a+ tw

= 0 8 96b

cwi t = 0 = ci, in 8 96c

These equations can be solved to obtain the distribution of
the species concentrations in the different phases.

5 As in the case of single-phase flow structured reactors, the
packed bed configuration can be also used in a multiphase
monolithic reactor. Bauer and Haase [141] studied this design
for the Pd-catalyzed hydrogenation of alpha-methylstyrene.
The expected drawback of increased pressure drop was
observed, with comparable space-time yields to those
obtained from monoliths with empty channels. The advan-
tages of the packed monolith reside in the possibility of using
commercial catalyst pellets, with easy replacement and
acceptable lifetime. In another concept, Pollington et al.
[142] considered the flow of gas, liquid, and slurry (solid)
through structured channels in selective glycerol oxidation.

6 The previous discussion was mainly based on Taylor flow
through the channels. Other flow regimes are possible,
depending on the used gas and liquid velocities. At low liquid
flow rates, themost part of the channel cross section (including
the core) is filled by gas, while the liquid is present as a thin
flowing film wetting the walls. This is denominated of “film
flow,” and its application in monolith reactors has been stud-
ied byMogalicherla andKunzru [143] in the hydrogenation of
alpha-methylstyrene on 0.5 wt% Pd/Al2O3.

206 Chapter 8



8.5 Conclusions

The monolithic configuration is the most straightforward
approach to introduce structure into a reactor. Apart from the
obvious regular spatial arrangement, the design of the catalytic
layer is rather independent from the dimensioning of the chan-
nels through which fluids flow. Several applications are tested,
and commercial implementation of processes using monoliths
is anticipated, with several benefits regarding energetic and
material efficiency. This expectation puts pressure on a better
understanding of the transport–reaction phenomena found in
monolith reactors. The added complexity brought by higher
degrees of freedom and flexible operating modes is counterba-
lanced by the reasonably simple physics involved (e.g., laminar
single-phase flow). This chapter provides a review of the main
aspects related with modeling of these reactors. Special attention
is devoted to strategies which aim at understanding how the dif-
ferent dimensionless parameters governing the behavior of the
system combine to predict the reactor performance, characterize
its operation, and suggest its dimensioning.

A toolbox for modeling and design of monolith reactors is
described and consists of four interconnected analyses. These
contributions complete a rational methodology for microstruc-
tured reactor design:

1 Monolith channel design. Simplifiedmethods for conversion
prediction from a washcoated monolith channel are provided
[40, 42]. The attractive asymptotic models were extended to
more generic conditions. In particular, we were interested
in solutions able to encompass intermediate mass transfer
control and concentration profile development.

2 Catalyst coating design. More efficient calculation of
the effectiveness factor in monolith channels is possible
for nonuniform washcoat geometries and nonlinear
kinetics [94]. Trade-offs in reactor performance arising
from catalyst loading and washcoat thickness were also
considered [43].

3 Regime mapping and performance evaluation. A very
detailed picture of the interaction between nonlinear reac-
tions and mass transfer at both the channel and the catalyst
can be easily obtained. The analytical derivation of regime
boundaries available in the literature [24, 43, 53] allows the
effortless construction of parametric diagrams to evaluate
operating possibilities for an envisaged application. Optimum
design and operating locus can be determined for given per-
formance measures.

4 New windows of opportunity for perfusive structured
catalysts (not discussed in this chapter). Flow-throughmono-
liths where the internal mass/heat transfer rates are enhanced
due to the presence of convection were also considered. Non-
isothermal operation [144] and design rules for maximum
transport enhancement [17, 145] are among the most relevant
results.

Nomenclature

A cross-sectional channel area, m2

a monolith channel transverse length, m
aGL gas–liquid specific surface area, m−1

aGS gas–solid specific surface area, m−1

aLS liquid–solid specific surface area, m−1

An integration constants in Graetz eigenproblem
Aw washcoat cross-sectional area, m2

b coefficient in weight dependence on Damköhler
number

c dimensionless fluid channel concentration
c dimensionless mixing-cup fluid concentration
Ca capillary number, = μuslug γ

Cf friction factor coefficient
c∗Gi concentration in the saturated gas phase, mol/m3

ĉin fluid inlet concentration, mol/m3

ĉLi concentration in the liquid phase, mol/m3

ĉLi,in inlet liquid-phase concentration, mol/m3

cn term in Lévêque’s perturbation series for mixing-cup
concentration

Cp fluid specific heat, J/K/kg
ĉslug,i concentration in the circulated liquid in the slug,

mol/m3

ĉsurf concentration at the washcoat surface, mol/m3

cw dimensionless concentration in the washcoat,
= cw csurf

ĉwi concentration in the washcoat phase, mol/m3

ĉwi|interf concentration at the washcoat–fluid interface,
mol/m3

Da Damköhler number referred to inlet conditions,

aRobs cin Dcin
Da ∗ rescaled Damköhler number, δDa
Dain Damköhler number referred to inlet conditions,

=
aRsurf cin,Tin

D

Dax axial dispersion, m2/s
dbubble bubble diameter, m
Deff effective diffusivity in a catalytic washcoat, m2/s
dfilm liquid film thickness
edev absolute error of developing solution for conver-

sion, = Xdev −X
f Darcy’s friction factor
fapp “apparent” friction factor
GHSV gas hourly space velocity, h−1

Gz Graetz parameter
kGL gas–liquid mass transfer coefficient, m/s
kGS gas–solid mass transfer coefficient, m/s
kov overall mass transfer coefficient, m/s
ℓ characteristic length scale for internal diffusion, m
L monolith channel axial length, m
Le entrance length for velocity profile development, m
LS slug length, m
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m order of reaction
Nu Nusselt number
p pressure, Pa
Peh heat Peclet number, a u /κ
Pem mass Peclet number, a u /D
Pr Prandtl’s number for heat transfer, ν/κ
Psurf wet channel perimeter
q exponent in Lévêque’s analysis
Q flow rate, m3/s
r channel transverse dimensionless coordinate
R stretched radial coordinate (dimensionless)
R dimensionless reaction rate, =R c R csurf
R cw,Tw reaction rate referred to the washcoat volume,

mol/(m3s)
Rea Reynolds number referred to characteristic length

scale a, = ρ u a μ
Red Reynolds number referred to hydraulic diameter

dh, = ρ u dh μ

Rj rate of reaction j in the catalytic washcoat, mol/(m3s)

Rsurf reaction rate referred to the washcoat–channel area,
mol/(m2s)

rw dimensionless transverse coordinate in the wash-
coat, = rw−a tw

Rwall dimensionless wall thermal resistance
S channel shape parameter
Sc Schmidt’s number for mass transfer, Sc= ν D
Sh Sherwood number
T dimensionless fluid temperature
T dimensionless mixing-cup fluid temperature
t time, s

Tin inlet fluid temperature, K

Tsurf dimensionless fluid temperature at the coating
surface

Tsurf temperature at the washcoat surface, K

Twall wall temperature, K

u fluid velocity, m/s
u cross-sectional average fluid velocity, m/s
umax maximum velocity in the channel, m/s
usup,G superficial gas velocity, m/s
usup,L superficial liquid velocity, m/s
X reactant conversion
z channel axial dimensionless coordinate

Greek letters

α microchannel aspect ratio
αS slug aspect ratio
βf Prater’s nonisothermal parameter evaluated at bulk

(fluid) conditions, = −ΔHR cinD Tinλ
δ dimensionless boundary layer thickness or dimensional

liquid film thickness, m

Δ diffusion ratio, =Deff a Dtw
Δ ∗ transition value for the diffusion ratio
ΔP pressure drop, Pa
ε length scale ratio, = tw a
εfd relative error of fully developed solution for conversion,

= Xfd−X X
εG gas holdup
εL liquid holdup
η global effectiveness factor referred to bulk conditions
ηslab effectiveness factor for slab geometry
θ degree of mass transfer control in the channel
Θdev weight function for the developing profile contribution
Θfd weight function for the fully developed profile

contribution
λ fluid thermal conductivity, W/m/K
ν dimensionless fluid velocity
νij stoichiometric coefficient of species i in reaction j
ρ density of fluid, kg/m3

σ catalyst shape factor
σC flow–shape channel parameter
τconv timescale for fluid convection, s
τvisc, diff timescale for viscous diffusion, s
υ catalyst volume-to-surface ratio normalized by coating

thickness, =Vcat Ssurf tw

ϕ2
Thiele modulus, =

t2w
Deff

R csurf
csurf

ϕg geometric Thiele modulus (first-order reaction),

=
Vcat

Ssurf

k
Deff

Φ generalized Thiele modulus, with respect to the kinetic
expression

φn(r) eigenfunction in the transverse coordinate in Graetz
problem

Superscripts

dimensional quantity
referred to hydraulic diameter

Subscripts

dev developing
fd fully developed
(H2) peripherally uniform wall flux boundary condition
max maximum
min minimum
obs observed conditions (including internal mass transfer

limitations)
0 Neumann conditions (uniform wall flux)
∞ Dirichlet conditions (uniform wall concentration)

208 Chapter 8



References

1 Araki S, Hino N, Mori T, Hikazudani S. Autothermal reforming of
biogas over a monolithic catalyst. Journal of Natural Gas Chemistry
2010;19: 477–481.

2 Cybulski A, Moulijn J. Structured Catalysts and Reactors. Boca
Raton: CRC Press; 2006.

3 Chen J, Yang H,WangN, Ring Z, Dabros T. Mathematical modeling
of monolith catalysts and reactors for gas phase reactions. Applied
Catalysis A: General 2008;345: 1–11.

4 Ström H, Sasic S. Heat and mass transfer in automotive catalysts—
the influence of turbulent velocity fluctuations. Chemical Engineer-
ing Science 2012;83: 128–137.

5 Ström H, Sasic S, Andersson B. Effects of the turbulent-to-laminar
transition in monolithic reactors for automotive pollution control.
Industrial and Engineering Chemistry Research 2011;50:
3194–3205.

6 Hessel V, Ehrfeld W, Golbig K, Hofmann C, Jungwirth S, Löwe H,
Richter T, Storz M, Wolf A, Wörz O, Breysse J. High temperature
HCN generation in an integrated microreaction system. Microreac-
tion Technology: 3rd International Conference on Microreaction
Technology, Proceedings of IMRET 3. Berlin: Springer Verlag;
2000;152–164.

7 Redlingshöfer H, Kröcher O, BöckW, Huthmacher K, Emig G. Cat-
alytic wall reactor as a tool for isothermal investigations in the het-
erogeneously catalyzed oxidation of propene to acrolein. Industrial
and Engineering Chemistry Research 2002;41: 1445–1453.

8 Kočí P, Novák V, Štěpánek F, Marek M, Kubíček M. Multi-scale
modelling of reaction and transport in porous catalysts. Chemical
Engineering Science 2010;65: 412–419.

9 Kapteijn F, Nijhuis TA, Heiszwolf JJ, Moulijn JA. New non-
traditional multiphase catalytic reactors based on monolithic struc-
tures. Catalysis Today 2001;66: 133–144.

10 van Herk D, Castaño P, Quaglia M, Kreutzer MT, Makkee M, Mou-
lijn JA. Avoiding segregation during the loading of a catalyst-inert
powder mixture in a packed micro-bed. Applied Catalysis A: Gen-
eral 2009;365: 110–121.

11 Beretta A, Groppi G, Majocchi L, Forzatti P. Potentialities and draw-
backs of the experimental approach to the study of high T and high
GHSV kinetics. Applied Catalysis A: General 1999;187: 49–60.

12 Kolodziej A, Lojewska J. Short-channel structured reactor for cata-
lytic combustion: Design and evaluation. Chemical Engineering and
Processing: Process Intensification 2007;46: 637–648.

13 Heck RM, Gulati S, Farrauto RJ. The application of monoliths for
gas phase catalytic reactions. Chemical Engineering Journal
2001;82: 149–156.

14 Patcas FC, Garrido GI, Kraushaar-Czarnetzki B. CO oxidation over
structured carriers: A comparison of ceramic foams, honeycombs
and beads. Chemical Engineering Science 2007;62: 3984–3990.

15 Flytzani-Stephanopoulos M, Voecks GE, Charng T. Modelling of
heat transfer in non-adiabatic monolith reactors and experimental
comparisons of metal monoliths with packed beds. Chemical Engi-
neering Science 1986;41: 1203–1212.

16 Moreno AM, Wilhite BA. Autothermal hydrogen generation from
methanol in a ceramic microchannel network. Journal of Power
Sources 2010;195: 1964–1970.

17 Lopes JP, Alves MA, Oliveira MN, Cardoso SS, Rodrigues AE. Oper-
ation of a perfusive catalytic membrane with nonlinear kinetics.
Chemical Engineering Journal 2013;232: 196–212.

18 Cybulski A, Moulijn J. The present and the future of structured cat-
alysts: An overview. In: Cybulski A, Moulijn J, editors. Structured
Catalysts and Reactors, 2nd ed. Boca Raton: CRC Press; 2006.

19 Hoebink JHBJ, Marin GB.Modeling of monolithic reactors for auto-
motive exhaust gas treatment. In: Cybulski A, Moulijn J, editors.
Structured Catalysts and Reactors, 1st ed. New York: Marcel Dekker;
1998.

20 Tomasic V, Gomzi Z. Experimental and theoretical study of NO
decomposition in a catalytic monolith reactor. Chemical Engineer-
ing and Processing: Process Intensification 2004;43: 765–774.

21 Uberoi M, Pereira CJ. External mass transfer coefficients for mon-
olith catalysts. Industrial and Engineering Chemistry Research
1996;35: 113–116.

22 Choi H, Ham S-W, Nam I-S, Kim YG. Honeycomb reactor wash-
coated with mordenite type zeolite catalysts for the reduction of
NOx by NH3. Industrial and Engineering Chemistry Research
1996;35: 106–112.

23 Santos A, Bahamonde A, Schmid M, Avila P, Garcia-Ochoa F. Mass
transfer influences on the design of selective catalytic reduction
(SCR) monolithic reactors. Chemical Engineering and Processing:
Process Intensification 1998;37: 117–124.

24 Lopes JP, Cardoso SSS, Rodrigues AE. Interplay between channel
and catalyst operating regimes in wall-coated microreactors. Chem-
ical Engineering Journal 2012;227: 42–55.

25 Groppi G, Tronconi E. Honeycomb supports with high thermal
conductivity for gas/solid chemical processes. Catalysis Today
2005;105: 297–304.

26 Casanovas A, Dominguez M, Ledesma C, Lopez E, Llorca J. Cata-
lytic walls and micro-devices for generating hydrogen by low tem-
perature steam reforming of ethanol. Catalysis Today 2008;143:
32–37.

27 Parikh PA. Catalytic and kinetic study of toluene ethylation over
ZSM-5 wash-coated honeycombmonolith. Industrial and Engineer-
ing Chemistry Research 2008;47: 1793–1797.

28 Klenov OP, Pokrovskaya SA, Chumakova NA, Pavlova SN, Sadykov
VA, Noskov AS. Effect of mass transfer on the reaction rate in a
monolithic catalyst with porous walls. Catalysis Today 2009;144:
258–264.

29 Kreutzer MT. Hydrodynamics of Taylor flow in capillaries and
monoliths channels [dissertation]. Delft, The Netherlands: Delft
University of Technology; 2003. Available from: Delft, The
Netherlands.

30 Irandoust S, Andersson B, Bengtsson E, SiverstromM. Scaling up of
a monolithic catalyst reactor with two-phase flow. Industrial and
Engineering Chemistry Research 1989;28: 1489–1493.

31 Kreutzer MT, Kapteijn F, Moulijn JA. Fast gas–liquid–solid reac-
tions in monoliths: A case study of nitro-aromatic hydrogenation.
Catalysis Today 2005;105: 421–428.

32 Du P, Carneiro JT, Moulijn JA, Mul G. A novel photocatalytic mon-
olith reactor for multiphase heterogeneous photocatalysis. Applied
Catalysis A: General 2008;334: 119–128.

33 Tsoligkas AN, Simmons MJH, Wood J, Frost CG. Kinetic and selec-
tivity studies of gas–liquid reaction under Taylor flow in a circular
capillary. Catalysis Today 2007;128: 36–46.

34 Natividad R, Kulkarni R, Nuithitikul K, Raymahasay S, Wood J,
Winterbottom JM. Analysis of the performance of single capillary
and multiple capillary (monolith) reactors for the multiphase Pd-
catalyzed hydrogenation of 2-butyne-1,4-diol. Chemical Engineer-
ing Science 2004;59: 5431–5438.

Monolith reactors 209



35 Wang X, Nie Y, Lee JLC, Jaenicke S. Evaluation of multiphase micro-
reactors for the direct formation of hydrogen peroxide. Applied
Catalysis A: General 2007;317: 258–265.

36 Pangarkar K, Schildhauer TJ, Van Ommen JR, Nijenhuis J, Kapteijn
F, Moulijn JA. Structured packings for multiphase catalytic reactors.
Industrial and Engineering Chemistry Research 2008;47:
3720–3751.

37 van Herk D, Castaño P, Makkee M, Moulijn JA, Kreutzer MT. Cat-
alyst testing in a multiple-parallel, gas–liquid, powder-packed bed
microreactor. Applied Catalysis A: General 2009;365: 199–206.

38 Lucas M, Claus P. High throughput screening in monolith reactors
for total oxidation reactions. Applied Catalysis A: General 2003;254:
35–43.

39 Shah RK, London AL. Laminar Flow Forced Convection in Ducts.
New York: Academic Press; 1978.

40 Lopes JP, Rodrigues AE, Cardoso SS. Approximate calculation of
conversion with kinetic normalization for finite reaction rates in
wall-coated microchannels. AIChE Journal 2011;57: 2870–2887.

41 Bird RB, Stewart WE, Lightfoot EN. Transport Phenomena. New
York: John Wiley & Sons, Inc.; 2002.

42 Lopes JP, Cardoso SSS, Rodrigues AE. Bridging the gap between
Graetz’s and Lévêque’s analyses for mass/heat transfer in a channel
with uniform concentration or flux at the wall. AIChE Journal
2012;58: 1880–1892.

43 Lopes JP, Alves MA, Oliveira MN, Cardoso SS, Rodrigues AE.
Regime mapping and the role of the intermediate region in wall-
coated microreactors. Chemical Engineering Science 2013;94:
166–184.

44 Bhattacharya M, Harold MP, Balakotaiah V. Shape normalization
for catalytic monoliths. Chemical Engineering Science 2004;59:
3737–3766.

45 Bennett CJ, Kolaczkowski ST, Thomas WJ. Determination of heter-
ogeneous reaction kinetics and reaction rates under mass transfer
controlled conditions for a monolith reactor. Process Safety and
Environmental Protection: Transactions of the Institution of Chem-
ical Engineers, Part B 1991;69: 209–220.

46 Van Gulijk C, Linders MJG, Valdes-Solis T, Kapteijn F. Intrinsic
channel maldistribution in monolithic catalyst support structures.
Chemical Engineering Journal 2005;109: 89–96.

47 Pérez-Cadenas AF, Zieverink MMP, Kapteijn F, Moulijn JA. High
performance monolithic catalysts for hydrogenation reactions.
Catalysis Today 2005;105: 623–628.

48 Berger RJ, Kapteijn F. Coated-wall reactor modeling-criteria for
neglecting radial concentration gradients. 2. Reactor tubes filled
with inert particles. Industrial and Engineering Chemistry Research
2007;46: 3871–3876.

49 Graetz L. Ueber die Wärmeleitungsfähigkeit von Flüssigkeiten.
Annalen der Physik und Chemie 1883;18: 79–94.

50 Damköhler G. Einfluss von diffusion, Strömung, und Wärmetran-
sport auf die Ausbeute in Chemisch-Technischen Reaktionen.
Chemical Engineering & Technology 1937;3: 359–485.

51 Housiadas C, Larrodé FE, Drossinos Y. Numerical evaluation of the
Graetz series. International Journal of Heat and Mass Transfer
1999;42: 3013–3017.

52 Lévêque MA. Les lois de la transmission de chaleur par convection.
Annales des Mines 1928;13: 201–299.

53 Lopes JP,CardosoSS,RodriguesAE.Criteria forkineticandmasstrans-
fer control in amicrochannel reactorwithan isothermal first-orderwall
reaction. Chemical Engineering Journal 2011;176–177: 3–13.

54 Rice RG, Do DD. Applied Mathematics and Modeling for Chemical
Engineers. New York: John Wiley & Sons, Inc.; 1995.

55 Basmadjian D. The Art of Modeling in Science and Engineering.
Boca Raton: Chapman & Hall/CRC; 1999.

56 Nusselt W. Die Abhängigkeit der Wärmeübergangszahl von der
Rohrlänge. Zeitschrift des Vereines deutscher Ingenieure 1910;54:
1154–1158.

57 Paneth F, Herzfeld KF. Free methyl and free ethyl. Zeitschrift für
Elektrochemie und Angewandte Physikalische Chemie 1931;37:
577–582.

58 Carslaw HS, Jaeger JC. Conduction of Heat in Solids. New York:
Oxford University Press; 1959.

59 Bauer HF. Diffusion, convection and chemical reaction in a chan-
nel. International Journal of Heat and Mass Transfer 1976;19:
479–486.

60 Özisik MN, Sadeghipour MS. Analytic solution for the eigenvalues
and coefficients of the Graetz problem with third kind boundary
condition. International Journal of Heat and Mass Transfer
1982;25: 736–739.

61 Sellars J, Tribus M, Klein J. Heat transfer to laminar flow in a round
tube or flat conduit—the Graetz problem extended. ASME Transac-
tions 1956;78: 441–448.

62 Solbrig CW, Gidaspow D. Convective diffusion in a parallel plate
duct with one catalytic wall—laminar flow—first order reaction.
The Canadian Journal of Chemical Engineering 1967;45: 35–39.

63 Brown GM. Heat or mass transfer in a fluid in laminar flow in a cir-
cular or flat conduit. AIChE Journal 1960;6: 179–183.

64 Newman J. The Graetz problem. In: Bard AJ, editor. The Funda-
mental Principles of Current Distribution and Mass Transport in
Electrochemical Cells. New York: Dekker; 1973.

65 Kays WM, Crawford ME. Convective Heat and Mass Transfer. New
York: McGraw-Hill; 1980.

66 Bhattacharya M, Harold MP, Balakotaiah V. Mass-transfer coeffi-
cients in washcoated monoliths. AIChE Journal 2004;50:
2939–2955.

67 Balakotaiah V, West DH. Shape normalization and analysis of the
mass transfer controlled regime in catalytic monoliths. Chemical
Engineering Science 2002;57: 1269–1286.

68 Petersen E. Chemical Reaction Analysis. Upper Saddle River: Pren-
tice-Hall, Inc.; 1965.

69 Pancharatnam S, Homsy GM. An asymptotic solution for tubular
flow reactor with catalytic wall at high Peclet numbers. Chemical
Engineering Science 1972;27: 1337–1340.

70 Ghez R. Mass transport and surface reactions in Lévêque’s approx-
imation. International Journal of Heat and Mass Transfer 1978;21:
745–750.

71 Worsoe-Schmidt PM. Heat transfer in the thermal entrance region
of circular tubes and annular passages with fully developed laminar
flow. International Journal of Heat and Mass Transfer 1967;10:
541–551.

72 Newman J. Extension of the Leveque solution. Journal of Heat
Transfer 1969;91: 177–178.

73 Gottifredi JC, Flores AF. Extended Leveque solution for heat transfer
to non-Newtonian fluids in pipes and flat ducts. International Jour-
nal of Heat and Mass Transfer 1985;28: 903–908.

74 Shih YP, Huang CC, Tsay SY. Extended Leveque solution for
laminar heat transfer to power-law fluids in pipes with wall
slip. International Journal of Heat and Mass Transfer 1995;38:
403–408.

210 Chapter 8



75 Acrivos A, Chambré PL. Laminar boundary layer flows with surface
reactions. Industrial andEngineeringChemistry 1957;49: 1025–1029.

76 Siegel R, Sparrow EM, Hallman TM. Steady laminar heat transfer in
a circular tube with prescribed wall heat flux. Applied Scientific
Research 1958;7: 386–392.

77 Compton RG, Unwin PR. The dissolution of calcite in aqueous solu-
tion at pH < 4: Kinetics and mechanism. Philosophical Transactions
of the Royal Society of London. Series A, Mathematical and Physical
Sciences 1990;330: 1–45.

78 Rosner DE. Effects of convective diffusion on the apparent kinetics
of zeroth order surface-catalysed chemical reactions. Chemical
Engineering Science 1966;21: 223–239.

79 Chambré PL, Acrivos A. On chemical surface reactions in laminar
boundary layer flows. Journal of Applied Physics 1956;27:
1322–1328.

80 Katz S. Chemical reactions catalysed on a tube wall. Chemical Engi-
neering Science 1959;10: 202–211.

81 Rosner DE. The apparent chemical kinetics of surface reactions in
external flow systems: Diffusional falsification of activation energy
and reaction order. AIChE Journal 1963;9: 321–331.

82 Grau RJ, Cabrera MI, Cassano AE. The laminar flow tubular reactor
with homogeneous and heterogeneous reactions. I. Integral
Equations for Diverse Reaction Rate Regimes. Chemical Engineer-
ing Communications 2001;184: 229–257.

83 Balakotaiah V, Gupta N, West DH. Simplified model for analyzing
catalytic reactions in short monoliths. Chemical Engineering Sci-
ence 2000;55: 5367–5383.

84 Shih YP, Tsou JD. Extended Leveque solutions for heat transfer to
power law fluids in laminar flow in a pipe. The Chemical Engineer-
ing Journal 1978;15: 55–62.

85 Schmidt LD. The Engineering of Chemical Reactions. New York:
Oxford University Press; 1998.

86 Belfiore LA. Transport Phenomena for Chemical Reactor Design.
Hoboken, NJ: John Wiley & Sons, Inc.; 2003.

87 Renken A, Kiwi-Minsker L. Chemical reactions in continuous–flow
microstructured reactors. In: Kockmann N, editors. Micro Process
Engineering: Fundamentals, Devices, Fabrication, and Applications.
Weinheim, Germany: Wiley-VCH Verlag GmbH; 2008.

88 Commenge JM, Falk L, Corriou JP, Matlosz M. Analysis of micro-
structured reactor characteristics for process miniaturization and
intensification. Chemical Engineering and Technology 2005;28:
446–458.

89 Hessel V, Hardt S, Löwe H. Chemical Micro Process Engineering:
Fundamentals, Modelling and Reactions. Weinheim, Germany:
Wiley-VCH Verlag GmbH; 2004.

90 Taylor GI. Dispersion of soluble matter in solvent flowing slowly
through a tube. Proceedings of the Royal Society of London A
1953;219: 186–203.

91 Taylor GI. Conditions under which dispersion of a solute in a stream
of solvent can be used to measure molecular diffusion. Proceedings
of the Royal Society of London A 1954;225: 473–477.

92 Aris R.On the dispersion of a solute in a fluid flowing through a tube.
Proceedings of the Royal Society of London A 1956;235: 67–77.

93 Seyed-Reihani SA, Jackson GS. Influence of thermal conditions on
partial oxidation of n-butane over supported Rh catalysts. Applied
Catalysis A: General 2009;353: 181–192.

94 Lopes JP, Cardoso SSS, Rodrigues AE. Effectiveness factor for thin
catalytic coatings: Improved analytical approximation using

perturbation techniques. Chemical Engineering Science 2012;71:
46–55.

95 Froment GF, Bischoff KB. Chemical Reactor Analysis and Design.
New York: John Wiley & Sons, Inc.; 1979.

96 Zhang E, Hayes RE, Kolaczkowski ST. A new technique to measure
the effective diffusivity in a catalytic monolith washcoat. Chemical
Engineering Research and Design 2004;82: 481–489.

97 Lopes JP. Convection, diffusion and reaction: Bridging scales in sci-
ence and engineering [dissertation]. Porto: University of Porto;
2011. Available from: Porto.

98 Papadias D, Edsberg L, Björnbom P. Simplified method of effec-
tiveness factor calculations for irregular geometries of washcoats
a general case in a 3D concentration field. Catalysis Today
2000;60: 11–20.

99 Papadias D, Edsberg L, Björnbom P. Simplified method for effec-
tiveness factor calculations in irregular geometries of washcoats.
Chemical Engineering Science 2000;55: 1447–1459.

100 Hayes RE, Liu B, Votsmeier M. Calculating effectiveness factors in
non-uniform washcoat shapes. Chemical Engineering Science
2005;60: 2037–2050.

101 Gunn DJ. Diffusion and chemical reaction in catalysis and absorp-
tion. Chemical Engineering Science 1967;22: 1439–1455.

102 Wijngaarden RJ, Kronberg A, Westerterp KR. Industrial Catalysis:
Optimizing Catalysts and Processes. Weinheim, Germany: Wiley-
VCH Verlag GmbH; 1998.

103 Tronconi E, Forzatti P. Adequacy of lumped parameter models for
SCR reactors with monolith structure. AIChE Journal 1992;38:
201–210.

104 Tronconi E, Groppi G, Boger T, Heibel A. Monolithic catalysts
with “high conductivity” honeycomb supports for gas/solid exo-
thermic reactions: Characterization of the heat-transfer properties.
Chemical Engineering Science 2004;59: 4941–4949.

105 Hayes RE, Kolaczkowskib ST, Li PKC, Awdry S. Evaluating the
effective diffusivity of methane in the washcoat of a honey-
comb monolith. Applied Catalysis B: Environmental 2000;25:
93–104.

106 Khanaev VM, Borisova ES, Galkina LI, Noskov AS. Improvement
of the catalytic monoliths efficiency for CO oxidation using non-
uniform active component distribution along the monolith length.
Chemical Engineering Journal 2004;102: 35–44.

107 Groppi G, Belloli A, Tronconi E, Forzatti P. A comparison of
lumped and distributed models of monolith catalytic combustors.
Chemical Engineering Science 1995;50: 2705–2715.

108 Young LC, Finlayson BA. Mathematical models of the monolith
catalytic converter. I. Development of model and application of
orthogonal collocation. AIChE Journal 1976;22: 331–343.

109 Gupta N, Balakotaiah V. Heat andmass transfer coefficients in cat-
alytic monoliths. Chemical Engineering Science 2001;56:
4771–4786.

110 Stutz MJ, Poulikakos D. Optimum washcoat thickness of a mono-
lith reactor for syngas production by partial oxidation of methane.
Chemical Engineering Science 2008;63: 1761–1770.

111 Ramanathan K, Balakotaiah V, West DH. Light-off criterion and
transient analysis of catalytic monoliths. Chemical Engineering
Science 2003;58: 1381–1405.

112 Ramanathan K, Balakotaiah V, West DH. Ignition criterion for
general kinetics in a catalytic monolith. AIChE Journal 2006;52:
1623–1629.

Monolith reactors 211



113 Ramanathan K, Gopinath A. Light-off location and front diffu-
sion in a catalytic monolith reactor. AIChE Journal 2008;54:
1860–1873.

114 Di Benedetto A, Marra FS, Donsi F, Russo G. Transport phenom-
ena in a catalytic monolith: Effect of the superficial reaction. AIChE
Journal 2006;52: 911–923.

115 Hawthorn RD. Afterburner catalysts—effects of heat and mass
transfer between gas and catalyst surface. AIChE Symposium
Series 1974;70: 428–438.

116 Votruba J, Mikus O, Nguen K, Hlavacek V, Skrivanek J. Heat and
mass transfer in monolithic honeycomb catalysts-II. Chemical
Engineering Science 1975;30: 201–206.

117 Ullah U, Waldram SP, Bennett CJ, Truex T. Monolithic reactors:
Mass transfer measurements under reacting conditions. Chemical
Engineering Science 1992;47: 2413–2418.

118 Kolaczkowski ST, Serbetcioglu S. Development of combustion cat-
alysts for monolith reactors: A consideration of transport limita-
tions. Applied Catalysis A: General 1996;138: 199–214.

119 Holmgren A, Andersson B.Mass transfer inmonolith catalysts-CO
oxidation experiments and simulations. Chemical Engineering Sci-
ence 1998;53: 2285–2298.

120 Churchill SW, Ozoe H. Correlations for laminar forced convection
in flow over an isothermal flat plate and in developing and fully
developed flow in an isothermal tube. Journal of Heat Transfer
1973;95 Ser C: 416–419.

121 Hayes RE, Kolaczkowski ST. A study of Nusselt and Sherwood
numbers in a monolith reactor. Catalysis Today 1999;47: 295–303.

122 Groppi G, Tronconi E. Theoretical analysis of mass and heat trans-
fer in monolith catalysts with triangular channels. Chemical Engi-
neering Science 1997;52: 3521–3526.

123 Bräuer HW, Fetting F. Stofftransport bei Wandreaktion im Ein-
laufgebiet eines Strömungsrohres. Chemie Ingenieur Technik
1966;38: 30–35.

124 Kockmann N. Transport Phenomena in Micro Process Engineer-
ing. Berlin: Springer-Verlag; 2008.

125 McCarty JG. Kinetics of PdO combustion catalysis. Catalysis
Today 1995;26: 283–293.

126 Groppi G, Ibashi W, Valentini M, Forzatti P. High-temperature
combustion of CH4 over PdO/Al2O3: Kinetic measurements in a
structured annular reactor. Chemical Engineering Science
2001;56: 831–839.

127 Hayes RE, Kolaczkowski ST. Mass and heat transfer effects in cat-
alytic monolith reactors. Chemical Engineering Science 1994;49:
3587–3599.

128 Yu X, Tu ST, Wang Z, Qi Y. On-board production of hydrogen for
fuel cells over Cu/ZnO/Al2O3 catalyst coating in a micro-channel
reactor. Journal of Power Sources 2005;150: 57–66.

129 Germani G, Schuurman Y. Water-gas shift reaction kinetics over
micro-structured Pt/CeO2/Al2O3 catalysts. AIChE Journal
2006;52: 1806–1813.

130 Sazonova NN, Pavlova SN, Pokrovskaya SA, Chumakova NA,
Sadykov VA. Structured reactor with a monolith catalyst fragment
for kinetic studies. The case of CH4 partial oxidation on LaNiPt-
catalyst. Chemical Engineering Journal 2009;154: 17–24.

131 Oh SH, Cavendish JC. Transients of monolithic catalytic conver-
ters: Response to step changes in feedstream temperature as
related to controlling automobile emissions. Industrial & Engi-
neering Chemistry Product Research and Development 1982;21:
29–37.

132 Kapteijn F, De Deugd RM, Moulijn JA. Fischer-Tropsch synthesis
using monolithic catalysts. Catalysis Today 2005;105: 350–356.

133 Walter S, Malmberg S, Schmidt B, Liauw MA. Mass transfer lim-
itations in microchannel reactors. Catalysis Today 2005;110:
15–25.

134 Chen H, Yu H, Tang Y, Pan M, Peng F, Wang H, Yang J. Assess-
ment and optimization of the mass-transfer limitation in a metal
foam methanol microreformer. Applied Catalysis A: General
2008;337: 155–162.

135 Hayes RE, Kolaczkowski ST, ThomasWJ, Titiloye J. Intraphase dif-
fusion and interphase mass transfer effects during the catalytic oxi-
dation of CO in a tube wall reactor. Proceedings—Royal Society of
London, A 1995;448: 321–334.

136 Tomasic V, Gomzi Z, Zrncevic S. Analysis and modeling of a mon-
olithic reactor. Chemical Engineering and Technology 2006;29:
59–65.

137 Raja LL, Kee RJ, Deutschmann O, Warnatz J, Schmidt LD. A crit-
ical evaluation of Navier–Stokes, boundary-layer, and plug-flow
models of the flow and chemistry in a catalytic-combustion mon-
olith. Catalysis Today 2000;59: 47–60.

138 Lopes JP, Cardoso SSS, Rodrigues AE. Design of wall-coated
microreactors in the intermediate reaction-transport regime.
ISCRE 22 International Symposium on Chemical Reaction
Engineering 2012; Maastricht, The Netherlands, September
2–5, 2012.

139 Irandoust S, Andersson B. Liquid film in Taylor flow through a
capillary. Industrial and Engineering Chemistry Research
1989;28: 1684–1688.

140 Kreutzer MT, Kapteijn F, Moulijn JA. Shouldn’t catalysts shape up?
Structured reactors in general and gas–liquid monolith reactors in
particular. Catalysis Today 2006;111: 111–118.

141 Bauer T, Haase S. Comparison of structured trickle-bed and
monolithic reactors in Pd-catalyzed hydrogenation of alpha-
methylstyrene. Chemical Engineering Journal 2011;169:
263–269.

142 Pollington SD, Enache DI, Landon P, Meenakshisundaram S,
Dimitratos N,Wagland A, Hutchings GJ, Stitt EH. Enhanced selec-
tive glycerol oxidation in multiphase structured reactors. Catalysis
Today 2009;145(1–2): 169–175.

143 Mogalicherla AK, Kunzru D. Performance of monolithic reactors
in film flow. Chemical Engineering Research and Design 2010;88:
1057–1066.

144 Lopes JP, Cardoso SSS, Rodrigues AE. Convection, diffusion,
and exothermic zero-order reaction in a porous catalyst slab:
Scaling and perturbation analysis. AIChE Journal 2009;55:
2686–2699.

145 Lopes JP, Alves MA, Oliveira MSN, Cardoso SSS, Rodrigues AE.
Internal mass transfer enhancement in flow-through catalytic
membranes. Chemical Engineering Science 2013;104: 1090–1106.

212 Chapter 8



CHAPTER 9

Microreactors for catalytic reactions

Evgeny Rebrov1 and Sourav Chatterjee2
1School of Engineering, University of Warwick, Coventry, UK
2School of Chemistry and Chemical Engineering, Queen’s University Belfast, Belfast, UK

Abstract

This chapter focuses on description of microstructured
reactors for gas–solid, gas–liquid, and three-phase processes,
flow regimes, mass transfer considerations for various config-
urations of microchannels, design criteria, and evaluation of
each reactor type. Special attention is devoted to Taylor flow
in microchannels, as this flow regime is the most adapted for
practical engineering applications.

9.1 Introduction

Microreaction technology offers the possibility of miniaturiza-
tion of conventional macroscopic reactors. The main feature
of catalytic microstructured reactors (CMRs) is their high sur-
face to volume ratio in the range of 20 000–50 000 m2/m3 com-
pared to more traditional chemical reactors. The Reynolds
number is typically in the range of 10–500; therefore, CMRs
are operated under laminar flow regime. The small diameters
of the reactor channels ensure a short radial diffusion length
leading to a narrow residence time distribution (RTD). This is
advantageous for consecutive processes since high selectivity
to the desired intermediate can be achieved. Furthermore,
microreactors provide fast mass and heat transfer. Therefore,
they are often employed in fast exothermic or endothermic cat-
alytic reactions.

The geometric surface of themicrochannels can be increased for
performing catalytic reactions. Porous coatings are typically
applied for this purpose. The porous layer can be catalytically active
or serve as a support for a catalytic active phase. Different coating
techniques are developed and tested over the last years as there is a
steady increase of the number of catalytic applications in pharma-
ceutical and fine chemical industriesdrivenby strict environmental
regulations and policies introduced during the last decade [1].

This chapter presents an overview of the fundamentals of
design and operation of single-phase and multiphase catalytic
microreactors. Various designs are discussed including their
advantages in specific catalytic processes.

9.2 Single-phase catalytic microreactors

Single-phase microreactors have been widely used in industrial
and scientific applications over the last decade. In most cases,
AISI316 steel is used for fabrication of microreactors, although
other metals such as aluminum, molybdenum, copper, and
nickel were employed. The choice of material for a catalytic
microreactor, depends on (i) microfabrication costs; (ii) the
restrictions imposed by the manufacturing method, for exam-
ple, technical limitations to obtain certain geometrical structures
with high spatial resolution; (iii) the possibility of rapid testing
of catalytic coatings or pelleted catalysts in the microchannel
network with a possibility of their further optimization;
(iv) the corrosion resistance of the reactor material in reaction
mixture; and (v) the interaction of the reactor material with cat-
alysts, which might cause the deactivation of the latter [2].

In several cases, operation of microreactors has shown that
their expected efficiency cannot be reached either due to nonuni-
formdistribution of reactants betweendifferent channels or due to
flowmaldistribution between individualmicroreactorsworking in
parallel [3, 4]. The latter problem can result in substantial temper-
ature deviations between differentmicroreactors resulting in ther-
mal runaway which could arise from an exothermic reaction. At
the moment, there is a general agreement that both fluid flow and
mass/heat transfer in single-phase microstructured reactors can
be accurately described by standard theory and correlations, but
scaling effects (entrance effects, conjugate heat transfer, tempera-
ture-dependent properties, nonuniform flow distribution, and
singular pressure losses) have often to be accounted for in the
design of individual parts of microsystems [5].

9.2.1 Residence time distribution
If the target product is an intermediate in sequential reactions,
selectivity and yields are quite sensitive to the residence time.
The axial dispersion in a tubular microreactor can often be
described by a dispersion model. This model assumes that the
RTD results from piston flow on which axial dispersion is super-
imposed. The latter is taken into account by means of an
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effective axial dispersion coefficient, Dax. The dispersion in a
tubular microreactor is characterized by the Péclet number:

Pe=
Lu
Dax

9 1

The effective axial dispersion coefficient in laminar flow in
cylindrical microchannels [6, 7] is given as follows:

Dax =Dm +
1
192

U2dt
Dm

9 2

By combining Equations 9.1 and 9.2, the Pe number in a
microchannel can be estimated:

1
Pe

=
Dm

L2t

L
U

+
1
192

d2t
Dm

U
L
=

τ

tD,ax
+

1
48

tD,rad
τ

9 3

with tD,ax = L2 Dm and tD,rad = d2t 4Dm.
The first term corresponds to the ratio of the residence time to

the characteristic axial diffusion time. The molecular diffusion
coefficient is of the order 10−5 m2/s for gases. Typical length
of microreactors is in the order 10−1 m, and the residence time
is typically in the range of seconds. Therefore, τ tD,ax 1 and
the axial dispersion in microreactors is determined by the radial
diffusion time. The Pe number can be estimated by

Pe= 48
τ

tD,rad
200

Dm

d2t
9 4

At Pe > 100, the axial dispersion in a microchannel can be
neglected. This condition is fulfilled if the residence time exceeds
the radial diffusion time by a factor of 2. In microchannels with
diameter less than 1 mm, the plug-flow behavior is achieved at
the residence time of about 0.1 s. This condition was also proved
experimentally [8].

9.2.2 Effect of flow maldistribution
Delsman et al. [9] proposed a method to predict the influence
of flow maldistribution and manufacturing tolerances on the
performance of a microreactor with a large number of parallel
channels. In this method, a variable reactor parameter (e.g.,
diameter) is considered as a random parameter with a mean
value and a standard deviation, and the microreactor is consid-
ered as a plug-flow reactor. Then, a number of relationships
between the variable parameter and efficiency as compared to
the ideal case are presented. The pressure drop as a function
of the mean channel diameter is given by Equation 9.5:

Δp=
128μLF

πnd
4
1 + 6σ2d

9 5

This equation shows that a variation of the channel diameter
results in a decrease in the overall pressure drop over the reactor,
when the total flow rate is kept constant. A small deviation in
channel diameter does not result in a large difference in the pres-
sure drop: a standard deviation of 10% gives a pressure drop of
6% lower as compared with the ideal case.

The residence time of the fluid in a microchannel varies also
between the channels. The residence time in the single channel is
a function of both the fluid flow rate and the channel volume. It
can be expressed as

τ =
τ0 1 + 6σ2d

1 + σ2d
9 6

Since the residence time varies between the channels, a tracer
pulse at the inlet of the microreactor will be broadened similar to
the case for a tubular reactor with axial dispersion. As a first
approximation, the relative standard deviation in the residence
time is twice the relative standard deviation in the channel
diameter [9]:

σ2τ = 2σd
2 9 7

The influence of different process and geometrical parameters
on conversion was estimated in case of an irreversible first-order
catalytic reaction. The influence of temperature nonuniformity
(when temperature varies between the channels) had the largest
impact on conversion in a nonideal reactor as compared to non-
uniform flow distribution and nonequal catalyst amount in the
channels. Obtained correlations were used to estimate the influ-
ence of a variable channel diameter on the conversion in amicro-
reactor for a heterogeneous first-order reaction. It was found that
the conversion in 95% of the microchannels varied between
59 and 99% at σd = 0.1 and Damköhler number of 2.
Figure 9.1a shows conversion as a function of Damköhler num-
ber for an ideal microreactor and a microreactor with variations
in the channel diameter (σd = 0.1). It can be seen that although
the conversion in individual channels can vary considerably, the
effect of nonuniformity in channel diameter on the overall reac-
tor conversion is smaller. The lower conversion in channels with
a higher flow rate is partly compensated by a higher conversion
in channels with a lower flow rate. Due to the nonlinear relation
between the channel diameter and the flow rate, the effects do
not cancel completely and a decrease in reactor conversion is
observed.
The influence of temperature nonuniformity between

different channels was also studied [9]. In this case the channel
diameter and the amount of catalyst per channel were assumed
to be equal in all channels, but the temperature was not the same
in different channels. The temperature influences both the
reaction rate and the molar gas flow rate (and therefore the
pressure drop). The temperature nonuniformity has a much
larger influence on the reactor conversion than the channel
diameter. The influence of temperature deviations on the
conversion is a function of the activation energy of the
reaction (Ea), which is expressed via the parameter γ = Ea RT
assuming that the reaction rate coefficient is proportional to
exp −γ T Ti . Figure 9.1b shows the influence of the param-
eter γ on the reactor conversion. The influence of the tempera-
ture increases with an increase in the parameter γ, which means
for reactions with a high activation energy and/or a low reaction
temperature.
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9.2.3 Mass transfer
9.2.3.1 Internal mass transfer
The presence of internal mass transfer limitations depends on
the reaction rate and the thickness of the porous catalytic layer
and is usually expressed via the effectiveness factor, which is
defined as the ratio of the observed reaction rate and the rate
that would be observed in the absence of concentration gradient
throughout the catalytic layer. For an isothermal layer, the max-
imum thickness of catalytic coating should not exceed δcat to
ensure an effectiveness factor of 0.95 [10]:

δcat ≤ b
Deff Cs

reff
9 8

The parameter b depends on the reaction order and is
reported to be equal to 0.8, 0.3, and 0.18 for a zero-, first-,
and second-order reaction, respectively [10].

TheWeiszmodulus [11] allows for the estimation of intrapar-
ticle diffusion limitations in packed bed microchannel reactors:

ψ = δcat
m+ 1
2

reff
Deff Cs

< 0 1 9 9

This criterion was applied by Ajmera et al. [12] to the oxida-
tion of carbon monoxide for catalyst particles incorporated into
a microchannel reactor. Mass transport in the coating was not
limiting the reactor performance in this case.

9.2.3.2 External mass transfer
Provided that the flow is laminar, the velocity profile develops in
a microchannel from the entrance to the position where a fully
developed parabolic profile is established. The length of the
entrance zone (Lz) can be estimated by Equation 9.10 [13]:

Lz = 0 06Redt 9 10

In the entrance zone, the mass transfer coefficient monoto-
nously reduces and reaches a constant value which depends
on the geometry of the channel:

Sh z = Sh∞ 1 + 0 095
dt
z
ReSc

0 45

9 11

The asymptotic Sherwood numbers (Sh∞) for constant reac-
tant concentration at the wall are listed in Table 9.1. In many
cases the entrance region can be neglected and the asymptotic
Sh number can be used for calculation of the mass transfer
coefficient.

TheMears criterion is used to check for external mass transfer
limitation in microchannels:

reff dt
2kgCin

< 0 15 9 12

where kg stands for mass transfer coefficient, which can be found
from the Sherwood number.

9.2.4 Heat transfer
With respect to the heat transfer, the resistance of the channel
wall is typically small as compared to the resistance within
the porous catalytic layer. Strongly exothermic (or endothermic)
reaction may cause a temperature gradient within the catalytic
layer. To achieve isothermal behavior, the thickness of the
catalytic layer should not exceed the value specified by
Equation 9.13, which is a modified form of the Anderson crite-
rion [14]:

δcat ≤ 0 3
Rλeff T2

s

Ea ΔHr reff
9 13

Recent modeling studies of micro- and minichannel networks
have argued the importance of solid-phase axial heat conduction
[5]. The axial heat conduction in the channel wall in large pipes
can indeed be neglected because the wall thickness is usually
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Figure 9.1 (a) Influence of channel diameter
variations on the reactor conversion; ideal
reactor (thick line), reactor with σd = 0.1 (thin
line). (b) Influence of the parameter γ on the
conversion in microreactor with σT = 0.01;
γ = 15, 30, and 60.
(Source: Delsman et al. [9]. Reproduced with
permission of John Wiley & Sons.)

Table 9.1 Asymptotic Sherwood number for constant reactant concentration.

Geometry of channel cross section Sh∞

Equilateral triangle 2.47
Square 2.98
Circle 3.66
Ellipse (width/height = 2) 3.74
Parallel plates 7.54
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very small compared to the channel diameter. However, heat
transfer in a microchannel is a combination of axial heat con-
duction in the solid and convection to the cooling fluid. Fedorov
and Viskanta [15] investigated heat transfer in a heat sink with
rectangular microchannels with a 3D numerical model for fluid
flow and the heat conduction in the silicon substrate. The
authors obtained a good agreement with experimental results
and found rather complex heat flux patterns due to a strong cou-
pling between convection in the fluid and conduction in the
silicon substrate that can only be resolved by a detailed 3D sim-
ulation. Lee et al. [16] performed an experimental study of heat
transfer in rectangular microchannels with channel widths ran-
ging between 194 and 534 μm and with the depth of five times
the width in each case using both a full 3D conjugate approach
and a simplified thin wall heat transfer models. In case of either
constant temperature or constant heat flux boundary condi-
tions, the deviations of the results obtained with the 1D corre-
lation from the 3D full conjugate analysis were 12.4 and 7.1%,
respectively, demonstrating the importance of setting accurate
boundary conditions in the simulations. For this reason, the
authors recommend the use of numerical simulations, instead
of 1D correlation, to predict the performance of microchannel
reactor/heat exchangers.

9.3 Multiphase microreactors

Multiphase flows are created when two of more partially or
immiscible fluids are brought in contact. Multiphase flow oper-
ation provides several mechanisms for enhancing and extend-
ing the performance of single-phase microfluidic systems. The
long diffusion times and dispersion limitations often associated
with single-phase laminar flow can be reduced or eliminated by
adding a second, immiscible fluid stream that enhances mixing
via transverse convection by inducing a recirculation motion in
the liquid. The precise manipulation of immiscible fluid
streams in multiphase microreactors is usually achieved by
elaborate reactor designs that address fluid–fluid hydrodynam-
ics under laminar flow conditions and fluid–solid interactions
in microchannels. Such conditions enable fast heating and
quenching of reaction mixture and fast mass transfer due to
enhanced interfacial area under well-defined hydrodynamic
conditions.
Multiphase catalytic reactors are employed in nearly 80% of

industrial processes with annual global sales of about $1.5 tril-
lion, contributing around 35% of the world’s GDP [17]. Micro-
reactors for multiphase reactions are classified based on the
contact principles of gas and liquid phases: continuous-phase
contacting and dispersed-phase contacting [18]. In the former
type, the two phases are kept in continuous contact with each
other by creating an interface. In the latter case, one fluid phase
is dispersed into another fluid phase. In addition, micro trickle
bed operation is reported following the path of classical chem-
ical engineering. The study of mass and heat transfer in two-
phase flow in micro trickle bed reactors still remains as a less

explored area and has received growing interests in recent years
due to its important applications in the synthesis of fine chemi-
cals and pharmaceuticals.

9.3.1 Microstructured packed beds
Many microreactors use micropacked beds for gas–liquid–solid
reactions [19–21]. An advantage of microstructured packed bed
over catalytic coatings is the commercial availability of catalysts.
The catalyst particle size is typically below 250 μm and well
suited for microchannel applications. Usually a proper loading
of the bed into the reactor is required to provide reliable reactor
operation without a substantial pressure built up due to bed den-
sification. In microstructured packed beds the fluid flow is
rather different from larger particle systems. Often the velocity
fluctuations along a streamline are observed. Therefore, the
magnitude of dispersion effects depends on particle size.
Another feature is that due to capillary action, microstructured
packed beds are highly saturated with liquid in the liquid flow
range typical of three-phase catalytic applications.
Figure 9.2 shows that the hydrodynamic behavior of multi-

phase flow in micropacked beds has more in common with flow
in porous media than with flow in industrial packed beds.
The literature still remains very short about understanding

and modeling the hydrodynamics of two-phase flow in packed
bed microreactors. Thus far, few experimental studies on flow
regimes (ranging from bubbling flow to pulsing flow), liquid
holdup, and two-phase pressure drop have been published
[19–21]. Losey et al. [23] constructed a composite silicon–glass
microreactor using dry reactive ion etching (DRIE). The gas and
liquid flows were premixed on-chip using high aspect ratio
mixing channels. These channels delivered the reactants to
10 reactor chambers filled with catalyst particles with a diameter
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(Source: Márquez et al. [22]. Reproduced with permission of American
Chemical Society.)
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of 50–75 μm. The authors observed that small bubbles were
formed at the entrance at relatively low gas and liquid velocities
and they were carried by the liquid stream in the packed bed. At
high liquid and gas velocities, a stable interface of liquid with gas
was observed. Pulsating flow regimes dominated when gas flow
rate was increased at a fixed liquid flow rate. At high gas flow
rate and fixed low liquid flow rate, segregation of the phases
was observed which resulted in drying out of packed bed.
Figure 9.3 compares the transition point from steady flow to
pulsing flow with a regime map originally proposed by Char-
pentier and Favier [24]. It can be seen that no substantial differ-
ences were observed between these two cases.

Different flow regimes in microstructured packed bed reactor
were investigated in details by van Herk et al. [19]. These
authors observed pulsations and the formation of segmented
flow regime at high gas flow velocities. The segmented gas–
liquid flow was also reported by Tadepalli et al. [25] in a MPBR
with a Pd/zeolite catalyst with particles of 45–150 μm and a
length of catalyst bed of 6–8 cm.

The interaction between gas and liquid is limited at low Re
numbers. Neither holdup nor dispersion is strongly affected
by the gas flow rate, and molecular diffusion coefficient has a
rather small effect on the particle Péclet number [20].

As per the guidelines available in the literature to overcome
the wall effects in microstructured packed bed reactors, themax-
imum catalyst particle diameter that can be used in a reactor
with an internal diameter of 10 mm is 0.4 mm [26, 27]. These
reactors can be considered as microstructured packed bed reac-
tors, as the flow of gas and liquid is not affected by gravity [28].

9.3.1.1 Liquid holdup
In the analysis of trickle beds, draining experiments are used to
distinguish dynamic holdup from static holdup, where the static

fraction is that which remains in the bed after draining has
stopped. Márquez et al. [20] studied liquid holdup and disper-
sion in a reactor of 2 mm internal diameter filled with 0.1 mm
spherical particles, for multiphase flows with hydrocarbon liq-
uid flow rates of 10–100 μl/min and nitrogen gas flow rates of
50–1000 μl/min. Their experimental apparatus is shown in
Figure 9.4.

Liquid was delivered into the packed bed with a needle. The
gas feed line was connected to the feed section with a T-junction;
therefore, the gas flowed through the annular area between the
liquid feed line and the outer pipe. When the gas and liquid
flows were stopped, the liquid entirely remained in the micro-
structured bed. Thus, the bed has zero dynamic holdup and only
static holdup. The static holdup (εL) is expressed as the fraction
of the space between the particles that is, on average, filled with
liquid:

εL =
FLτ
Vp

9 14

The liquid holdup does not vary significantly with the gas
superficial velocity and remains always above 0.65 (or
0.28–0.37 per unit column volume) [20]. High holdup values
translate into good wetting characteristics of catalysts and are
desired for catalytic reactor applications. These values are con-
siderably higher as compared to those for dynamic liquid
holdup in industrial trickle bed reactors [29]:

εL,DYN = 3 86εbRe
0 565
L Ga−0 42

L

asdp
εb

9 15

The use of fine particles as a diluent of trickle bed reactor
packings is a common method of ensuring good liquid distri-
bution and catalyst wetting in small-scale laboratory test
reactors.

Kulkarni et al. [30] found that liquid holdup (per unit reactor
volume) in a bed with 6 mm glass spheres increased from 0.05 to
0.25 upon mixing with 0.2 mm glass particles. The use of a dil-
uent with a particle size of 0.3 mm increased liquid holdup from
0.05 to 0.20 [31]. In beds diluted with small particles, the liquid
is more easily retained between the particles due to the increased
surface area, leading to the increased value of the total liquid
holdup. These high values are not observed in upflow beds with
particles of 3 mm in diameter. Iliuta et al. [31] found static
holdup in upflow packed beds of 0.03–0.08 and dynamic holdup
values in the range 0.10–0.25. Bej et al. [32] found that reactor
performance kept increasing for smaller particles, with optimal
results obtained for dilution with 0.1 mm particles due to the
high holdup values.

Márquez et al. [22] studied the step response applying
various start-up procedures in their three-phase microreactor
(Figure 9.4). A reproducible behavior was reported through
many cycles while the different start-up procedures have little
effect on the steady state that is achieved, in sharp contrast to
large-scale reactors where prewetting has a remarkable impact
on the hydrodynamic behavior [33, 34]. A typical start-up time
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Figure 9.3 Flow transition for cyclohexene/H2 cocurrent flow in a micro
trickle bed reactor (■) versus superficialmass velocity [23]. Charpentier flow
map (♦) is presented for comparison [24]. G is the superficial mass velocity.
(Source: Losey et al. [23]. Reproducedwith permission ofAmericanChemical
Society.)
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is equal to four liquid residence times. This time interval was
needed to achieve stable pressure drop and dispersion values
over the bed [22].

9.3.2 Microchannel reactors
Microchannels reactors have channels with a diameter of
100–1000 mm and a channel length from a few centimeters to
several meters. The behavior of multiphase flow in a microchan-
nel has a substantial effect on the performance of a microreactor.
In the last two decades, considerable efforts have been invested
in the study of the hydrodynamics of two-phase flow in micro-
channels. As a result, a large body of information has become
available especially concerning the flow regimes observed, ran-
ging from bubbling flow to annular flow, and regarding the pre-
diction of the hydrodynamic parameters for Taylor slug flow.

9.3.2.1 Hydrodynamics
The gas–liquid flow regime describes the spatial distribution of
the two-phase flow in the microchannels, and it strongly influ-
ences the performance of the microreactor, particularly in terms
of pressure drop, heat, and mass transfer. Different flow regimes
can occur depending on the gas and liquid flow rates, the fluid
physical properties (e.g., surface tension, viscosity, density), the
wettability of the channel wall, the channel size, and the geom-
etry of the cross section and inlet geometry [35]. Based on the
relative importance of the surface tension over inertial forces,
three overall flow regimes are identified, namely, surface ten-
sion-dominated, inertia-dominated, and transitional regimes.
These three regimes consist of six main flow patterns, namely,
bubbly and slug (surface tension dominated), churn and slug–
annular (transitional), and dispersed and annular (inertia
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dominated). Both the main regimes and the constituting flow
patterns are presented in Figure 9.5.

Bubbly flow is characterized by distinct bubbles smaller or
equal to the channel diameter. Zhao and Bi observed bubbles
with size close to the tube diameter in an equilateral triangular
channel with a hydraulic diameter of 0.886 mm which they
named capillary bubble flow [37]. Taylor flow (also known as
slug flow) is characterized by elongated bubbles with an equiv-
alent diameter larger than that of the channel. Liquid slugs sep-
arate the gas bubbles. Depending on the channel wettability, a
liquid film may form that separates the bubbles from the wall.
No liquid film was observed in microchannels with contami-
nated walls [38]. As the gas flow rate increases in Taylor flow
at relatively low UL, the increased gas void fraction leads to
the merging of Taylor bubbles to form the regime defined as
slug–annular flow [39]. In this pattern, a gas core is surrounded
by a liquid film where large-amplitude solitary waves appear and
small bubbles are sometimes present in the liquid. With a
decrease in the channel diameter, the size of the “rings” of the
liquid constitutes a considerable proportion of the cross
section of the channel. Therefore, in some studies, this flow
regime in microchannels is defined as the slug–ring regime.
With further increasing UG, the long waves disappear and the
annular pattern is established. From annular flow, with further
increase ofUL, small liquid droplets are entrained in the gas core
to form the dispersed pattern. As very high UL and UG are
required, this pattern is commonly observed in short micro-
channels with a large ratio of width to depth. Churn flow is
formed as a result of two processes. As the liquid flow rate
increases, the elongated Taylor bubbles become unstable near
their tail ends, leading to disruption and entrainment of gas into
the liquid. In other cases, at higher gas flow rates, the liquid film

that flows on the channel wall becomes very disturbed by the
high inertia of the gas core and slugs and drops appear within
the gas core.

The channel size, gas and liquid superficial velocities, liquid-
phase surface tension, and channel wettability have the most sig-
nificant effect on the position of the flow regime boundaries [35,
36]. Furthermore, different flow patterns can be observed near
the inlet and outlet of a microchannel. This can be seen, for
example, in Figure 9.6a where the experimental data obtained
near the inlet in a 100 μm× 50 μm microchannel with a length
of 20 mm. The data are compared with the flow pattern maps
obtained by Hassan et al. [41], Chung and Kawaji [42], and
Jones and Zuber [43]. It can be seen that the transition between
slug and annular regime near the inlet is in close agreement with
the results reported by Jones and Zuber [43]. The absence of the
bubble and slug–annular regimes near the channel outlet
(Figure 9.6b) is explained by an increase in the volume of gas
bubbles as the absolute pressure decreases. In the latter case,
individual gas bubbles coalesce; therefore, the bubble regime
is not observed in the section located near the outlet of the cap-
illary. However, the transition lines between the inertial regimes
remain almost unchanged. Relatively poor agreement between
the flow map proposed by Haverkamp et al. [40] and other
experimental data is observed with larger channel sizes and
fluids other than air and water.

Akbar et al. [44] suggested using Weber numbers instead of
superficial fluid velocities as the two coordinates. The transition
lines in Weber number coordinates predict satisfactorily the
transitions in relatively large channels (Figure 9.7) [36].
Figure 9.7 shows transition lines proposed by Akbar et al. [44]
and experimental data obtained by Warnier (50 × 50 μm2)
[45], Damianides and Westwater (i.d.:1.0 mm) [46], and Yang
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Figure 9.5 Map of two-phase flow regimes in a microchannel.
(Source: Rebrov [36]. Reproduced with permission of Springer.)
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and Shieh (i.d.:1.0 mm) [47]. The regime transition lines fitted to
all relevant data are recommended for regime transition
predictions.

9.3.2.2 Bubble and slug length
The length of bubbles and slugs in Taylor flow has a direct
impact on the reactor performance. The dependency of bubble

and slug lengths on operating parameters in microchannels
has been studied experimentally and numerically by various
researchers [36, 40, 48–57]. A large number of empirical
correlations for the slug length based on phase holdup and
dimensionless numbers have been proposed in these studies.
Haverkamp et al. [40] used two types of flow inlets, one with
the phases joining perpendicularly in a cross-mixer and the other
with the phases joining smoothly in a smooth mixer, and
observed a profound effect of the inlet type on the air/water flow
patterns formed. The transition from Taylor to churn flow was
shifted to higher gas velocities in the smooth inlet. Two different
bubble formation mechanisms were observed for the slug flow:
squeezing (or switching) and dripping. When the pressure gra-
dient generated by the liquid flow dominates the pressure gradi-
ent generated by the gas flow, the liquid flow leads to bubble
pinch-off in the cross, Y-, and T-type mixers (Figure 9.8). If
the liquid flow pressure gradient is not high enough to pinch-
off the gas flow, dripping mechanism occurs, where an annular
flow is created with a gas core surrounded by a liquid film. Small
hydrodynamic jet instabilities lead to a breakup of the gas jet,
which then forms bubbles [53].
The squeezing mechanism is observed in T-mixers at

Ca < 0.02 when the interfacial forces dominate the shearing
forces [40, 54] (Figure 9.8). Pohorecki and Kula [55] proposed
an equation to estimate the bubble size for switchingmechanism
in a Y-mixer at 10 < Re < 350 and Ca 1:

LB
d
≈1 +

UG

UL
9 16

In a T-mixer, the bubble length depends on the volume of the
mixer chamber and the gas holdup. Garstecki et al. [54]
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proposed an empirical model for the bubble length in the
squeezing regime in a T-mixer:

LB
w

= a1 + a2
UG

UL
9 17

where a1 = LB w and a2 =win w. Van Steijn et al. [56, 57]
improved this model by taking into account the liquid flow
around the forming bubble in rectangular channels. These
authors suggested correlation for parameters a1 and a2 in
rectangular microchannels of arbitrary dimensions for
0 33 < win w < 3 and 0 1 < h w < 0 5 for Ca < 0.01, where h
is the channel height,w is the channel width, andwin is the width
of the side channel. In general, the size of Taylor bubbles is inde-
pendent of the fluid properties and is a function of the micro-
channel geometry and the gas-to-liquid flow rate ratio only.

In the dripping mechanism, the bubble size is controlled by
the capillary number [58]. The bubble length follows the model
developed by Garstecki et al. [54] and van Steijn et al. [56]; how-
ever, the model coefficients depend on the liquid properties [59].
The transition between the squeezing and dripping regimes
happens at capillary number around 0.002–0.006 and depends
on fluid properties [60, 61]. In the transition regime, the size
of bubbles is controlled by the ratio of gas/liquid flow rates
and the capillary number, as both the shear stresses and squeez-
ing pressure contribute to collapse the gaseous thread and bal-
ance the surface tension force [61]:

LBwB

w
= 0 26

UB

UL

0 35

Ca−0 25 9 18

where wB, w, and LB are in μm. Xu et al. [60] reported a similar
expression for droplets generated in the transition regime:

LB
w

= 0 75
UB

UL

0 33

Ca−0 2 9 19

Therefore, when predicting the bubble size for process engi-
neering applications, the fluid properties should be taken into
account in inertia-dominated flow conditions.

9.3.2.3 Liquid film thickness
The thickness of the liquid film surrounding a Taylor gas bubble
is an important parameter for describing the hydrodynamics of
gas–liquid Taylor flow. It has been the subject of study since Fair-
brother and Stubbs [62] first showed that a single bubble in a cap-
illary moves faster as compared to the two-phase velocity.

Bretherton [63] expanded on this work and analytically derived
an expression for the liquid film thickness in channels with a cir-
cular cross section for CaB < 0.01 and negligible inertial effects:

δL
d
= 0 67 Са2 3

B 9 20

Aussillous and Quéré [64] have applied a scaling analysis to
Bretherton’s result for the liquid film thickness and suggested an
empirical equation for the liquid film thickness:

δL
d
=

0 67 Са2 3
B

1 + 3 34 Са2 3
B

9 21

In cylindrical capillaries where the effects of gravity can
be neglected, the liquid film around the bubble has a constant
thickness, which increases with the capillary number. Under
inertia-dominated flow conditions, the liquid film thickness
decreases and then increases with increasing Reynolds number
[65, 66]. Han and Shikazono [66] studied hydrodynamics of
Taylor flow in circular tubes with different diameters of 0.3,
0.5, 0.7, 1.0, and 1.3 mm, and they proposed empirical correla-
tions for the dimensionless film thickness for Re < 2000:

δL
d
=

0 67 Са2 3
B

1 + 3 13 Са2 3
B + 0 504 Ca0 672

B Re0 589−0 352 We0 629

9 22

As the Re number approaches 1, Equation 9.22 follows
Bretherton’s theory. In a rectangular channel, the film thick-
ness at the lateral walls differs from that above and below
the bubble [67, 68], and these, in turn, differ from the diagonal
film thickness in the channel corners. At small capillary num-
bers, the liquid film formed on the channel center becomes
very thin. However, as capillary number increases, the interface
shape becomes axisymmetric. As the Reynolds number
increases, transition from nonaxisymmetric to axisymmetric
flow pattern occurs. Based on their experimental work in capil-
laries of 0.3, 0.5, and 1.0 mm, Han and Shikazono [69] pro-
vided a correlation which calculates the film thickness in
microchannels with a square cross section with an accuracy
within ±5%:

δCORN
d

= 0 122 +
1 22 Са2 3

B

1 + 7 28 Са2 3
B −0 255 We0 215

,

Re < 2000, in the channel corner

9 23a

(a) (b)

(c)

Figure 9.8 Mechanisms of the formation
of gas bubbles in the microchannels:
(a, b) squeezing and (c) dripping.
(Source: Rebrov [36]. Reproduced with
permission of Springer.)
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9 23b

9.3.2.4 Pressure drop
9.3.2.4.1 Taylor flow
Consider a gas–liquid Taylor flow moving through a channel
with a cross-sectional area A (Figure 9.9).
The gas bubbles have a velocity uB and a length LB and occupy

a fraction of the cross-sectional area of the channel AB/A. The
flow is divided into unit cells consisting of one gas bubble, its
surrounding liquid film, and one liquid slug and the unit cell
length is LB + LS. Continuity requires that the overall average
velocity through any cross section of the channel perpendicular
to the direction of flow is equal to the sum of the superficial gas
uG and liquid uL velocities over the channel cross section.
The flow through plane A1 consists of the gas bubble moving
with velocity uB through a cross section AB and the liquid film
moving at an average velocity uF through a cross section A − AB

(Eq. 9.24). The flow through plane A2 consists solely of liquid,
which occupies the whole cross section of the channel A, and
the average velocity of the liquid in the slug is therefore equal
to uG + uL:

AB

A
uB + 1−

AB

A
uF = uG + uL 9 24

An additional liquid volume near the nose and tail parts of a
bubble can be written as the bubble cross-sectional area AB times
a length δ. In case of a bubble with a circular cross section and
hemispherical bubble caps, δ is equal to 1/3 of the bubble diam-
eter dB. The superficial gas velocity UG is then given by

uG =
ABfB
A

LB−δ 9 25

The bubble formation frequency fB is equal to the number of
unit cells passing a certain location in the channel per unit of

time, which is the reciprocal of the time it takes for a unit cell
to travel a distance equal to its own length:

fB =
uB

LG + LL
9 26

Equation 9.24 can be rewritten as

uL =
AB

A
fB LS + δ + 1−

AB

A
uF 9 27

The frictional pressure loss in one liquid slug is given by

ΔpL =
16
ReGL

4
d

ρL UG +UL
2

2
LL + δ =

32μL UG +UL

d2
LL + δ

9 28

Bretherton’s result for the pressure drop over a single Taylor
gas bubble is modified to account for a nonnegligible liquid film
thickness [70]:

ΔpG =
7 16 σ 3 СаB

2 3

1 + 3 34 Са2 3
B d

9 29

The pressure drop over a unit cell is then given by the sum of
the frictional pressure drop of the liquid flowing in the slug
(ΔpL) and the pressure drop over the Taylor gas bubble
(ΔpG). The length of a unit cell is LB + LS and thus the number
of unit cells per unit length of channel is 1/(LB + LS). The pres-
sure drop over a unit length of channel is therefore given by

−
dp
dz c

=
ΔpL +ΔpG
LB + LS

=
1

LB + LS

32μL uG + uL
d2

LL + δ

+
7 16 σ 3 СаB

2 3

1 + 3 34 Са2 3
B d

9 30

It can be shown from the mass balance-based model that
(LS + δ)/(LB + LS) =UL/(UG + UL) [70]. Equation 9.24 for a stag-
nant liquid film (uF = 0) can be rewritten as

σ

μL uG + uL
=

A
AB

1
CaB

9 31

By substituting Equation 9.31 into Equation 9.30, the follow-
ing expression for the frictional pressure drop over a unit length
of channel is obtained [71]:

−
dp
dz c

=
32μLuL
d2

1 +
7 16 32 3d

32
A

AB LS + δ
1

Ca1 3
B + 3 34 СаB

9 32

Using Equation 9.27 for a stagnant liquid film, the term
A/(AB × (LS + δ)) can be rewritten as fB/uL. This term is not a
function of bubble velocity and thus is not dependent on the
pressure. Calculating the pressure profile from the model
requires an additional step since the pressure drop depends

Unit cell

Bubble Bubble

Direction of flow

LnoseLtail

Lb Ls

A1 A2

Figure 9.9 Schematic of Taylor flow showing the definitions of the unit cell,
gas bubble length Lb and the liquid slug length Ls. The lengths of the nose
Lnose and tail Ltail sections of the gas bubble are also indicated. Mass transfer
contributions in the Taylor flow are indicated with the numbers: (1) bubble
to wall through film, (2) bubble to slug, and (3) slug to wall.
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on the bubble velocity uB rather than onUG. The bubble velocity
is related to the superficial gas velocity and the cross-sectional
area of the gas bubble AB as described in Equation 9.24 and thus
depends on the liquid film thickness. In turn, the liquid film
thickness depends on the bubble velocity as described by Aus-
sillous and Quéré (Eq. 9.21). Therefore, the bubble velocity
and the liquid film thickness are calculated by an iteration of
Equations 9.21 and 9.24 for every axial position in the channel
while calculating the pressure profile. The model describes the
experimental data within an accuracy of ±4% in a glass channel
with a circular cross section and an inner diameter of 250 μm for
41 < ReGL < 159 and CaGL < 0.01.

9.3.2.4.2 Annular flow
Lockhart and Martinelli proposed that the pressure drop in
two-phase flow can be related to the equivalent pressure drop
in single-phase flow using a two-phase parameter [72]. For
the gas phase, the single-phase pressure drop is given by

−
dp
dz G

=
32μGuG

d2
9 33

For the liquid phase, the single-phase pressure drop is
given by

−
dp
dz L

=
32μLuL
d2

9 34

The Lockhart–Martinelli parameter χ is given by

χ2 =
dp dz L

dp dz G

9 35

Chisholm suggested the following equation for the two-phase
multiplier parameter [73]:

ϕ2
L = 1 +

C
χ
+

1
χ2

9 36

The two-phase pressure drop is calculated by

−
dp
dz c

=ϕ2
L

dp
dz L

9 37

The main uncertainty related with the Lockhart–Martinelli
model is the determination of the C-factor. Different C-factor

correlations used for laminar gas–liquid flow are listed in
Table 9.2.

9.3.2.4.3 Liquid–liquid microreactors
Salim et al. [79] studied two-phase oil–water flows and pressure
drop in horizontal microchannels. The pressure drop measure-
ments were interpreted by using the homogeneous and Lock-
hart–Martinelli models. The two-phase pressure drop was
correlated to the single-phase pressure drop of each phase over
the whole length of the capillary:

Δp
L TP

=
Δp
L c

+ ηεd
Δp
L d

9 38

where (Δp/L)TP is the two-phase pressure drop, (Δp/L)c and
(Δp/L)d are the continuous and dispersed single-phase pressure
drops, respectively, εd is the dispersed-phase volume fraction,
and η is a parameter which depends on the wettability of the
capillary wall. The empirical parameter η was determined from
the experimental results, with values of 0.67 and 0.80 for the
quartz and glass microchannels, respectively. The main draw-
back of this approach is the absence of the surface tension
and slug length influence on the pressure drop. Therefore, this
model underestimates the experimental data obtained by other
researchers.

Jovanovic et al. [80] proposed a pressure drop model which
account for frictional pressure losses in the discrete and contin-
uous phases (ΔpFRIC) and the interfacial pressure drop (ΔpI):

ΔpSLUGFLOW =ΔpFRIC +ΔpI =ΔpFRIC,C +ΔpFRIC,d +ΔpI
9 39

The frictional pressure drop in both phases was calculated
from the Hagen–Poiseuille equation for laminar flow in a tube.
The interfacial pressure drop is described by the Bretherton’s
solution for the pressure drop over a single bubble in a capillary
(Eq. 9.40) [63]:

ΔpI =C1 3Ca 0 67 σ

d
9 40

where the constant C1, accounting for the influence of the inter-
face curvature, equals 7.16. The theory of Bretherton is in good
agreement with experimental data for Ca < 5 × 10−3 andWe 1.

Table 9.2 Two-phase laminar–laminar frictional pressure drop correlations.

C-factor correlation Remarks Reference

C = 5 d = 1.49–25.83 mm, adiabatic, water, oils, hydrocarbons [73]

C =21 1−e−319d for rectangular channel, d [m] d = 1.05–4.08 mm, adiabatic, air–water [74]

C =21 1−e−333d for circular channel, d [m] d = 1.05–4.08 mm, adiabatic, air–water [74]

C =6 833 ×10−8λ−1 317Re0 557Ca0 719, λ= μ2L
ρLσd

d = 0.78–6.67 mm, adiabatic, air–water [75]

C =7 599 ×10−3λ−0 631Re−0 008
L Ca0 005 d = 0.15, 0.22, 0.53 mm, adiabatic, air–water [76]

C =0 227 Re0 452X −0 32N−0 82
conf d = 0.244, 0.430, 0.792mm adiabatic, air–water [77]

Nconf = 1
d

σ
g ρL −ρG

[78]
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The film velocity was found to be of negligible influence on the
pressure drop. The pressure dropmodel (Eqs. 9.39 and 9.40) was
in good agreement with the experimental data, with a mean rel-
ative error less than 5%. The value of the curvature parameter of
7.16 provides a good agreement with the experimental results in
the 248 μm capillary, while in the 498 μm capillary a value of
3.48 should be used to fit the experimental data due to the asym-
metrical distribution of the liquid film [80]. With increasing
velocity two effects occur, namely, increase of the film thickness
and deformation of the front and back meniscuses. The increase
of the film thickness squeezes the slug cap, thus deforming the
curvature. As a result, the curvature parameter decreases at
higher We numbers, which should be accounted for by modify-
ing the curvature parameter values as a function of the slug
velocity.

9.3.2.5 Mass transfer
An important advantage of microreactors for gas–liquid reac-
tions is the significant intensification of the mass transfer pro-
cesses. The characteristic values governing gas–liquid mass
transfer in a variety of conventional equipment and microreac-
tors are listed in Table 9.3 from Yue et al. [81].
It can be seen that the volumetric mass transfer coefficient,

kLa, is from one to two orders of magnitude larger in microreac-
tors compared with that in conventional process equipment.
However, it is mainly due to a huge increase in the specific inter-
facial area in microreactors. The absolute value of mass transfer
coefficient is of the same order of magnitude as that obtained in
static mixers and in tubular reactors.
The most interesting regime of the gas–liquid flow in a micro-

reactor is Taylor flow. In this regime, a number of contributions to
themass transfer processesmaybedistinguished as demonstrated
in Figure 9.9 and listed as (1) bubble towall through film, (2) bub-
ble to slug, and (3) slug to wall. In case of a reaction at the wall, all
these contributions may occur simultaneously [82]. In case of a
nonreactive wall, only bubble-to-film and bubble-to-slug mass
transport occurs [83–85]. Van Baten and Krishna [86] proposed
that the gas-to-liquid mass transfer process may be described as

kLa = kL,CaC + kL,FaF 9 41

The overall gas–liquid interfacial area is composed of the area
of bubble caps (aC) and the area of the liquid film (aF) [64, 87].
The contribution of the liquid film area may exceed 90%.
Since the film thickness is usually 1–2 μm, it is fast saturated
with the absorbed component and thus may cease to contribute
actively to the mass transfer process. Pohorecki suggested a cri-
terion that enables to identify the film contribution to the mass
transfer [87]:

Ld

uBδ2L
1 9 42

The criterion should bemet in order to avoid saturation of the
liquid film covering the channel walls.
Vandu et al. [88] investigated the absorption of oxygen from

an oxygen–nitrogen mixture in water in microchannels of
square and circular cross sections (diameter 1, 2, or 3 mm).
These authors suggested an empirical correlation for kLa as a
function of the gas and liquid superficial velocities, the unit cell
length, and the diffusivity in the liquid phase (Dm):

kLa =
4 5
d

DmuG
LB + LS

9 43

More recently, Yue et al. [81] measured the rate of pure CO2

absorption into a CO3
2−/HCO3

− solution in a 1 mm × 0.5 mm
microchannel. They proposed a correlation for kLa as follows:

ShLa d = 0 084Re0 213
G Re0 937

L Sc0 5
L 9 44

In a subsequent study, these authors investigated physical
absorption of oxygen from air into water in air–water Taylor
flow in a square microchannel with hydraulic diameters of
400 μm.
They obtained an empirical correlation for the estimation of

kLa in this microchannel:

kLa =
2
d

DUG

LB + LS

LB
LB + LS

0 3

9 45

Table 9.3 Comparison of mass transfer parameters in different gas–liquid contactors [81].

Type of contactor kL × 105 (m/s) A (m2/m3) kLa × 102 (s−1)

Bubble columns 10–40 50–600 0.5–24
Couette–Taylor flow reactor 9–20 200–1200 3–21
Impinging jet absorbers 29–66 90–2050 2.5–122
Packed columns, cocurrent 4–60 10–1700 0.04–102
Packed columns, countercurrent 4–20 10–350 0.04–7
Spray column 12–19 75–170 1.5–2.2
Static mixers 100–450 100–1000 10–250
Stirred tank 0.3–80 100–2000 3–40
Tube reactors, horizontal and coiled 10–100 50–700 0.5–70
Tube reactors, vertical 20–50 100–2000 2–100
Gas–liquid microchannel contactor 40–160 3400–9000 30–2100

Source: Yue et al. [81]. Reproduced with permission of Elsevier.

224 Chapter 9



The standard deviation was 10.8%, in the range of 0.4 m/s <
uG < 2 m/s, 1.4 < LB/d < 6.3, and 1 < LS/d < 3.2. It is seen from
Equation 9.38 that the kLa increases when the bubble velocity
increases or the liquid slug length is reduced.

Sobieszuk et al. [89] measured the CO2 absorption rate from a
CO2/N2 mixture into a CO3

2−/HCO3
− solution in a 0.4 mm

microchannel. In this study, the interfacial areas of the film
and caps were determined independently by image analysis.
The shape of gas bubbles was defined as the cylinder and two
hemispheres:

aC =
4

LB + LS
9 46

aF =
4 LB−d
LB + LS d

9 47

The experimental values of kL,F and kL,C were very close to
each other. The authors suggested an expression for the Sher-
wood number:

Sh =
kLd
D

= 0 1 Re1 12
GL Sc0 05 9 48

where kL means both kL,C and kL,F and the Reynolds number is
calculated based on the two-phase superficial velocity. A good
agreement with the data of Yue et al. [90] was obtained at
low liquid velocities; however, their values were lower than those
calculated from the Vandu et al. [88] correlation.

Van Baten and Krishna [91] simulated liquid-to-wall mass
transfer for Taylor flow in circular capillaries of 1.5, 2.0, and
3.0 mm diameter. In their analysis, the wall mass transfer
process consisted of two separate contributions: (i) wall–slug
contribution of the regions in contact with the liquid slug and
(ii) wall–film contribution of the region in contact with the
liquid film surrounding the bubble. A correlation for total
liquid-to-wall mass transfer coefficient was proposed:

ShW =
1

2 Gzαt
GzS
εG

0 15 , α= 0 61 Gz0 025
S , GzS =

LSDL

d2uB

9 49

This correlation is valid for Gzt < 0.01 and it is in reasonably
good agreement with earlier findings by Berčič and Pintar [92].
However, further research on liquid-to-wall mass transfer would
be desirable.

9.4 Conclusions and outlook

Design rules for microreactors have already been formulated
and many aspects are generally well understood. Heat and mass
transfer in single-phase fluid flow in microchannels has been
extensively studied during the last 15 years, and it was demon-
strated that classical engineering correlations for calculation of
heat and mass transfer coefficients can be used. For example, for
fully developed laminar flow, the Nusselt number is a constant

whose value depends only on cross-sectional geometry and
boundary conditions. However, when a microreactor is made
of stainless steel or other materials with high thermal conductiv-
ity, heat transfer in a microchannel is a combination of axial heat
conduction in the solid and convection to the cooling fluid. The
temperature distribution in a single-phase flow in a microreac-
tor can be found with a high accuracy by using various commer-
cially available numerical codes.

More recent studies have focused on multiphase flows in
microchannels. The flow regime maps with the transition lines
in Weber number coordinates allow to predict an order of mag-
nitude of gas and liquid velocities for a required flow regime.
Simple models for a reliable prediction of bubble and liquid slug
lengths in Taylor flow have been developed. At low capillary
numbers, the slug length of both gas and liquid depends solely
on the gas and liquid flow rates and channel dimensions in the
mixer. At higher Ca numbers, when inertia forces cannot be
neglected, the effects of fluid properties should be taken into
account when predicting the bubble and liquid slug length.
Due to very strong capillary forces, multiphase packed bed
microreactors have very high liquid holdup values and, there-
fore, more stable hydrodynamic conditions when compared
with conventional trickle bed reactors.

The liquid film thickness surrounding the Taylor bubble in
a microchannel can be precisely predicted with a number of cor-
relations derived from Bretherton’s theory. In the closed micro-
channels, the pressure drop in Taylor flow can be correctly
estimated by the Warnier model and in the annular regime by
the Lockhart–Martinelli model. A number of correlations for the
C-factor are available for the Lockhart–Martinelli model.

The liquid-side volumetric mass transfer coefficient in micro-
reactors is one to two orders of magnitude larger as compared to
conventional three-phase reactors. This is mainly due to higher
specific interfacial area in microreactors. The values of the liq-
uid-side and gas-side mass transfer coefficients in falling film
microreactors (FFMRs) are in the ranges of kL from 1 × 10−6

to 1 × 10−5 m/s and kG from 10−3 to 10−2 m/s, respectively.
Many microreactors are at the research level but a few are

already commercially available. Microwave-assisted flow pro-
cessing in microreactors (MAFP) [93] or radiofrequency-heated
flow reactors [94, 95] are promising alternatives for convention-
ally heated, multistep production of fine chemicals in batch
reactors. Realization of MAFP at an industrial scale requires a
proper design of multitubular reactors integrated with micro-
wave heating [96].

Process intensification is a novel design approach which
aims at reduction of equipment size by several orders of
magnitude leading to substantial savings in capital cost, improve-
ment of intrinsic safety, and reduction of environmental impact.
Conventional nonadiabatic reactors can be intensified utilizing
designs based on compact micro heat exchangers, where at least
one of the streams is replaced by a reacting mixture. The concept
of integrated reactors/heat exchangers was first proposed by
Eigenberger and coworkers for coupling of methane steam
reformingwithmethane combustion inmesoscaled reactorsmade
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from ceramicmonoliths and steel foils [97, 98].More recently, the
implementationof adeclining temperature gradient intowatergas
shift (WGS) microreactors/heat exchangers by counterflow cool-
ing has been realized for various systems up to 2 kW FC power
range [99, 100]. The WGS reaction is an exothermic equilibrium
reaction and the equilibriumconversiondecreaseswith increasing
temperature. Therefore, a significantly better performance was
achieved by operating at a relatively high temperature, thereby
exploiting the reaction kinetics when the gas composition is far
from equilibrium, and then lowering the temperature as thermo-
dynamics begin to limit the CO conversion [101].
Considerable stocks of unsymmetrical dimethylhydrazine

(UDMH), a component of high-energy propellant for liq-
uid-fueled rockets, have been accumulated in several coun-
tries by the present time [102]. UDMH production capacity
changes from year to year, and actual production and sales
data are carefully guarded company secrets. UDMH is a
highly toxic compound, close to war toxic agents according
to its effect on biological objects. UDMH was completely oxi-
dized in a series of catalytic microreactors at a near-
stoichiometric ratio with oxygen at relatively low tempera-
tures [103]. The UDMH micro fuel processor consists of a
vaporizer and four catalytic reactors: two microreactors for
UDMH oxidation followed by a DeNOx reactor for selective
catalytic reduction of nitrogen oxides in the presence of oxy-
gen and then a catalytic afterburner for oxidation of added
ammonia and carbon monoxide. UDMH is oxidized over a
Ir/Al2O3 catalyst in the main catalytic microreactor/heat
exchanger. A supported Cu/magnesium spinel catalyst is used
in the second UDMH burner to decrease the formation of
nitrogen oxides as the oxygen excess increases from 1.2 to
ca. 3 with increasing the UDMH conversion. The energy pro-
duced in the UDMH oxidation is utilized to run the whole
system without external heat supply. Here microreactors are
superior to conventional technology because of the very high
heat and mass transfer rates that can be achieved. Further-
more, even if a microreactor fails, the small quantity of che-
micals released accidentally could be easily contained. Two-
stage UDMH oxidation in microreactors suppresses consider-
ably the formation of “thermal” or “fuel” nitrogen oxides.
Among others, this is achieved by the use of highly active cat-
alytic coatings, having rather high thermal conductivity and
so providing an efficient removal of reaction heat from the
reaction zone.
Gas–liquid–solid reactions are an important class of reactions

in chemical and pharmaceutical industry. The production pro-
cesses in this type of industry, however, are often directly based
on the stoichiometric chemical synthesis and are far from opti-
mized from a process technology point of view. The FFMRs uti-
lize a multitude of thin liquid films that move by gravitational
force, providing a typical liquid residence time of few seconds
up to 1 min. The FFMRs have been widely applied for different
chemical reactions, such as photochemical chlorination [104],
sulfonation [105], and hydrogenation [106] that are usually

limited by the mass transfer within the liquid phase. Catalytic
octanal oxidation with oxygen was demonstrated at 100 C in
a FFMR with varying reaction plates bearing different in-
channel mixing structures [107]. Using finned reactor plates,
the liquid-side mass transfer rate in catalytic oxidation of octa-
nal with oxygen was enhanced by a factor of 1.2 compared to
that on a standard plate with parallel channels.
Still many practical problems and issues associated with the

application of microchemical systems as chemicals production
devices exist, such as plugging and fouling of microchannels,
cost and availability of microreactor modules, lack of reliable
catalyst coating techniques, supply and removal of reactants
and products, use of reliable sensors, transducers and actuators
for process monitoring and control, and, last but not least, pro-
duction capacity and scale-up. However, a tremendous, world-
wide effort is being made by many academic, governmental, and
industrial research groups that have made significant commit-
ments to push the technology forward, while also successful
commercial applications of micro and miniature devices have
already been realized. It would not be long before one will see
small chemical plants instead of large and potentially dangerous
reactor tanks.

Nomenclature

a area of bubble caps, m2

A channel cross-sectional area, m2

a1, a2 parameters in Equation 9.17, —
AB bubble cross-sectional area, m2

as specific surface area of packing,
m2/m3 (Eq. 9.15)

b parameter in Equation 9.8, —

Bo=
ρL−ρG gl2

σ
Bond number, —

C parameter in Equation 9.36, —
C1 curvature parameter in Equation 9.40, —

Ca=
μu
σ

capillary number, —

CaB =
μuB
σ

capillary number based on the liquid prop-
erties and the gas bubble velocity, —

CaGL =
μuGL
σ

capillary number based on the liquid prop-
erties and the sum of the superficial gas and
liquid velocities, —

Cin inlet concentration, mol/m3

Cs limiting reactant concentration near the
surface, mol/m3

Dax axial dispersion coefficient, m2/s
Deff effective diffusivity, m2/s
DL liquid-phase diffusivity, m2/s
Dm diffusion coefficient, m2/s
d, dt channel diameter, m
d mean channel diameter
dp particle diameter, m
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Ea activation energy of the reaction, J/mol
f bubble formation frequency, s−1

F volumetric flow rate, m3/s
g acceleration due to gravity, m/s2

G mass flux, kg/(m2 s)

Ga=
ρ2gd3p
μ2

Galileo number, —

GzS =
LSDL

d2t uB
Graetz number based on slug length, —

Gzt =
Lt 1−εG DL

d2t uB
Graetz number based on tube length, —

h channel height, m
ΔHr reaction enthalpy, J/mol
k kinetic constant, 1/s
kg mass transfer coefficient (gas–solid), m/s
kLa mass transfer coefficient (gas–liquid), m/s
L channel or slug length, m
l characteristic length, m
Lnose length of the bubble nose part, m
Ltail length of the bubble tail part, m
Lz length of the reactor entrance zone, m
m reaction order, —
n number of channels, —

Pe=
Lu
Dax

Péclet number, —

Δp pressure drop, Pa
R ideal gas constant, 8.3145 J/mol∙K

Re =
ρud
μ

Reynolds number, —

ReGL =
ρuGLd
μ

Reynolds number based on the sum of the
superficial gas and liquid velocities, —

ReL =
ρuLd
μ

Reynolds number based on the superficial
liquid velocity, —

reff measured (effective) reaction rate, mol/m3∙s

Sc=
μρ

Dm
Schmidt number, —

Sh =
kLd
Dm

Sherwood number, —

T average temperature, K

tD,ax =
L2

Dm
characteristic axial diffusion time, s

tD,rad =
d2t
4Dm

characteristic radial diffusion time, s

Ti local temperature (at location i), K
Ts surface temperature, K
u superficial velocity, m/s
uB bubble velocity, m/s
uF liquid film average velocity, m/s
uGL the sum of the superficial gas and liquid

velocities, m/s
uL liquid velocity, m/s
V volume, m3

Vp volume between particles in a reactor, m3

w channel width, m
wB width of the bubble in Equation 9.18, μm

We=
U2dρ
σ

Weber number, —

win width of the side channel in a mixer, m
z axial coordinate, m

Greek letters

γ = Ea RT temperature nonuniformity parameter, —
δ additional length near the nose and tail

parts of a bubble, m
δcat thickness of catalytic coating, m
δL liquid film thickness, m
ε holdup, —
εb overall porosity of the packed bed, —
η wettability parameter in Equation 9.38, —
λeff effective thermal conductivity of catalytic

layer, W/m K
μ fluid viscosity, Pa s
ξ ratio of conversion in a nonisothermal

microreactorwith temperaturenonuniform-
ity parameter γ to that in an isothermal
microreactor,—

ρ density, kg/m3

σ surface tension, N/m
σd variation in the channel diameter, m

σd =
σd
d

relative variation in the channel diame-
ter, —

τ =
τ0 1 + 6σ2d

1 + σ2d
mean residence time in a nonideal micro-
reactor, s

τ0 mean residence time in an ideal micro-
reactor (without variation in the channel
diameter), s

ϕL two-phase multiplier, —
χ Lockhart–Martinelli parameter, —

ψ = δcat
m+ 1
2

reff
Deff Cs

Weisz modulus, —

Subscripts

B bubble
C bubble cap
c continuous phase
CENT in the channel center
CORN in the channel corner
d dispersed phase
F film
G gas
GL two-phase (gas–liquid)
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i channel number
I interface
L liquid
s slug
t tube
TP two-phase (liquid–liquid)
w liquid-to-wall
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Abstract

The determination of kinetic parameters is a key element in cat-
alyst research and multiphase catalytic process development. In
this chapter, the experimental methods used to determine
kinetic parameters, the nature of the parameters, and the areas
of application and advantages of the different experimental
approaches are discussed. Emphasis is placed on transient tech-
niques and methods that provide intrinsic kinetic parameters,
that is, parameters that can be directly linked to the surface com-
position/structure of a heterogeneous catalyst.

10.1 Introduction

Reactions in multiphase processes occur at an interface. The
chemical properties of the interface give rise to kinetic processes
such as adsorption and surface reaction, and kinetic parameters
are characteristics of these processes. Kinetic parameters provide
a quantitative link between the rate of a reaction, the temperature,
and the chemical properties of the interface. The degree to which
experimentally determined kinetic parameters can be related to
the composition and structure of the interface depends on the
interface and the experimental approach. There are three main
experimental approaches, experiments in flow reactors, surface
science experiments, and a newer approach, the Temporal
Analysis of Products (TAP) approach which combines elements
of the both flow reactors and surface science techniques.

In flow reactors, reaction conditions more closely resemble
that of the larger-scale process and the objectives are typically
to measure steady-state kinetic properties for a specific gas-
phase composition, temperature, flow rate, etc. In addition to
being a function of its preparation and pretreatment, the
steady-state kinetic parameters of a technical catalyst are a func-
tion of its reaction history and the reaction conditions during
the steady-state experiment. Changes in reaction conditions

can change the composition and structure of a sample, which
in turn changes its kinetic properties. Physical characterization
of a sample can be performed before and after kinetic character-
ization using a number of different spectroscopic techniques.
Generally, structure/properties relationships are difficult to
establish using the steady-state approach. Transient flow experi-
ments such as steady-state isotopic transient kinetic analysis
(SSITKA) can provide information about surface adspecies
and lifetimes. A pulsed experiment in a microcatalytic reactor
configuration allows one to observe how a material changes
in its approach to a steady operating state.

With the surface science approach reactions occur at a
vacuum–solid interface on an atomically ordered surface main-
tained at ultrahigh-vacuum (UHV) conditions. The objective is
to accurately define the structure and composition of the sur-
face, measure its chemical or kinetic properties, and establish
the relationship between structure and properties. Kinetic para-
meters determined under UHV conditions using molecular
beam scattering (MBS) and thermal desorption experiments
on an atomically ordered surface can be directly related to ele-
mentary processes and can be used to construct detailed models
that describe how different atomic or molecular species interact
with the surface. In recent years, studies have moved beyond sin-
gle crystals, and a number of groups have fabricated model cat-
alysts with greater complexity to more closely represent the
important features of technical materials [1, 2].

With the TAP approach reactions also occur at a vacuum–solid
interface. However, unlike the surface science approach, the solid
surface in a TAP experiment is generally a disordered “technical”
material such as industrial catalyst particles that are generally
studied in flow reactors. The objective of a TAP experiment is
to measure nonsteady-state kinetic properties and track how
changes in reaction conditions and sample composition alter these
properties. Incrementally increasing or decreasing the amount of
a single component while simultaneously making kinetic mea-
surements charts the correspondence between a component
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concentration and the kinetic properties of the sample. This pro-
cedure provides a method of identifying the active components in
a complex multicomponent catalyst and determining how differ-
ent components influence individual steps in a multistep process.
In this work our presentation of well-known techniques will

be brief since they are thoroughly documented in the literature.
Toward the end of this chapter, the TAP approach is introduced,
which is not widely known in the industry and incorporates
many of the advantages from more commonly used techniques
such as flow reactors, transient operation, and MBS.

10.2 Consideration of kinetic objectives

The experimental options for obtaining kinetic information on
catalytic systems range in complexity and cost depending on
the nature of information sought after. If the goal is to optimize
an existing process and simply capture the activity, selectivity,
and catalyst life of an industrial sample, then, in general, the
steady-state differential flow reactor is the simplest and the
most cost-effective choice. Here one might capture a rate
expression to optimize process conditions for process scale-
up. For the most part, technical catalysts are developed using
a trial-and-error approach. Technical catalysts are routinely
screened for activity and selectivity in microreactor libraries,
and the performance feedback guides the catalyst develop-
ment. When a catalyst meets specific performance criteria,
then steady-state kinetic parameters are used to construct
transport–kinetic models needed for the design of commer-
cial-scale processes.
The properties of technical catalytic materials are formed

kinetically under unsteady-state conditions as they are the prod-
uct of an evolutionary process that emerges as a result of a
complex interaction of physical and chemical conditions. Con-
trolling factors include the preparation procedure, startingmate-
rials, reaction conditions, chemical and thermal pretreatments,
etc. Exposure to a reactantmixturewhile amaterial is being tested
can also alter the composition and structure of a catalyst [3]. Even
the adsorption of simple molecules can induce structural and
compositional changes that can alter the kinetic properties.
While flow reactors operate at conditions that closely mirror

the operating environment witnessed in practice, these reactors
can typically only offer a global kinetic description and lack the
details of elementary reaction steps and mechanism that reveal
howmaterials operate on a more fundamental level. If the goal is
catalyst development, then one typically needs more detailed
rate expressions that describe elementary reaction steps for
the development of a mechanism. The goal is to understand
not only more than just the properties of the catalyst but also
how it functions. In order to understand such details, transient
experiments will provide the most insight into the elementary
steps as well as secondary processes (e.g., surface/bulk diffusion)
that make up the complex catalytic system.

10.3 Criteria for collecting kinetic data

In general, a number of criteria can be identified that the ideal
kinetic measurement might embody:
1 The experiment must be isothermal and uniform in chemical
composition (i.e., present perfect mixing). Temperature gra-
dients may be minimized by intensive heat exchange, dilution
of the active material, or rapid recirculation of fluid phase.
The reaction zone may be minimized in order to render
the reactor “gradientless,” such as in the cases of differential
plug flow reactor (Section 10.4.1.1) or thin-zone TAP reactor
(TZTR) (Section 10.6.1.2).

2 The technique must provide the ability to separate transport
effects, such as pore diffusional resistance, and film mass and
heat transfer, from kinetic effects. Transport should be well
defined and the measurement should be conducted in a
regime where surface reaction is controlling.

3 The kinetic measurement should be made in the absence of
deactivating effects (e.g., poisoning, coking, sintering). The
catalyst should not change during the measurement. It is
an advantage, however, if the catalyst can be incrementally
changed and tested to observe how the system evolves. The
evolution of a material from one kinetic state to another
can reveal processes (e.g., surface-to-bulk diffusion) that rep-
resent the interdependence of multiple parts of a complex
system.

4 Kinetic data should be collected over a wide range of temper-
ature and reactant concentrations for comparison to other
studies and translation to a working environment.

10.4 Experimental methods

In this work, the most commonly used bench-scale fixed-bed
flow reactors, the nature of the kinetic data that they provide,
and their advantages and limitations will first be highlighted.
Such techniques (e.g., using fixed-bed tubular reactors and
basket-type mixed gas reactors at steady state) are well docu-
mented and hence will not be discussed in detail [4–8]. The
same reactors operated in a transient mode (e.g., SSITKA
(Section 10.4.2.1) or pulsed tracer flow) offer additional detail
of catalyst storage capacity and information about number of
working sites. We wish to compare the nature of kinetic data
provided by reactors operating in a convective-flow mode
(steady-state or transient) with kinetic data obtained from
low-pressure surface science-type experiments. The microki-
netic approach is briefly discussed, followed by a relatively
new technique known as TAP, which complements the micro-
kinetic approach encompassing features from both convective-
flow reactors and surface science techniques. The TAP approach
provides a new method for kinetic analysis which specifically
allows one to study how the catalyst system evolves from one
state to another.
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10.4.1 Steady-state flow experiments
Bench- and laboratory-scale flow reactors provide an inexpen-
sive and simple means to collect kinetic data for a catalytic proc-
ess and hence are nearly a ubiquitous entity in catalyst
development. The tubular plug flow reactor is most commonly
used in the differential configuration for extracting kinetic data,
while the integral configuration is useful for closely mimicking
process conditions. Fixed-bed mixed gas recycle reactors such as
the Berty reactor and spinning basket-type reactors similar to
the Carberry design are commercially available and simple to
use. Other reactor types such as stirred catalyst or fluid bed
are available but may be more suited for specific applications.
The use of these devices is well documented and discussed in
numerous books [4, 6, 8]; thus the focus of the chapter will be
on the nature of kinetic data from flow-type experiments in rela-
tionship to other techniques that are available.

Steady-state flow experiments are more often used for optimiz-
ing process conditions when the catalyst has been identified, for
process scale-up,ortovalidatemodels rather than forcatalystdevel-
opment. One advantage is the ability to collect data over a wide
range of conditions that closely mimic the larger-scale process.
These experiments offer information about catalyst performance
at a specific set of operating conditions (temperature, pressure,
gas composition, space velocity, etc.), but do not give a detailed
information about the fundamental processes that work together
to comprise the catalytic system. Steady-state kinetic dependencies
are usually related to the rate-limiting step(s) of a complex catalytic
process. The complexity inherent in catalytic systems can be
described as emergent, that is, the function of the system as a whole
is distinct from the sum of its parts. In order to characterize the
individual steps of a process, transient techniques are required.

For any given catalyst/reaction system a number of different
reactor types can be selected to collect rate/concentration data.
The choice is based on the process conditions, the thermody-
namics of the process, the material properties of the catalyst,
and the type of kinetic data that is desired.

10.4.1.1 Flow reactor configurations
Any tubular reactor can be operated either in integral or in dif-
ferential mode. The fixed-bed integral reactor operates at high
conversions (generally at high temperatures and low space velo-
cities). As a result there is a large variation of the gas composi-
tion and rate along the length of the reactor, even when operated
isothermally. Rates cannot be determined directly with an inte-
gral reactor. Such reactors are generally not useful for obtaining
kinetic data that can be easily translated to other systems. This
configuration is however useful for measuring overall conver-
sion and catalyst life under realistic operating conditions. If
the process operates at high conversions, then kinetic data
directly from an integral reactor configuration might be desira-
ble since this most closely resembles the process.

The same fixed-bed reactor operated at low conversions (gen-
erally low T and high space velocity) becomes a differential reac-
tor where concentration and temperature gradients will be small.
For practical matters, the catalyst particles must be small enough

and the gas flow sufficiently high such that intra- and interpar-
ticle transport effects do not influence the observed kinetics. This
can be determined by measuring the rates for a number of par-
ticle sizes. Ideal kinetic experiments will be conducted in a
“gradientless” reactor that is isothermal and uniform in chemical
composition. The differential operatingmode is set up so that the
rate can be considered constant at all points within the reactor.
When this is the case, the tube becomes a continuous stirred-
tank reactor (CSTR), and the analysis is greatly simplified.

Another experimental strategy aims to ensure perfect mixing
by recirculating the reacting fluid at a very high rate. As a result
the concentration of the circulating fluid becomes equal to that
of the effluent stream. This strategy allows one to use a packed
bed with behavior close to ideal mixed flow. In recycle reactors,
small deviations from perfect mixing, for example, recycle flow
rates that are too low, as well as heat and mass transport resis-
tances can dramatically introduce error into the kinetic data.
The Berty internal recycle reactor [9, 10] adopts a different con-
figuration where the catalyst is fixed in a basket and an impeller
rapidly recirculates the reacting gas. This configuration makes it
possible to control the flow rate through the catalyst bed with
greater accuracy, and as a result one can establish flow regimes
with negligible heat and mass transfer resistances.

The Carberry reactor [11] presents similar experimental strat-
egy to the Berty reactor but one where the catalyst bed is moved
instead; the catalyst is trapped in a basket that spins through the
fluid phase. The interparticle resistances can be reduced by spin-
ning the basket at high speed and intraparticle diffusion effects
minimized by using small catalyst particles. The basket-type reac-
torpresentsgood fluid–solidmixingwhichhelps tominimize ther-
mal and concentration gradients. The internal recycle and basket-
type reactors, like other differential reactors, allow one tomeasure
the rate directly from concentration. These reactors are particu-
larly useful for the study of deactivation and catalyst lifetime.

10.4.1.2 Kinetic analysis from flow reactors
Using flow reactors under steady-state conditions, we can easily
collect data for process optimization, record activity, and selec-
tivity and study catalyst life and deactivation processes. If we
know the contacting pattern in the reactor, then we can explore
the kinetics from the reactor performance equation. All of the
flow reactors described previously present data for the average
reactor concentration versus time. Generally the activity, selec-
tivity, and stability are presented as a function of different proc-
ess variables such as temperature, pressure, and space velocity.
From conversion we can calculate the rate from the performance
equation of the reactor, for example, for a CSTR:

V
FA0

=
XA

−rA
, 10 1

for an ideal plug flow reactor:

V
FA0

=

XAf

0

dXA

−rA
, 10 2
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for recycle reactor:

V
FA0

= R+ 1

XAf

0

dXA

−rA
, 10 3

where, −rA is rate of disappearance of species A, V is the reactor
volume or catalyst volume, FA0 is the initial molar flow rate of
reactant A, XA is the conversion of A, R is the recycle ratio or
volume of gas returned divided by the volume of gas leaving
the reactor.
The rate of reaction or production is the amount (moles or

mass) of chemical species that is converted or formed per unit
time per unit volume. The reaction rate is a function of both
temperature and reactant concentrations:

−rA = k T f Xi 10 4

The reaction rate constant, k, indicates the rate of the chem-
ical reaction:

k=Ae −Ea RT 10 5

where A is the preexponential factor, Ea is the activation
energy, R is the gas constant (8.314 J/mol K), and T is the tem-
perature, K.
From the reactor data the Arrhenius dependence of ln(rA) ver-

sus 1/T may be presented to give an apparent activation repre-
senting the overall catalytic reaction including many of the
elementary reaction steps that precede the rate-determining step.
This is themost basic analysis and it should be noted that changes
in the rate-determining step, heats of adsorption, or equilibrium
constants will give variations in the temperature dependence.
Indeed the temperature dependence of the equilibrium constants
is part of a complex Langmuir–Hinshelwood rate expression.
Since the concentration of reactant at the catalyst surface is

highly temperature dependent, the apparent activation energy
may not be an accurate representation of the true activation
energy and should be used with caution to represent the catalytic
activity. If transport resistances are not well accounted (for pore
diffusion or film mass transfer), then the observed activation
energy will be much lower than the true activation energy of
a chemically controlled process since it will include the temper-
ature dependence of the transport processes.
The turnover frequency (TOF) can be used as another measure

of catalytic activity. It is simply the number of times an overall cat-
alytic reaction occurs per catalytic site per unit time at a fixed set of
reaction conditions (temperature, concentration, etc.):

TOF=
Molecules of product

Number of active sites × time
=
1
S
dn
dt

10 6

In general it is difficult to determine the number of active sites
(S) and thus it’s often represented as the total surface area of
the exposed catalyst, which will represent the lower limit of
the TOF.
Even with well-controlled flow reaction conditions, often only

the apparent activation energy and TOF can be determined from
flow experiments. Apparent activation energies and TOFs are

useful for screening samples performing the same chemistry
at identical operating conditions. Transient flow experiments
such as SSITKA (Section 10.4.2.1) and MBS experiments
(Section 10.4.3.1) offer different routes for experimental meas-
urement of the TOF for comparison. If indeed the flow experi-
ment is performed in a chemically controlled regime, then from
the rate data one may calculate rate constants from elementary
reactions and plot ln k versus 1/T to determine the true activa-
tion energy. In order to determine the rate expression or rate
model from the experimental data, one can use several methods:
integral analysis (section “Integral Analysis of Experimental
Flow Data”), differential analysis (section “Differential Analysis
of Experimental Flow Data”), the method of initial rates [12, 13],
the method of half-lives [12, 13], or microkinetic analysis [14].
Integral and differential analysis techniques are the most com-
monly used ones and will only be briefly presented here since the
reader can refer to most chemical engineering textbooks.

10.4.1.2.1 Integral analysis of experimental flow data
For a packed-bed reactor at a fixed concentration and temper-
ature, the mass of the catalyst, W, or the initial molar flow rate,
FA0 , should be varied to get a range ofW FA0 at different values
of conversion. Next a rate expression is tested using the perfor-
mance equation for the reactor with the candidate kinetic
expression inserted for the rate. A plot is then constructed with

W FA0 data plotted against the integral
x

0
dX −rA (deter-

mined numerically) and tested for linearity. A judge of linearity
is used to validate if the rate equation can be used to represent
the experimental data. This method works well only for simple
kinetic expressions (e.g., first-order irreversible); the integral
forms of more complex rate expressions can become cumber-
some. Since this method averages the rate, it cannot be relied
upon when changes in reaction order occur with changes in con-
centration or temperature. Also, since there are an infinite num-
ber of rate expressions, a linear fit does not guarantee the
correctness of the expression and, in general, several rate expres-
sions may present an adequate fit. This analysis method requires
some additional information of the reaction mechanism if the
proper rate expression is to be determined.

10.4.1.2.2 Differential analysis of experimental flow data
For a packed-bed reactor at a fixed concentration and temper-
ature, the mass of the catalyst, W, or the initial molar flow rate,
FA0 , should be varied to get a range ofW FA0 at different values
of conversion. The conversion versus W FA0 is plotted, and the
data is fitted to a polynomial equation to give the curve of best
fit. The curve of best fit is then differentiated and the derivative
is determined at various intervals. The derivative represents the
reaction rate

Slope = dX = −rA d
W
FA0

10 7

The reaction order is then determined from a log plot of the
rate versus concentration. For example, for an irreversible
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reaction described by a power law −rA = kCa, a plot of ln(−rA)
obtained as derivatives from experimental data versus ln(C) will
be linear with a slope a.

The differential method allows one to directly evaluate the
rate at incremental values over the data set and can indicate if
changes in reaction kinetics occur with changes in concentration
and temperature. In reality, the experimental data is typically
noisy, and the process of smoothing and differentiating may
skew the results.

10.4.1.3 Operando spectroscopy
Kinetic information obtained from flow reactors can be greatly
enhanced by observing conversion or reaction rate together with
spectroscopic data on the catalyst bed. Such operando techni-
ques can use methods such as UV/Vis, Raman, NMR, IR,
XRD, etc. to present important information about surface inter-
mediates [15, 16]. The chemical engineering aspects of the reac-
tor must be carefully considered as spectroscopic cells often
cannot be considered “kinetically appropriate” reactors [17].
For example, channeling, bypassing, nonisothermality, and
deviations from plug flow can lead to unreliable kinetic data.
Reactor design can be made simpler when using Raman and
UV/Vis measurements where it is possible to transmit/collect
light via a fiber-optic probe inserted into the reactor.

10.4.2 Transient flow experiments
Steady-state flow experiments are straightforward and useful for
screening multiple samples for comparison of basic kinetic
quantities but will typically reflect only the rate-limiting
step(s) of a complex mechanism. Under steady-state conditions
the elementary steps proceeding in series take place at the same
rate. When a transient is imposed on the system, either the
concentrations of intermediates will change according to the
intrinsic reaction mechanism, or the changes in the rate con-
stants of some elementary steps associated with side reactions
may occur. The simplest transients to impose experimentally
are concentration and temperature, and the responding change
in the system results from the elementary steps of the process.
More detailed information can be obtained by looking at the
response of the system to a transient input. In this section we
will present the more commonly used transient flow experi-
ments, namely, SSITKA, step transient, pulsed transient, and
microcalorimetry.

10.4.2.1 SSITKA
SSITKA experiments can be performed in plug flow or mixed
flow reactors. This approach was proposed by Happel et al.
[18] and further developed by Bennett [19], Biloen [20], and
Shannon and Goodwin [21]. In these experiments a step change
or pulsed input is induced in the isotopic label of one reactant in
the reactant flow. The total concentration of labeled plus non-
labeled reactants, adsorbates, and products is maintained at
steady state under isothermal and isobaric conditions. The reac-
tor effluent species are then monitored versus time. The mean
surface residence time and abundance of adsorbed surface

intermediates leading to the product are determined by the
incorporation of the isotopic elements of the reactant into the
product species. These values are determined independent of
the assumption of a kinetic model. For overall reactions with
first-order kinetic dependence, the apparent kinetic constant
may be directly determined. For reversible reactions this value
will be underestimated. It is possible to obtain surface coverage
of intermediates from separate measurements as well as esti-
mates of the number of “working” active sites.

Product readsorption at reactive sites can lead to substantial
contributions to the transient response, lowering the measured
activity and reaction rate. Product readsorption at nonreactive
sites will also inflate the measurement of surface intermediates
leading to the observed product and overestimate the mean
surface residence time. Effects of product readsorption can be
addressed by decreasing the bed length or increasing the space
velocity.

10.4.2.2 Step transients and pulse response
in flow reactors

In a step transient experiment, two separate feeds are established
and diverted to either the reactor or a vent line by switching a
four-way valve. Here the feeds should be set up to contain equal
total molar flow rates of inert and reaction mixture. Equal pres-
sures at the outlets must be established by compensating for the
reactor pressure drop using a needle valve at the vent exit. The
four-way valve enables fast switching of one feed from the reac-
tor to the vent, and vice versa, to create a step transient in the
reactant concentrations. For highly exo- or endothermic reac-
tions, a step change in reactant concentration may result in a
significant change in catalyst temperature, making it difficult
to maintain isothermal conditions. Experimentally, an ideal step
change can be difficult to attain due to the switching time of the
four-way valve and inertia in the sample lines. In addition, the
time resolution of product sampling in flow reactors is generally
too low to generate mechanistic detail.

A step transient experiment induces a change from one steady
state to another, while a pulse transient experiment starts and
ends with the same stationary state of the catalyst. Kobayashi
and Kobayashi [22] proposed a transient response method
based on a differential plug flow reactor. Müller and Hofman
[23] have tested dynamic methods in packed-bed reactors
including step transients and the studies of time derivatives.
Tobin, Kokes, and Emmet [24, 25] presented a reactor where
a microquantity of reactant is pulsed into an inert stream passed
over a fixed bed of catalyst, the “microcatalytic” reactor. This
mode of operation promises finite conversion with infinitesimal
heat release/abstraction ensuring isothermal operation. When
the reactor effluent is analyzed in a chromatographic column,
the time scale of the experiment is extended which can make
mechanism development more difficult. The authors indicate
that the pulsing technique can be misleading if compared to
reaction data obtained under steady-state conditions. For exam-
ple, initial pulsing over materials could indicate initially lower/
higher activity that would be achieved under steady-state
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conditions recorded in a flow reactor. A comprehensive review
of micropulse techniques in small catalytic packed beds is pre-
sented by Christoffell [26].
The flow reactor offers kinetic data at only one particular set

of conditions, that is, the gas composition, temperature, and
flow rate that will yield a particular surface coverage of reacting
species. The transient reactor, however, offers far more insight
and allows one to study how materials are kinetically formed,
that is, one can observe the evolution of the material as it pro-
gresses toward a steady-state. For example, one may observe the
system as the surface coverage changes where the highest oxida-
tion state may not yield the desired performance. A catalyst may
perform best when it is slightly reduced which would require
numerous steady-state observations. A transient experiment
allows one to directly observe how the kinetics responds to
changes in surface coverage. While transient kinetic data may
not directly reflect operations at steady state, they offer far more
detail for the complex link between properties such as surface
coverage and kinetic performance.

10.4.2.3 Microcalorimetry
Microcalorimetry provides a kinetic measurement at thermody-
namic equilibrium under isothermal conditions. The adsorption
setup is based on the work of Spiewak and Dumesic [27]. In this
experiment, small doses of adsorbing gas are expanded into a
calorimeter which measures the resulting heat flow. The amount
of adsorbed molecules is measured volumetrically. Measure-
ments are very time consuming, and typically several days are
needed for sample pretreatment, degassing, and reaching ther-
mal equilibrium before an automatic dosing sequence begins.
Calorimetric data and pressure data are collected simultane-
ously to present the differential heat of adsorption, Q, versus
coverage and adsorption isotherms (coverage vs. pressure). Inte-
gration of the heat flow for each pulse yields the heat evolved.

10.4.3 Surface science experiments
The strategy of the surface science approach is to collect struc-
tural and kinetic data on well-defined model surfaces, develop
structure–activity relationships, and compare the kinetic prop-
erties with those of technical surfaces containing the same com-
ponents. In principle, a model surface is comparable to a
technical surface if both surfaces exhibit the same kinetic prop-
erties. When properties are comparable, the operation of the
model surface may provide insight into how the technical sur-
face works and information to guide the development of new
and/or improved catalysts.
Simple metal single crystals prepared under well-controlled

conditions are extensively characterized with respect to their
geometric and electronic properties [28, 29]. With techniques
such as MBS, one can describe details of reaction mechanisms
and obtain reaction probabilities and rate constants for elemen-
tary reaction steps, activation barriers for surface processes, and
adsorption quantities [30–33]. Kinetic data from single crystal
experiments may be vastly different from that of technical

catalytic materials as the activity and selectivity may be greatly
altered by changes in coordination number, morphology, and
the interaction of the metal and support. In order to understand
this interaction as well as the role of particle size and morphol-
ogy more clearly, surface science experiments are extended to
well-defined model systems for highly dispersed metal catalysts
supported on oxides, for example, palladium metal mounted
on single crystal oxide such as Al2O3, SiO2, ZrO2, and TiO2

[28, 34–36]. Experiments using metals mounted on single crys-
tal oxides allow one to capture the electronic properties, adsorp-
tion/desorption behavior, and catalytic activity of the technical
system. Surface science techniques, however, find difficulty in
describing real catalytic materials that are often complex multi-
component, multiscalar metal oxides operating at high pres-
sures, known as the “materials and pressure gap,” a term first
coined by Bonzel [37].
In recent years, studies moved beyond single crystals and a

number of groups have fabricated model catalysts with greater
complexity to more closely represent the important features of
technical materials. For example, metal–support interactions are
modified by depositing metal atoms or nanoparticles on metal
oxide single crystals [35, 38, 39].

10.4.3.1 Molecular beam scattering
Surface-catalyzed reactions begin with collisions at the vacuum–
surface interface, which result in adsorption of one or more of
the reactants. Reactant species may scatter elastically or inelas-
tically back into the vacuum phase, become momentarily
trapped, or remain adsorbed on the surface long enough to
undergo reaction. Adsorption results from the formation of a
specific bond between the reactant species and the surface,
and an adsorbed species can have a surface lifetime ranging from
microseconds to hours. The adsorption rate is a key character-
istic in all surface-catalyzed reactions andmay be the controlling
factor in determining the rate of the overall reaction. The most
fundamental way to represent the rate of adsorption in a gas–
solid reaction is in terms of the sticking coefficient:

dσs
dt

= vcoll S0 e −Eads kt f σ 10 8

where σs is the number of adspecies per unit surface area, νcoll is
the collision frequency of reactant species with the surface, S0 is
the initial sticking coefficient at vanishing coverage, Eads is the
activation energy for adsorption, and f(σ) accounts for the loss
of adsorption sites due to accumulation of adspecies.
The initial sticking coefficient S0 (0 ≥ S0 ≤ 1) is a key param-

eter in the rate equation that depends strongly on the surface
composition and structure of the solid surface and the reactant
species. The sticking coefficient for a well-defined surface can be
determined in an MBS experiment, which is conceptually
depicted in Figure 10.1.
In an MBS experiment a pulsed or chopped beam of atoms or

molecules is directed at a target surface (e.g., a specific plane of
metal single crystal) typically mounted on a substrate heater in a
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vacuum chamber. The molecular beam simulates the reactants,
the gas pressure, and the gas temperature, variables which can all
be varied independently. The scattered particles are analyzed
using a mass spectrometer. A variety of MBS setups are
described in the literature, and they generally fall into two dif-
ferent classes: (i) systems designed to study gas–surface dynam-
ics and (ii) systems designed to study the kinetics and
mechanism of surface reactions [31, 40–43]. A typical MBS
apparatus is comprised of a differentially pumped beam gener-
ating system with modulated source and collimating apertures,
which is connected to a sample chamber maintained at UHV
(≈10−11 torr). In addition to the target, the sample chamber con-
tains the mass spectrometer, surface analysis techniques (e.g.,
low-energy electron diffraction Auger electron spectroscopy
(LEED-AES)), and an ion gun for cleaning the target between
experiments. The target and mass spectrometer are mounted
on an axes perpendicular to beam axis. The mass spectrometer
can be rotated about the target in the scattering plane.

The mass spectrometer measures the scattered particle flux,
which is a function of the incident particle flux and its angular
and energy distributions, the scattered particle mass and its
angular and energy distributions, and the target composition,
temperature, and cleanliness. The initial condition of the target
is crucial since the sticking coefficient and the scattering distri-
bution are sensitive to surface contaminants. Great care is taken
in preparing, cleaning and characterizing the target surface
before it is exposed to the beam to insure a well-defined surface
structure that is free of contamination. Amplitude modulation
of the beam and temperature control of the crystal surface
can provide a means to measure the lifetimes of surface
processes.

At the start of a scattering experiment, when the beam is
switched on, coverage on the target is zero. After molecules
strike the target, those that scatter are sampled by the mass spec-
trometer, and those that remain on the surface contribute to the
coverage. Molecular beam experiments are performed under
single collision conditions so that reactant molecules collide
once with the target surface but not with each other. Rotating
the spectrometer about the target, the angular scattering distri-
bution can be determined as a function of the target temperature
and coverage. The observed distributions contain dynamic
information, which describes the process of energy exchange
between gas and surface atoms, as well as kinetic and

mechanistic information. Tilting the target relative to the beam,
the scattering distribution can be determined as a function of the
beam angle of incidence. Scattered molecules from a collimated
beam may also exhibit diffraction effects, which provide infor-
mation on surface structure and bond lengths [44–46]. The
absolute sticking coefficient can be determined by measuring
the scattered signal as a function of time, starting with an ini-
tially clean surface.

FromMBS experiments one can determine the reaction prob-
ability, Rp, which is expressed as follows:

Rp =
Rate of formation of product

Rate of reactant incident on catalyst
10 9

This quantity can be directly compared with the
reaction probability determined from flow experiments
(Section 10.4.1.2) where

Rp =
TOF

Flux of reactant upon the catalyst
10 10

Figure 10.2 shows a plot of the CO flux scattered from an ini-
tially clean Pd(111) surface versus time. The plot is from a
molecular beam study by Engel [47] in which He, CO, and
O2 beams were scattered off a Pd target. For CO on Pd(111)
the initial sticking coefficient, S0, is very close to unity (0.96),
shows no dependence on temperatures less than 650 K, and is
independent of the angle of incidence. The initial sticking coef-
ficient for O2 on Pd(111) is independent of the incident angle of
the O2 beam but exhibits a pronounced temperature depend-
ence (see Figure 10.3) and maximum value of 0.5.

The sticking coefficients for CO on Rh(110) [48] and (111)
[49], Pd(110) [50], and Pt(111) [51] range in value between
0.4 and 0.9. The coefficients vary with the substrate temperature
and the beam energy. For example, MBS studies by Jones et al.
[52] measured S0 for CO and O2 on Pd(110) and obtained values
of 0.5 for CO and 0.4 for O2 at a substrate temperature of 300 K.
The sticking coefficient for CO decreases with temperature and
is 0.3 at 472 K. CO is molecularly adsorbed on Pd(110) and has a
desorption peak at 470 K. As a result there is less net sticking at
temperatures near this value. S0 for CO on Pt(111) varies
inversely with the energy of the incident beam and is 0.88 at
a beam energy of Ei≈ 6 kJ/mol and 0.2 at a beam energy of
≈170 kJ/mol [51]. The sticking probability for CO on Ni(111)
and Ni(100) decreases with increasing energy, falling from a

Pulse valve

Pulsed molecular beam

Mass spectrometer

Target

P≈ 10–9 Pa

Differentially pumped
vacuum system

Scattered beam

Figure 10.1 Conceptual diagram of a molecular beam
scattering (MBS) experiment comprised of pulsed beam
source, sample target, mass spectrometer detector, and a
differentially pumped ultrahigh-vacuum system.
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value S0≈ 1.0 to 0.5 when the beam energy (Ei) increases from
Ei ≤ 5 to 50 kJ/mol. The initial sticking coefficient for dissocia-
tive chemisorption of N2 on W(110) [53] is a strong function
of the beam energy, ranging from a value of S0≈ 2.5 × 10−3 to
0.4 when Ei = 30 kJ/mol is raised to 100 kJ/mol.
The present data allows construction of a scheme that relates

the rate of adsorption of reactant, intermediate, and product
molecules over different surfaces with different surface cov-
erages. In essence one captures the fundamental modes of
energy exchange between the surface and the gas. This reveals
information about the dynamics of gas–surface interactions that
are intrinsic to the material.

10.4.3.2 Temperature-programmed desorption
Temperature-programmed methods including temperature-
programmed desorption (TPD) and temperature-programmed
reaction (TPRx) can be applied to both model catalysts and
practical materials. The temperature at which a species desorbs
from the surface is an indication of its bond strength with the
surface. Temperature-programmed experiments are used to
determine binding energies and binding states of adsorbed
molecules; to measure surface acidity, surface area, surface cov-
erage, and the dispersion of metals; to determine valence states
of metal atoms; and to study adsorption/desorption mechan-
isms and kinetics [54–57].
Generally, a species of interest is preadsorbed at low temper-

ature and the sample is then heated at a constant rate, while des-
orbing species are monitored using mass spectrometry. TPD
can be performed in either flow reactors or under vacuum con-
ditions. For flow-based TPD studies involving industrial cata-
lysts, care must be taken with the experimental conditions to
minimize the effects of pore diffusional and film mass transfer
limitations. This can be addressed by using low heating rates

and a differential catalyst bed. Readsorption of species can dra-
matically influence kinetic results which can be minimized
when experiments are performed in a vacuum. As the temper-
ature increases, the rate constant for desorption also increases
but more rapidly following the exponential Arrhenius
dependence:

E =RTm ln
vTm

β
−3 64 10 11

where E = activation energy of desorption, Tm = desorption peak
maximum, β = heating rate, and v = Arrhenius preexponential
factor.
The desorption reaction order and Arrhenius parameters

along with the saturation coverage for adsorption can be deter-
mined by varying the initial adsorbate coverage and the heating
rate. For example, first-order desorption kinetics are indicated
when TPD peaks do not shift as a function of adsorbate cover-
age. The area under the TPD peak is an indicator of the surface
coverage of molecules, and the binding energies (heats of
adsorption as well) can be determined as a function of coverage.
Adsorption-induced surface reconstruction and heterogeneity
of sites can lead to much more complicated desorption traces.
Adsorbate-induced surface restructuring is well-known from
LEED studies of crystal surfaces [58–61]. For example, metal
atoms are known to relocate around the adsorption site to opti-
mize the adsorbate–metal chemical bond [62, 63]; the exother-
mic adsorption process is compensated with the weakening of
metal–metal bonds. Two well-known examples include the
microfaceting of Pt(100) under the influence of CO or the
creation of oxide surface phases on Ni(111) when exposed
to O2 [64].
In temperature-programmed oxidation (TPO), temperature-

programmed reduction (TPR), and TPRx, the sample is exposed
to a reactant gas while it is being heated. For example, examina-
tion of the desorption spectroscopy of previously adsorbed sur-
face carbon species in a flow of hydrogen is useful for
understanding the amounts and types of deactivating coke that
may have formed during reaction. Different surface carbon
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Figure 10.3 S0 for O2 on Pd (111) as a function of substrate temperature.
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species such as hydrocarbon fragments (e.g., CH2 or CH3),
atomic carbon, polymeric carbon, aromatic clusters, amorphous
graphitic carbon, or crystalline graphite can be identified
according to peak temperatures during TPR with hydrogen.
Such information is useful for identifying intermediate species
and carbon species that contribute to deactivation in both
hydrogenation and reforming reactions.

10.5 Microkinetic approach to kinetic analysis

In comparison to kinetic measurements collected from flow
reactors, the microkinetic approach provides a different
research emphasis that is centered more on the development
of the catalytic material than on the development of a process.
The goal of a microkinetic analysis is to estimate independently
the rates of elementary steps and surface coverages by integrat-
ing data obtained from multiple sources such as surface science
studies (e.g., sticking coefficients), thermodynamic data (e.g.,
equilibrium constants), spectroscopic characterization of sur-
face species, and the calculation of bond energies and activation
energies based on electronic structure theory. While the catalytic
reaction consists of numerous elementary steps, most can be
adequately described by considering only kinetically significant
steps. To this end the microkinetic approach consolidates exper-
imental data and theoretical observations pertaining to elemen-
tary steps to develop more complex models that can be
substantiated with global observations from steady-state reac-
tors. The microkinetic analysis presented in 1993 by Dumesic
et al. [14] is defined as the examination of catalytic reactions
in terms of elementary steps and their relation with each
other during a catalytic cycle. The approach is best presented
by reviewing its application in examples reported in the
literature [65–68].

One caveat to the microkinetic approach that should be con-
sidered is that the surface structure of a material can often
change with time and/or gas composition. For example, surface
science studies of Rh(111) have indicated that CO and NO gas
adsorption properties are highly dependent on the reactant gas
concentration. The initial sticking coefficients of NO and CO are
reported to vary by as much as an order of magnitude depending
on the ratio of NO/CO in the gas phase [69]. Boreskov et al. [70, 71]
were among the first to indicate that the chemical composition
and structure of the catalyst change depending on the reaction
mixture and temperature. In situ Raman spectroscopy [72],
sum-frequency generation (SFG) [61], and other techniques [73]
have established that the structure and composition of a catalyst
change when exposed to a reactant gas [74–77]. Surface analysis
before and after high-pressure reaction revealed that the surface
structure and composition are dramatically changed by the reac-
tion mixture [61, 62, 78].

As a result, one can’t generally assume a catalyst has a uni-
form, nonchanging surface during a kinetic measurement and
for comparison with other kinetic measurements. Dynamic

microkinetic modeling should be used to take into account
the changes in gas composition as this can show a significant
effect on surface morphology, reaction rate, and mechanism.
Changes in observed kinetics can result not only from changes
in the surface but also from changes in bulk compositions. For
example, absorption of hydrogen into palladium bulk has been
demonstrated to manifest new catalytic properties different
from the pure material [61, 62, 78]. Microkinetic models are
more effective if the rates of morphological changes can be inte-
grated. Material properties can change during a kinetic experi-
ment, and if one monitors catalyst composition directly, it is
difficult to relate observed kinetics to material properties. In
the next section the TAP approach to kinetic analysis is pre-
sented. One advantage of this approach is the ability to incre-
mentally manipulate the surface composition in conjunction
with the kinetic measurement.

10.6 TAP approach to kinetic analysis

The TAP approach to kinetic analysis integrates concepts from all
of the experimental strategies described hereto now. Similar to
flow experiments, TAP uses real materials, often catalysts taken
directly from industrial reactors. With flow experiments, how-
ever, transport and kinetics display a complex interdependence
that cannot be easily decoupled. Often the strategy is to minimize
the contribution of diffusion by operating at high space velocities.
The phenomenon of diffusion can be suppressed but never elimi-
nated. TAP takes a different approach by eliminating convective
flow (small amounts of reactantmolecules are injected under vac-
uum conditions) and uses well-defined transport in the Knudsen
diffusion regime as a standard. In terms of uniformity in gas and
catalyst compositions, the TAP technique can be considered like a
CSTR. TAP is a pulsed transient technique which enables one to
separate the introduction of two reactants and monitor product
species with millisecond time resolution. Such information is
key to understanding the reaction mechanism.

The microkinetic approach integrates a variety of different
data sources to estimate rates and surface coverages. Difficulties
may arise when the surface structure changes with time and/or
gas composition. With TAP the surface coverage can be directly
manipulated, and dynamic models of surface coverage/kinetic
relationships can be investigated.

Similar to the surface science approach, TAP is useful for
determining rate constants of elementary reaction steps, activa-
tion barriers for surface processes, and adsorption quantities.
Surface science techniques utilize well-defined model systems
and are useful for understanding the substituent parts of a
complex system. The TAP technique uses real materials with
complexity intact which makes it possible to study how the sys-
tem works together to present emergent properties (properties
that are more than just the sum of parts), for example, how does
surface composition influence surface-to-bulk transport which
then manifest an effect on the global kinetics?
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As initially described by Bonzel [37], the difference in exper-
imental conditions and materials creates a “pressure/materials”
gap that prevents direct comparison of data from the surface sci-
ence and technical catalyst regimes. Figure 10.4 is an adaptation
of the original diagram proposed by Bonzel that shows the pres-
sure regimes and types of materials found in surface science and
technical catalyst experiments. The region in which the TAP
experiment operates is shown in Figure 10.4, illustrating the
overlap between the surface science, technical catalyst, and
TAP regimes.

10.6.1 TAP experiment design
Early TAP designs were aimed at retaining the time-dependent
features of a molecular beam experiment, minimizing gas-phase
interactions, and providing a way to extract intrinsic kinetic
information from reactions on bulk catalysts. The basic
elements of a TAP experiment, depicted in Figure 10.5, have
some characteristics common to MBS experiment (recall
Figure 10.1) and others common to conventional microreactor
experiments. The key components are a “reaction zone” or
microreactor, a fast-pulse gas feed system, a mass spectrometer
detector, and a high-throughput UHV system. The reaction zone
(Figure 10.5), which holds the catalyst sample, is a temperature-
controlled cylindrical tube, which is typically made of stainless
steel, inconel, or quartz. One end of the tube receives input
from the feed system, and the opposite end is open to
vacuum. During an experiment the reaction zone and catalyst
sample are held under high-vacuum conditions. The reaction
zone can hold a practical catalyst, similar to what one might
study in conventional microreactor experiments, as well as sin-
gle particles, single crystals, or model catalysts, which are stud-
ied in MBS experiments.
MBS experiments obtain essential kinetic and mechanistic

information by modulating the reactant flux and measuring
the shift in arrival times at the detector between scattered

reactant and product molecules. The difference in arrival times
can be used to determine reaction sequences, surface lifetimes of
adspecies, and rates of surface reactions. TAP pulse response
experiments [79–81] extract kinetic information in a similar
fashion. Injection of a narrow gas pulse into the reaction zone
initiates an experiment. The gas molecules travel through the
reaction zone where they encounter the catalyst and can react
to form product molecules. Molecules that exit the reaction zone
are monitored by the mass spectrometer positioned at the outlet.
The observed characteristic feature in a TAP experiment is the
time-dependent gas flow, F(t) [mol/s] or [molecules/s], that
escapes from the exit of the microreactor. It is important to keep
in mind that the “flow” in a TAP experiment is Knudsen diffu-
sion, a random walk, such that a molecule’s flow is not influ-
enced by other molecules in the reactor. By comparing the
exit flow of an adsorbing/reacting molecule with that of an inert
molecule, one can easily separate transport effects from kinetic
effects by comparing the integral characteristics of the flow/time
dependency. Kinetic and mechanistic information is obtained
by analyzing these time-weighted dependencies, and the inert
gas transport is used as a “measuring stick” against which one
can calculate the rates of chemical transformations.
In the TAP reactor system the reactor can be isolated from the

vacuum system via a slide valve. When the slide valve is closed,
the microreactor can be operated as a continuous plug flow-type
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reactor at atmospheric or higher pressures. This allows one to
rapidly switch the catalyst from one kinetic regime to another
(for catalyst pretreatment or conditioning) without exposing
the sample to atmosphere. In the “high-pressure”mode the bulk
of the reactor effluent exits through an external vent. A small
leak into the mass spectrometer can be introduced via a needle
valve to monitor the reaction. The slide valve assembly makes it
possible to perform plug flow, step transient, and SSITKA
experiments at higher pressures and TPD, TPR, and TAP pulse
response experiments at low pressure.

10.6.1.1 Surface coverage
In both TAP and MBS experiments, the sample is maintained
under vacuum conditions. Prior to performing a TAP experi-
ment, it is common to heat the catalyst sample and monitor
the desorption spectrum. Standard TPD and TPR experiments
are easily performed. During the heating process, adspecies (e.g.,
water, CO, CO2, etc.), which cover the surface at ambient pres-
sures, vacate the surface leaving the coverage to more closely
resemble that of an MBS target. Conversely, pulsing a molecule
into the reaction zone can increase the molecule’s coverage so
that it resembles the coverage at ambient pressures. By pulsing
different molecules into the reaction zone in an alternating
sequence, the surface coverage of two or more species can be
adjusted. As a result, coverage in a TAP experiment can be
manipulated to resemble coverage in an MBS experiment or
coverage in a conventional microreactor experiment.

10.6.1.2 Pulse size
The input pulse in a TAP experiment typically contains only
10 nmol of reactant, and the local pressure in the reaction zone
may reach ca. 10−3 torr during a pulse. In a packed reactor, the
mean free path is ca. 4000 μm, which is significantly larger than
the space between particles. As a result, in a packed-bed reactor,
molecules collide with particles, but seldom with one another.

At sufficiently small pulse intensities, a one-pulse TAP exper-
iment can be considered a “state-defining” experiment, since the
number of molecules in a reactant pulse is typically much smal-
ler (102–105 times smaller) than the number of surface atoms in
the catalyst sample being probed [82]. As a result, the reactant
pulse does not significantly perturb the catalyst surface.

10.6.1.2.1 Kinetic analysis of TAP pulse response data
There are three basic concepts that distinguish TAP from other
kinetic experiments and form the basis for extracting kinetic
information from TAP pulse response data:
1 Well-defined Knudsen diffusion is a “measuring stick” for mea-

suring chemical reaction rates and extracting kinetic para-
meters. Since Temkin’s [83, 84] and Denbigh’s [85] times, a
common approach for extracting kinetic information is to
measure the rate of chemical reaction using the rate of mass
transport as a “measuring stick.” In traditional steady-state
experiments with perfect mixing, convectional transport is
the “measuring stick,” and diffusional transport is neglected.

In TAP Knudsen pulse response experiments, there is no con-
vective flow, and Knudsen diffusion is the only gas transport
process. In the absence of reaction, the gas exit flow from
the microreactor is described by a standard diffusion curve.
In the “reaction–diffusion” case, the exit flow response curve
is different from the standard diffusion curve, and this differ-
ence is attributed to kinetic phenomena. Comparison of the
“reaction–diffusion” data to the “transport only” data (the
“measuring stick”) allows the TAP technique to separate
kinetic effects from transport effects.

2 During a single-pulse experiment the solid catalyst changes
insignificantly, and a controlled change occurs in a multipulse
experiment. When the number of reactant gas molecules in a
single pulse is significantly smaller than the number of cata-
lytically active sites on the catalyst, the catalytic system
remains in the same state after themeasurement. A long series
of small pulse experiments can induce a change in the catalyst
state, and this change is characterized by the amount of con-
sumed/released gaseous substances.

3 The solid catalyst surface composition will remain uniform if
the active zone is a sufficiently small fraction of the total bed
length.When a heterogeneous catalyst is exposed to a reactant
gas, the composition and kinetic properties of the catalyst can
change as a result of reaction with the gas. In a packed-bed
reactor, the gas flow can cause the change to occur nonuni-
formly. The inlet of the bed will see the highest reactant con-
centration and will change by the largest amount. In a
nonsteady-state experiment the bed composition can also
change in time. An important and unique feature of a TAP
pulse response experiment is that the catalyst composition
remains essentially uniform when the thickness of the catalyst
zone is small compared to the total length of the packed bed.
In practice a small amount of catalyst can be packed in a “thin
zone” between two beds of inert particle (Section 10.6.1.2), or
in some cases a single particle can be used [86]. The advantage
and properties of a thin zone reactor have been discussed in
detail in the literature [87–89]. Using a thin zone reactor, a
catalyst sample can be characterized “state by state” to deter-
mine how its catalytic properties incrementally evolve as a
result of reaction. This process has been demonstrated using
the selective oxidation of hydrocarbons over a transition
metal oxide catalyst (e.g., vanadyl pyrophosphate (VPO))
[82]. Here, an oxidized VPO sample was exposed to a series
of hydrocarbon pulses, and the change in kinetic properties
was determined as a function of the oxidation degree.

10.6.1.3 Model-free analysis of experimental data
Ideally, kinetic information should be presented without the
imposition of a kinetic expression or reactor characteristics,
which is defined as a “model-free” analysis. When plug flow
reactor data is analyzed using the differential method
(section “Differential Analysis of Experimental Flow Data”),
the rate is calculated directly from the experimental data without
assumption of a kinetic model. Temkin and Denbigh applied a
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model-free approach to the analysis of steady-state kinetics over
50 years ago [85]. In their approach, the rate of chemical sub-
stance transformation is equal to the difference between the inlet
and outlet molar flow rates divided by the catalyst volume or
surface area. In CSTR steady-state experiments, no assumptions
regarding the type of kinetic dependence, the reaction mechan-
ism, or the corresponding model are needed to determine the
rate of chemical transformation.
Model-free kinetic analysis of nonsteady-state reactions is a

recent development that began with the thin zone microreactor
configuration [82, 88, 89]. A model-free kinetic method known
as the “Y-procedure” has been used to extract the nonsteady-
state rate of chemical transformation from reaction–diffusion
data with no assumptions regarding the kinetic model; the
reader is referred to [90] for more details describing this
procedure.

10.6.2 TAP experimental results
Excellent summary lists of publications where the TAP tech-
nique is applied to different catalytic systems can be found in
[79, 80]. These lists include the many types of catalytic materials
that are studied including supportedmetals, mixedmetal oxides,
zeolites, metal particles, metals deposited on screens, catalytic
monoliths, and nanoparticles or atoms deposited on micropar-
ticles, single crystals, and other model catalysts.

10.6.2.1 Bridging the pressure gap
With the TAP reactor system, a slide valve at the reactor exit
allows a catalyst sample to be rapidly cycled between vacuum
and high pressure without exposing it to the atmosphere. In
the high-pressure position, the reactor effluent flows through
the slide valve and an external vent where it can be analyzed

using a GC. A small portion of the effluent can be diverted to
the mass spectrometer chamber through an adjustable needle
valve, and the mass spectrum of the reaction products can
be collected in real time. After running atmospheric pressure
experiments, the reactor can be evacuated, and the slide valve
can be moved to the vacuum position.
During the switch from high pressure to vacuum, the reactor

effluent can be monitored, and desorbing adspecies left on the
surface during pressure experiments can be measured. TAP
pulse response experiments are performed after the reactor
reaches vacuum and desorption of adspecies stops. Switching
back and forth between high-pressure and vacuum operations
typically takes less than 30 s. Recently, results were reported
comparing atmospheric pressure and vacuum pulse response
experiments on the oxidation of CO [86]. The catalyst sample
was a single 400 μm diameter polycrystalline platinum (Pt) par-
ticle, which was placed in a microreactor bed with ca. 100 000
inert quartz particles with diameters between 210 and 250 μm.
Figure 10.6 presents a scaled drawing of the reactor configu-

ration. The particle occupies less than 0.3% of the cross-sectional
area of the microreactor, so the reaction zone can be considered
a point source. Gas concentration or temperature gradients
across the catalyst zone can be assumed to be negligible since
the zone is a single particle.
Vacuum pulse response experiments are performed using a

“pump-probe” format illustrated in Figure 10.7. Oxygen/Ar
and CO/Ar mixtures are injected from different pulse valves
in an alternating sequence, and the CO2 response is measured
during each pulse. Argon is used as an internal standard. CO2

does not appear on the first oxygen pulse since no CO is present
in the reactor. CO2 appears on the first CO pulse and all subse-
quent oxygen pulses.

Inlet pulse

Outlet pulse

Thermocouple

(b)

(c)

(d)

(a)

6350 μm

Heater wire
250 μm
quartz particle

Magnification
15 000×
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Figure 10.6 (a) Schematic of TAP single particle microreactor
configuration. The 400 μm diameter Pt particle is packed
within a bed of inert quartz particles with diameters between
210 and 250 μm. (b) Image comparing a 400 μm Pt particle
to a pencil point. (c) SEM image showing the complex
surface structure of a polycrystalline Pt particle. (d) Higher
magnification (15 000×) of the particle shown in
(c), which shows the surface is nonporous [86].
(Source: Zheng et al. [86]. Reproduced with permission
of Elsevier.)
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Figure 10.8(a) displays pump-probe data sets obtained at 140,
170, and 350 C. Figure 10.8(c) shows the plots of the amount of
CO2 produced during each pulse and the total amount for each
pump-probe cycle at a series of temperatures. The amount of
CO2 produced is determined by measuring the area (zeroth
moment) under the transient response curve [91]. The zeroth
moment is normalized relative to the amount of CO per pulse
to determine the CO2 yield. The absolute amounts of O2, CO,
and CO2 are determined by comparing the response obtained
in a reaction with one obtained using a standard blend. At
170 C the yield for the individual O2 and CO pulses reaches a

maximum, making the total yield equal to 95% during one
pump-probe cycle, indicating that at least 95% of CO molecules
pulsed into the reactor must strike the particle. Above 170 C the
CO2 yield decreases more rapidly for the O2 pulse than the
CO pulse.

Atmospheric flow experiments are performed after closing
the slide valve. The particle bed is first exposed to a hydrogen
flow (20 cc/min diluted in Ar, H2/Ar = 1) at 350 C for 1 h. More
details can be found in Zheng et al. [86]. The temperature
dependence of CO2 production is obtained by heating or cooling
the reactor at a constant rate while maintaining an input flow of
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Figure 10.7 Illustration of a TAP pump-probe experiment
in which O2/Ar and CO2/Ar are pulsed in an alternating
sequence and the CO2 transient response is measured
during each pulse.
(Source: Zheng et al. [86]. Reproduced with permission
of Elsevier.)
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50 cc/min. A small amount of the reactor effluent is diverted into
the mass spectrometer chamber, and its mass spectrum is con-
tinuously monitored.
Both TAP vacuum and atmospheric flow data exhibit a

turning point in CO2 production, indicating a transition from
reaction controlled by one adsorbed species to one controlled
by a different adsorbed species at 170 C. The upper branch
in the CO2 curve of the atmospheric flow experiment
corresponds to an O2-covered surface, and the lower branch
corresponds to a CO-covered Pt surface (Figure 10.8(b)).
From the pulse response data, in the region of the CO2 max-
imum, the areas under the CO2 response curves (CO2 yield)
corresponding to the O2 and CO pulses are approximately
the same, indicating nearly equal coverages of O2 and CO
on the Pt particle (Figure 10.8(c)). The correspondence in
“turning points” indicates that the coverage in vacuum and
atmospheric pressure experiments is approximately the same
and intrinsic kinetic data obtained in vacuum experiments
can be used to describe kinetic behavior in the atmospheric
pressure domain.
Taking the conversion of CO or CO2 yield at the “turning

point” from vacuum pulse response and atmospheric flow data,
the apparent kinetic rate constant can be calculated. In combina-
tionwith the gas residence time (τ) in the catalyst zone, the appar-
ent kinetic rate constant is given by the following expression:

kapparent =
X

1−X τ
10 12

Using an approximate conversion of 90% in the vacuum pulse
response experiment, the apparent kinetic rate constant is calcu-
lated to be 9000 s−1. In the atmospheric flow experiment invol-
ving 20% conversion, the apparent kinetic rate constant is
calculated to be 9280 s−1. The two apparent kinetic rate con-
stants differ by approximately 3%. Although there may be some
error involved in experimentation, values of the apparent kinetic
rate constants are in the same order of magnitude. The ability to
relate data both qualitatively and quantitatively in the atmos-
pheric pressure domain to the data obtained in vacuum pulse
response experiments using a single Pt particle is a significant step
toward bridging the pressure gap.

10.6.2.2 Tracking the evolution of catalytic properties
Structure–activity correlations can be established using a surface
science strategy and measuring reactions on a well-defined
model surface. Another approach is based on the application
of in situ spectroscopic techniques, which try to measure surface
adspecies or identify surface structures that change during reac-
tion. Surface spectroscopy techniques can also be used to char-
acterize catalyst samples before and after reaction. In this case a
change in catalyst performance can often be associated with a
change in surface composition or structure. Transient kinetic
experiments can also be used to indirectly measure changes in
the composition and structure while simultaneously measuring
changes in kinetic properties. This latter approach is the one

adopted in TAP reactor studies and is illustrated by the
following examples.

10.6.2.2.1 C4 oxidation over VPO catalysts
Catalysts based on vanadium oxides are used extensively in
selective oxidation processes. The selective oxidation of butane
and other C4 molecules over VPO-based catalysts to maleic
anhydride and intermediate compounds (e.g., furan, butadiene,
butene) is strongly influenced by the feed conditions, especially
the oxygen-to-hydrocarbon ratio. A combination of atmos-
pheric pressure and TAP pulse response experiments deter-
mined that “reactor-equilibrated” VPO adsorbs oxygen at
elevated oxygen pressures to form a more active–selective cata-
lyst [92]. If the oxygen-treated catalyst is heated in vacuum, the
adsorbed oxygen desorbs leaving a less active–selective catalyst.
Figure 10.9(a) shows three oxygen uptakes at 430, 450, and
460 C and at an oxygen pressure of 800 torr and the oxygen
desorption spectrum when an oxygen-18 treated VPO sample
is heated in vacuum. The 16O to 18O ratio, shown in
Figure 10.9(b), indicates that oxygen is only taken up in the first
few monolayers of the VPO surface.
Oxygen-treated VPO catalysts are determined to be more

active and selective, provided the oxidation did not lead to
less active VOPO4 phases [93]. The oxidation of butane and
other C4 compounds is investigated in TAP pulse response
experiments by pulsing a C4/Ar mixture over VPO and measur-
ing the pulse response curves of the reactants and products [82].
Figure 10.10 shows typical response curves and an Arrhenius
plot for n-butane oxidation over an oxygen-treated catalyst.
The change in kinetic parameters as the surface oxygen concen-
tration is altered is shown in Figure 10.11, which plots the
activation energy and apparent equilibrium constant for differ-
ent products at different stages in the reduction of VPO

10.6.2.2.2 Surface lifetimes of reactive species
The surface lifetime of an adspecies under reaction conditions is
a function of the rate of reaction, the rate of desorption, and the
rate at which the adspecies diffuses into the catalyst bulk. The
adsorption/desorption characteristics of a species can be deter-
mined in TAP pulse response experiments by comparing the
exit flow curve of the species with the standard diffusion curve
(SDC) [81]. If the curve falls inside the SDC, then the species is
irreversibly adsorbed. The surface concentration of an active spe-
cies can also decrease if the species diffuses into the catalyst bulk or
is depleted by reaction with some other surface species. The reac-
tive lifetime of an adspecies can be measured in TAP pump-probe
experiments by changing the pump-probe interval [94].
For example, in recent pump-probe experiments by Zheng [95],

the reactive lifetime of oxygen on a Pt particle was measured in a
series of pump-probe experiments using two separate reactant
mixtures of O2/Ar (70/30 ratio) and CO/Ar (70/30 ratio), which
were injected from separate pulse valves. The mixtures were
pulsed in an alternating sequence into a microreactor containing
a single 400 μm Pt particle packed in a bed of inert quartz
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particles. The interval separating the oxygen pulses and the CO
pulses was varied between 1 and 9 s. In all cases the pump-probe
cycle time was 10 s. Thus when the interval between the oxygen
and CO pulse is 5 s, the interval between the CO and following
oxygen pulse is also 5 s. Figure 10.12 shows the CO2 production
for different pump-probe intervals at 150 and 350 C.

CO2 production on the oxygen pulse at 350 C is significantly
lower than production at 150 C. It is independent of the pump-
probe interval. CO2 production on the CO pulse at 150 C is also
independent of the pump-probe interval. At 350 CCO2 decreases
with the pump-probe interval. The drop in CO2 production can
be attributed to a decrease in the amount of active oxygen.
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The rate of the drop in active oxygen can be calculated from the
zeroth moments of the CO2 and is plotted in Figure 10.13.

10.6.2.3 Probe molecules
The TAP pulse response methodology allows one to test a mate-
rial using a variety of different probe molecules. Most often the
reactant is used, but in many cases using a reaction intermediate,
a product, or a base (ammonia or pyridine) can be very insight-
ful. For example, when comparing samples pretreated with
different amounts of oxygen or varying surface metal concentra-
tion, it can be very insightful to compare how CO, a double
bond, or ammonia might interact with these different surfaces.
Even though these molecules are not part of the process of inter-
est, they can be useful to characterize and compare materials
with subtly different preparations. For example, one can

compare the capacity to store CO and the adsorption/desorp-
tion strength of ethylene or measure the acidity of similar mate-
rials. Even if the reaction kinetics of an industrial process are not
being measured, one can still gain insight into how the material
functions on a more fundamental level.

10.7 Conclusions

The determination of kinetic parameters is an essential step in
developing a catalytic process. Parameters determined in labo-
ratory-scale steady-state reactors are necessary to formulate
models for scale-up to pilot plant and process-scale reactors.
Kinetic parameters also provide insight into the fundamental
processes that occur during a catalytic reaction and form the
basis for creating microkinetic models that describe the individ-
ual steps (e.g., adsorption, surface reaction, and desorption) of a
complex reaction.
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When intrinsic parameters can be determined, as in MBS or
TAP experiments, it becomes possible to establish relationships
between catalyst structure or composition and catalytic proper-
ties. Such information provides a basis for developing a funda-
mental understanding of how catalytic materials operate and
can be used to validate quantum-based models of the active site.
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Abstract

The present chapter provides an overview of several numerical
techniques that can be used to solve model equations of ordinary
and partial differential type, both of which are frequently
encountered in multiphase catalytic reactor analysis and design.
Brief theories of the ordinary differential equation solution
methods are provided. The techniques and software involved
in the numerical solution of partial differential equation sets,
which allow accurate prediction of nonreactive and reactive
transport phenomena in conventional and nonconventional
geometries, are explained briefly. The chapter is concluded with
two case studies that demonstrate the application of numerical
solution techniques in modeling and simulation of hydrocar-
bon-to-hydrogen conversions in catalytic packed-bed and
heat-exchange integrated microchannel reactors.

11.1 Techniques for the numerical solution
of ordinary differential equations

Consider the following ordinary differential equation (ODE)
and the initial condition:

dy
dt

= f y

y 0 = y0

11 1

Equation 11.1 resembles an initial value problem, which
describes the structure of the models used for simulation
and design of various reactors such as steady-running tubular
packed beds with negligible radial gradients. In simulation
problems, in which boundaries of integration domain (i.e.,
length or the volume of the reactor) and the inlet conditions
are known, the objective is to solve the model equations for
calculating the changes in the reactor operating parameters
(e.g., temperature, molar flow rate of the species, pressure)
with respect to the reactor volume or length. The model
equations can also be used for handling design problems in

which the aim is to estimate the boundaries of integration
domain that allows the realization of the design target (e.g.,
specific values for parameters such as reactant conversion,
product selectivity, or yield). In this case, model equations
of ordinary differential type that are subject to the specified
initial conditions are solved within the integration domain
whose upper bound is selected on an arbitrary basis. This
selection is continued on a trial-and-error basis, and the
model is solved for each trial value of integration domain
(e.g., reactor volume or length) until the pertinent design
objective is satisfied.

Numerical solution of the ODEs describing initial value pro-
blems is possible by explicit and implicit techniques, which are
described in the Sections 11.1.1 and 11.1.2, respectively. It is
worth noting that the techniques are formulated for the solution
of a single equation (Equation 11.1), but they can be used for
solving multiple ODEs as well. Theoretical background of these
methods as well as their stabilities are described elsewhere [1, 2]
and will not be discussed here.

11.1.1 Explicit techniques
Explicit techniques calculate the state of a systemat a later time by
using information from the state of the systemat thepresent time.
These methods are also known as step-by-step methods, which
start from the initial condition given in Equation 11.1 and con-
tinue stepwise by computing approximate values of the solution
at points that increase by a fixed number,h, which is known as the
step size. Someof the explicit techniques used toobtainnumerical
solutions of Equation 11.1 are summarized as follows.

11.1.1.1 Euler’s and Runge–Kutta methods
Euler’s method is first order and executes the integration
through the following formulation:

yn+ 1 = yn + h f yn 11 2

A more accurate technique used for numerical integration is
the classical fourth-order Runge–Kutta (RK) method. In this
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technique, whose formulation is outlined in Equations
11.3–11.7, the quantities k1, k2, k3, and k4 are computed at each
integration step to calculate yn+ 1:

yn+ 1 = yn +
1
6
k1 + 2k2 + 2k3 + k4 11 3

k1 = h f tn,yn 11 4

k2 = h f tn +
1
2
h,yn +

1
2
k1 11 5

k3 = h f tn +
1
2
h,yn +

1
2
k2 11 6

k4 = h f tn + h,yn + k3 11 7

An alternative fourth-order formulation is the Runge–Kutta–
Gill method:

yn+ 1 = yn +
1
6
k1 + k4 +

1
3
b k2 + d k3 11 8

k1 = h f tn,yn 11 4

k2 = h f tn +
1
2
h,yn +

1
2
k1 11 5

k3 = h f tn +
1
2
h,yn + a k1 + b k2 11 9

k4 = h f tn + h,yn + c k2 + d k3 11 10

a=
2−1
2

, b=
2− 2

2
, c= −

2
2
, d = 1 +

2
2

Runge–Kutta–Fehlberg (RKF) is another method involving
fourth- and fifth-order integration formulations (Equations 11.11
and 11.12, respectively) whose difference (yn+ 1−zn+ 1) can be
used for step size control:

zn+ 1 = yn +
25
216

k1 +
1408
2565

k3 +
2197
4104

k4−
1
5
k5 11 11

yn+ 1 = yn +
16
135

k1 +
6656
12825

k3 +
28561
56430

k4−
9
50

k5 +
2
55

k6

11 12

These formulations require evaluation of six functions
per step:

k1 = h f tn,yn 11 13

k2 = h f tn +
1
4
h,yn +

1
4
k1 11 14

k3 = h f tn +
3
8
h,yn +

3
32

k1 +
9
32

k2 11 15

k4 = h f tn +
12
13

h,yn +
1932
2197

k1−
7200
2197

k2 +
7296
2197

k3 11 16

k5 = h f tn + h,yn +
439
216

k1−8k2 +
3680
513

k3−
845
4104

k4

11 17

k6 = h f tn +
1
2
h,yn−

8
27

k1 + 2k2−
3544
2565

k3 +
1859
4104

k4−
11
40

k5

11 18

11.1.1.2 Adams–Bashforth methods
Euler’s and RK methods are also known as one-step techniques
whichuse function values only in a single step, that is, in the preced-
ing step. However, in the multistep techniques, evaluation of each
step requires function values frommore than one of the preceding
steps. The benefit of themultistep techniques is theuse of additional
information to obtain more accurate solutions. The Adams–
Bashforthmethods for explicit solution of Equation 11.1 aremulti-
step in nature and are given in second and fourth orders in
Equations 11.19 and 11.20, respectively, as follows:

yn+ 1 = yn +
h
2

3f yn − f yn−1 11 19

yn+ 1 = yn +
h
24

55f yn −59f yn−1 + 37f yn−2 −9f yn−3

11 20

11.1.2 Implicit techniques
Implicit integration techniques involve various interpolation
formulas that include the yn+ 1 term. Some of the techniques
are described in the following sections.

11.1.2.1 Backward Euler method
The method is first order and is formulated as follows:

yn+ 1 = yn + h f yn+ 1 11 21

11.1.2.2 Trapezoidal rule
The method is second order that is given with the following
equation:

yn+ 1 = yn +
h
2

f yn + f yn+ 1 11 22

11.1.2.3 Gear’s backward difference formulas
The method involves the use of the following formulas that vary
with the orders:

First order: yn+ 1 = yn + h f yn+ 1

Second order:

yn+ 1 =
4
3
yn−

1
3
yn−1 +

2
3
h f yn+ 1 11 23

Third order:

yn+ 1 =
18
11

yn−
9
11

yn−1 +
2
11

yn−2 +
6
11

h f yn+ 1 11 24
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Fourth order:

yn+ 1 =
48
25

yn−
36
25

yn−1 +
16
25

yn−2−
3
25

yn−3 +
12
25

h f yn+ 1

11 25

Fifth order:

yn+ 1 =
300
137

yn−
300
137

yn−1 +
200
137

yn−2−
75
137

yn−3

+
12
137

yn−4 +
60
137

h f yn+ 1 11 26

The main advantage of the implicit techniques is their stabil-
ity for any given value of the step size. This advantage, however,
requires the solution of a set of nonlinear equations via an iter-
ative approach. For this purpose, methods such as successive
substitution or Newton–Raphson can be used [1].

Gear’s formulas are particularly useful for stiff problems,
which are frequently encountered in chemical reaction engi-
neering problems. In stiff problems, parameters such as temper-
ature and molar flow rate of a species change rapidly in a small
spatial scale. The sharp temperature rise as a result of hydrocar-
bon oxidation (i.e., the light-off phenomenon) in a packed-bed
tubular reactor is an example of a stiff problem [3]. Here, signif-
icant temperature change occurs in a very small portion of reac-
tor tube length, and the solution of the differential equation
describing the spatial temperature change requires special atten-
tion. In such cases, numerical solution via the explicit RK tech-
niques is possible by using very small step sizes. Alternatively,
implicit integration techniques such as Gear’s method, which
offers a higher chance of convergence, can be employed.

Most of the explicit and implicit algorithms introduced pre-
viously form the basis of numerical integration packages that
are used in commercial suites such as Polymath [4], MATLAB
[4, 5], and Mathematica [6]. Single or multiple nonstiff ODEs of
initial value type can be solved in MATLAB by using either
“ode45” or “ode113” functions that are based on RK and
Adams–Bashforth techniques, respectively [5]. For the solution
of ODEs describing stiff problems, “ode15s” function that
involves numerical differentiation formulas (e.g., Gear’s
method) or “ode23t” function that is based on the trapezoidal
rule can be used [5]. In addition to commercial software, some
open sources such as NIST (http://gams.nist.gov) and Netlib
(http://www.netlib.org) offer downloadable ODE packages that
can be used in the solution of stiff and nonstiff problems.

In some problems of chemical reaction engineering, set of
ODEs needs to be coupled with nonlinear algebraic set of equa-
tions. An example of such a case is the use of heterogeneous
packed-bed reactor models in which product and temperature
distributions in bulk fluid and in catalyst phases need to be
solved simultaneously. Temperature and concentration changes
in the bulk fluid are described by differential mole and energy
balances forming the set of ODEs, while the transport of mass
and energy from bulk fluid to the external catalyst surface
is mathematically described by algebraic set of equations.

Simultaneous solution of the so-called differential-algebraic
equation (DAE) set requires coupling of the ODE and algebraic
equation solvers, the latter which are not discussed here, but can
be found in detail elsewhere [1]. Description of a DAE set and its
solution in the context of a one-dimensional (1D) heterogene-
ous packed-bed reactor model for autothermal conversion of
methane to hydrogen is available in the literature [7]. It is also
worth noting that packages such as DASSL and DAEPACK are
also available for the solution of coupled DAE sets.

11.2 Techniques for the numerical solution
of partial differential equations

ODEs describe the change of a dependent variable (y in Equa-
tion 11.1)with respect to a single independent variable (t inEqua-
tion 11.1). If the number of independent variables increases, the
mathematical expression becomes a partial differential equation
(PDE). Two-dimensional (2D) steady-state tubular reactormod-
els (which quantify the axial and radial changes of reaction para-
meters (e.g., temperature, species concentrations)) and 1D
unsteady-state models (which describe temporal and spatial
changes of reaction parameters) are examples of cases involving
set of PDEs. Single PDEs can be solved by analytical techniques
such as separation of variables. Analytical techniques will not be
discussed here, as most of the chemical reactor models involve
change of more than one dependent variable in multiple spatial
directions either at steady-state or at transient conditions. Solu-
tion of set of PDEs requires numerical techniques such as finite
difference method (FDM) [8]. In FDM, the solution domain is
divided into structured grids (such as quadrilateral cells), and
the partial derivatives are approximated by finite difference
expressions based on Taylor series expansions. The derivative
of the function at a node (one of the connection points of
the grids) can then be written in terms of the function values at
the neighboring nodes. As a result of this formulation, which
can be done explicitly or implicitly, a set of linear algebraic equa-
tions, with the unknowns being the values of dependent variables
at each node, is obtained. In explicit formulation, function values
at node n + 1 can be evaluated directly if the values at node n and
at lower nodal points are known. In implicit formulation, how-
ever, values at all nodes have to be evaluated altogether by simul-
taneous solution of the algebraic equations. Even though implicit
formulation is more expensive than the explicit one in terms of
computational complexity, the likelihood of convergence and
stability is higher in the former one.

An alternative technique is the method of orthogonal colloca-
tion. The method involves several number of spatial collocation
points at which the partial derivatives are formulated in terms of
ODEs. In other words, the method allows the discretization
of PDEs into an ODE set over the collocation points, with the
number of ODEs being determined by the number points used.
The resulting ODE set can then be solved by one of the methods
outlined in Section 11.1. Using higher number of collocation
points improves the spatial discretization but increases the cost
of ODE solution, which is less of an issue with the help of fast
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computers. Details of orthogonal collocation technique can be
found elsewhere [1, 8–11].
FDM and orthogonal collocation are well-known techniques,

but they may become inefficient in solving the model equations
involving stiffness, which is common in chemical reaction engi-
neering problems. The use of structured grids in FDMmay fail in
parsing of irregular modeling domains and in predicting phe-
nomena involving sharp gradients. These disadvantages of
FDM can be dampened by the use of unstructured grids (such
as triangular cells), which aremore suitable for discretizing irreg-
ular flow paths with varying intensity to handle stiffness.
Unstructured grids are less compatible with FDM but are used
in finite element and finite volume methods (FEM and FVM,
respectively), the techniques which are more robust than FDM
in solving set of PDEs. FEM and FVM, which are explained
briefly in Sections 11.3.2 and 11.3.3, respectively, are also known
as computational fluid dynamics (CFD) techniques.

11.3 Computational fluid dynamics
techniques

CFD is the general termused for the numerical analysis of systems
involving fluid flow, heat, and mass transfer and associated phe-
nomena such as flow in porous media and chemical reactions
[12]. Analysis and engineering of multiphase catalytic reactors
are among the many application areas of the CFD analysis such
that all the physical and reactive phenomena are interrelated to
eachother.Wideavailabilityofhigh-performancecomputing tools
and commercial software has led to a notable increase in the num-
ber of studies that handle catalytic reaction engineering problems
using CFD techniques. The advantages of CFD over experimental
testing systems and pilot plants can be summarized as follows:
• Faster and cheaper delivery of new designs by reducing
dependence on experimentation

• Ability to investigate systems when controlled experimenta-
tion is difficult, expensive, or impossible to perform (e.g.,
chemical reactors near explosive limits)

• Production of large number of parametric results with high
level of detail at no additional cost

11.3.1 Methodology of computational fluid
dynamics

Numerical algorithms that are developed to solve fluid flow pro-
blems form the basis of the CFD codes [12], which discretize the
problem on a given grid that represents themodel geometry, and
then solve the resulting system of equations in order to obtain
the nodal values of the field variables. Most of the commercial
CFD suites are able to examine, display, and visualize the results.
A complete CFD code involves three main elements, namely, a
preprocessor, a solver, and a postprocessor [12]. The following
tasks are carried out in the preprocessing step:
• Definition of the computational domain, the geometry to be
simulated

• Generation of a grid consisting of smaller, nonoverlapping
subdomains called elements or cells

• Association of the physical and/or chemical phenomena with
each group of subdomains and specification of the boundary
conditions

• Definition of fluid properties and incorporation of constitu-
tive and user-defined functions (UDFs) (e.g., rate expressions
of chemical reactions)
Solution to a flow problem is defined at nodes inside each ele-

ment (cell). In general, it can be said that the larger the number of
elements, the better the solution, since the accuracy of a CFD
solution is governed by the number of elements in the grid.More-
over, some field variables go through rapid variations in certain
regions in the domain, for example, as in the case of fast exother-
mic oxidation reactions. This necessitates the refining of the grid,
or increasing the number of elements in that region. Refining
continues until the solution is guaranteed to be grid-free. It is
worth noting that refining the grid increases the computational
cost associated with the CFD solution of the problems [12].
The solver, second element of a CFD package, transforms the

equations of transport phenomena into a system of algebraic
equations via discretization and solves them by an iterative
approach. These steps can be carried out either by the FEM
or by the FVM that are explained in the following sections.
The following balance equation in an arbitrarily chosen element
or cell can be written for a general flow variable ϕ, for example, a
velocity component or enthalpy [12]:

Rate of change

of ϕ in the

control

volume with

respect to time

=

Net rate of
increase of
ϕdue to
convection into
the control
volume

+

Net rate of
increase of
ϕdue to
diffusion into
the control
volume

+

Net rate of

generation of

ϕ inside the

control

volume

11 27

Outcomes of the solvers are analyzed by using the postproces-
sors, the collection of tools that, in general, allows detailed
visualization of the computational domain and the grid architec-
ture, editing and refining the 2D/three-dimensional (3D) plots
of the distributions of dependent variables (e.g., velocity, tem-
perature, species concentration) along the computational
domain and displaying time-variable results in animated forms.

11.3.2 Finite element method
One of the methods that is incorporated into the CFD packages
is the FEM. The method is based on the integral formulation of
the governing PDEs, and, when compared with the FDM, it
poses less stringent requirements for regularity and offers higher
chance of obtaining a numerical solution [13, 14]. FEM typically
involves the following steps [14]:
(a) Discretization of the solution domain into a grid structure

that is composed of elements such as triangles and quadri-
laterals. The elements are generated by the connection of
nodes. A description of elements and nodes are presented
in Figure 11.1.

(b) Determination of the interpolation (or shape) function,
which is used to describe the change of a field variable
(e.g., velocity, temperature) over a particular element.
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(c) Formulation of the element equations whose unknowns are
the values of the field variables at the nodal points.

(d) Combination of the element equations into a set of algebraic
equations to represent the change of the field variable in the
complete solution domain.

(e) Solution of the set of algebraic equations to compute values
of the field variable at the nodal points.

The shape (or interpolation) functions mentioned in the
previous algorithm are mostly considered to be polynomial
type due to their ease of integration and differentiation.
Another advantage of the polynomial shape functions is the
possibility of obtaining a more accurate approximation of
the exact solution simply by increasing the order of the

polynomial. Comparison of the linear and quadratic approxi-
mations of the change of a field variable in an element is pre-
sented in Figure 11.2.

Fundamentals and theory of the FEM are covered extensively
in the literature and will not be covered in this chapter. How-
ever, the reader is directed to Refs. [8] and [13] for a concise
explanation of FEM theory and to Ref. [14] for in-depth descrip-
tion and formulation of shape functions, elements, and applica-
tions of FEM to various heat transfer problems.

COMSOL Multiphysics is one of the commercial computing
software that uses FEM technique to solve continuum equations.
The solvers used by COMSOLMultiphysics for the solution of the
matrices assembled in the FEM break down the linear (or nonlin-
ear) problems into one or several linear systems of equations by
approximating the pertinent problem with a linearized one [15].
The so-called linear system solvers available in COMSOL Multi-
physics and their key features are presented in Table 11.1.

The direct solvers listed in Table 11.1 solve the assembled set
of equations by the Gaussian elimination method [1, 8] and
deliver solutions often faster than the iterative solvers for 1D
and 2D problems. Direct solvers can be used for 3D models if
the degrees of freedom is less than ~105. Iterative solvers, on
the other hand, are used in models with degrees of freedom
above ~105 and in the solution of 3D problems, for which the
memory requirements of the direct solvers are excessive. The
readers are directed to Ref. [15] for further details of the solvers
listed in Table 11.1.
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Figure 11.2 One-dimensional finite elements. (a) A linear element,
(b) a quadratic element, and (c) linear and (d) quadratic variation of
field variable ϕ over an element. Black circles represent the nodes, while
the white, numbered circles represent the particular element.
(Source: Lewis et al. [14]. Reproduced with permission of John Wiley &
Sons, Inc.)

Table 11.1 Linear system solvers available in COMSOL Multiphysics.

Direct solvers

UMFPACK • Highly efficient direct solver for one- and two-
dimensional problems

• Used for nonsymmetric systems

SPOOLES • Efficient direct solver for one- and two-dimensional
problems

• Used for both symmetric and nonsymmetric systems

• Uses less memory than UMFPACK

PARDISO • Highly efficient direct solver for one- and two-
dimensional problems

• Used for symmetric and nonsymmetric systems

• Often uses less memory than UMFPACK

Cholesky
(TAUCS)

• Efficient direct solver for one- and two-dimensional
problems

• Used for symmetric positive-definite systems
Iterative solvers

GMRES • Used for nonsymmetric systems

FMGRES • Used for nonsymmetric systems

• Able to handle more general preconditioners

• Requires more memory than GMRES

Conjugate
gradients

• Used for symmetric positive-definite systems

Geometric
multigrid

• Used for elliptic or parabolic systems

Source: Adapted from [15].

Edge

Element

Node

Figure 11.1 Structure of a finite element grid.
(Source: Lewis et al. [14]. Reproduced with permission of John Wiley &
Sons, Inc.)
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11.3.3 Finite volume method
The FVM is similar to FEM in the sense that it is based on the
integral formulation of the PDEs describing the system. The
solution steps involved in FVM can be summarized as follows:
(a) Discretization of the solution domain into control

volumes (cells)
(b) Integration of the equations on the individual control

volumes in order to reduce them to algebraic equations
for the dependent (unknown) variables

(c) Linearization of the discretized equations and solution of
the linear system(s) of equations in order to update the
values of the variables until convergence criteria are met

The solution strategy is somewhat varied by the last step since
the approach used to linearize and solve the discretized equa-
tions varies with the solver type. The two commonly employed
solvers in the FVM are pressure-based and density-based solvers
[12, 16]. In both methods the velocity field is obtained from the
momentum equations. In the density-based approach, the con-
tinuity equation is used to obtain the density field, while the
pressure field is determined from an equation of state. On the
other hand, the pressure-based solver extracts the pressure field
by solving the pressure or pressure correction equation, which is
obtained by manipulation of the momentum and continuity
equations [16]. Implementation of the pressure-based solver
via the so-called Semi-Implicit Method for Pressure-Linked
Equations (SIMPLE) algorithm [12] is explained later. Details
of the density-based solver are extensively covered elsewhere
[16] and will not be discussed here.
Application of the pressure-based solver via the SIMPLE algo-

rithm can be explained in the context of transport equations that
quantify hydrodynamics, mass, and heat transfer inside a single
porous catalyst-coated channel of a monolith reactor shown in
Figure 11.3 [17]. The relevant transport equations are given in
their generalized form as follows:

Continuity equation:

∂ρf
∂t

+∇ ρf v = 0 11 28

Momentum conservation:

∂

∂t
ρf v +∇ ρf vv = F −∇p+∇ τ + ρf g 11 29

Species mass conservation:

∂

∂t
ρf Ym +∇ ρf vYm = −∇ Jm +MmR

v
m +MmR

s
mAs

11 30

Energy equation:

ε
∂

∂t
ρf cpf T + 1−ε

∂

∂t
ρscpsT +∇ ρf cpf vT

=∇ keff∇T −
m

hmJm + τv + Sh 11 31

The transport equations given earlier are all functions of the

velocity field v, which is an unknown in the CFD calculations.
The momentum conservation equation that gives the velocity
field includes the pressure gradient term. If pressure gradient
is known, the momentum equation can readily be discretized
as has been done for any other scalar. If the flow is compressible,
the continuity and energy equations may be used as the trans-
port equations for density and temperature, respectively, which
allow for the calculation of pressure through an equation of
state. However, if the flow is incompressible, then the density
is a constant and, by definition, not linked to pressure. In this
case pressure–velocity coupling introduces a constraint in the
solution of the flow field: if the correct pressure field is applied
in the momentum equation, the resulting velocity field should
satisfy the continuity equation. By adopting an iterative solution
strategy such as the SIMPLE algorithm [18, 19], the pressure–
velocity coupling can be resolved. In this algorithm themass flux

(ρf v) terms are evaluated from so-called guessed velocity com-

ponents. Furthermore, a guessed pressure field is used to solve
the momentum equation, and a pressure correction equation,
deduced from the continuity equation, is solved to obtain a pres-
sure correction field, which is in turn used to update the velocity
and pressure fields. The SIMPLE algorithm can be summarized
as follows [12, 16, 18, 19]:
(a) Set the boundary conditions and the initial

guesses p∗, v
∗
, ϕ∗ .

(b) Compute the velocity and pressure gradients.
(c) Calculate coefficients of the equations and solve the discre-

tized momentum equation to compute the intermediate

velocity field v
∗
.

(d) Solve the pressure correction equation, and update velocity

and pressure and any other scalars p, v, ϕ .
(e) Check for convergence; if not converged, store the com-

puted values and go back to step (b).
The pressure-based solver and the SIMPLE algorithm, as well

as the density-based solvers, are implemented into ANSYS Flu-
ent, another CFD package used in many applications [16].
While it is successful in simulating many continuum problems,
some additional steps needs to carried out for simulation of the
catalytic reactors in ANSYS Fluent. If the catalytic phenomena
are described by mechanistic rate laws, these expressions have to

Flow

Pores

L

Figure 11.3 Schematic presentation of a monolith reactor with porous
catalyst-coated channels
(Source: Onsan and Avci [17]. Reproduced with permission of Elsevier.)
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be introduced to the software in the form of UDFs, which are
collection of computer codes needed to be prepared separately.
However, empirical rate expressions can be defined into ANSYS
Fluent directly. Alternatively, software such as CHEMKIN can
be directly integrated to solve reactive flow problems. In some
suites such as COMSOL Multiphysics (Section 11.3.2), it is pos-
sible to define the mechanistic kinetic information directly into
the software interface without requiring the need for coding of
UDFs. Apart from ANSYS Fluent and COMSOL Multiphysics,
other commercial suites such as OpenFOAM, CFD-ACE+, and
STAR-CD, can be used to model and simulate catalytic reactors
by the CFD approach.

11.4 Case studies

11.4.1 Indirect partial oxidation of methane in a
catalytic tubular reactor

11.4.1.1 Problem description
Hydrogen production is conventionally carried out by steam
reforming (SR) of natural gas over Ni-based catalysts. Since
most of the natural gas is composed of methane, SR can be
described by the following reaction:

SR CH4 +H2O=CO+ 3H2 ΔHo
298 = 206 2 kJ mol 11 32

The reaction is carried out in packed-bed tubular reactors
which are heated externally due to the strong endothermic
nature of the reaction. External energy demand can be mini-
mized by coupling SR with catalytic total oxidation (TOX) of
part of the fuel fed to the reactor over a Pt-based catalyst:

TOX CH4 + 2O2 =CO2 + 2H2O ΔHo
298 = −802 3 kJ mol

11 33

Combination of SR and TOX is known as indirect partial oxi-
dation (IPOX). Due to the fast nature of TOX, it occurs earlier
than SR and elevates the reactor temperature via exothermic
heat release. In IPOX, oxygen is always used as the limiting reac-
tant, and once it is completely consumed, the remaining meth-
ane is converted to hydrogen via Reaction 11.32. While SR and
TOX are the main reactions, product distribution is strongly
affected by the water–gas shift (WGS):

WGS CO+H2O=CO2 +H2 ΔHo
298 = −41 2 kJ mol

11 34

11.4.1.2 Reactor model and numerical solution
In IPOX it is essential to operate the reactor in adiabatic mode as
the exothermal heat has to be kept within the reactor for use in
the reforming step. As the adiabatic operation hinders the radial
heat transfer, gradients in this direction can be considered as
negligible compared to the ones in the axial (z)-direction.
Assuming that the convective effects are dominant over the dif-
fusive ones in the z-direction, the spatial changes in the molar

flow rate of the species and temperature at steady state can be
described by the 1D packed-bed tubular reactor model [20]:

dFm
dz

=AcρbedRm 11 35

dT
dz

=
Acρbed

3

e= 1
−ΔHe −re

7

m= 1
Fmcpm

11 36

At z = 0, Fm = Fin
m ; T =Tin 11 37

As summarized earlier, IPOX can be represented by three
reactions. The presence of seven components (CH4, H2O, CO,
CO2, H2, O2, and N2) is considered in the model. The catalyst
is considered to be a bimetallic Pt/Ni/Al2O3, which involves
the metals active for TOX (Pt) and SR (Ni). It is worth noting
that the model is formulated by assuming the catalytic reactor
as a pseudohomogeneous entity and neglects internal (intrapar-
ticle) and external (particle-to-fluid) mass and heat transfer
resistances. The rate expressions needed to describe the coexist-
ence of TOX, SR, and WGS reactions and physical parameters
needed for the solution of equations are obtained from the
literature [3, 21]. The differential mole and energy balances,
Equations 11.35 and 11.36, respectively, together with the initial
conditions given in Equation 11.37 form a system of ODEs that
are solved using a nonstiff, low-order ODE solver, the “ode23”
function of the MATLAB software.

Equations 11.35–11.37 describe the steady-state variations of
species molar flow rates and temperature along the reactor. When
time is considered as an independent variable in addition to the
reactor length to account for the temporal variations, the reactor
model can be expressed in terms of a set of PDEs as follows [20]:

ε
∂cm
∂t

= −
1
Ac

∂Fm
∂z

+ ρbedRm 11 38

ε
7

m= 1

cmcpm
∂T
∂t

= −

7

m= 1
Fmcpm

Ac

∂T
∂z

+ ρbed
3

e= 1

−ΔHe −re

11 39
At t = 0, Fm = Fm0; T =T0 11 40

At z = 0, Fm = Fin
m ;T =Tin 11 41

The species concentration term in Equations 11.38 and 11.39
can be expressed in terms of species molar flow rate through the
following relationship:

Fm = cmυ 11 42

Assuming that the gaseous reaction mixture can be consid-
ered to behave ideally, the volume change during the reaction
can be evaluated by the following equation:

υ= υin
FTotal
Fin
Total

T
Tin

11 43

Time dependence of υ is implicitly accounted by the depend-
ence of FT and T via Equations 11.38 and 11.39, respectively.
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Spatial dependence of υ can be expressed by the following dif-
ferential equation which is coupled to Equations 11.38 and
11.39 at each time step:

dυ
dz

=
υin

Fin
TotalT

in
T
dFTotal
dz

+ FTotal
dT
dz

11 44

The system of equations and the initial conditions
(Equations 11.38–11.44) are solved by using the FDM. If the
1D domain is divided into I intervals with I + 1 nodal points
and the temporal and spatial derivatives are approximated by
central differences, the following explicit scheme is obtained:

cm
n+ 1
i − 1

2 cm
n
i+ 1− cm

n
i−1

Δt
= −

1
εAc

Fm
n
i+ 1− Fm

n
i−1

2Δz

+
ρbed Rm

n
i

ε
11 45

Tn+ 1
i − 1

2 Tn
i+ 1−T

n
i−1

Δt
=

7

m= 1
Fmcpm

n
i

ε
7

m= 1
cmcpm

n
i Ac

Tn
i+ 1−T

n
i−1

2Δz

+
ρbed

3

e= 1
−ΔHe −re

ε
7

m = 1
cmcpm

n
i

11 46

e= 1, 2, 3; m= 1, 2, …7; i= 1, 2, … I

At each time step, values of the variables are calculated at
every i, and these are used as input for the next time stepping.
This scheme of discretization is known as Lax–Friedrichs finite
difference scheme, which is first order accurate [22, 23]. In order
to ensure stability during time stepping, the variables at time n
are approximated as the average of their values at (i − 1)th and
(i + 1)th nodes instead of simple forward differencing, that

is, cm
n+ 1
i − cm

n
i or Tn+ 1

i −Tn
i . According to the Courant–

Friedrichs–Levy (CFL) criterion [22, 23], the system retains
its stability as long as the following condition is satisfied:

1
εAc

Δt
Δz

≤ 1 11 47

At the end of the spatial domain, which is quantified by the
boundary conditions given in Equation 11.41, a hypothetical
nodal point (I + 1) must be included. Therefore, an artificial
boundary condition, which is of Neumann type that specifies
the derivative of the function, is required:

At z = L,
∂f
∂z

= 0 11 48

11.4.1.3 Results and key findings
Output of the numerical solution is given in terms of temperature
profiles shown in Figure 11.4 that demonstrate dependence of
temperature on the inlet conditions. The results show that max-
imum value of the temperature increases with decrease in the
molar inlet methane-to-oxygen (CH4/O2) ratio from 2.24 to
1.89. This outcome is expected due to the increased extent of
Reaction 11.33 that releases higher amount of exothermal heat
to raise the temperature. Increasing the amount of steam (i.e.,
changing molar inlet steam-to-methane ratio (H2O/CH4) from
1.17 to 2.34) while keeping the amount of inlet oxygen constant
leads to anexpecteddecrease in themaximumtemperaturedue to
the pronounced effect of endothermic SR that acts as a heat sink.
Outcomes of the solution of the unsteady-state (transient)

reactor model by the finite difference technique outlined earlier
are given in Figures 11.5, 11.6, and 11.7 in terms of temperature
profiles obtained atdifferent combinations ofmolar inletCH4/O2

andH2O/CH4 ratios. It canbeobserved that the reactor operation
reaches to its steady state between 60 and 120 s, depending on the
feed combination. Comparison of the solutions of the steady-
state (Figure 11.4) and unsteady-state models (Figures 11.5 and
11.6) shows that the “steady-state” profiles are close to each other
with minor differences that possibly come from the
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Figure 11.4 Steady-state reactor temperature profiles
obtained at different values of molar CH4/O2 and H2O/CH4

ratios at the inlet.
(Source: Karakaya et al. [20]. Reproduced with permission
of Elsevier.)
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approximations involved in the formulation of the finite differ-
ence scheme. Responses of the transient model against the
changes in the feed conditions (Figures 11.5, 11.6, and 11.7)
are similar to those of the steady-state model explained earlier.

11.4.2 Hydrocarbon steam reforming in spatially
segregated microchannel reactors

11.4.2.1 Problem description
Apart from coupling the exothermic and endothermic reactions
in the same volume, these reactions can be physically decoupled
to run in different volumes which are separated by a solid
medium allowing conductive heat exchange between the reac-
tions. This configuration can be realized in microchannel

reactors, the units known with heat and mass transfer rates that
are much higher than those involved in the conventional units.
The reader is referred to Chapter 9 of this book for a detailed
description and analysis of microchannel reactors.

A microchannel reactor configuration, in which catalytic
endothermic (hydrocarbon SR) and exothermic (hydrocarbon
combustion) reactions can be coupled, is shown in Figure 11.8
[24]. The reactor is composed of parallel groups of endothermic
and exothermic channels which are separated by thin solid walls.
The reactive flows are considered to be co-current. Each channel
is square shaped, and the inner walls of the channels are wash-
coated with a porous supported metal catalyst specific for the
reaction type. Washcoat thickness is assumed to be uniform
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Figure 11.5 Transient reactor temperature
profile obtained at CH4/O2 = 2.24 and
H2O/CH4 = 1.17.
(Source: Karakaya et al. [20]. Reproduced
with permission of Elsevier.)
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on all sides and along the channels. It is also assumed that (i) the
same reaction takes place in a horizontal array of channels, each
of which has the same inlet conditions, and (ii) the outermost
surfaces of the reactor block is well insulated, and the heat loss
to the surroundings become negligible.

11.4.2.2 Reactor model and numerical solution
Modeling of the reactor domain shown in Figure 11.8 requires
simultaneous solution of continuity and conservation
(of momentum, energy, and species mass) equations in the fluid
and catalytic washcoat phases in every channel as well as of the
heat flow between each channel in three dimensions. These sets
of equations and the necessary boundary conditions, presented
in Tables 11.2 and 11.3, respectively, can be simplified as a result
of the following assumptions arising from the particular posi-
tioning of the channels:
• Considering the shaded exothermic combustion channel in
Figure 11.8, it can be understood that the released heat is
transferred in all directions. However, due to the fact that
identical reactions occur in x-axis, temperature gradients
occurring in x-direction become negligible compared to the
ones occurring in y-axis. Moreover, heat flow out of the
shaded channel in x-direction (shown by the dashed arrows)
is counterbalanced by the heat flow from the neighboring exo-
thermic channels. As a result, heat transfer in x-direction, that
is, between the channels of the same horizontal group,
becomes negligible in the whole reactor domain.

• The alternating and symmetrical arrangement of the channels
allows the use of the “unit cell” as the representative geometry
of the whole reactor block. Since the vertical heat fluxes
(shown by the solid arrows in y-direction) that enter to/leave
from an endothermic/exothermic channel group cancel each
other out, the unit cell becomes adiabatic.
Based on the simplifications summarized earlier, 3D model-

ing of the multichannel reactor block can be simplified to 2D
modeling of the unit cell which is composed of half of the exo-
thermic and endothermic channels involving the catalytic wash-
coats and the thermally conductive wall. Validity of this
simplification is checked by solving the 3D model equations
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for a nine-channel microchannel reactor (see Section 11.4.2.3)
and by comparing the outcomes with those obtained frommod-
eling of the 2D unit cell. The study is carried out by using
i-octane SR (Reaction 11.49) and methane combustion
(Reaction 11.33) as the representative endothermic and exother-
mic reactions, respectively [25]:

i-C8H18+8H2O=8CO+17H2 ΔHo
298=1274 8 kJ mol 11 49

CH4 + 2O2 =CO2 + 2H2O ΔHo
298 = −802 3 kJ mol 11 33

The rate laws describing i-octane SR over a Ni/Al2O3 catalyst
and methane TOX over a Pt/Al2O3 catalyst, the necessary phys-
ical properties, and structural and operating parameters of the
reactor needed to execute the solution of the equations given
in Table 11.2 together with the pertinent boundary conditions
(Table 11.3) are available in the literature [25].

Table 11.2 Model equations used to simulate heat-exchange integrated microchannel reactor operation shown in Figure 11.8.

Fluid phase:
Equation of continuity

∂vxb
∂xb

+
∂vyb
∂yb

+
∂vzb
∂zb

=0

Equation of motion

ρfb vxb
∂vxb
∂xb

+ vyb
∂vxb
∂yb

+ vzb
∂vxb
∂zb

= −
∂pb
∂xb

+ μb
∂2vxb
∂x2b

+
∂2vxb
∂y2b

+
∂2vxb
∂z2b

ρfb vxb
∂vyb
∂xb

+ vyb
∂vyb
∂yb

+ vzb
∂vyb
∂zb

= −
∂pb
∂yb

+ μb
∂2vyb
∂x2b

+
∂2vyb
∂y2b

+
∂2vyb
∂z2b

ρfb vxb
∂vzb
∂xb

+ vyb
∂vzb
∂yb

+ vzb
∂vzb
∂zb

= −
∂pb
∂zb

+ μb
∂2vzb
∂x2b

+
∂2vzb
∂y2b

+
∂2vzb
∂z2b

Equation of species continuity

vxb
∂cmb

∂xb
+ vyb

∂cmb

∂yb
+ vzb

∂cmb

∂zb
=DAB,b

∂2cmb

∂x2b
+
∂2cmb

∂y2b
+
∂2cmb

∂z2b
Equation of energy

ρfbcpf ,b vxb
∂Tb
∂xb

+ vyb
∂Tb
∂yb

+ vzb
∂Tb
∂zb

= λfb
∂2Tb
∂x2b

+
∂2Tb
∂y2b

+
∂2Tb
∂z2b

Catalytic washcoat phase:
Equation of continuity

∂vxb
∂xb

+
∂vyb
∂yb

+
∂vzb
∂zb

=0

Equation of motion

μb
κb

vxb = −
∂pb
∂xb

+
μb
εb

∂2vxb
∂x2b

+
∂2vxb
∂y2b

+
∂2vxb
∂z2b

μb
κb

vyb = −
∂pb
∂yb

+
μb
εb

∂2vyb
∂x2b

+
∂2vyb
∂y2b

+
∂2vyb
∂z2b

μb
κb

vzb = −
∂pb
∂zb

+
μb
εb

∂2vzb
∂x2b

+
∂2vzb
∂y2b

+
∂2vzb
∂z2b

Equation of species continuity

vxb
∂cmb

∂xb
+ vyb

∂cmb

∂yb
+ vzb

∂cmb

∂zb
=DAB,eff ,b

∂2cmb

∂x2b
+
∂2cmb

∂y2b
+
∂2cmb

∂z2b
−ρbed,bRmb cmb,Tb

Equation of energy

ρbed,bcps,b vxb
∂Tb
∂xb

+ vyb
∂Tb
∂yb

+ vzb
∂Tb
∂zb

= λeff ,b
∂2Tb
∂x2b

+
∂2Tb
∂y2b

+
∂2Tb
∂z2b

+ ρbed,b
Nrxn

e=1
−ΔHe − re cmb,Tb

Solid wall phase:
Equation of energy

λw
∂2Tw
∂x2w

+
∂2Tw
∂y2w

+
∂2Tw
∂z2w

= 0

Source: Karakaya and Avci [25]. Reproduced with permission of Elsevier. Subscript b in the equations defines the quantities in channel b.

Table 11.3 Boundary conditions related to the mathematical model given in
Table 11.2.

Channel entrance: zb = 0, xb,yb
ub = uinb ; cmb = cinmb; Tb = T in

b

Along the fluid–wall interfaces (internal wall boundaries)

n vj =0

n −DAB∇cmb +vbcmb =0

n −λw∇Tw = n −λf∇Tb +vbρfbcpf ,bTb
Channel exit: zb = L, xb,yb
pb = poutb

n −DAB∇cmb =0

n −λf∇Tb = 0
External wall boundaries

n −λw∇Tw =0

Source: Karakaya and Avci [25]. Reproduced with permission of Elsevier.
Subscript b in the equations defines the quantities in channel b.
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The model equations presented in Table 11.2, subject to the
boundary conditions given in Table 11.3, are solved using the
FEM (see Section 11.3.2) on COMSOL Multiphysics platform.
The simplifying assumptions stated previously allow the varia-
tions along the x-axis to be neglected and take the changes on
y- and z-directions into account within the domain of the
2D unit cell shown in Figure 11.8. A representative grid struc-
ture needed for the solution of 2D model is presented in
Figure 11.9. The unstructured grids consist of 2D quadratic tri-
angular elements, with the number of elements ranging between
22 674 and 40 251. At regions near the channel inlets and in the
subdomain where combustion is modeled (i.e., the combustion
catalyst layer), the grid is refined so that sharp changes in
concentration and temperature can be resolved. It is worth
noting that the outcomes of the numerical solution can vary
with the type of meshing and the number of grid points. In
the present case, 33 980 triangular elements are found to give
a mesh-independent solution. UMFPACK solver (Table 11.1)
is employed for the solution of the linear system of equations
obtained after discretization.
Inclusion of the variations in x-axis leads to the formulation

of the reactor model in three dimensions. FEM-based solution of
the 3D model is carried out by meshing with tetrahedral
elements. Mesh independency of the mathematical solution is
investigated by increasing the number of elements progressively
from 25 800 to 84 923 and is guaranteed when a minimum of
70 388 elements are used [25]. The cost of the 3D model is sig-
nificantly higher than that of the 2D one. The former requires
32 h of CPU time for convergence, whereas the 2D model can
be solved in 2–4 min on a HP z800 workstation equipped with
8 × 2.67 GHz XeonTM processors and 32 GB memory [24].

11.4.2.3 Results and key findings
Solution of the 3Dmodel for a nine-channel microchannel reac-
tor is shown in Figure 11.10, which shows the temperature pro-
files in the x- and z-axes at five different, evenly spaced locations
in y-axis. The profiles clearly show that the variations in x-axis are
almost negligible. Comparison of these outcomes with those of
the 2Dmodel, presented in Figure 11.11, indicates that the differ-
ences between the average channel temperatures and the exit
temperatures are limited to only 4 K and 2 K, respectively. These
findings verify the validity of the simplifying assumptions made

earlier and show that a lower-cost 2D model can be used to sim-
ulate the heat-exchange integrated microchannel operation. The
model can also be used to design the reactor by investigating the
effects of structural parameters (thickness of the wall separating
the channels, material of construction of the reactor, side length
of the square-shapedmicrochannel) on temperature andproduct
distributions. An example of such an investigation is presented in
Figures 11.11 and 11.12. Figure 11.11 shows the effect thickness
of the stainless steel made separatingwall on distribution of aver-
age bulk temperature along the SR channel. For this purpose the
2Dmodel is solved for thewall thickness values that are increased
from 1 × 10−4 to 4 × 10−4 m by increments of 1 × 10−4 m. The
results show that as the wall thickness is increased, temperature
decrease is observed to be sharper at the channel inlet, but the rate
of decrease then becomes smaller along the remainder of the
channel. This finding is linked with the evolution of the axial
(z-direction) heat flux through the steel wall-SR washcoat inter-
face, whose details are provided in the literature [25].
Figure 11.12 presents the dependence of i-octane conversion

and H2 yield on the structural parameters of the microchannel
reactor. The outcomes, obtained by the solution of the 2Dmodel,
show that both H2 yields and hydrocarbon conversion increase
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Reforming
channel
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z= 0 z= 0.01 m
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Figure 11.9 The first one-tenth of the com-
putational grid used in the 2D simulation
of the microchannel reactor for coupling
catalytic methane combustion and i-octane
steam reforming.
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when channels with higher side lengths are separated by thicker
walls made from materials of construction with higher thermal
conductivities. These changes are shown to lead to the presence
of higher temperatures within the reforming channel and faster
reaction rates due to improvedheat transfer from the combustion
channel. In addition to these structural parameters, the texture of
the channel wall is found to affect product distribution. This
result is obtained by simulating two channel wall textures,
straight-through (ST) and microbaffled (BF), both defined in
Figure 11.13 [26], at identical conditions. It is observed that
the use of microbaffles improves i-octane conversion and H2

yield by favoring staticmixingbetween the fluid and catalyst layer
andby slightly increasing the contact time of the fluid and the cat-
alyst in both channels. Comparison of the grid structures needed
to explore the differences between the ST and BF configurations
(Figure 11.13) via the 2D model is shown in Figure 11.14.

The study and the outcomes provide insight into the impor-
tance of modeling and simulation tools in the design and

analysis of catalytic microchannel reactors that can operate with
improved conversion and yield figures. It is worth noting that
this conclusion is not limited to microchannel reactors and is
also valid for other catalytic reactor types.

11.5 Summary

Mathematical models of multiphase catalytic reactors involve a
set of conservation equations that describe the transport of
momentum, heat, and mass in a specified volume mathemati-
cally bounded with several conditions. Incorporation of the cat-
alytic chemistry and reaction rates into the model equations, all
of which need to be solved simultaneously, increases the nonlin-
earity of the problem. At this point, analytical techniques for
solving the model equations become insufficient, and one has
to employ a numerical solution method suitable to the nature
of the equations. In this chapter, numerical techniques for the
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solution of ODEs and PDEs, which are used in understanding
reactive transport of mass and heat in most of the reactor types,
are outlined. A brief overview of the CFD techniques is given, as
their use in detailed analysis and design of reactor operations is
increasing with the availability of technical opportunities for fast
computing. The content of the chapter is enriched with two case
studies in which the problem description, mathematical model,
accompanying numerical solution methods, and the descriptive
results are presented in detail.

Nomenclature

Ac cross-sectional area, m2

As surface area-to-volume ratio of the solid catalyst, m−1

cm concentration of species m, mol/m3

cpf heat capacity of the fluid mixture, kJ/kg/K

cpm heat capacity of species m, kJ/kg/K
cps heat capacity of the solid catalyst, kJ/kg/K
DAB diffusivity of component A into stagnant B, m2/s
DAB,eff effective species diffusivity in the porous catalyst, m2/s

F momentum source/sink term, kg/m2/s2

Fm molar flow rate of species m, mol/s
FTotal total molar flow rate, mol/s

g gravitational acceleration term, m/s2

h step size
hm enthalpy of species m, kJ/kg

Jm diffusive mass flux of species m, kg/m2/s
keff effective thermal conductivity, W/m/K
L microchannel length, upper limit of the spatial coordi-

nate x, m

Mm molecular weight of species m, kg/mol
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Figure 11.14 The first one-third of the computational grid used in the 2D simulation of the microchannel reactors with ST and BF wall configurations for
coupling catalytic methane combustion and i-octane steam reforming.
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n normal unit vector

p total pressure, Pa
−re rate of reaction e, mol/kgcat/s
Rm consumption/production rate of species m per

unit mass of catalyst, mol/kgcat/s
Rs
m consumption/production rate of species m in the

catalyst surface reactions, mol/m2/s
Rv
m consumption/production rate of species m in the gas

phase reactions, mol/m3/s
Sh heat source/sink term due to chemical reaction, W/m3

T temperature, K
t time, s
u linear fluid velocity, m/s

v fluid velocity vector, m/s

vx,
vy, vz

components of the fluid velocity, m/s

x, y, z spatial coordinates, m
yn value of the dependent variable y at the nth nodal point
Ym mass fraction of species m

Greek letters

ΔHo
298 reaction enthalpy at 298 K, kJ/mol

Δt time step, s
Δz grid size, m
ε void fraction of the porous catalyst
κ permeability of the porous catalyst, m2

λeff effective thermal conductivity in the porous catalyst,
W/m/K

λf fluid thermal conductivity, W/m/K
λw thermal conductivity of the wall separating the

microchannels, W/m/K
μ fluid viscosity, kg/m/s
ρbed bulk density of the catalyst bed, kgcat/m

3

ρf fluid density, kg/m3

τ stress tensor due to flow, kg/m2/s2

υ volumetric flow rate, m3/s
ϕ value scalar quantity at the cell center

Subscripts/superscripts

0 initial value of a dependent variable
b channel index
bed catalyst bed
e reaction index
eff effective
f fluid
i, j, k spatial nodal point indices
in reactor inlet
m species index
n temporal nodal point index
out reactor exit

s solid catalyst
w solid wall separating the microchannels
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CHAPTER 12

Reactor approaches for Fischer–Tropsch synthesis

Gary Jacobs and Burtron H. Davis
Center for Applied Energy Research, University of Kentucky, Lexington, KY, USA

Abstract

This chapter begins by considering the first reactors ever used for
FTS, which were fixed-bed reactors operated at atmospheric
pressure, and examines historical developments through World
War II and into the 1950s. In the time period between 1950 and
1985, three types of reactors were developed for commercial use,
including fixed-bed, fluid-bed, and slurry-phase reactors, with
significant advances beingmadebyShell on fixed-bed technology
and by Sasol on fixed-bed, fluid-bed, and slurry-phase reactor
technology. From 1985 to the present, the three reactor technol-
ogies have continue to be used the most extensively for commer-
cial operationswith, for example, both fixed-bed (PearlGTL) and
slurry-phase (OryxGTL) reactors being installedmost recently in
Qatar. In addition, significant strides have been made to develop
small-scale reactor technology that may prove to be useful for
converting remote gas, as well as biomass. These include micro-
channel reactors (e.g., Velocys), modular and mobile small-scale
GTLplants (e.g.,CompactGTL), and small channel reactors (e.g.,
Chart Energy & Chemicals, Inc.). In academia, researchers have
taken advantage of the liquid-like extraction property and gas-
like transport property of supercritical media for FTS to prevent
wax holdup and achieve high productivity.

12.1 Introduction

The reactor is an essential component of the conduct of catalytic
reactions. However, the reactor cannot improve the performance
of a catalyst; it can only decrease its performance. Badger [1]
outlined how early reactor engineering developments occur. He
indicates that initial developments usually utilize makeshift reac-
tors. Only later will a sudden advance in engineering lead to an
improvement in equipment that will offer a great advance in unit
operations. As understanding of the advance develops, varieties of
the new advance are introduced. Further along, these varied
developments are narrowed into one or a limited number of reac-
tors. The industry then settles on these few reactors until another

advance introduces new and radical changes. This was certainly
the case for reactors for the Fischer–Tropsch (FT) synthesis.

There are two general routes to convert coal and other solid
fuels to transportation fuels: direct liquefaction and indirect liq-
uefaction. Direct liquefaction converts the solid to transporta-
tion fuels by heating to a high temperature (ca. 450 C) and
pressure (160 atm). These are severe conditions that produce
a highly aromatic product that still contains significant heteroa-
toms that cause environmental problems when combusted. The
FT indirect liquefaction involves two steps; the first step involves
the conversion of the solid to synthesis gas (syngas) and then the
conversion of the syngas to transportation fuels. The syngas is
amenable to cleaning to remove the elements that are of envi-
ronmental concern (sulfur, nitrogen, CO2, etc.). Thus, the fuel
products from indirect liquefaction are of interest because they
are virtually free of environmentally harmful heteroatoms and
because their paraffinic nature results in a diesel fuel with a very
high cetane number. During the energy crisis of the 1970s, the
direct coal liquefaction process was the one that received most
attention, since it produced a high octane gasoline that could
meet the less stringent environmental regulations. However,
today it is the indirect liquefaction pathway that is receiving
the most attention, because of its fuel quality and environmental
benefits.

The conversion of syngas to transportation fuels is a highly
exothermic reaction so that both the catalyst and the reactor
must be designed to handle the heat of reaction. In addition,
the reaction may involve three phases (solid, liquid, and gas),
and this complicates reactor design. For the high-temperature
synthesis conditions, operation involves only solid- and gas-
phase reactants and products. Because the reaction follows a
simple polymerization mechanism in which the monomer is
some C1(OxHy) unit, it has not been possible to design a catalyst
that produces a narrow range of products. Thus, if the catalyst
has a high termination probability relative to the chain growth
probability (a low alpha catalyst), the products will contain a
high fraction of gaseous (C1–C4) products and these are not
desirable products today. Thus, today one prefers a catalyst with
a low termination probability relative to the chain growth
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probability, so that the reactor must be operated with three
phases (solid, liquid, and gas) being present. This means that
today’s reactor for FT synthesis is either a fixed-bed or a slurry
reactor, and both of these are used at the commercial scale today.
These two reactor types each have many advantages and pro-
blems associated with them. While significant advances in our
understanding of these two reactor types have been made during
the past 15 years, much still remains to be developed. The objec-
tive of this chapter is to outline many of the types of reactors that
have been utilized for FT synthesis and review current under-
standing of the science and engineering principles involved with
their operation.
Catalyst particles that are placed in the reactors are really

small chemical reactors. As shown in Figure 12.1 [2], the catalyst
particle can provide the smallest scale to be considered and is at
the angstrom level. At the other extreme, we can visualize a
chemical reactor that is on the order of 10 plus meters in diam-
eter and more than 30 m in height. The catalyst particle may
impart both physical and chemical effects upon the reaction.
For example, the porosity of the catalyst particle may impose
diffusional limitations for both the reaction rate and the product
selectivity. Early scientists and engineers were developing
catalytic materials with large surface areas and extensive poros-
ity [3, 4]; however, an accurate assessment of these improve-
ments had to wait for analytical methods to measure them.
Three advances started our ability to assess these physical prop-
erties: the development of a reliable method to measure the sur-
face area [5], the extent of the area of supported metals [6], and
an assessment of the porosity of the catalyst support or
the catalytic material on its performance [7, 8]. A variety of
these small catalyst pellets had been designed, usually to handle
problems encountered for mass and/or heat transfer [9]
(Figure 12.2). While the design of the catalyst particle—the
smallest reactor—is an important factor in the process, it will

not be covered in any detail in this chapter, which will focus
on the impact of the laboratory scale and larger reactors.

12.2 Reactors to 1950

The initial work by Fischer and Tropsch was carried out in
simple fixed-bed reactors and in many of the studies they were
operated at atmospheric pressure. For their commercial opera-
tions, German scientists and engineers settled on the fixed-bed
reactor with sufficient tubes for a single unit to produce about
15 bbl/day of product. For a large plant, they would then utilize
a sufficient number of these 15 bbl/day units to attain the design
production rate for the plant. The early German work in the
1925–1945 period focused on the fixed-bed reactor, but they
conducted research on a variety of reactor types and on other
catalysts. The German work fits well to the model described
by Badger [1] since a basic plant design was settled upon and then
individuals or small groups explored a variety of reactor types.
The status of the reactors used in pilot and commercial scale

by the end of World War II was summarized by Tramm [10].
These reactor types are shown in Figure 12.3.
Figure 12.3a illustrates an atmospheric pressure fixed-bed

reactor used in German FT plants. The catalyst is located
between vertical cooling plates, interconnected by horizontal
cooling-water pipes. The heat of the reaction is led away from
the catalyst by boiling water inside the pipes. The large-scale
plants in Germany, France, and Japan were usually operated
with these atmospheric pressure reactors.
Figure 12.3b shows a middle-pressure reactor in which the

catalyst is located in vertical tubes. Some 2000 such tubes were
connected into bundles and immersed into boiling water. This
reactor type was also utilized in many large installations, and
it was found that they could be operated satisfactorily.
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Figure 12.1 Scale of catalytic materials
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Figure 12.3c provides a schematic of a higher-performance
medium-pressure reactor that was developed shortly after
World War II by the Ruhrchemie/Lurgi Development Com-
pany. They differ from those in Figure 12.3b primarily in their
greater height and the use of larger diameter catalyst tubes.
A number of these reactors were used in Ruhrchemie plants
for several years in full-scale operation. Synthesis in these reac-
tors was preferentially conducted with gas recycling. These reac-
tors were utilized in the initial Sasol plants, and this type of
reactor is still being utilized at the Sasol I plant today.

Figure 12.3d represents reactors with catalyst layers bounded
with cooling surfaces. Only a part of the synthesis gas is con-
verted in each layer of catalyst, and the heat that is produced
is partly or completely removed by the cooling system located
below that catalyst layer. Gas was recycled in this reactor also.

Figure 12.3e illustrates a liquid-phase slurry reactor with cool-
ing coils located inside the reactor. In this reactor, the catalyst is

no longer fixed in place but is suspended in the start-up oil ini-
tially and finally in the FT products. Synthesis gas bubbles rise
through the suspension. Heat is conducted from the reactor
through pipes located inside the reactor that are filled with water
boiling under pressure.

Figure 12.3f represents a liquid-phase reactor with cooling
located outside the reactor. Here the catalyst slurry (called
sludge in much of the German literature of that period) was car-
ried by forced circulation by pumps through the reactor and the
cooler; details of this reactor are described in Ref. [11].

Figure 12.3g is a liquid-phase system with a granulated cata-
lyst that is in motion. Just as in the two previous reactor types,
the catalyst is suspended in oil inside the reaction space. Gas and
oil are introduced at such a rate that the catalyst particles are
kept in slight motion to prevent caking but are not carried over
by the gas stream. As a result, the catalyst remains in the reactor
while the oil is recycled through a cooling system located above

(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j) (k) (l)

(m) (n) (o) (p) (q) (r)
Figure 12.2 Schematic of some possible forms of catalyst
pellets, the smallest chemical reactor [9].
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Figure 12.3 Schematic of German reactors used in the pre-1955 period according to Tramm [10].
(Source: Tramm [10]. Reproduced with permission of Oil Gas Publisher.)
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the reactor. This design was developed so that the catalyst
should not plug the cooling system.
Figure 12.3hdescribes a fixed fluid catalyst bed reactor. The sys-

tem is characterized by a lively motion of the catalyst induced by
interactionswith the ascendinggas flow.Theheat is removedusing
a cooling system filled with water or other media that is located in
the fluidized catalyst bed. The 300 000 ton/year (ca. 8000 bbl/day)
Brownsville, Texas, plant used this design, and, while problems
were initially encountered, theunitwasbeing successfullyoperated
until high natural gas prices forced closure of the plant.
Figure 12.3i represents a recycle fluid catalyst bed reactor.

This design is similar to that developed during World War II
to carry out catalytic cracking. The gas velocity is sufficiently
high that the powdered catalyst is carried overhead with the
unconverted syngas and reaction products. The catalyst that is
carried over settles in the parallel vessel and the reaction pro-
ducts are withdrawn. Heat is removed from the parallel vessel
for catalyst settling and holding vessels.
In addition to the commercial reactors, the Germans tested at

the lab or pilot scale many types of reactors. These reactors are
included in the reviews mentioned later in the text and will not
be described, except for work with the slurry bubble column
reactor and the foam reactor.
The German gas circulation process was essentially the one

that was developed by HRI followingWorldWar II, as described
later in the text. The German work was directed toward produ-
cing good quality gasoline and an iron catalyst was utilized in

this work [11]. After completing work at the laboratory scale,
the reactor was scaled up to contain a 4 m3 catalyst volume with
the catalyst bed making up the bulk of the available space in the
reactor. The German operators noted marked disturbances of
the flow in the catalyst bed, a problem that was to later trouble
the HRI workers. The German operators overcame this problem
by adding baffle plates and dividing the reactor space into three
zones. The German operators concluded that the design of the
reactor they were using had to be changed and suggested the fol-
lowing design. They proposed alternating catalyst and cooling
elements into, for example, seven layers as shown in the
Figure 12.4 [11]. The war ended before the new concept could
be implemented and was not taken up in the following years.
A summary of the major reactor technologies utilized in Ger-
many during the 1935–1955 period follows [12].
The Ruhrchemie normal-pressure synthesis utilized a fixed-

bed reactor where the catalyst was located between plates and
internal water pipes were used for cooling. For the medium-
pressure synthesis, Ruhrchemie used a fixed-bed reactor with
the catalyst either filling the tube or located in the gap between
concentric tubes with cooling by water/steam located in the
spaces exterior to the out tubes. The IG Farben “Michael process”
used a fixed-bed reactor with external gas recycle for cooling. The
ARGE reactor uses a multitubular fixed-bed reactor with water/
steam located within the reactor shell for cooling; external gas
recycle may also be used for cooling. The Lurgi staged reactor
used segmented fixed-bed reactorswith adistributed feed of fresh
gas along the reactor plus external gas recycle for cooling.A fixed-
bed reactor was used for the BASF Duftschmid process together
with external liquid recycle for cooling, whereas the BASF foam
process used the same cooling with a reactor in which the reactor
contained a suspension of fine catalyst particles dispersed on the
liquid film of the gas bubbles. The Rheinpreussen–Koppers syn-
thesis utilized a slurry reactor with a suspension of a fine catalyst
in a liquid; both water/steam circulation within cooling coils in
the reactor and external liquid recycle were used for cooling.
Bubble column reactors were considered for the FT synthesis

during this period. In one version, a reactor with a relatively
small cross-sectional area to height was described [13]. The reac-
tor was claimed to have a height from 10 to 40 ft (3–12 m) and a
diameter from about 1 to 6 inches (2.5–15 cm). Presumably, this
patent is the reason why Exxon later made claims for a reactor
with a diameter larger than 6 inches. Another bubble column
reactor was described that had an expansion at the top to facil-
itate retaining the catalyst in the reactor [14].

12.3 1950–1985 period

Three types of reactors were utilized for the FT synthesis during
this period: fixed-bed, fluidized-bed, and slurry bubble columns
(Figure 12.5) [2, 15, 16]. The fluidized-bed reactor (Figure 12.5c
and d) must be a two-phase system, solid and gas, for FTS; if this
is not the case, liquid will lead to solid agglomeration and loss of
the fluid phase. The slurry-phase reactor (Figure 12.5a) will
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Figure 12.4 Schematic of the slurry reactor with multilayer beds [11].
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always be a three-phase system for FTS. Biardi and Baldi [17]
briefly reviewed three-phase catalytic reactors and concluded
that trickle bed and slurry reactors are the most important.
Another reviewed the advantages and prospects for FTS in
fixed-bed and slurry reactors but could not settle upon either
as the preferred one [18]. Since Shell utilizes the fixed-bed and
Sasol the slurry reactor in Qatar, this is also the situation today.

The Brownsville, Texas, plant (Carthage Hydrocol, a consor-
tium led by Texaco) utilized a fixed fluidized-bed reactor
designed by Hydrocarbon Research, Inc. (HRI). The reactor
was 17 ft (5.2 m) in diameter and 17 ft tall. Its construction
andmovement to the plant site were at the forefront of engineer-
ing, manufacturing, and transportation facilities available at the
time. The Brownsville plant encountered and overcame many
operational problems. Many of the problems encountered were

due to using new technologies for syngas production as well as
for the FT synthesis. However, in the FT reactor, many of the
problems were due to the scale-up factor. The initial design
was based on reactor results from a 2 inch (5 cm) laboratory
reactor and later from a 7 inch (17.8 cm) pilot plant. The use
of a scale-up factor of 100 was overly optimistic, and a number
of unexpected flow problems were encountered at the Browns-
ville plant. Among these was the formation of large gas bubbles
that caused both operational problems and a conversion that
was much lower than anticipated, based on lab data. Just as
the operational problems were being overcome, the price of nat-
ural gas, the plant’s feedstock, dramatically increased and this
forced the closure of the plant.

FollowingWorldWar II, Sasol was established to produce fuel
in South Africa, a country without petroleum reserves but an
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abundant supply of coal. The company chose to develop the cir-
culating fluid-bed reactors; this type of reactor had been success-
fully developed and scaled up several times duringWorldWar II
in the United States for the catalytic cracking process. While ini-
tially encountering operational problems, Sasol solved these to
the point where its operation was reliable. Two of the major pro-
blems they encounteredwere: (i) the formation of “large cannon-
sized balls” of catalyst/liquid product that impeded gas flow
through the smaller tubing and (ii) the growth of carbon fibers
that broke the catalyst particle or changed the density so much
that they clogged the filters and impeded the gas flow.
Sasol also operated fixed-bed reactors but on a smaller scale

than the circulating fluid-bed reactors. The fixed-bed reactor
utilizes a 2000 bundle of small diameter (5 cm) 12 m (40 ft)
tubes enclosed in a shell; the cooling fluid, usually steam, is con-
tained within the shell and on the exterior of the tube. The cat-
alyst must be carefully loaded into the tubular reactor so that
each tube has essentially the same pressure drop to prevent une-
ven flow through the tubes. Today, Sasol uses an iron catalyst in
the ARGE tubular reactors to produce about 8000 bbl/day of
high molecular weight products. Because of the exothermicity
of the FT reaction, there will be a hot spot unless special atten-
tion is paid to the operation. This can be accomplished by a
number of operations including dilution with inert gas, recycle
of unconverted reactants, and limiting the conversion. However,
the analysis of the catalyst from their commercial-sized plant
indicated that temperature gradients and gas composition along
the catalyst bed impacted the chemical state of the catalyst
(Figure 12.6) [19].
The development of the low-temperature liquid-phase process

began in 1938 by Kölbel and Ackermann [20]. It was interrupted

in 1944 by the events of World War II but was resumed in 1951.
In 1953 it led to the start-up of a pilot plant (Rheinpreussen–
Koppers) with a production rate of 11.5 tons (ca. 75 bbl/day)
of hydrocarbons per day that was operated under a cooperative
agreement among Kölbel at the Technische Universität, Berlin-
Charlottenburg, Rheinpreussen AG for Mining and Chemical,
Hamburg, and Heinrich Koppers GmbH, Essen. The primary
goal was the production of fuels as well as products for further
chemical processing [21–24]. In spite of questionable mass
balance data that were reported for this unit, Kölbel and his cow-
orkers developedmuch of the theoretical groundwork needed for
developing an understanding of the slurry reactor [25].
Further investigations with the same objectives were conducted

during the war by BASF and after the war by the US Bureau of
Mines, the Fuel Research Station (London), the Indian Institute
of Technology, and the University of Tokyo. Minor variations of
the reactor design utilized by Kölbel and coworkers were devel-
oped, but the overall design was the same. With the exception of
the BASF process modified by the Bureau of Mines, development
work did not exceed pilot-plant scale. The Bureau of Mines
assembled a 75 bbl/day plant in Louisiana, Missouri (including
German researchers from Operation Paperclip), but the develop-
ment of theMiddle East oil fields removed the fear of a shortage of
petroleum and the US government terminated funding of this
project soon after the election of President Eisenhower in 1952.
With the “oil crisis” of the 1970s, new activities in the use of

the liquid-phase process for the production of primary chemical
products have become apparent. Interest at that time was being
shownmainly in short-chain C2 to C4 olefins, themedium-chain
C5 to C14 olefin fraction, and oxygen-containing products
(aldehydes) [26].
Some of the work at the Pittsburgh Energy Technology Cen-

ter (PETC) utilized tube wall reactors for both methanation and
the FT synthesis [27–29]. These reactors had the catalyst adher-
ing as a thin layer on the wall of the tube. Troubles were encoun-
tered in attaching and in long-term retention of these catalysts.
They utilized high temperatures to attach the catalyst so that this
limited the catalytic productivity. While a promising idea, this
approach was abandoned.
During this period, Sasol was the only organization thatmain-

tained operational status. Being very isolated duringmuch of this
period, they did not have to worry about others utilizing their
process, and their international patents are very limited during
this period. It is surprising that the company allowed as much
information about their process and its operation to be made
available in public meetings and the open literature as they did.

12.4 1985 to present

12.4.1 Fixed-bed reactors
The fixed-bed reactor is highly desirable since it offers the high-
est density of catalyst/reactor volume that is attainable and, if the
temperature can be made uniform, the potential for the highest
productivity/reactor volume. This has not been accomplished to
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date so that there is much room for improvement in the com-
mercial operation. In addition, there is a problem with diffusion
and associated methane, which is made as the particle size of the
catalyst increases. It would appear that the fixed-bed reactor is
where the greatest advantage of the “rim-loaded” catalyst would
be obtained. A “rim-loaded” catalyst is one where the catalytic
component is located on the exterior of the catalyst particle.
It is therefore not surprising that there has been a lot of patent
activity by both Shell and Exxon in this area. Shell indicates that
they have made significant progress in making improvements in
the operation of the fixed-bed reactor and that some of these
were included in the Bintulu plant when it was restarted in
2000. It has been implied that Shell does not utilize a rim-loaded
catalyst in their commercial operation although they have
reported at least two improvements that led to increases in pro-
duction for their Bintulu plant due to improvements in the cat-
alyst (i.e., the smallest reactor).

In spite of the widespread use of fixed-bed reactors, much
remains to be done to define the dynamics of the reactor [30].
Most of these reactors are operated in the concurrent mode at
which the gas and the liquid both flow from the top to the bot-
tom. A number of flow regimes have been distinguished for
packed columns in downflow operation [31, 32]. Based on the
Reynolds number for liquid and gas flows, the flow regimes
include (i) trickle flow, (ii) pulsed flow, (iii) dispersed bubble
flow, (iv) wavy flow, and (v) spray flow (Figure 12.7) [17]. In
general, countercurrent flows lead tomuch larger pressure drops
across the bed, and this would be the case for FTS. Thus, the
countercurrent flow mode is not used in today’s plants.

The fixed-bed reactor has been scaled to the largest size that is
likely to be used. The shipment of the outer vessel limits the
number of tubes that can be placed in a single bundle of tubes.
Likewise, when the diameter of the bundle is fixed, the number
of tubes becomes limited since adequate space must be left

around each tube for circulation of the cooling material. This
limits one to about 3000 tubes or less for each reactor. In addi-
tion, catalyst loading becomes a more complex problem as the
number of tubes is increased since each tube must have essen-
tially the same pressure drop across them in order to have the
same flow of reactants and products through each tube. Liquid
holdup has a significant impact in the fixed-bed reactor but this
has been rarely explained. Recently, de Klerk has provided a
detailed description of this effect during the FT synthesis [33].
Shell has experience with the slurry reactor since runs were
made at the La Porte facility with their catalyst [34]. However,
for their 140 000 bbl/day plant in Qatar, they chose to use
the fixed-bed reactor. This clearly demonstrates the viability
of the fixed-bed reactor for the FT synthesis at the commercial
scale.

Flow through a packed bed reactor was investigated during
the FT work at the Bureau of Mines [35]. The studies showed
the extraordinary effect that the voids in the bed and the degree
of roughness of the solid had on the pressure drop along the
reactor. They developed equations to account for these.
Al-Dahhan et al. [36] developed a model that is able to predict
the pressure drop together with the liquid holdup of a fixed-
bed reactor at operating conditions appropriate for industrial
processes. A theoretical tortuosity model was developed for
fixed beds of identical particles. It was found to be proportional
to a packing structure factor that was given in terms of bed voi-
dage and particle shape. In another study, the use of high-
pressure trickle-bed reactors has been authoritatively reviewed
with respect to flow regime transitions, pressure drop, liquid
holdup, gas–liquid interfacial area and mass-transfer coeffi-
cient, catalyst wetting efficiency, catalyst dilution with fines,
and evaluation of trickle-bed models for liquid-limited and
gas-limited reactions [37]. While this chapter does not deal
with FT synthesis directly, the issues encountered for this reac-
tion are covered. The issues of process development and scale-
up and scale-down issues have been addressed by Sie and
Krishna [38]. Considerations that went into the selection by
Shell to commercialize the fixed-bed reactor have been
described [39]. It was reported that the main factor in choosing
the multitubular trickle-bed reactor for the Bintulu plant was
timing. At that time, Shell personnel decided that the attractive
cost and the acceptable risk would allow them to proceed to
construction of the plant. They expected that further increases
in reactor capacity for later plants should be possible by reactor
improvements and advances in catalyst design. These deci-
sions, based on the 140 000 bbl/day Pearl GTL plant in Qatar
(i.e., a joint venture between Shell and Qatar Petroleum),
proved to be correct. One of the great advantages of the
fixed-bed reactor is that one only has to utilize one tube in
the laboratory setting in order to evaluate the performance
at the commercial scale.

Nontraditional types of fixed-bed reactors are beginning to be
considered. A gas-lift reactor with monolith type catalyst pack-
ing has been described for FT synthesis [40]. It is reported that
this reactor has been tested at the laboratory scale with a cobalt
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catalyst and that it showed advantages over slurry and fixed-bed
reactors so that it permitted an increase in the efficiency of FTS
units as a whole. The influence of channel geometry
(Figure 12.8) [41] on the hydrodynamics and mass transfer in
monolith film flow reactors has been described, and the liquid
distribution and the flooding boundaries were determined by
experiments. It was found that flooding limits were in the range
of other commercial structured packings and operation could
be conducted using industrially relevant conditions. Larger
channel sizes and lower surface tension expanded the window
of operation but the viscosity seemed to have a minor effect.
Gas–liquid mass transfer was a strong function of the surface
to volume ratio that was defined by the channel dimensions.
Reactive distillation tray columns are receiving much atten-

tion for some applications [42]. This technique has been applied
for the FT synthesis, but it has not been widely accepted as a use-
ful approach [43].
Microchannel reactors are compact FT reactors that have

channels with diameters in the micrometer range. The small-
sized channels dissipate heat more quickly than conventional
reactors with larger channel diameters in the 20–30 mm (i.e.,
inch) range so that more active catalysts can be used. As a result,
microchannel reactors exhibit conversions in the range of 70%
per pass, and this limit is introduced by the sensitivity of the cat-
alyst to water vapor. Microchannel reactors are designed for eco-
nomical production on a small scale. A single microchannel
reactor block might be so small that it will produce up to 50 bar-
rels (bbls) of liquid fuel per day. However, it can be scaled to
produce up to 500 bbl/day.
At least three companies are active in developing the micro-

channel reactors for FT synthesis. Velocys’ developments are
based on initial research conducted at Battelle labs and has
invested more than $300 million in developing the technology
over the past 15 years [44]. They report that they are at the cusp
of commercialization, having completed one demonstration plant
with two more scheduled, and they have been recently selected
to provide reactors for a plant in the 1000–2000 bbl/day scale.

The scale of their reactor core is indicated in Figure 12.9.
They indicate that their productivity is much greater than that
obtained by two other organizations that use conventional reac-
tors, as illustrated in Figures 12.10 and 12.11 [44, 45].
Compact GTL is another company that is actively developing

small-scale GTL plants [46]. They completed a test with Petro-
bras in 2012 of a modular system that is suitable for deploying at
remote locations in order to utilize stranded natural gas. In 2012,
they completed testing of a 20 bbl/day pilot plant at the Petro-
bras location. With Petrobras they have completed a conceptual
engineering study for a 2000 bbl/day plant that will be installed
on a floating vessel.
Chart Energy & Chemicals, Inc. is a manufacturing company

that is interested in developing their facility to produce small
channel reactors. Two materials of construction, stainless steel
and aluminum, have been considered [47]. Aluminum has the
advantage that it is easier and faster to use to manufacture larger
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units than can be done with stainless steel. This will permit
them, using existing manufacturing facilities, to construct a sin-
gle unit that could produce about 500 bbl/day, whereas today’s
single unit produced from stainless steel only produces about
20–50 bbl/day. Aluminum has the disadvantage that it has an
upper operating temperature that is much lower than stainless
steel. The isothermal operation of this reactor is illustrated by
the results in Figure 12.12 [48]. The products obtained using
the aluminum fixed-bed compact heat exchange reactor are
illustrated in Figure 12.13 [48] and are comparable to those
obtained with the same catalyst in a liquid slurry-phase reactor
with the same catalyst. In another study, a multichannel micro-
structured reactor packed bed reactor was utilized with a high-
activity cobalt–alumina catalyst [49]. It was found that the
conversion and selectivity of the catalyst obtained using the
microstructured catalyst were very similar to that obtained with
the same diluted catalyst in a fixed-bed reactor.

It appears that the above small channel reactors utilize a
packed bed catalyst design. Another approach is provided in

which a monolithic-structured catalyst bed is utilized
(Figure 12.14) [50]. In this configuration, the catalyst is attached
to the wall of the reactor. The authors reported very surprising
results with a cobalt catalyst since even at nearly 100% CO con-
version and obtained less than 10% methane and very low CO2

(Figure 12.15). These two products show increases to the range
of 20% or higher as the conversion approaches 90% in a slurry
reactor where the temperature remains constant the same as for
the small channel reactor.

UOP [51] made a comparison of the entrained bed reactor,
designed by Kellogg [52] and operated commercially by
Sasol, a tube-wall reactor developed by US DOE [53], a slurry
reactor, designed by Kölbel [25] and operated on a semicom-
mercial scale at Rheinpreussen–Koppers, and the ebullating
bed reactor, developed by the US Bureau of Mines [54] and uti-
lized by ChemSystems, Inc. [55]. It was concluded that, since the
FT reactor represented only a small part of the total cost of an
indirect coal liquefaction plant, the value of the products was of
primary importance in the selection of a particular reactor [51].
These authors also mentioned that in spite of uncertainties in
the yield structures that have been reported for some reactor sys-
tems, the differences in comparing the above reactor systems are
large enough to indicate clear advantages for the slurry reactor.
The slurry reactor has the lowest investment and catalyst costs.
It was expected to give the highest gasoline yields and thermal
efficiencies [51]. While the slurry reactor appears to be the
one currently being considered by many organizations, it
appears that it will be operated to maximize wax yield, which
will then be cracked to diesel fuel with the goal of minimizing
the gasoline yields. Changes in perception and in product
demand occur rapidly in the fuel industry.

Guettel and Turek [56] compared four reactor types, namely,
fixed bed, slurry bubble column, monolith loop, andmicrostruc-
tured. A one-dimensional (no axial mixing) modeling approach
was used to make the comparisons. One of their conclusions was
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that a monolith loop reactor could approach the productivity of
the slurry bubble column reactor and at the same time had the
advantages of a fixed-bed reactor. They also concluded that
microstructured reactors could achieve very high efficiencies
but would suffer from their low productivity per reactor volume.
The research team [57] later found that high catalyst and reactor
volume-specific productivities could be obtained using milli-
structured fixed-bed reactors having channel widths as high
as 1.5 and 3mm, with catalyst particle sizes of 100, 200, and
350 μm providing high effectiveness factors and suitable pres-
sure drops.

12.4.2 Fluidized-bed reactors
Circulating fluidized-bed reactors have been operated success-
fully at Sasol for many years. The major disadvantages for them
are the need to operate at high temperature to obtain sufficient
productivity with the lower surface area catalysts that are needed
to obtain attrition resistance, the low alpha operation where
only vapor-phase products are produced as is required to elim-
inate catalyst agglomeration, the energy required for catalyst
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circulation, and the pressure drop through the catalyst bed.
Many of the operational disadvantages have been overcome
by the development of the fixed fluidized-bed reactor [58].
The Sasol fixed fluidized-bed reactors have now replaced all
of the circulating bed reactors. Analogies between fluidized mul-
tiple phase reactors and bubble column reactors have been made
[59, 60]. They show that the hydrodynamic behavior is both
qualitatively and quantitatively similar in nature and that much
cross-fertilization of concepts is applicable in scaling up.

12.4.3 Slurry bubble column reactors
The major attention, both industrial and academic, during the
past 15 years, has been given to the slurry bubble column reac-
tors and the literature on this subject in general, and specifically
for the FT synthesis, has exploded. Several options exist today
for the slurry reactors; some of these are illustrated in
Figure 12.16 [61]. The simple bubble column reactor (type A)
is most commonly encountered and has been applied for the

FT synthesis. The multishaft bubble column reactor (type D)
has also been utilized for the FT synthesis or at least one of
the shafts of 6 inch diameter has been utilized by Exxon. Several
laboratory-scale bubble column reactors with static mixers have
been evaluated for the FT synthesis at the laboratory scale.

The slurry-phase methanol process has been developed and
commercialized [62–64]. Deckwer has published a major trea-
tise on bubble column reactors [65]. Saxena [66] reviewed the
use of bubble column reactors for FTS. A review of more recent
studies has been presented [67]. The reader is referred to these
for the description of reactor details. In the following, only brief
accounts will be given for some of the major topics.

Two major types of slurry bubble column reactors are illus-
trated in Figure 12.17, one from Exxon [68] and the other from
Sasol [69]. The reactor containing cooling coils immersed in the
slurry is the one that is the most frequently encountered. The
concept of one type of reactor patented by Exxon [68] has many
similarities to the ARGE fixed-bed reactor except the fixed
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catalyst bed has been replaced with a slurry catalyst. Both utilize
the “tube-in-a-shell” reactor concept.
As with the three-phase slurry reactor in other applications,

the distributor plate is usually treated as a proprietary topic.
Kölbel contends that when the bubble column reactor is oper-
ated in the proper gas flow range, the bubbles within the reactor
will be in dynamic equilibrium with the formation of larger bub-
bles and their spontaneous breakup. Some of the concepts for
the gas sparger are illustrated in Figure 12.18. Most patents
for the application of bubble column reactors for the FT synthe-
sis would include multiple tube types of spargers. In practice, the
tube spargers would be covered with a bubble cap to prevent
solids from entering the tube, as shown in Figure 12.18.
For modeling purposes, the bubbles within the slurry are usu-

ally considered to have a spherical shape, their size distribution
taken as some average size, and their breakup and reformation
are neglected. However, it was shown that the bubbles are clearly
not spherical but are as presented in Figure 12.19 [70]. The influ-
ence of elevated pressure and temperature on the shape and rise

velocity of a single bubble in a liquid–solid suspension has been
investigated in a unique experimental setup [71]. For very low
flows (e.g., gas velocity of 0.01 m/s), it is possible to have a rea-
sonably uniform distribution of small (<5 mm) bubbles that rise
vertically [72] and can be modeled as plug flow. However, to
operate in the small bubble, plug flow regime DeSwart et al. [72]
calculated that it would require seventeen 11m diameter reactors
to produce the same amount of product as could be produced in
four 7.5 m diameter reactors that operate in the churn turbulent
slurry regime.
It is found that the bubble rise velocity decreases with increas-

ing pressure and with decreasing temperature. This is mainly
due to the changes in the density of the gas and the liquid veloc-
ity. Not only do the bubbles have a shape like a comet with a tail
of smaller bubbles, they also do not rise straight to the vertical
but may exhibit a corkscrew path to the top of the reactor, leav-
ing regions rich in bubbles and regions with a lower concentra-
tion (Figure 12.20) [73]. The bubble shape is frequently modeled
with variable aspect ratios as cross sections of ellipsoids [74].
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The US DOE had a major effort to understand the many vari-
ables affecting the performance of a bubble column reactor.
Dudukovic and Toseland [75] outlined the cooperative study
by Air Products and Chemicals (APC), Ohio State University
(OSU), Sandia National Laboratory (SNL), and Washington
University in St. Louis (WU). The efforts of this group have
developed valuable unique experimental techniques for the
measurement of gas holdup, velocity, and eddy diffusivities in
bubble columns. They have obtained data that allows improved
insight in churn-turbulent flow and have assessed the impact of
various effects (internals, solid concentration, high gas velocity,
pressure, etc.). General ideal flow pattern-based models do not
reflect bubble column reality; to date the models are based on a
combination where some parameters are evaluated from first
principles and some from the database.

It has been observed that the time-dependent flow behavior
in a cylindrical column is chaotic and not predictable. However,
some periodic structures may be detected in the velocity
time series in the axial and tangential directions that may lead
to some kind of periodicity [76]. It has been reported that the
transition from the homogeneous to the heterogeneous flow
regime in bubble columns could be quantitatively found with
high accuracy by analyzing the chaotic characteristics of the pres-
sure fluctuation signal. A distinctive feature of the pressure signal
from bubble columns is that it is composed of two different parts:
a low-frequency part resulting from the motion of the large bub-
bles and a high-frequency part resulting from all other processes
(coalescence, collapse, breakup, etc.) [77]. Delnoij [78, 79] con-
ducted an extensive study and concluded that their computed
flow structures resembled the experimentally observed patterns
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Figure 12.18 Illustration of some concepts for
the sparger for the bubble column reactor. Left,
from [61]: (a) dip tube, (b) perforated plate,
(c) perforated ring, and (d) porous plate.
(Source: Reprinted from Lee [61], © 2003, with
permission from the author.). Right: closeup
view of a sparger from an Exxon patent [68].
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Figure 12.19 Typical particle trajectories within three different flow regions around a rising bubble in a slurry bubble column reactor [70].
(Source: Luewisuthichat et al. [70]. Reproduced with permission of the Society of Chemical Engineers, Japan.)
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although the time-dependent behavior predicted by the model
differed from that observed in their bubble column.
The extensive theoretical and experimental data for bubble

column reactors have been applied to situations that are appli-
cable to FTS. Inga and Morsi [80, 81] have constructed a 0.3 m
diameter, 2.8 m tall slurry bubble column reactor and have oper-
ated it in the churn-turbulent regime with catalyst concentra-
tions up to 50 wt.% and pressures to 8 bars. The impact of gas
velocity, pressure, and catalyst concentration on gas holdup
(εG) has been determined, and it was found that under given
operating conditions, the gas bubbles could be classified into
“small” and “large” bubbles [80, 81]. The “large” bubbles showed
plug flow behavior, but the “small” bubbles recirculated with the
liquid. The gas holdup increased with superficial gas velocity
and pressure and decreased with catalyst concentration. At high
catalyst loading, coalescence of gas bubbles increased, reducing
the number of small bubbles and the gas interfacial area. The
gas–liquid mass transfer coefficient (kLa) values followed the
trends of the gas–liquid interfacial area [80, 81].
Van der Laan [82] reported attempts to model FT in a bubble

column reactor. His model exhibited well-mixed liquid and two
gas bubble regimes: small bubbles that were well mixed and large
bubbles that showed plug flow behavior (Figure 12.21). Van der
Laan [82] also provided a summary of bubble column reactor
models that others have utilized (Tables 12.1 and 12.2). He con-
cluded that the FT slurry bubble column reactor is reaction
controlled due to the low activity of the iron catalyst and the

volumetric mass transfer coefficient of the large bubbles due
to frequent bubble coalescence and breakup. Recent models
involve the application of multicomponent reaction engineering
models for FTS in bubble column reactors. Examples of these
and other models can be found in the literature [72, 82, 96–105].
The internals of the bubble column reactor may have a dra-

matic impact on the flow patterns of the bubbles and the liquid.
Companies have not divulged details about the internals to date.
Some details of the US DOE pilot plant (22.5 inch; 0.57 m diam-
eter) have been published [106]. In this report the dimensions of
the cooling tubes, their location, and their number are provided.
These cooling coils occupied about 10% of the total volume of
their commercial reactors’ slurry volume. The gas holdup and
bubble characteristics as well as their radial profiles were deter-
mined in a column that was about the size of the US DOE reac-
tor [107–109]. Dense internals were found to increase the overall
gas holdup and to alter the radial gas profile at various superfi-
cial gas velocities. The tube bundle in the column increased the
liquid recirculation and eliminated the rise of bubbles in the wall
region of the column. These results indicate that further studies
of bubble column hydrodynamics are directed toward larger
scale units equipped with heat exchange tubes.
The fate of bubbles in the slurry reactor is a complex issue

since they undergo formation and breakup [110, 111]. Single-
bubble and two-bubble models have been evaluated [112].
Two models for the churn-turbulent flow regime were devel-
oped, and a comparison indicated that increasing reactor
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of bubble swarm

Bubbles

Spiral rising
bubble flow

Vortical spiral
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Particles

Figure 12.20 Model of the flow scheme in the slurry bubble
column reactor [73].
(Source: Ohkawa et al. [73]. Reproduced with permission of
Elsevier.)
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diameter and reducing catalyst concentration enhanced the dif-
ference between the two models. However, because the bubbles
were continuously undergoing formation and breakup, the

distinction between the two models was found to be small. In
the same study, a numerical model was developed to predict
the bubble size distribution in turbulent bubbly flows [112].
A square bubble column operated at a superficial gas velocity
of 2 cm/s was chosen as a simulation base to evaluate the para-
meters. “Daughter” bubbles are produced from the breakup of a
“parent” bubble in a bubble column reactor. The critical Weber
number, the daughter size distribution, and the superficial gas
velocity were varied, and it was found that changes both in
the Weber number and the daughter size distribution had a sig-
nificant impact on the overall bubble size distribution, but a
different shape did not have a significant impact. Krishna and
van Baten [113] illustrated the relation of gas holdup and the

D= 8 m

Gas outlet

Slurry

Slurry

Model

Plug
flow

Large
bubble

holdup=
εb

UHG

US

UG–UDF UDF

UG

Solids
holdup = εP

US

kLa kLa
Large Small

Well
mixed

Well
mixed

Small
bubble

holdup=
εDF

Synthesis gas

CoolantH= 24 m

Figure 12.21 Hydrodynamic model of a slurry bubble column reactor in the heterogeneous flow regime [82].
(Source: van der Laan [82]. Reproduced with permission of Elsevier.)

Table 12.2 Kinetic models for Table 12.1.

FT kinetic expressions WGS kinetic expressions

1 kCH2 ,L 1 k CCO,LCH2O,L−CCO2 ,LCH2 ,L KP

2
kCH2 ,LCCO,L

CCO,L + aCH2O
2

k CCO,LCH2O,L−CCO2 ,LCH2 ,L KP

PCO + aPH2O

3
kCH2 ,LCCO,L

1 + aCCO,L
2

Source: van der Laan [82]. Reproduced with permission of Elsevier.

Table 12.1 Comparison of reaction engineering models for the Fischer–Tropsch synthesis in slurry bubble column reactor.

Reference Gas phase Liquid phase Catalyst distribution Energy balance Components FT WGS Table 12.2

Calderbank et al. [83] PF PF Uniform Isothermal H2 1 —

Satterfield and Huff [84] PF PM Uniform Isothermal H2 1 —

Deckwer et al. [85] PF PM Uniform Isothermal H2 1 —

Deckwer et al. [86] AD AD Non-uniform Non-isothermal H2 1 —

Bukur [87] PF PF,PM Uniform Isothermal H2 1
Stern et al. [88] PF PM Uniform Isothermal H2, CO, CO2, H2O 1 —

Kuo [89] PF PM,PF,AD Non-uniform Isothermal C5H10 1 —

Kuo [89] PF PF Non-uniform Isothermal H2 2 2
Stenger and Satterfield [90] AD AD Non-uniform Isothermal H2, CO, CO2, H2O, C5H10 1 1
Prakash and Bendale [91] AD AD Non-uniform Isothermal H2, CO, CO2, H2O, C1–3 2 2
Prakash [92] AD AD Non-uniform Isothermal H2, CO, CO2, H2O, C1–3 2 2
De Swart [93]a AD AD Non-uniform Non-isothermal H2 1 —

De Swart [93]b PF PM Uniform Isothermal H2 1 —

Mills et al. [94] AD AD Non-uniform Non-isothermal H2 1 —

Inga and Morsi [95] PF MC Uniform Isothermal H2, CO, H2O 1,3 2
Krishna, et al. [96]b PF PM Uniform Isothermal H2, CO 3 —

Van der Laan modelb PF PM Uniform Isothermal H2, CO, CO2, H2O, N2, C1–100

AD, axial dispersion; MC, mixing cells; PF, plug flow; PM, perfectly mixed.
a Heterogeneous flow regime: large bubbles: PF, small bubbles and liquid: AD.
bHeterogeneous flow regime: large bubbles: PF, small bubbles and liquid: PM.
Source: van der Laan [82]. Reproduced with permission of Elsevier.
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superficial gas velocity for an air–water system (Figure 12.22).
Operating in the churn-turbulent regime, the hydrodynamic
and mass transfer characteristics of four gases (H2, CO, N2,
and CH4) were obtained for a liquid hexane mixture using a
0.3 m diameter and 2.8 m tall bubble column. The gas holdup
and mass transfer coefficient values for all four gases increased
with superficial velocity and pressure increases. However, the
values decreased with increasing catalyst concentrations. The
hydrodynamics (i.e., gas holdup, Sauter mean bubble diameter)

and the overall volumetric liquid-side mass transfer coefficients
were measured in the same-sized column using three liquids:
liquid paraffin mixture, light FT cut, and heavy FT cut
[114–116]. It was found that for nitrogen, the gas holdup, the
overall kLa, and the population of small bubbles decreased as
the molecular weight of the liquid was increased. Two novel
empirical correlations for predicting gas holdup and the overall
kLa for these gases in the FT cuts were proposed.

12.4.4 Structured packings
The use of structured packings has been investigated during
recent years, and some examples of the packing used are shown
in Figure 12.23 [117], and packing for a 0.1 m column is shown
in Figure 12.24 [118]. Results demonstrate that the application
of structured packings in gas–liquid–solid reactors offers good
opportunities for the removal or supply of energy. The applica-
tion of a structured catalyst in an FT reactor has revealed clear
advantages of the improved radial heat transport properties,
allowing the application of more active catalysts and the use
of larger reactor tube diameters. It gives an outlook for process
intensification in fixed-bed FTS reactors. It is thus concluded
that, although there are still challenges to be overcome, struc-
tured packings have great potential for application in multi-
phase fixed-bed reactors [119].
Several structured packing elements have been compared

with regard to catalyst holdup, heat transfer performance, and
pressure drop [120]. The results indicate that using catalyst coat-
ing gave lower pressure drop than packed beds but had a much
lower catalyst inventory per reactor volume. On the other hand,
a particle-packed structure exploited the advantages of struc-
tured flow while not sacrificing much in catalyst holdup com-
pared to a randomly packed bed. This alternative retained
the favorable pressure drop characteristics so that smaller
particle-sized catalysts could be used. Despite their lower
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column operating with air–water system spanning both the homogeneous
and heterogeneous flow regimes [113].
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(a) (b) (c) (d)

Figure 12.23 Examples of structured packing: (a) open cross flow structure (OCFS), (b) closed cross flow structure (CCFS), (c) knitted wire, and
(d) aluminum foam [117].
(Source: Pangarkar et al. [117]. Reproduced with permission of Elsevier.)

286 Chapter 12



catalyst loading than the randomly packed bed, they could have
25% higher C5+ productivity per tube volume. This increased
productivity was a result of the increased catalyst effectiveness
that could be combined with better temperature control [121].

The application of permeable composite monolith membranes
for the FT synthesis has been tested [122]. An overview of con-
cepts associated with this reactor type has been presented
(Figure 12.25) [123]. Novel uses of this concept have been
advanced, and some experimental results have demonstrated
the ability to operate at high CO conversion with metal FT cata-
lysts by removal of the water produced during the synthesis [124]
and the encapsulation of an FT catalyst by a zeolite membrane
layer to effect upgrading reactions in the FT reactor [125]. The
potential of this technique merits further studies to evaluate the
ability to scale to a commercial level.

Compositional modulation has been practiced for the FT syn-
thesis in catalytic reactors [126]. It was found that the cyclic
feeding of synthesis gas (CO/H2) had an influence on the selec-
tivity of the FT products. In the early studies, only low conver-
sions could be utilized due to the exothermic nature of the
reaction. It was concluded that for an iron catalyst, the methane
selectivity increased with periodic operation as did the molar
ratio of alkene/alkane. Higher conversion studies were con-
ducted in a CSTR, and it was found that periodic operation
had an influence on the selectivity of the products from the
FT synthesis using an iron catalyst [127]. First, there was a
decrease in the alpha value for synthesis with increasing period.
In addition, the alkane/alkene ratio increased with an increase in
the period. There was a change in the CO2 production but this
could be attributed to the change in CO conversion and not the

(a)

(b)

(c)

Figure 12.24 Schematic representation of
structured catalytic packing made by BUCT:
(a) cross section, (b) side view, and (c) actual
photography [118].
(Source: Lei et al. [118]. Reproduced with
permission of Elsevier.)
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Figure 12.25 Membrane reactors for FT synthesis from the literature: (a) distributed feeding of reactants A and B, (b) in situ water removal by selective
membrane (F, feed; S, sweep), (c1) plug-through contactor membrane (PCM) with wide transport pores, (c2) forced-through flow membrane
contactor, product and heat removal by circulated liquid product, (d) zeolite encapsulated FT catalyst, P , modified product [123].
(Source: Rohde et al. [123]. Reproduced with permission of Elsevier.)
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periodic operation of the reactor. As found in earlier studies, the
fraction of methane in the hydrocarbon products increased with
increasing length of the periodic operation, which did not bring
any desirable effects of activity and selectivity of an iron catalyst.

12.4.5 Operation at supercritical conditions (SCF)
At the high end of the pressure range, researchers have reported
significant benefits by operating FT synthesis with supercritical
media at supercritical pressure, including enhanced wax extrac-
tion, catalyst lifetime extension through carbon removal, and
improvements in selectivity [128–132]. As previously described,
FTS can be operated by the traditional gas-phase route or by
more advanced liquid-phase methods, and either approach
offers advantages as well as drawbacks. Gas-phase FTS (e.g., car-
ried out in a fixed or fluidized-bed reactor) produces higher
yields of product, because the catalyst is concentrated, on aver-
age, in a smaller reactor volume. However, heat removal is a sig-
nificant problem, as high initial rates and poor heat removal
capacities result in hot spots, which cause sintering and alter
selectivities toward lighter products. Moreover, heavy waxes
deposit within catalyst pores, which further exacerbates catalyst
deactivation.With liquid-phase FTS, there is more uniformity in
temperature throughout the reactor through better heat control
of conducting FTS in the liquid phase; this is a direct conse-
quence of the higher heat removal capacities of the liquid. Deac-
tivation rates are further lowered because liquid media helps
dissolve wax products in catalyst pores. The main drawback is
that the liquid is a diffusional resistance to the transport of
gas-phase reactants to active sites, which, in turn, tends to
decrease of the reaction rate relative to gas-phase FTS. One
can combine the high transport features of the gas with the
extractive and heat transfer properties of the liquid by conduct-
ing FT in supercritical media. Fan and Fujimoto [128] have
established criteria for choosing the supercritical fluid, as fol-
lows: (i) the critical temperature and pressure should be slightly
lower than the typical reaction temperature and pressure, (ii) the
solvent should be one that does not poison the catalyst and
should be stable under reaction conditions, and (iii) the solvent
should have a high affinity for aliphatic hydrocarbons to extract
the wax from the catalyst surface and reactor.
A density versus pressure diagram of the supercritical fluid

mixture of 55% hexane and 45% pentane at 220 C is shown
in Figure 12.26. A pressure of 5.45 MPa gives a high liquid-like
density and was used in experiments carried out over a 25%
Co/Al2O3 catalyst using a fixed-bed supercritical reactor
(Figure 12.27) [131]. By tuning the supercritical fluid pressure,
Figure 12.28 demonstrates that deactivation by pore plugging by
heavy wax can be avoided. Moreover, because the products are
extracted rapidly from the reactor, a greater fraction of primary
products, that is, olefins, were obtained in the product distribu-
tion as compared to conventional CSTR (i.e., slurry phase) and
fixed-bed (non-supercritical conditions) reactors (Figure 12.29).
The state-of-the-art of supercritical FTS technology was recently
reviewed [132]. Despite the numerous benefits outline earlier,

obvious drawbacks are costs associated with operating at higher
pressure (e.g., compression costs at the gasifier), as well as sep-
aration and recycling of the supercritical fluid.

12.5 The future?

The commercial plants that are operating or are in the shake-
down stage are given in Table 12.3. The Sasol and Shell plants
in Qatar have been scaled to the largest-sized reactor for oper-
ating in both the fixed and slurry bubble column reactors, which
appears possible today. As has been the case since 1950, the con-
struction, including the heat treatment, and the transportation
available have set the limit for the size of reactor that can be uti-
lized. Today’s reactors are at the limit imposed by today’s man-
ufacturing and transportation facilities. To scale to a larger size
would represent a first time event and would induce a very large
cost to build the facilities for the construction and transporta-
tion of larger reactors. Nevertheless, it is anticipated that the
output of the current Qatar reactors will be increased by a factor
of 1.5–2.0 because of catalyst improvements. For example, Sasol
envisions being able to increase production from 17 500 bbl/day
that is now produced in Qatar to 30 000 bbl/day by the mid-
2020s due to catalyst improvements while maintaining the same
reactor size as is now used [133]. Thus, at the commercial scale,
it appears that one must return to consider improvements in the
smallest reactor, the catalyst [134]. In another study, it was con-
cluded that a productivity increase of 20% was possible for the
slurry bubble column and 40% for the fixed-bed reactors
through reactor structuring. For the slurry reactor, they found
that decreasing the liquid axial dispersion by a factor of 4 would
greatly enhance the C5+ production. Likewise, improvements in
heat transfer and diffusion effects in the fixed-bed reactor were
considered to be possible.
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Figure 12.26 Density versus pressure of the mixture of 55% hexane and 45%
pentane at 220 C [131].
(Source: Jacobs et al. [131]. Reproduced with permission of Elsevier.)

288 Chapter 12



The FT industry has been driven since 1950 by the “economy
of scale” philosophy. This philosophy has advanced the petro-
leum refining industry during this period, and the commonality
of the two processes has influenced developers in the FT indus-
try. The influence of this philosophy can be seen in Figure 12.30,
which was taken from [135], where the cost per barrel of

production was shown as being nearly linearly related to the size
of the plant. Based on this philosophy, one should not consider
building a small FT plant.

If one is to build a plant based upon renewables or on remote
natural gas associated with oil production, one must consider a
small (1000–5000 bbl/day) plant. The availability of renewables
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is limited because of high transportation costs compared to that
of coal or natural gas. This means that one must think small or
abandon improving the environmental impact of producing oil
in some locations or of using a renewable carbon source.
A number of approaches have been advanced to overcome
the view that one needs the “economy of scale” to proceed with
the development of an FT plant. For example, a new concept
has been developed for the reactor used for liquid biofuel produc-
tion [136]. Pratt, in his study, found three main lessons from his
modeling of traditional reactors: the need for a shorter length,
greater mixing, and variable active catalyst density. Based on
his work, he designed a new type of reactor (Figure 12.31).
His reactor is 3 m tall and is short enough for mobile installa-
tions. Baffles inside the reactor promote more radial mixing of
the reactants, while the use of a variable catalyst density along

the length of the reactor serves to eliminate, or greatly
reduce, the hot spot. At the other extreme, the slurry reactor is
considered to be applicable for the small- and medium-scale
plant that is needed for processing associated petroleum gas.
The successful operation of a 1000 bbl/day plant can be handled
at this scale; the only uncertainty is their economics.
The microchannel (small channel) reactor is ideally suited for

small-scale operations. As of this date, it has not moved beyond
the pilot plant stage. However, Velocys has recently announced
an agreement for sale of a 175 bbl/day reactor, together with
their catalyst, to a customer in the Commonwealth of Independ-
ent States. They also indicate that they have been selected to pro-
vide the reactor for a 2800 bbl/day plant located in Ohio that will
utilize natural gas from shale deposits in that region.
It would appear that further increases in the size of the FT

reactor must await the construction of larger manufacturing
and transportation capabilities. The cost of one, or even two,
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Table 12.3 Existing operating Fischer–Tropsch plants.

Company Site Capacity bpd Raw material Start-up date

Sasol Sasolburg 14 000a Natural gasb 1955
Sasol Secunda 80 000 Coal 1980
Sasol Secunda 80 000 Coal 1984
PetroSA Mossel Bay 30 000 Natural gas 1992
Shell Bintulu 14 500 Natural gas 1993
Qatar/Sasol Qatar 34 000 Natural gas 2006
Shell Qatar 140 000c Natural gas 2013
Chevron Escravos 33 000 Natural gas 2014

a Expanding to nearly double this capacity.
b Switched from coal to natural gas about 2010.
c Total to be on-line at end of 2014.
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of these reactors does not appear to be sufficient to support the
development of this equipment specifically for the FT industry.
Thus, for the near future, the maximum benefits of economy of
scale for reactor size are achieved. It appears that environmental
concerns will cause the industry to begin a new cycle with reac-
tor sizes approaching the small size utilized by the Germans in
the 1930s. However, these reactors will be much more produc-
tive than those utilized in the 1930s.

Fürnsinn [137] has discussed at length means of overcoming
the perception of the impossibility of utilizing small-scale reac-
tors for FT synthesis. He concluded that it was possible to
achieve both high yields and high overall efficiency at the small
scale. He reached the conclusion that for atmospheric steam
generation, one needs to utilize atmospheric pressure FT
synthesis.

Even if the reactor construction and transportation limit has
been reached, there remains much work to be done to provide
scientific and engineering understanding of the operation of the
current reactors. At the other reactor and pressure scale, much
work needs to be accomplished to make the smaller-scale reac-
tors competitive at this scale.
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Abstract

Catalytic hydrotreating represents a fundamental process in
modern petroleum refining operations. It allows removing
hydrocarbon contaminants, such as sulfur, nitrogen, oxygen,
and metals, saturating aromatic rings and olefins, and breaking
high molecular weight molecules into lighter compounds. Due
to its flexibility, the process can be employed to upgrade a vari-
ety of petroleum streams, ranging from naphtha to vacuum resi-
dues, or even full-range crude oils. Conventional hydrotreating
is typically used as a pretreatment step to provide suitable qual-
ity feeds for conversion processes, such as reforming, catalytic
cracking, and hydrocracking, and also as a finishing step to pro-
duce transportation fuels that meet ecological standards. Over
the years, hydrotreating has also been gaining acceptance in
the primary upgrading of heavy and extra-heavy crude oils to
produce the so-called synthetic crudes. Among all the available
hydrotreating reactor technologies, fixed-bed reactors are the
most frequently used in the petroleum industry. In such systems,
both gas and liquid flow cocurrently down through a catalyst
bed in trickle-flow regime. Modeling and simulation of hydro-
treating becomes a challenging task due to the complex interac-
tion of numerous physical and chemical processes: vapor–liquid
equilibrium, gas–liquid and liquid–solid mass transfer of reac-
tants and products, diffusion inside the catalyst particle, vast
reaction networks, and catalyst deactivation. The purpose of this
chapter is to provide a comprehensive overview of the hydro-
treating process. It covers general aspects such as process chem-
istry, reaction kinetics, and thermodynamics, but it also presents
more process-oriented topics including process variables, reac-
tor characteristics, and reactor modeling and simulation.

13.1 Introduction

Catalytic hydrotreating (HDT) is a mature technology used in
the petroleum refining industry for the upgrading of hydrocar-
bon streams for the last 60 years. For conventional distillate

HDT, the main purpose of the process is to remove impurities
such as heteroatoms (sulfur, nitrogen, and oxygen) and saturate
aromatic compounds, whereas in the case of heavy oils and resi-
dues, it also comprises the elimination of metals (nickel and
vanadium) and conversion of asphaltene molecules. Its major
applications in current refinery operations can be grouped in
the following categories: (i) feed pretreatment for conversion
processes such as catalytic reforming, catalytic cracking, and
hydrocracking (HCR) and (ii) post-HDT of distillates. In the
first case, generally the objective is to reduce the amount of
sulfur, basic nitrogen compounds, metals, and polynuclear aro-
matics (PNA), which act as deactivation agents in acid-catalyzed
processes. The second group is mainly the finishing step to
produce transportation fuels that meet ecological standards
(e.g., ultralow sulfur gasoline and diesel).

There are numerous HDT processes for handling all kinds of
refinery streams and for each specific objective [1]. They differ
in reactor technology, catalyst type, operating conditions, and
process configuration. Among all the reactor technologies,
fixed-bed reactors (FBRs) are still the most widely used in
HDT operations due to their flexibility and relative simplicity
[2]. Other types of reactors such as moving-bed reactor
(MBRs) and ebullated-bed reactors (EBRs) are also available
specifically for upgrading the heaviest fractions, and their main
feature is their capacity for replacing spent catalyst without
interrupting the operation. The selection between each type of
technology is dictated by catalyst deactivation, which depends
on the nature of the feedstock [3].

HDT is carried out under awide range of operating conditions.
The severity of the process is adjusted depending on the proper-
ties of the feed and required product composition. The main
process variables are pressure, temperature, hydrogen-to-oil
(H2/oil) ratio, and space velocity. Each variable affects the process
in different ways; therefore, the set of operating conditions must
be carefully adjusted to achieve an efficient operation.

The reactions that take place during the HDT process are
hydrodesulfurization (HDS), hydrodenitrogenation (HDN),
hydrodearomatization (HDA), hydrodeoxygenation (HDO),

295

Multiphase Catalytic Reactors: Theory, Design, Manufacturing, and Applications, First Edition. Edited by Zeynep Ilsen Önsan and Ahmet Kerim Avci.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.



and hydrodemetallization (HDM). Another type of reaction in
which high molecular weight compounds are broken down into
lighter molecules is HCR. In the case of HCR of asphaltenes, the
process is often referred to as hydrodeasphaltenization (HDAs).
The chemistry of these reactions can be visualized as a hydrogen
exchange process where hydrogenolysis and hydrogenation
mechanisms consume the externally supplied hydrogen in order
to replace heteroatoms and stabilize unsaturated products.
However, in reality, HDT chemistry is far more complicated
due to the intrinsic complexity of oil composition.
For proper design and simulation of HDT reactors, kinetic

and reactor modeling are aspects that need to be deeply studied;
however, this is not a trivial task due to the numerous physical
and chemical processes that occur simultaneously in the reactor:
phase equilibrium, mass transfer of reactants and products
between the gas–liquid–solid phases, diffusion inside the
catalyst particle, a complex reaction network, and catalyst deac-
tivation. Ideally, the contribution of all these events must be
coupled into a robust reactor performance model. The level of
sophistication of the model is generally defined based upon
the pursued objectives and prediction capability [4].
The main objective of this chapter is to serve as an updated

overview of the HDT process. The chapter covers general
aspects such as chemistry, reaction kinetics, and thermodynam-
ics, but it also presents more process-oriented topics including
process variables, reactor characteristics, and reactor modeling
and simulation.

13.2 The HDT process

13.2.1 Overview
Catalytic HDT is a fundamental refining process for the upgrad-
ing of a wide variety of streams, ranging from straight-run naph-
tha to vacuum residue (VR) or even heavy and extra-heavy
crude oils. The HDT process is commonly employed for

reducing the contents of hydrocarbon impurities such as sulfur,
nitrogen, oxygen, and aromatics by the so-called hydrogen addi-
tion route. When it is applied to the processing of heavy feeds, it
also has the virtue of bringing down the concentration of metals
(Ni and V) and simultaneously increasing distillate yield at the
expense of the heaviest fractions such as VR and asphaltenes [5].
The process has gained significant relevance in the industry due
to the growing demand for transportation fuels and the strict
environmental legislations.
From a practical standpoint, HDT is a process in which the

hydrogen/carbon ratio of the feed is increased in the presence
of a catalyst in a hydrogen-rich atmosphere [6]. HDS, HDN,
HDO, and HDM reactions are considered to follow the hydroge-
nolysis mechanism, where the carbon–heteroatom bond is
cleaved by a hydrogen molecule. Olefin and aromatic molecules
are directly hydrogenatedwithout undergoing any bond cleavage.
HCR and HDAs reactions, on the other hand, belong to the acid-
catalyzedcracking chemistry in combinationwithhydrogenation.
The typical configuration of an HDT unit is presented in

Figure 13.1. The sequence of operations begins with the prepa-
ration of the feedstock. The hydrogen recycle stream is mixed
with the feed oil, and afterward the mixture is heated to the
required reaction temperature in the feed heater. The gas–liquid
mixture is subjected to HDT conditions in a single reactor or a
series of reactors, typically operating in downflow fixed-bed
mode. Depending on the amount of heat release, the reactor
can have multiple beds separated by quench zones in order to
inject cold hydrogen streams, typically from the recycle stream.
In addition, it is preferable to use adequate reactor internals for
distributing and mixing reactants in the interbed zones, as well
as at the top of the reactor. The reactor effluent is sent to a high-
pressure separator (HPS) where the liquid products are recov-
ered from the gases. The liquid hydrocarbon stream from the
HPS passes through a stripping unit in order to remove the
remaining dissolved hydrogen sulfide and ammonia. The gas

H2 makeup H2 recycle Purge

Lean DEA
Scrubbing

unit

Stripping
tower

Sour gas

Steam

Hydrotreated
product

Reactor Rich DEA

Oil feed

Figure 13.1 Flow diagram of a typical
hydrotreating unit.
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stream is scrubbed with diethylamine (DEA) in order to remove
the excess of hydrogen sulfide and ammonia generated by chem-
ical reaction. The resulting high-purity hydrogen stream is
recompressed and recycled to the reaction system. Depending
on the extent of HCR, the hydrotreated product can be fractio-
nated into various distillate products.

The HDT catalyst is typically a CoMo/NiMo alumina-
supported catalyst, the composition and textural properties of
which vary according to the different purposes. The severity
of the operating conditions depends on the feed type and the
final product quality. In general, the process is carried out at
high pressures and temperatures; typical industrial units operate
at pressures of 2–20MPa, temperatures of 320–440 C, H2/oil
ratios of 350–1800 Nm3/m3, and liquid hourly space velocities
(LHSVs) between 0.2 and 8 h−1 [7]. Concerning reactor technol-
ogy, there are currently four main kinds of HDT reactors that
can be classified according to the type of catalytic bed: FBR,
MBR, EBR, and slurry-phase reactor (SPR) [2]. This classifica-
tion is illustrated in Figure 13.2.

FBRs are the most widely used technology for all types of
HDT operations due to their relative simplicity, flexibility,
and ease of operation. MBRs and EBRs, on the other hand,
are designed for the upgrading of heaviest feeds [6]. Initially,
FBRs were employed for processing light feeds (naphtha and
gas oil), but eventually they were adapted for tougher feeds such
as vacuum gas oil (VGO) and residues. Their main disadvantage
for upgrading heavy feeds is the drastically reduced length of run
owing to the rapid catalyst deactivation caused by metals accu-
mulation and coking [3]. Layered catalyst systems were intro-
duced to make better use of the catalyst inventory in order to
extend significantly the length of run [8]. The main feature of
this technology is the front-end HDMmacroporous catalyst that
allows the disaggregation of asphaltene molecules for metal
removal, so that the downstream HDS/HCR catalysts can oper-
ate with low metal and coke precursor content hydrocarbons.

MBRs and EBRs overcome the catalyst cycle life limitations of
FBRs. Such technologies allow for replacing spent catalyst with-
out interrupting operation; therefore, they are the best option for

handling the most problematic feeds with high contents of
metals and asphaltenes. MBRs combine plug-flow operation
with the periodic replacement, typically once or twice a week,
of portions of spent catalyst during time-on-stream. The appli-
cation of these reactors is specifically in front-end demetalliza-
tion to protect subsequent FBRs for HDS and HCR [3]. EBRs
constitute the most advanced hydroprocessing technology, spe-
cifically designed for upgrading extra-heavy feeds directly, with-
out any kind of pretreatment [1]. The continuous catalyst
replacement feature allows the use of conventional high-activity
HDS/HCR catalysts. The operation is very flexible, conversion is
very efficient (up to 90 vol%), and products have low levels of
sulfur, metals, and nitrogen [9]. Nevertheless, ebullated-bed
technologies suffer from considerable sediment formation and
high catalyst consumption.

13.2.2 Role in petroleum refining
In the first step of petroleum refining, crude oil is fed to the
atmospheric fractionation tower to obtain straight-run distil-
lates such as naphtha, kerosene, and gas oil. Such raw products
cannot be used directly as transportation fuels due to several
technical limitations such as high amounts of impurities (sulfur,
nitrogen, and aromatics) and low octane and cetane numbers in
the cases of gasoline and diesel fuels, respectively. These streams
are converted into valuable products through a variety of refin-
ing processes. In this context, HDT operations play a major role
at several stages in a refinery. According to a recent worldwide
refining survey [10], HDT has in fact the largest processing
capacity among all refining operations (45 431 300 bpcd).

The typical configuration of a representative petroleum refin-
ery is shown in Figure 13.3. In this type of configuration, the
diverse purposes of HDT can fall into two categories: (i) feed
pretreatment for conversion processes such as isomerization,
catalytic reforming, catalytic cracking, and HCR and
(ii) postprocessing of distillates. The first category has the
primary objective of providing upgraded feedstock with less
catalyst deactivating agents for acid-catalyzed processes. For
instance, sulfur removal from straight-run naphtha is essential
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Figure 13.2 Hydrotreating reactor technologies.
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to prevent poisoning of the noble metal catalyst in the reforming
unit. In the case of VGO, previous HDT is required for removing
nitrogen, especially basic nitrogen, sulfur, and metal com-
pounds, as well as for saturating aromatics, in order to produce
a better and more crackable feed for the fluid catalytic cracking
(FCC) or HCR processes. Basic nitrogen compounds have a
temporary poisoning effect on acid catalysts; PNA compounds
favor coke formation, whereas metals deactivate zeolitic cata-
lysts and promote dehydrogenation reactions, which increase
selectivity toward dry gas [11–13]. The second category is a
finishing step to produce clean fuels such as ultralow sulfur
gasoline and diesel. This application of HDT has gained much
attention due to the stringent environmental legislations. Low
sulfur, nitrogen, and aromatic contents in automotive fuels
are becoming mandatory in order to reduce the emissions of sul-
fur oxides (SOx), nitrogen oxides (NOx), and volatile organic
matter (VOM) during their combustion.
Besides the aforementioned conventional applications, there

are many other HDT technologies that have emerged in the
changing environment of the oil industry. The majority of
these are focused on the upgrading of the heaviest feedstocks.
The atmospheric residue/vacuum residue desulfurization pro-
cesses (RDS/VRDS), which have been developed to meet a
variety of objectives such as preparing feed for FCC, residue
FCC, coker, and residue HCR, are cases in point [14, 15].

Ebullated-bed residue HCR with simultaneous desulfurization
and demetallization is also an example belonging to this cate-
gory. Recently, HDT has been extended to the primary upgrad-
ing of heavy and extra-heavy crude oils (before the
atmospheric distillation tower) to produce the so-called syn-
thetic oils [16]. In comparison to traditional thermal upgrad-
ing processes, HDT certainly offers much better selectivity to
liquid yield, much lower coke formation, and substantially
cleaner products [17]. Therefore, it is expected that this partic-
ular group of technologies will be a defining step in future
refineries due to the increasing production and supply of heavy
crudes.

13.2.3 World outlook and the situation of Mexico
It is no secret that the worldwide energy consumption is growing
year by year. Petroleum currently represents 33% of the total
world energy supply [18] and by far is the most commonly used
source of liquid fuels. It is expected that this scenario will con-
tinue for the next 50 years [19]. Figure 13.4 shows how the world
consumption of oil refining products has been increasing during
the last 20 years. In particular, the last decade has witnessed a
12.2% growth in petroleum product usage. This behavior is a
result of the fast-developing demand for automotive and avia-
tion fuels, particularly in developing countries such as China,
Russia, and Latin America [20].
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In the meanwhile, the worldwide stock of crude oils has been
changing scenario toward heavy and extra-heavy oils, which
means that the average quality of crude oil has deteriorated.
The case of Mexico is a representative example of this trend,
where heavy crudes represent more than 50% of the total produc-
tion (Figure 13.5) [21]. Additionally, the Mexican heavy oil stock
was composed of heavyMaya (21 API) up until recently, but now
this is shifting toward even heavier crudes of 10–16 API. Conse-
quently, the supply of light crudes to the refineries is being grad-
ually substituted by lower-quality crudes. The refineries that have
been conventionally designed to process light crude oils now face

drastic changes in feed composition, that is, feeds with higher
content of sulfur, metals, and asphaltenes.

The complex nature of heavy crudes is the reason why refin-
ing of these feeds is so difficult. Table 13.1 shows the properties
of two types of heavy crude oils available in Mexico (Maya and
Ku-Maloob-Zaap) and one light oil (Isthmus) which was
included to stress out the difference. In comparison to light
crudes, heavy crudes are characterized by much higher content
of impurities such as sulfur, nitrogen, metals (Ni and V), and
asphaltenes. Also, the amount of material boiling above
343 C, termed atmospheric residue (AR), is quite significant
(>50 vol%), which indicates that these types of oils have a poor
yield of distillable fractions. In this regard, it is evident that
heavy crudes are composed mainly of residue, and therefore,
the residual fraction has a strong influence on the overall oil
properties since it concentrates most of the impurities found
in crude oil. Consequently, most of the research effort must
be focused on this fraction, because it will be the main raw mate-
rial for obtaining valuable liquid products in the near future.

There are several technical problems that are encountered
during the processing of heavy oils and residues [5]:
(i) permanent catalyst deactivation due to metal deposition in
catalytic cracking and HCR processes; (ii) temporary poisoning
of acid catalysts caused by the presence of basic nitrogen in the
feed; (iii) higher coke formation and lower liquid product yield,
as a result of high Conradson carbon and asphaltene contents;
(iv) higher sulfur levels in products; and (v) fouling in down-
stream equipment. Additionally, even before refining, heavy
crudes impose serious difficulties in their transportation through
pipelines due to their extremely poor flow properties and stabil-
ity/compatibility problems when mixing with other crudes.

Summing up, the current trends of oil production and fuel
market impose an enormous challenge for the refining industry.
There are three main critical factors that refiners must address to
keep up with the situation: (i) higher production capacity to sat-
isfy the growing demand for fuels, (ii) higher quality of the final
product, and (iii) much lower quality of the feedstock. Certainly,
all this evidence pushes the refining industry to focus on pri-
mary upgrading in order to handle higher amounts of heavier
feedstock. HDT in this sense will play a central role because it
offers many advantages for the processing of heavy feeds.
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Table 13.1 Properties of various Mexican crude oils (obtained at IMP
analytical lab).

Maya Ku-Maloob-Zaap Isthmus

API gravity 21.3 12.9 33.2
S, wt% 3.57 5.19 1.80
N, wppm 3200 4771 1446
Ni, wppm 53 83 20
V, wppm 298 501 79
Insolubles in C7, wt% 11.32 17.03 3.06
AR (343 C +) yield, vol% 56.4 73.88 45.31
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Figure 13.4 World consumption of oil refined products from 1990 to 2010.
(Source: Reprinted from Enerdata [20], © 2011, with permission from
Enerdata Publications http://www.enerdata.net/enerdatauk/press-and-
publication/publications/.)
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13.3 Fundamentals of HDT

13.3.1 Chemistry
HDT chemistry is the basis for understanding the transforma-
tions that the hydrocarbon goes through at process conditions
and offers the basic guidelines for process modeling. The chem-
istry of HDT reactions can be simply visualized as a hydrogen
transfer process [22]. In this generalization, hydrogen is sup-
plied from an external source to replace heteroatoms and reduce
the molecular weight of the original hydrocarbon mixture by
means of various hydrogenation and hydrogenolysis mechan-
isms. Nevertheless, the events that take place at the molecular
level are far more intricate.
The main problem in elucidating the details of HDT reactions

arises from the complex composition of commercial feedstocks.
Depending on the boiling range, oil fractions may contain from
a few hundred to several thousands of different components.
Strictly speaking, this implies a huge network of series and com-
peting parallel reactions and a wide distribution of reactivities
due to the high degree of polydispersity of hydrocarbon mix-
tures. On top of this, collecting information on the process at
the molecular level is still an issue because of the analytical lim-
itations in obtaining the detailed composition of petroleum
streams, especially of the heaviest fractions.
HDT reactions are classified according to the impurity that

is removed from the hydrocarbon (sulfur, nitrogen, oxygen,
metals, and asphaltenes). In the cases of HDS, HDN, HDO,
and HDM reactions, carbon–heteroatom bond energies can
be used for explaining some of the differences in reactivity
toward preferential reactions. However, this does not account
for the various configurational effects of complex three-
dimensional structures typically found in petroleum nor does
it consider the unknown interactions between reactants and
products in such a vast reaction network [23]. The latter suggests
that the best way to understand HDT chemistry is through
model compounds and simple mixtures. As pointed out by Gir-
gis and Gates [24], HDT chemistry studies should focus on the

most refractory compounds (i.e., those difficult to react), as they
are the most relevant for process modeling and catalyst
development.
The nature of the chemical transformations that take place

during catalytic HDT varies significantly according to the objec-
tives of the process. The complexity of the process increases with
the heaviness of the feed because the compounds become less
reactive and more sophisticated in structure. This is the reason
why the HDT of light distillates is conducted at relatively lower
reaction severity compared with heavy feeds. In general, cata-
lytic HDT can follow two parallel mechanisms: hydrogenolysis
and hydrogenation. The first pathway involves the direct scis-
sion of a carbon–heteroatom single bond by the action of hydro-
gen. The heteroatom is any atom other than hydrogen or carbon
present in petroleum, such as sulfur, nitrogen, oxygen, and
metals. In hydrogenation, hydrogen is added to the molecule
without cleaving bonds. In many cases, prior hydrogenation is
necessary for the hydrogenolysis mechanism to proceed. The
main hydrogenolysis and hydrogenation reactions in catalytic
HDT are briefly described in the following.

13.3.1.1 HDS
During HDS, sulfur is extracted from hydrocarbons and
released as hydrogen sulfide (H2S). Reactivity of S-components
can vary greatly depending on the structure of the molecule. In
general, HDS reactivity increases according to the hydrocarbon
type: paraffins > naphthenes > aromatics. Mercaptans and sul-
fides are the most reactive species, followed by naphthenic and
six-membered aromatic structures [25]. Five-membered aro-
matic compounds such as thiophenes are more refractory,
whereas benzothiophenes, dibenzothiophenes, and alkyl-
substituted dibenzothiophenes are the least reactive species.
Sulfur removal is accomplished directly by a hydrogenolysis

mechanism or indirectly by prior hydrogenation. Figure 13.6
shows the two possible pathways for dibenzothiophene HDS.
In the direct route, the S-atom is eliminated and replaced by
hydrogen. The other mechanism requires saturation of one
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Figure 13.6 Reaction pathways of dibenzothiophene HDS.
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aromatic ring before sulfur removal. The sulfur-free products
may undergo further hydrogenation until the molecule is com-
pletely saturated.

It is evident that the direct route would be the preferred path-
way because it is more efficient in terms of hydrogen consump-
tion; nevertheless, it is strongly affected by the structure of the
molecule. Aromatic ring condensation or alkyl group substitu-
tion close to the S-atom makes the molecule sterically hindered
and consequently less reactive. The indirect pathway is appar-
ently less influenced by structural features. Hydrogenation of
the aromatic ring reduces the energy of the S─C bonds, allowing
facile bond scission. It is believed that the saturated structure
reduces the impediments for the S-atom to access the active site
of the catalyst [25]. However, this pathway is thermodynami-
cally restricted because hydrogenation is equilibrium limited
at low pressures and high temperatures [26]. Another aspect
affecting HDS is the strong inhibition by adsorption of reaction
products such as H2S and NH3 and organic nitrogen com-
pounds. Therefore, the predominant reaction mechanism will
depend on the nature of the feedstock and process conditions.

13.3.1.2 HDN
Nitrogen in petroleum is commonly present in aromatic rings.
These species are categorized as basic N-compounds (e.g., quin-
oline, acridine, and pyridine) and nonbasic N-compounds (e.g.,
indole, carbazole, and pyrrole). In commercial practice, basic N-
compounds are more relevant because nonbasic compounds are
rapidly hydrogenated into basic compounds [27]. It is well
accepted that nitrogen extraction by hydrogenolysis requires
complete prehydrogenation of the aromatic rings in order to
weaken the strong aromatic C─N bond [24]. In general, HDN
is much more difficult than HDS, and even than HDM and
HDAs in the case of residue HDT, and consequently requires
more severe conditions. Figure 13.7 presents the reaction mech-
anism for the HDN of quinoline, proposed by Gioia and Lee
[28]. The preferred path (fast route) proceeds through the sat-
uration of both rings before cleaving the C─N bond. The other
route is more direct and hydrogen efficient, but it is generally
neglected because it is very slow [29]. The end products in this
case are a saturated hydrocarbon and ammonia (NH3).

Besides the thermodynamic limitations of HDN, the reactiv-
ity of N-compounds is strongly influenced by their molecular
structure, which interferes with the absorption of the N-atom
on the active site [30]. Basic N-compounds are also the strongest
inhibitors of hydrogenation sites and consequently of all reac-
tions that may follow this pathway (e.g., HDS). Therefore,
removing N-inhibitors is an essential strategy to achieve deep
desulfurization of diesel fuels.

13.3.1.3 HDO
HDO reactions have received less attention than HDS and HDN
because organic oxygen compounds are present in low concen-
trations in petroleum. HDO consists of the removal of the O-
atom from hydrocarbons and its conversion to water (H2O).
O-compounds are found as phenols, naphthol, furan, and their
derivatives [31]. As in HDS and HDN, the reactivity of O-
compounds decreases with molecular weight. It has been
reported that HDO proceeds preferably through partial satura-
tion of the aromatic rings rather than through direct hydroge-
nolysis [24].

13.3.1.4 HDM
Nickel and vanadium are found in petroleum generally in the
form of metalloporphyrins. These entities are concentrated in
the heaviest fractions, particularly in the asphaltenic fraction.
During HDM, Ni and V are converted into their respective
metal sulfides and deposited on the catalyst surface producing
irreversible deactivation. Janssens et al. [32] proposed a reaction
scheme for HDM of metalloporphyrins in which the molecule
undergoes hydrogenation of the pyrrole subunits, followed by
Ni─N or V─N bond cleavage by hydrogenolysis, and ending
with the fragmentation of the porphyrinic structure, as shown
in Figure 13.8. Many experimental observations indicate that
generally the V-atom is easier to remove than Ni. This difference
in reactivity has been attributed to the fact that V-porphyrins
tend to concentrate in the periphery of the asphaltene molecule,
whereas Ni-porphyrins are hidden somewhere inside the core
and therefore require previous disaggregation and HCR of the
molecule [33]. In addition, it has been proposed that the perpen-
dicular oxygen atom linked to V-porphyrin structures provides
enhanced adsorption to the catalyst surface [34].

13.3.1.5 Saturation reactions
Hydrogenation reactions can be grouped as the saturation
of olefins and HDA. Hydrogenation of olefins to produce their
saturated homologues is essentially irreversible. Saturation of
aromatics to naphthenes is reversible under the commercial
operating conditions. Figure 13.9 illustrates the hydrogenation
reactions of naphthalene to tetrahydronaphthalene and butenyl-
benzene to n-butylbenzene. Aromatics are found in petroleum
fractions as monoaromatics, diaromatics, triaromatics, and
PNA. Saturation of monoaromatics is the most difficult due
the stability of the benzene molecule and its homologues.
Hydrogenation of multiaromatics proceeds sequentially ring
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Hydrotreating of oil fractions 301



by ring, where equilibrium favors the saturation of the first ring
[35]. Hydrogenation also plays a defining role in HDS and HDN
reactions, as discussed earlier.

13.3.1.6 HCR
The purpose of HCR reactions is to break C─C bonds in order to
reduce the molecular weight of the feedstock. The chemistry
resembles that of catalytic cracking but with cocurrent hydro-
genation. HCR catalysts are designed to have an acid-based
cracking function and a metal-based hydrogenation/dehydro-
genation function. Figure 13.10 illustrates the dual-site HCR
mechanism of an n-paraffin [36]. Initially, the paraffin molecule
is chemisorbed on a metal site and dehydrogenated into the

corresponding olefin. The olefin then migrates to a Brønsted
acid site to be protonated into a carbenium ion. The paraffinic
carbenium ion can undergo a rearrangement, such as a methyl
shift, to form a more stable carbenium ion. This ion is cracked
through a β-scission to produce an olefin and a smaller carbe-
nium ion, and the resulting olefin can undergo further cracking,
or it can be saturated on a metal site.
One relevant aspect of HCR is that the feed must have low

nitrogen and PNA concentrations to avoid catalyst poisoning
and coke formation. Organic N-bases are known to strongly
inhibit the cracking functionality of the catalyst. Additionally,
coke growth must be controlled by keeping hydrogen partial
pressure at sufficiently high levels in order to stabilize olefinic
products.

13.3.1.7 HDAs
Asphaltenes are a solubility class of compounds found in the
residual fractions of petroleum. When asphaltenes are subjected
to hydroprocessing conditions, they undergo a series of complex
chemical transformations. The reaction mechanism depends on
the operating conditions and the structure of the molecule. For
instance, HDAs is very sensitive to reaction temperature, which
has been attributed to a change in reaction selectivity from
hydrogenation dominated at low temperature to HCR domi-
nated at high temperature [37]. Asphaltene conversion is closely
linked to the elimination of sulfur, nitrogen, and metals since
many heteroatom-bearing molecules are fused into the asphal-
tenic structure [38]. Recently, it has been proposed that large
asphaltene aggregates evolve into smaller low molecular weight
aggregates [39]. Depending on the hydroconversion level, the
first step involves the dissociation of asphaltene aggregates, fol-
lowed by the dealkylation of small side chains, and ends with the
cracking of alkylic bridges connecting large polyaromatic cores.
Under high conversion conditions (>400 C), the remaining
asphaltene molecules are composed of large polyaromatic cores,
which are responsible for the formation of sediments. At high
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temperatures, it has been proven that hydrothermal noncatalytic
cracking reactions also contribute to the conversion of asphal-
tenes [40].

13.3.2 Reaction kinetics
Petroleum feedstocks are complex hydrocarbon mixtures char-
acterized by their intricate structural nature and composition at
the molecular level. For process modeling purposes, this trans-
lates into a gigantic reaction network.

Kinetic models of refining processes have evolved historically
attempting to predict the vast product distribution or at least
part of it. Up to now, most kinetic models are based on the
lumping approach for practical reasons. Lump-based kinetics
can be easily derived from conventional analytical information.
However, the advances in analytical methods, which currently
allow obtaining relevant information on the molecular structure
of complex hydrocarbons, and the increase in computational
capacity have enabled the development of detailed molecule-
based models [41].

In the lumping approach, the feedstock and products are
represented in terms of chemical lumps or pseudocomponents,
which are defined by standard analyses. The chemical lumps are
generally delimited depending on the modeling purpose. For
example, the traditional lumping scheme for catalytic cracking
and HCR is formulated based on the so-called partition lumping
[42], in which the feedstock is partitioned by boiling point or
solubility into a finite number of pseudocomponents. The lumps
are composed of groups of molecules with relatively similar
physical and chemical properties. Typically, the pseudocompo-
nents are defined according to the boiling range of petroleum
fractions of practical interest (e.g., naphtha (IBP: 204 C), middle
distillates (204–343 C), VGO (343–538 C), and VR (538 C+)).
Another form of partition lumping is by hydrocarbon class (par-
affins, isoparaffins, naphthenes, and aromatics) and sometimes
even including sublumps defined by the carbon number (C5 par-
affin, C6 paraffin, and so on), as in the catalytic reforming of
naphtha. The resulting chemical lumps are connected through
a relatively simple reaction scheme.

Another type of lumping is when the kinetic equations for a
group of certain chemical species are formulated in terms of an
overall lump. These lumps are usually defined from routine
petroleum analyses such as total sulfur, nitrogen, aromatics,
metals (Ni + V), and sometimes solubility classes (e.g., asphal-
tenes). In this case, lumping is more drastic because each aggre-
gate generally contains a polydisperse sample of molecules.
A more elaborate representation can be obtained by combining
partition and overall lumping [43]: first, a set of pseudocompo-
nents is defined by the fractionation method and then subdi-
vided by their elemental analyses (sulfur, nitrogen, etc.). In
this way it is possible to predict the evolution of HCR products
as well as their respective atomic composition.

Fundamental kinetic models offer a more detailed description
of the process based on the actual chemistry. This modeling
approach incorporates the transformation of the feed at the

molecular level. These models are developed on fundamental
knowledge of reaction mechanisms and on a detailed descrip-
tion of the feedstock. In HDT, only a few models of this nature
have so far been reported in the literature [44–46]. They focus
on the HDS, HDN, and HDA of relatively light feeds such as
naphtha, gas oil, and light cycle oil, for which sufficient molec-
ular structure information is available. The formulation of these
models makes it possible to track the conversion of all observ-
able species but does not describe the process at the mechanistic
level. Due to the huge number of reactions, these models employ
diverse techniques for reducing the number of rate parameters.
HCR is one step ahead in this sense, because it has already been
modeled at the mechanistic level. Froment and coworkers intro-
duced the “single-event” concept by which several acid-
catalyzed processes can be represented based on the elementary
steps of carbenium ion chemistry [47]. This approach has been
applied to the kinetic modeling of commercial heavy feedstocks
such as VGO [48].

The lumping and the molecule-based modeling approaches
are clearly extreme opposites. The differences between them
are quite evident. It is definitely desirable to have the tools for
predicting in detail the complex product distribution of petro-
leum refining processes. However, this is a really challenging
task due to the enormous requirements in computational capac-
ity and analytical techniques to measure the molecular attributes
of complex feedstocks. Molecular modeling is therefore
restricted to relatively light feedstocks. Extending this approach
to heavy oils and residues is still an issue and will continue to be
a subject of research effort. Furthermore, molecule-based mod-
els generally are not appropriate for simulation of complex
hydrodynamics with computational fluid dynamic (CFD)
packages and plant monitoring and control due to the excessive
computer capacity demand [42]. The situation is clear: the
higher the number of reactants considered in the model, the lar-
ger the size of the reaction network and the number of rate para-
meters that need to be estimated and consequently the more
experimental information that is required.

On the other hand, lumping is themost used kinetic modeling
method nowadays because it simplifies the problem drastically.
In fact, lump-based models have been used for several decades
in the modeling of hydrocarbon conversion processes. Many
commercial units are still being designed based on this
approach. Among other areas in which lumps are extensively
employed are catalyst screening, real-time monitoring, process
control, basic process studies, and dynamic modeling. However,
the problem with lumping is that reaction kinetics are not based
on the chemistry of the process, and hence there is a substantial
loss of information in each multicomponent aggregate. No
matter the number of pseudocomponents, the fundamental
drawback of lumped kinetics is the dependency of the rate para-
meters on the composition of the feedstock. Therefore, this type
of model is very specific and lacks prediction and extrapolation
capability. Every time the feedstock or even the process config-
uration changes, the model must be refitted on the basis of a new

Hydrotreating of oil fractions 303



experimental program. In spite of these limitations, the com-
plexity of real feedstocks, especially the heaviest ones, suggests
that lump-based models will continue to be used for the study
of HDT and HCR kinetics or at least until the advances in ana-
lytical methods allow direct measuring of the most complex
molecules such as asphaltenes.
Most kinetic studies with model compounds agree that HDT

reactions follow simple first-order kinetics. Nevertheless, real
feedstocks usually produce higher-order kinetics or even frac-
tional kinetics. A generalized form of the typical rate expression
of a given HDT reaction is as follows:

rj = kjC
n
i C

m
H2

13 1

where kj is the Arrhenius-type rate coefficient of reaction j; Ci

and CH2 are the concentrations of chemical lump i and hydro-
gen, respectively; n is the order of reaction with respect to lump
i; and m is the reaction order of hydrogen. This form of model
equation considers explicitly the effect of hydrogen concentra-
tion on the overall rate of reaction. This basic expression has
been used for all types of HDT reactions and for a variety of
feedstocks.
It is also possible to split the chemical lump i into reactive and

refractory compounds to account for the difference in reactivity
when the feed includes a broad distribution of chemical species.
The resulting expression comprises a set of two competing first-
order reactions:

rj = γkj, 1Cj + 1−γ kj,2Cj 13 2

where parameter γ represents the fraction of reactive species and
consequently (1 − γ) is the fraction of nonreactive species and
kj,1 and kj,2 are the rate coefficients of each fraction. It can be
noticed that hydrogen concentration is implicit in this case,
but the expression can be modified to account explicitly for this
variable.
In other cases, it is possible to consider the inhibitory effect of

certain compounds such as H2S, NH3, organic N-compounds,
or even asphaltenes, by competitive adsorption. By factoring
out the adsorption term from the lumped rate coefficient, the
following Langmuir–Hinshelwood expression can be obtained:

rj = kj
Cn
i C

m
H2

1 + KkCk

2 13 3

where Kk is the adsorption coefficient of species k and Ck is the
concentration of adsorbing species k. It is generally assumed that
adsorption occurs on two sites, hence the exponent 2 in the
denominator.
Besides the three basic forms presented previously, the liter-

ature offers a long list of rate expressions, which are basically
combinations and variations of Equations 13.1–13.3. Depending
on the available information about the reaction pathway, simpli-
fied reaction networks have been proposed to represent, for
instance, reversible hydrogenation of aromatic rings, sequential

hydrogenation of multiaromatic rings, and parallel and series
HCR reactions.
The effect of grouping a large spectrum of different compo-

nents into a single lump is mostly reflected in the order of reac-
tion n. In fact, reaction orders between 0.5 and 2.0 are a common
observation for HDT kinetics. Reaction orders higher than 1.0
are commonly attributed to the wide disparity of molecular reac-
tivities in the lump. Figure 13.11 shows the first-order rate coef-
ficients for the HDS of benzothiophene, dibenzothiophene, and
its alkyl-substituted derivates [49]. The difference in reactivity
between each class is around one order of magnitude, which
makes clear that the structural effect has a significant impact
on the reactivity of the molecule. Therefore, a lumped mixture
can be visualized as a set of competing first-order reactions of
reactive and refractory species. The second-order reaction is
given then by the persistence of the most refractory species in
the reaction system [50].
Fractional-order kinetics are commonly observed for heavy

oil and residue HDT [51]. Certainly, fractional reaction orders
are more difficult to explain. A convincing explanation to this
observation can be found in the work of Gray et al. [52]. From
a mathematical analysis of a simple network of two competing
parallel reactions (direct hydrogenolysis of thiophene and
hydrogenation of thiophene followed by direct desulfurization),
it was concluded that grouping these two pathways into a single
lump expression can literally give any reaction order if there is
partial conversion in one path, which is the case in reversible
hydrogenation. This applies directly to heavy fractions because
any chemical lump generally groups series and parallel reactions
(hydrogenation, hydrogenolysis, and hydrothermal removal).
The development and formulation of lump-based models are

heavily based on the kinetic experiments. A basic set of
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experiments with variable residence time and temperature
allows determining only the global order of reaction and activa-
tion energy. The reaction order of hydrogen is obtained by
studying the effect of varying total pressure, keeping other vari-
ables constant. When considering inhibitory effects (e.g., H2S or
NH3), the adsorption coefficients are evaluated by varying the
initial concentration of those species, again keeping other para-
meters constant. Ideally, the experimental conditions must
ensure the absence of internal mass-transfer effects (small par-
ticle size) to obtain intrinsic rate parameters. For scale-up and
process development purposes, kinetic tests are generally per-
formed using commercial-size catalysts in trickle-flow systems
to emulate industrial conditions [53]. The result is an apparent
kinetic model that incorporates implicitly the effect of intrapar-
ticle mass transfer. Nevertheless, these models generally are not
readily scalable due to the hydrodynamic effects at different
reactor scales and therefore require a correction parameter of
some sort, such as catalyst wetting efficiency.

13.3.3 Thermodynamics
Knowledge of the thermodynamics of HDT reactions is neces-
sary for predicting chemical equilibrium. Detailed thermochem-
ical data on individual reactions of complex feedstocks are
generally unavailable [24]. The literature offers some generaliza-
tions about each type of reaction made from theoretical calcula-
tions and few experimental studies with model compounds.
For modeling proposes, the equilibrium constants are usually
approximated using group contribution methods.

The standard heat and equilibrium constants of selected HDT
reactions are listed in Table 13.2. The positive values of the equi-
librium constants of HDS andHDN indicate that these reactions
are essentially irreversible in the practical operating temperature

range and can proceed to completion if hydrogen is present
in stoichiometric quantity. On the contrary, hydrogenation of
aromatics is reversible under typical HDT conditions, and con-
sequently, complete conversions are not possible because equi-
librium shifts toward dehydrogenation at high temperatures. In
general, equilibrium constants tend to decrease with reaction
temperature, which is consistent with the exothermic nature
of HDT reactions. In the case of HDS, the constants become
much less than unity only at temperatures considerably higher
than those required in practice (>425 C) [35]. Table 13.2 also
shows that the enthalpies of reaction vary significantly from
one reaction to another. Usually for each class of reaction, the
amount of heat release depends on the extent of stoichiometric
hydrogen consumption.

Hydrogenation reactions in hydrocarbon processing com-
prise saturation during alkane cracking and ring opening,
HDA, and saturation of olefins [54]. The first type is related
to the hydrogenolysis of σ C─C bond in a naphthene ring or
an alkylic side chain. This is the least exothermic reaction of
all hydrogenations because σ C─C bond scission absorbs high
amounts of energy. Olefin saturation is a fast reaction, highly
exothermic (105–120 kJ/mol of H2), and irreversible under
practical conditions. Hydrogenation of an aromatic ring is more
difficult than olefin saturation due to the stabilization of the aro-
matic structure by mesomeric effect; it is also less exothermic
than olefin hydrogenation since the saturation of conjugate π
C─C bonds of aromatic rings into σ bonds absorbs more energy
than that of nonconjugated π C─C bonds as in olefins. Although
the heat release of aromatic hydrogenation increases propor-
tionally with hydrogen consumption, the amount of heat per
mole of hydrogen is fairly constant (58–70 kJ/mol of H2).

Hydrogenation of PNA is carried out successively ring by ring
to the saturated end products, as discussed earlier. It has been

Table 13.2 Standard enthalpies and equilibrium constants of representative HDT reactions.

log10 Keq

ΔH a 200 C 300 C 400 C

HDS
C3H7−SH+H2 C3H8 +H2S −57 6.92 5.87 5.15
Thiophene +3H2 nC4H10 +H2S −262 14.13 9.33 6.04
Benzothiophene+H2 ethylbenzene +H2S −203 16.65 12.85 10.20
Dibenzothiophene+ 2H2 biphenyl +H2S −148 15.23 12.50 10.61

HDN
Indole + 3H2 ethylbenzene +NH3 −49 — 7.8 5.0
Carbazole + 2H2 biphenyl +NH3 −126 — 6.8 5.1
Pyridine + 5H2 n-pentane +NH3 −362 — 8.9 4.4
Quinoline + 4H2 propylbenzene+NH3 −272 — 7.0 3.3

HDA
Naphthalene + 2H2 tetralin −140 1.26 −1.13 −2.80
Tetralin + 3H2 trans−decalin −193 0.74 −2.95 −5.56
Cyclohexylbenzene+ 3H2 cyclohexylhexane −295 2.47 −1.86 −4.91
Phenanthrene + 4H2 octahydrophenanthrene −251 1.16 −3.64 −7.12

a Standard enthalpy of reaction in kilojoule per mole of organic reactant.
Source: Ancheyta [49]. Reproduced with permission of John Wiley & Sons, Inc.
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determined that equilibrium favors the saturation of the first
ring, whereas the final ring is the most difficult one due its
resonance stability [35]. Hydrogenation of aromatics also parti-
cipates in the HDS, HDN, and even HDM of complex feed-
stocks. When heteroatoms are fused into aromatic structures,
the reaction generally proceeds through the hydrogenation
route, in which at least one aromatic ring adjacent to the heter-
oatom-containing ring is first hydrogenated before heteroatom–
C bond cleavage. The conversion through this route might be
restrained at high temperatures and low hydrogen partial pres-
sures due to a lower equilibrium concentration of partially
hydrogenated intermediates. Therefore, the overall rates of
HDS, HDN, and HDM reactions may be affected by the unfa-
vorable thermodynamics of aromatic hydrogenation.
The reversibility of aromatic hydrogenation reactions has

several implications in industrial practice. The maximum aro-
matic conversion is strongly subjected to operating condition
constraints, particularly reaction temperature, space velocity,
hydrogen partial pressure, and catalyst type, as well as the type
and amount of aromatic compounds in the feed. Increasing the
reaction temperature to achieve deeper HDS and HDN reduces
equilibrium conversion of HDA. This is particularly important
in gas oil HDS, for instance, as it is desirable to reduce simulta-
neously sulfur, nitrogen, and aromatic contents in order to meet
fuel specifications. In FCC feed pretreatment, it is also necessary
to reduce the concentration of these impurities in order to pre-
vent coke formation on acidic catalysts and at the same time to
obtain clean products. Therefore, it is necessary to tailor reaction
conditions to balance hydrogenation equilibrium with the
extent of HDS and other reactions. A common solution is to
operate at higher hydrogen partial pressures to increase the
equilibrium concentration of saturated products.
Except for naphtha and kerosene HDT, most of these opera-

tions are considered to be highly exothermic as a result of the
contribution of all the reactions to the total heat release. The
temperature increase down through the catalyst bed depends
primarily on the concentration of aromatics and sulfur com-
pounds and the extent of their respective reactions. It has been
reported that the temperature rise in some hydrotreaters can
exceed 100 C [36].
The availability of heat release data is crucial for safe reactor

design. It is possible to make good approximations of the global
heat release from each individual reaction using group contribu-
tion methods, but this would require developing a complex mol-
ecule-based kinetic model. The literature generally reports
information on individual HDT reactions, typically HDS,
HDN, and HDA, with model compounds. Some selected works
report global heats of reaction of specific processes which can be
used judiciously for reactor modeling. The overall heat of reac-
tion is a fitting parameter originated from several heat balances
of similar HDT processes and which accounts for the contribu-
tion of all reactions (HDS, hydrogenation, etc.) [55]. These para-
meters generally require fine-tuning to accurately reproduce
industrial data of any specific process. Their values are

commonly reported as the amount of heat generated with
respect to a certain reactant (removed sulfur, cracked hydrocar-
bon, consumed hydrogen, etc.). For instance, Mohanty et al. [56]
reported a value of −42MJ/kmol of consumed H2 for VGO
HCR, whereas Shah and Paraskos [57] reported the following
values for various processes:
Residue HDS: −7820 kJ/kg sulfur
Gas oil HCR: −582 kJ/kg converted oil
Shale oil HDN: −8147 kJ/kg nitrogen

13.3.4 Catalysts
Typical commercial HDT catalysts are composed of active
metals such as Mo or W in their oxidic state, with promoters
such as Co or Ni, supported on γ-alumina (γ-Al2O3). γ-Alumina
is the preferred support material due to its flexibility for tailoring
textural properties, possibility to achieve a high dispersion of
active metals, high mechanical resistance, and low cost [25].
The acidity level of γ-alumina is relatively low, which reduces
the extent of cracking reactions and coke formation. The active
phase is formed by distributing the active metals in the pores of
the catalyst support by impregnation. Typically the active phase
consists of Mo precursor (15–20 wt%) and either Ni or Co pro-
moter (1–5 wt%), depending on the application. The main func-
tion of the promoter is to improve substantially the activity and
selectivity of the active metal.
HCR catalysts are characterized by their dual functionality.

The cracking function is promoted by the highly acidic support,
whereas the active metal phase is responsible for the hydrogen-
ation/dehydrogenation function. The typical support is made of
amorphous silica alumina or crystalline zeolites (X and
Y zeolites), the latter being the most acidic [36]. The hydrogen-
ation function can be catalyzed by noble metals such as Pd
and Pt or by metal sulfides of NiMo and NiW. Noble metals
exhibit the best hydrogenation activity; however, they are very
expensive and are easily poisoned by hydrogen sulfide. The
metallic phase is responsible for both initiating the cracking
mechanism by dehydrogenation of saturate hydrocarbons into
the corresponding olefin intermediates and for stabilizing the
end cracking products by hydrogenation [58]. The metal func-
tionality must be balanced with the cracking functionality in
order to avoid excessive coke formation from unstable products.
The appropriate selection of hydroprocessing catalysts

depends on a careful inspection of the chemical properties
of the feedstock and the expected products. For conventional
distillate HDT (naphtha, kerosene, and gas oil), the specific sur-
face area and the composition of the active phase are the most
relevant features. CoMo-based catalysts are the traditional HDS
catalysts used in the industry. NiMo catalysts are better for sat-
uration reactions and HDN due to their higher hydrogenation
power. Therefore, Ni-promoted catalysts are preferred over
CoMo catalysts when the chemistry of the process proceeds
through the hydrogenation route (i.e., gas oil feeds containing
aromatic S- and N-compounds). NiW catalysts exhibit remark-
able hydrogenation properties, but they are rarely used in
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commercial practice due to their elevated cost. Commercial
VGO hydrocrackers generally include front beds loaded with
highly active NiMo catalysts to protect the HCR catalyst from
poisoning by N- and S-species and coke precursors.

The case of heavy feeds such as heavy oils and residues is the
most sophisticated in terms of catalyst design. Besides the basic
hydrogenation andHCR functions, the catalyst must be resistant
to catalyst deactivation caused bymetal and coke deposits. In this
context, the textural properties (porosity) of the catalyst play a
major role to ensure an acceptable length of run. Support acidity
must be adjusted to achieve moderate HCR, which is necessary
for avoiding excessive coking and sediment formation. Usually it
is preferred to use a combination of selective catalysts of different
characteristics to accomplish the best process performance.
A typical graded-bed system comprises a front-endmacroporous
HDM catalyst, a mid-end balanced HDM/HDS catalyst, and a
tail-end highly active HDS/HDN/HCR catalyst. The front-end
HDM catalyst is perhaps the most relevant aspect of the catalyst
system. Its purpose is to disaggregate asphaltene molecules to
allow Ni and V removal, so that the downstream catalysts can
operatewith partially upgraded feed. Since intraparticle diffusion
of large molecules such as asphaltenes is a rate-determining step,
pore size in this case becomes an important factor [2]. If the pore
size is too narrow, the catalyst will experience rapid pore mouth
plugging, leading to early shutdown. The capacity of the HDM
catalyst to store high amounts of metals from the feedstock is
what determines the overall catalyst stability and consequently
the length of run. The middle section comprises a more active
catalyst that provides partial HDS and some additional metal
removal. The tail-end catalyst resembles typical highly active
HDT catalysts for HDS/HDN and HCR. In general, in graded-
bed systems catalyst pore size decreases toward the tail end,
whereas activity tends to increase in that same direction.

Besides the composition and textural properties, the shape
and size of HDT catalysts are other characteristics that must
be carefully selected according to the type of feed and reactor
technology for optimal performance. Conventional catalyst
shapes such as spheres and pellets are well suited for distillate
HDT. For heavy feeds, such shapes are inadequate because large
molecules do not have access to the interior of the particle as a
result of diffusional limitations. Therefore, it is necessary to

shorten the diffusion path by reducing particle size. However,
decreasing particle size will often lead to a high pressure drop
in FBRs. A practical solution to this problem is the use of other
types of shape such as tri- and tetralobules, which design is char-
acterized by an extended surface area to reduce significantly the
diffusion path.

Finally, the overall catalyst performance during commercial
operation is evaluated on the basis of the product quality, proc-
ess selectivity, initial activity, and stability during time-
on-stream [58]. The last two elements can be categorized as
operational criteria since they determine the operating temper-
ature program during the operation cycle. The initial activity
establishes the start-up temperature to meet product specifica-
tions, whereas catalyst stability is more relevant in the mid- and
end-of-run, as it determines the rate of temperature increase to
keep the product within those specifications. When processing
heavy feeds, catalyst stability is of particular importance for
achieving acceptable cycle life due to the rapid catalyst deactiva-
tion caused by metals and coke.

13.4 Process aspects of HDT

13.4.1 Process variables
An accurate selection of the set of operating conditions ensures
the best process performance. The main process variables (tem-
perature, pressure, space velocity, and H2/oil ratio) are adjusted
according to the specific HDT application. Table 13.3 shows
typical operating conditions of various processes [59, 60]. Most
of these processes are generally carried out in fixed-bed units,
with the exception of ebullated-bed residue HCR. Naturally,
the severity of the process increases with the heaviness of the
feedstock. Distillate HDT is carried out at relatively mild condi-
tions compared to residue HDT. HCR processes require more
severe conditions than HDT and are much more demanding
in terms of hydrogen supply. A brief discussion on the effect
of these variables is presented later.

13.4.1.1 Reaction temperature
Reaction temperature is certainly the most influential process
variable. The extent and selectivity of HDT and HCR reactions

Table 13.3 Typical process conditions of various hydrotreating and hydrocracking processes.

Process T, C PH2 , MPa LHSV, h−1 H2/oil, Nm
3/m3 H2 cons, Nm

3/m3

Hydrotreating
Naphtha 320 1–2 3–8 60 2–10
Kerosene 330 2–3 2–5 80 5–15
Gas oil 340 2.5–4 1.5–4 140 20–40
VGO 360 5–9 1–2 210 50–80
Residue 370–410 8–13 0.2–0.5 >525 100–175
Hydrocracking
VGO 380–430 9–20 0.5–1.5 1000–2000 150–300
Residue 400–440 12–21 0.1–0.5 1000–2000 150–300

Source: Adapted from [59, 60].
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are very sensitive to this process parameter because the rate
coefficients increase exponentially with reaction temperature.
Therefore, reaction temperature is matched to the chemistry
of the process in order to achieve the desired selectivity. Light
distillate HDT is performed in a temperature range
(320–340 C) that is sufficient for almost complete HDS and
HDN (Table 13.3). Above these temperature levels, there could
be degradation of light hydrocarbons as a result of thermal
cracking and unfavorable equilibrium for hydrogenation of aro-
matics in the case of gas oil HDT. Residues and VGO are more
refractory in nature, and therefore, HDT requires higher tem-
peratures, in which case it is important to operate at higher
hydrogen partial pressures to improve the equilibrium concen-
tration of saturated rings. HCR processes are carried out at the
highest temperatures because C─C bond scission requires more
energy than HDT reactions.
Process temperature has several side effects that must be care-

fully evaluated. Even a small excess in temperature leads to a loss
in selectivity and higher catalyst deactivation. Consequently,
there is a specific reaction temperature limit for each case.
Increasing reaction temperature inevitably enhances coke
growth as a result of a higher rate of condensation of unstabi-
lized cracking products. In residue HDT, high temperatures
increase the extent of HDM, but this at the same time accelerates
irreversible catalyst deactivation by metal deposits. Tempera-
tures above 410 C promote thermal cracking of valuable hydro-
carbon constituents to generate considerable amounts of low
molecular weight liquids and gases. Additionally, severe crack-
ing of residues may lead to the formation of sediments, which
have the tendency to produce fouling in all types of equipment.
In industrial fixed-bed units, reactor temperature increases as

the reacting stream moves down through the catalyst bed. For
this reason, temperature control is a major concern of hydropro-
cessing operations. Usually, the total heat release is limited to
smaller and safer portions by dividing the total catalyst volume
into several beds for injecting quench fluids in between [7].
Naphtha and kerosene HDT typically require only a single
bed because the heat release is relatively small, but in the case
of heavier feeds, single-bed reactors would be unpractical due
to the excessive temperature rise. In those cases, the reactor is
configured to obtain a more favorable temperature distribution.
Figure 13.12 illustrates a three-bed reactor with two quenches.
The number of beds required in an HDT reactor varies

according to the total amount of heat release. Bed depth is estab-
lished by the allowable upper temperature limit. Ideally, the bed
distribution must ensure equal temperature differences (delta-
Ts) in every bed (therefore equal average temperature in all
beds) so as to improve the usage of the total catalyst inventory
[58]. Generally, the allowed delta-T per bed varies somewhere
between 15 and 30 C depending on the technical specifications
of the process. It is typical to find multibed designs of increasing
length because the rate of heat release decreases progressively
from top to bottom. In most cases, gas oil hydrotreaters have
two beds, whereas HCR units can have from four to six consec-
utive beds [36].

The temperature profile of the reactor is also influenced by
catalyst deactivation. During operation, the loss of catalyst activ-
ity is counterbalanced by periodically increasing reactor temper-
ature, which progressively displaces the temperature profile
upward. The cycle is terminated when the upper temperature
level reaches the metallurgical limit of the construction material
of the reactor. If axial temperature is not properly distributed,
early shutdown is likely to happen, especially when the deacti-
vation process is too fast as in residue HDT. Therefore, in such
cases it is desirable to have the lowest possible bed delta-Ts in
order to delay the time to reach the maximum allowable limit.
This implies more catalyst beds and consequently a larger reac-
tor vessel with additional quench zone hardware.

13.4.1.2 Hydrogen partial pressure
Hydroprocessing units are typically operated in a pressure range
of 1–30MPa. High pressures are necessary for reducing coke
formation on the catalyst particles, increasing the availability
of hydrogen in the liquid phase, increasing conversion, improv-
ing heat transfer, and handling higher volumes of gas [59].
Hydrogen partial pressure (PH2) is simply the product of multi-
plying the total pressure by the hydrogen purity (mol%) of the
gas recycle stream. As in the case of reaction temperature, the
required hydrogen partial pressure increases with the heaviness
of the feed and the desired conversion level. Hydrocrackers are
operated at the most elevated hydrogen partial pressures to
attain the highest conversions.
From a practical point of view, the main function of hydrogen

partial pressure is to improve process performance by promot-
ing hydrogenation reactions. Only a small fraction of gaseous
hydrogen is dissolved in the hydrocarbon and eventually is
available for reacting, which is why increasing total pressure
is so important. In general, hydrogen partial pressure favors
hydrogenation equilibrium, which in return increases the satu-
ration of aromatics and improves substantially the HDS and
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Figure 13.12 Multibed hydrotreating reactor with quenching.
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HDN of refractory compounds that follow the prehydrogena-
tion route. In HCR units, high hydrogen partial pressure is nec-
essary for saturating cracking products into more stable
components and to keep coke growth under control. The con-
sequence of operating below the preestablished hydrogen partial
pressure is rapid catalyst deactivation by coke deposits.

Although the higher the hydrogenpartial pressure the better the
process performance, this process variable has some practical
implications. Pressure is restricted by the design specifications of
the plant equipment. Therefore, it is essential to maintain hydro-
gen recycle purity as high as possible to close the gap between
hydrogen partial pressure and design pressure. The other impor-
tant factor is that high-pressure equipment is very expensive
because of the requiredwall thickness to resist such pressure levels.

13.4.1.3 H2/oil ratio and gas recycle
H2/oil ratio is a standard measure of the volume of hydrogen
circulating through the reaction system with respect to the vol-
ume of liquid feed. It is defined by the following relationship:

H2 oil =
TotalH2 to the reactorNm3 h
Total feed to the reactorm3 h

=
Nm3

m3
13 4

Gas recycling is required to generate a sufficiently rich hydro-
gen environment in the reactor. This ensures keeping hydrogen
partial pressure at appropriate levels and increases the availabil-
ity of hydrogen in contact with the catalyst and hydrocarbon
molecules. The recycle rate is established on the basis of process
objectives and economic aspects. Similar to hydrogen partial
pressure, a recycle rate below the design value will induce
coke formation and reduce the extent of conversion. This is

particularly important in HCR in order to extend the life cycle
of the catalyst, which is why it is common to operate these units
at very high H2/oil ratios (1000–2000 Nm

3/m3). The downside
of recycling higher gas volumes is the higher input of heating
and cooling and especially the necessity for a larger gas
compressor.

One relevant aspect of gas recycling is its effect on the gas–
liquid equilibrium in the reactor [61]. It is typical for most
HDT units to operate with partially vaporized hydrocarbon
feed. This effect alters gas composition and reaction rates.
Increasing the H2/oil ratio can be useful for concentrating the
heaviest and most refractory compounds (e.g., dibenzothio-
phenes in gas oil feeds) in the liquid phase, providing themmore
contact time with the catalyst. However, special care must be
taken with excess recycle rates because some of the species in
the vaporized fraction may not have access to the active sites
of the catalyst particle.

Figure 13.13 illustrates the recycle gas circuit throughout a
hydroprocessing unit. First, the reaction product is sent to an
HPS where the liquid products are recovered from the gas mix-
ture. Then, the gas stream is sent to a scrubbing unit in order to
remove hydrogen sulfide and ammonia by contacting with an
amine. The resulting hydrogen-rich stream (~80–85 mol%
H2) is recompressed in the recycle compressor and fed to the
top of the reactor and/or used for interbed quenching. Part
of the gas stream coming from the scrubbing tower (10–15%)
is purged to the fuel gas system or to a hydrogen purification
unit (e.g., pressure swing adsorption (PSA)). The product
from the hydrogen purification unit is combined with the
makeup hydrogen (~96–99.9 mol% H2) and sent to the reactor
along with the recycle stream from the compressor. Makeup
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Figure 13.13 Hydrogen circuit in a hydro-
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hydrogen is intended to compensate for the chemically con-
sumed hydrogen and for losses through the gas purge, scrub-
bing unit bottom, and dissolved hydrogen in the
hydrocarbon stream.

13.4.1.4 Space velocity
Space velocity is a ratio between the hydrocarbon feed rate and
the amount of catalyst loaded in the reactor. It indicates how
many reactor volumes of feed (considering only the volume
occupied by the catalyst) can be processed in a unit of time.
Space velocity can be established on a volume basis (LHSV)
or on a weight basis (weight hourly space velocity (WHSV)):

LHSV=
Total volumetric liquid feed rate to the reactorm3 h

Total catalyst volumem3
= h−1

13 5

WHSV=
Total liquid mass feed rate to the reactor kg h

Total catalyst weight kg
= h−1

13 6

The severity of the process increases inversely with LHSV.
A low value of LHSV indicates that less amount of feed is being
processed per hour (i.e., more contact time with the catalyst
inventory). Usually, distillate HDT is carried out at higher
LHSVs (>1.0) than residue HDT and HCR in general (<1.0).
LHSV is usually a preestablished design parameter that deter-
mines the amount of catalyst and therefore reactor capacity
for a required production rate.

13.4.2 Reactors for hydroprocessing
The currently available hydroprocessing reactor technologies
differ mainly in the type of catalyst bed. According to this
notion, the types of reactor fall into the following categories:
FBR, MBR, EBR, and SPR. FBRs can be considered as the
most well-established reactor technology for hydroprocessing,
whereas the other three are more complex and specific for cer-
tain applications. The major selection criterion between each
type of technology is the rate of catalyst deactivation, which
essentially depends on the amount of metals and asphaltenes
in the feed [3]. MBRs, EBRs, and SPRs are appropriate for the
heaviest feedstocks, because they allow for replacement of spent
catalyst without interrupting continuous operation. FBRs can
also be used for heavy feed processing but only when the
expected length of run is within economically acceptable limits
(typically above 6 months). The main features of each technol-
ogy are discussed as follows.

13.4.2.1 FBRs
Most HDT and HCR commercial units employ FBRs. Histori-
cally, FBRs were meant for processing naphtha, kerosene, and
gas oil, but they were gradually modified to handle tougher feeds
such as VGO and AR/VR. They are the preferred choice of refi-
ners due to their relative simplicity, flexibility, and ease of
operation.

Hydroprocessing reactors are generally three-phase (gas–
liquid–solid) reaction systems. The gas phase is composed
mainly of hydrogen, gaseous reaction products, and partially
vaporized hydrocarbons; the hydrocarbon feed is the liquid
phase, whereas the catalyst bed is the solid phase. The only
exception is naphtha HDT which exhibits two phases (gas–
solid) as a result of complete vaporization of hydrocarbons.
The coexistence of these three phases puts hydroprocessing
FBRs into a special category often referred to as trickle-bed reac-
tors (TBRs). A TBR is a system where a cocurrent gas–liquid
flow carrying both reactants and products moves downward
through a fixed bed of catalyst particles [62]. Figure 13.14 shows
a representation of the trickle-flow regime. It is considered that
in this regime the liquid is the disperse phase and the gas is the
continuous phase. The liquid flow tends to form a thin film over
the catalyst particle and the gas flows separately, filling the
remaining empty space of the catalyst bed. In general, trickle
flow is achieved at relatively low gas and liquid velocities due
to a low interaction between these two phases.
In trickle-flow regime, reactants and products must be trans-

ported between the three phases. Figure 13.15 provides a sche-
matic illustration of the mass-transfer phenomena occurring in
a TBR, in accordance with the two-film theory [63]. Hydrogen,
being the main reactant in the gas phase, must diffuse from the
bulk gas to the gas–liquid interface and then cross it into the
main body of liquid. It is common to assume that the resistance
in the gas film can be neglected and that the concentration of the
gaseous species at the gas–liquid interface is in equilibrium with
their partial pressure in the gas phase. The gaseous reactants,
organic compounds, and hydrocarbons in the liquid phase travel
to the catalyst particle across the liquid–solid interface in order
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Trickel-flow regime

Liquid flow

Gas flow
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Products

Figure 13.14 Representation of the trickle-flow regime in a hydroprocessing
reactor.
(Source: Mederos et al. [4]. Reproduced with permission of Taylor &
Francis LLC.)
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to react with each other. The hydrocarbon products return to the
liquid phase, while the gases generated by chemical reaction,
such as H2S, NH3, and light hydrocarbons, are transported back
to the gas phase in the same fashion.

One of the main advantages of TBRs is that liquid flow nearly
approaches to plug flow, and therefore, TBRs exceed in perfor-
mance other three-phase reactors such as EBRs or SPRs. They
also exhibit a higher ratio of catalyst loading capacity per liquid
volume. In practical terms, TBRs are very simple in construc-
tion, require low investment, and are the most flexible with
respect to the demanded throughput and reaction severity for
different conversion levels.

The drawbacks of TBRs include the presence of diffusional
limitations inside the catalyst due to the particle size. This is
because in commercial practice, the reactor must be loaded
with relatively large catalyst particles to avoid an excessive
pressure drop. However, the main disadvantage of this type
of reactor is certainly the loss of catalyst activity over time.
In addition, TBRs are exposed to fouling-related problems
because of the presence of solids in the feedstock (iron scale,
salts, coke fines, etc.) and reaction products (coke plugs and
metal deposits) [64]. This means that the operation must be
interrupted after a certain period of time for replacing the cat-
alyst, which procedure takes around 1 month and requires

complete dismantling of the reactor. The length of each oper-
ation cycle is determined by pressure drop buildup or catalyst
deactivation, depending on the type of process. Most units typ-
ically operate during 2 years; however, cycle lengths can be as
short as 6–12 months as in residue HDT or as long as 5 years
[36]. It is also common that TBRs suffer from flow maldistri-
bution of the reactants across the catalyst bed due to the poor
performance of the reactor internal hardware [65]. This pro-
duces overuse of certain parts of the catalyst bed which may
induce hot spot formation, whereas the rest of the bed becomes
underused leading to overall reactor underperformance and
shorter cycle lengths.

Quenching in FBRs. Industrial fixed-bed hydroprocessing
reactors operate in the adiabatic mode and therefore may
require quenching depending on the extent of heat release.
Thermal stability is essential for safe operation, meeting prod-
uct specifications, and achieving acceptable catalyst cycle
lengths. The traditional method for keeping reaction temper-
ature under control in fixed-bed hydroprocessing is by mixing
the hot process fluids from the preceding bed with quench gas.
Although historically hydrogen has been the quench fluid of
choice, the use of liquids has been also reported [66]. Quench-
ing takes place in the interbed sections of the reactor vessel,
also termed quench zones, which are basically mixing cham-
bers where the heated process stream is mixed with the cooling
medium.

Hydrogen quenching is typical of most HDT and HCR pro-
cesses with multiple catalytic beds. Quench streams are with-
drawn from the gas recycle stream and injected into the
interbed sections of the reactor, as presented in Figure 13.13.
Hydrogen quenching has the advantage of replenishing some
of the chemically consumed hydrogen in the preceding beds;
enriching the gas phase with hydrogen, which helps keeping
clean the catalyst from coke formation; and simultaneously
diluting the concentration of reaction inhibitors such as H2S
and NH3 [66]. The availability of quench gas primarily depends
on the rate of recycle gas, which, of course, is governed by eco-
nomic considerations. Usually, HCR units can have five or more
gas injection points, as they are designed to operate at high H2/
oil ratios (~2000 Nm3/m3). At lower recycle volumes, the max-
imum rate of quench gas that can be withdrawn from the recycle
stream is also restricted by the design H2/oil ratio in the reactor,
because every quench stream reduces the amount of recycle gas
fed through the top of the reactor.

In contrast to hydrogen quenching, liquid quenching-based
processes are not so common [66]. The use of liquids may
become attractive because of their higher heat capacity and
lower compression costs. The processes with liquid quenching
can be classified in two general categories: (i) multiple feeding
and (ii) product recycling. Multiple feeding, also known as
split-feed hydroprocessing, involves splitting the feed into a
number of fractions and introducing them selectively at differ-
ent positions of the reactor length (Figure 13.16a). Generally, the
heaviest fraction is fed at the top of the reactor for full contact
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with the total catalyst volume, whereas the lighter fractions are
introduced as quench streams into downstream beds where they
are provided with treatment in admixture with the heavy frac-
tion. The advantage of this technique is that the feeding and cat-
alyst bed arrangement improves process selectivity. Recent
patent literature describes several multiple feed processes for
upgrading light and middle distillates, FCC naphtha, VGO,
and Fischer–Tropsch products [66]. The other type of processes
is based on recycling portions of the liquid effluent for quench-
ing and also providing a second-pass opportunity to unreacted
species (Figure 13.16b).
Liquid quenching has the disadvantage of affecting reactor

performance by increasing the LHSV (i.e., decreasing reaction
severity), decreasing H2 partial pressure if vaporization takes
place, diluting the concentration of reactants, and adding new
and more reactive species to the mixture. Such an effect must
be compensated by designing larger reactor vessels for adding
extra catalyst volume or by increasing reaction temperature.
The first option evidently will increase the investment, whereas
the second one may reduce the length of run and change the
specification of the reactor construction material.
Reactor internals. One vital aspect for FBR performance is the

internal hardware design [65]. Reactor internals are responsible
for efficient catalyst utilization and process operation by means
of uniform volumetric and thermal reactant distribution across
the catalyst bed and for quenching performance and fouling
protection [67]. Inappropriate reactor internal designs cause
poor catalyst utilization due to maldistribution of reactants
and deficient quenching performance.
A general design of hydroprocessing reactor internals is

shown in Figure 13.17. Reactor internals may be located at
the inlet, between catalyst beds, and at the outlet. The inlet
hardware consists of a distributor tray along with fouling
abatement trays and/or top-bed grading materials. For highly
exothermic processes, multibed reactors with interstage

quench boxes are employed to limit the heat release. Quench
boxes comprise a fluid collection tray, a quench fluid injection
device, a chamber for mixing the cooling medium with the hot
reactants, and a redistribution tray. Finally, the hardware at the
outlet provides fluid collection and catalyst retention.
Figure 13.17 also shows the axial and radial delta-T profiles.
The axial delta-T represents the typical temperature rise
observed in hydroprocessing units. The drop in axial temper-
ature is caused by the quenching/mixing feature of the interbed
section. The radial delta-T reflects the performance of reactor
internals. A good performance is characterized by narrow
radial temperature differences after distribution and quench-
ing, whereas a gradual widening in radial delta-T is an evidence
of flow maldistribution. Such a negative effect has a cumulative
character when the distributor trays and quench boxes are not
working adequately.
In terms of catalyst utilization, the most relevant reactor hard-

ware is the distributor tray as it is responsible for the liquid dis-
tribution across the catalyst bed. In general, traditional
distributor designs such as sieve trays, chimney trays, and bub-
ble cap trays are known for their poor performance, whereas
state-of-the-art distributors facilitate complete irrigation of
the catalyst bed (e.g., Shell’s HD tray, Topsøe Vapor-Lift tray,
Exxon’s Spider Vortex technologies, Akzo Nobel’s Duplex tray,
and Fluor’s Swirl Cap tray) [65].
Figure 13.18 presents a comparison of several design features

of distributor trays. Tray spacing refers to the distance between
the centers of two drip points (Figure 13.18a). With narrower
tray spacing, uniform liquid distribution is achieved closer to
the top of the catalyst bed because there are more liquid source
points. On the contrary, wide tray spacing reduces catalyst
utilization, requiring more bed depth for correcting liquid dis-
tribution by radial dispersion. Figure 13.18b compares a
bubble cap tray against a Topsøe Vapor-Lift tray, in terms of
tray spacing. Evidently, the Topsøe tray has a higher density
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of distribution points and therefore provides much better liquid
distribution. The conventional tray suffers from wide tray spa-
cing owing to the size of the bubble caps. This defect also pro-
motes the presence of dead zones (with no liquid source) near
the reactor wall leaving a great amount of unused catalyst vul-
nerable to hot spot formation. Perhaps the most important

design feature is the liquid discharge pattern, as it determines
the percent of wetted catalyst across the top of the bed. Conven-
tional trays produce disc-type discharge pattern, wetting only
the surface right beneath the discharge point (10–30% of the
bed surface), as shown in Figure 13.18c. Modern trays, on the
other hand, form a wide spray-type discharge pattern covering

Bubble cap trayTopsøe tray
(b)(a)

y

z

(c)

Sieve tray with gas chimneys Bubble cap tray State-of-the-art tray

Figure 13.18 Distributor tray design parameters. (a) Effect of tray spacing on liquid distribution, (b) comparison of tray spacing, and (c) discharge pattern of
several tray designs.
(Source: Alvarez et al. [65]. Reproduced with permission of American Chemical Society.)
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the entire catalyst bed surface. Such a discharge pattern operates
under the gas-assisted principle, which takes advantage of the
high gas velocity to drag the liquid held on the tray forming a
highly dispersed liquid phase.
The quench box is the chamber where the hot reactants are

mixed with the quench fluid. These internals must provide
the following functions: (i) injecting the cooling medium,
(ii) mixing with the hot reactants from the previous bed, and
(iii) redistributing the liquid and gaseous reactants across the
following catalyst bed. Generally, quench boxes must have a
quench fluid injection device and a certain internal layout to
provide effective gas–liquid mixing. Typically, the quench box
has an arrangement of vanes and baffles that creates passage-
ways and constrictions to produce a turbulent swirling motion
of the fluids enhancing gas–liquid contacting. Shell’s UFQ,
ExxonMobil’s Spider Vortex quench zone, Chevron Lummus’
Nautilus, and ISOMIX reactor internals are some examples of
the newest quench hardware technologies [65].

13.4.2.2 MBRs
MBR technologies overcome the problem of shutting down the
operation every time the catalyst is completely deactivated. The
main feature of MBRs is that they combine plug-flow mode
operation of FBRs with the possibility to replace portions of
spent catalyst during time-on-stream [2]. Therefore, they are
well suited for handling tough feeds rich in metals and
asphaltenes.
The termmoving bed arises from themode in which the spent

catalyst is replaced. The catalyst bed is displaced periodically
downward by gravitational forces. The fresh catalyst enters at
the top of the reactor, and the deactivated catalyst leaves the
reactor through the bottom. Liquid flow can be supplied either
cocurrently or countercurrently with respect to the movement
of the bed. The rate of deactivation determines how frequently
the catalyst is replaced. Commonly, catalyst replacement is a
batch operation and is done once or twice a week [68].
In comparison to FBRs, MBRs offer a much more favorable

catalyst activity distribution along the reactor [3]. The periodical
addition of fresh catalyst in MBRs increases the overall HDM
and HDAs performance. Contrary to FBRs, the substantial
amount of metals and coke deposits on the catalyst particles
is removed through the bottom of the reactor during operation.
This feature of MBRs allows for operating at higher pressures
(200MPa) and temperatures (400–430 C) than those in typical
FBR units [2]. Thus, MBRs are more tolerant to metals and other
contaminants than the FBR, even with the same type of catalyst
and under more severe conditions. However, the catalysts
used in MBRs should have improved mechanical properties in
order to resist severe grinding and abrasion effects during
replacement.
The most representative commercial developments using

moving-bed technology are the bunker-flow reactor of the
HYCON process developed by Shell and Chevron’s onstream
catalyst replacement (OCR) reactor [6]. The bunker reactor
operates in the cocurrent downflow mode, whereas in the

OCR reactor the hydrocarbon is fed in the upflow mode (coun-
tercurrent). Figure 13.19 shows a diagram of the OCR reactor.
The countercurrent mode is apparently more efficient in terms
of catalyst consumption, because the fresh feed is initially pro-
cessed with spent catalyst at the bottom of the reactor, and then
the partially demetallized feedstock is passed through the fresh
catalyst at the top of the reactor. These technologies are used
specifically in the front-end HDM stage in residual oil upgrad-
ing, which also serves as protection for subsequent FBRs for
HDS and HCR [3].

13.4.2.3 EBRs
EBRs are perhaps the most sophisticated hydroprocessing tech-
nologies. They are specifically suited for the upgrading of heavy
and extra-heavy feeds, directly without any pretreatment [1].
Spent catalyst is replaced continuously in EBRs, and the
selection of the feedstock or conversion level is not restricted
by catalyst deactivation. This feature allows for using conven-
tional high-activity HDS and HCR catalysts instead of the
front-end HDM catalysts used in FBR HDT. Residue HCR
and HDM/HDS are the two major applications of EBR pro-
cesses. Examples of commercial EBR technologies include the
H-Oil process (Figure 13.20), licensed by Axens, and the LC-
FINING process, licensed by Chevron Lummus. Both technol-
ogies have very similar characteristics in terms of process para-
meters and reactor design, but they differ in some mechanical
details [9].
EBR hydroprocessing is a three-phase system in which the

recycle gas bubbles up through the hydrocarbon mixture and
the catalyst particles, creating a turbulent suspension [69].
The oil feed and hydrogen are delivered to the EBR in upflow
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mode passing through an expanded bed of catalyst particles. At
the top of the reactor, the process fluids are separated from the
catalyst and sent to a gas–liquid separator. Most of the catalyst
particles are returned to the reactor. The oil is recycled to the
bottom of the EBR and mixed with the fresh feed. The ebullating
pump is responsible for keeping the liquid in circulation inside
the reactor. EBRs can be assumed to behave almost as continu-
ous stirred-tank reactors (CSTR) due to their large recycle rates.
Therefore, the reaction conditions are nearly isothermal. Cata-
lyst replacement in EBRs is done intermittently, where fresh cat-
alyst is supplied through the top of the reactor and the spent
catalyst is removed from the bottom of the reactor.

EBRs exhibit many advantages for processing heavy oils.
EBRs are very flexible in operation, conversion can be as high
as 90 vol%, and the end products have low levels of sulfur,
metals, and nitrogen. The ebullated bed allows free movement
of solids, which minimizes fouling and, consequently, the pres-
sure drop [2]. Particle size is not restricted by pressure drop, and
therefore smaller particles can be employed, reducing diffu-
sional limitations significantly and making the catalyst less sus-
ceptible to pore mouth plugging by metal deposits. Operation in
EBRs is almost isothermal, which increases product selectivity,
improves heat transfer, minimizes the risk of local overheating,
and reduces coke yield. Unlike FBRs, the overall catalyst activity
remains constant during the whole cycle and so does the product
quality.

One of the problems of EBRs is that they suffer from exces-
sive catalyst consumption. The back-mixed character of EBRs
is kinetically less favorable compared with the plug-flow
regime. The catalyst must have improved mechanical strength,
because replacement conditions in an EBR promote serious
attrition and erosion of the catalyst particles. EBRs require a
larger volume with respect to FBRs due to their small ratio
of catalyst per liquid volume. Sediment formation is a major
concern as a result of the high conversion levels (>50 vol%).
Scale-up and design of EBRs is particularly more difficult
due to the complex hydrodynamics [9].

13.4.2.4 SPRs
SPRs are catalogued as unconventional technology for hydro-
processing. Unlike typical hydroprocessing, the main character-
istic of SPR technologies is the use of low-cost disposable
catalysts aiming at reducing the cost of the catalyst inventory.
The major application of SPR processes is in the primary
upgrading of heavy oils and bitumen. The process is typically
carried out at severe reaction temperature (>450 C) and pres-
sure (14–21MPa) [36] in order to operate in the thermal crack-
ing regime. The oil feed is added with finely powdered additives
in low concentrations, typically carbon or iron salts, to control
coke formation. It has been reported that there are several
slurry-phase hydroconversion technologies currently at the
demonstration scale (Veba Combi-Cracking, CANMET HCR
process, UOP’s Aurabon, and Intevep’s HDH Cracking) [2].

A simplified diagram of an SPR is shown in Figure 13.21.
First, the catalyst powder is added to the feed and is subse-
quently brought to the reactor temperature. The heated slurry
is then mixed with hydrogen, and both are fed through the
bottom of the reactor which is basically an empty vessel. The
liquid–solid suspension behaves as a homogenous phase due
to the small catalyst particle size, whereas the gas phase bubbles
up through this suspension. The SPR behaves like a plug-flow
reactor because the liquid and catalyst particles flow cocurrently
[23]. The spent catalyst leaves the SPR in admixture with the
liquid product stream and eventually concentrates in the
unconverted fraction in a nonhazardous form.
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In general, slurry-phase hydroconversion can be advanta-
geous for the upgrading of heaviest feedstocks due to the
remarkably high levels of conversion (>90 vol%) achieved as
well as the low costs associated with the catalyst stock and the
simple design of the reactor vessel. The slurry phase is charac-
terized by improved mass transfer and is thermally more stable.
The main drawback, however, is the extremely poor quality of
the unconverted fraction with very high contents of sulfur
and metals.

13.4.3 Catalyst activation in commercial
hydrotreaters

HDT catalysts are commercially produced with the metallic
phase in its oxidic form (e.g., CoO/MoO3). These metal oxides
must be transformed into sulfides in order to obtain a more acti-
vate state of the metallic phase. This activation process, also
termed presulfiding, is achieved by the action of a sulfiding
agent. In current practice, there are three main sulfiding techni-
ques: (i) with a regular sulfur-containing hydrocarbon feedstock
(typically straight-run gas oil), (ii) with a H2/H2S mixture in the
gas phase, or (iii) with a spiked feedstock in which the hydrocar-
bon is added with a spiking agent [70].
The sulfiding process is traditionally carried out in situ; how-

ever, ex situ sulfiding has also shown a lot of promise in terms of
improved catalyst activity [71]. The essence of this process
is passing the sulfiding stream through the catalyst bed in a
hydrogen-rich atmosphere so that the metal oxides can be con-
verted into sulfides. It is widely recognized that liquid-phase
sulfiding is more efficient and rapid compared to gas-phase
sulfiding. This is because the hydrocarbon flow assists in irrigat-
ing the catalyst bed, and thus a more uniform sulfide distribu-
tion is achieved. It also serves as a heat absorption medium for
controlling the exothermality of sulfiding reactions. In the case
of spiked feedstocks, the feed oil is added with a spiking agent
such as carbon disulfide (CS2), dimethyl sulfide (DMS),
dimethyl disulfide (DMDS), or ethyl mercaptan (EM), to name

a few. Among all of them, DMDS has proven to be the most
effective both at laboratory- and commercial-scale sulfiding.
The sulfiding procedure is carried out at the decomposition

temperature of the sulfiding agent. Activation with spiking
agents generally requires much lower temperatures
(~160–260 C) than with nonspiked oil (~300–350 C) [70]. It
is important to keep an adequate sulfur concentration in the sul-
fiding feedstock in order to control the heat release of sulfiding
reactions. A sulfur content of 0.5–2.0 wt% in the feedstock is
typically recommended, whereas sulfur concentration must be
below 1 wt% in spiked feeds.
Figure 13.22 shows the details of the liquid-phase sulfiding

procedure for a NiMo HDS catalyst [71]. Before starting the sul-
fiding itself, the catalyst is dried with hydrogen flow at low tem-
perature in order to remove traces of water that can be
potentially harmful for the catalyst at higher temperatures,
and after that, the catalyst bed is completely soaked in oil to pre-
vent the presence of dry areas. Once the catalyst bed is prepared
for sulfiding, the oil feed is switched to the sulfiding feed
(e.g., straight-run gas oil spiked with DMDS), and the temper-
ature is increased to 260 C. At this first stage of the sulfiding
process, the temperature level must be high enough to decom-
pose the spiking agent, but it should not exceed 260–315 C in
order to avoid coking andmetal oxide reduction before sulfiding
is complete. This first step is also known as initiation. After
this stage, the temperature is increased to a second level
(290–350 C). Experimental results have indicated that temper-
ature levels close to the upper limit are more effective for achiev-
ing a higher catalyst activity. This is basically a finishing
step that ensures the maximum sulfur uptake. It should be men-
tioned that sulfiding reactions liberate substantial amounts of
H2S, which serves as an indicator of the state of the activation
process. The appearance of considerable amounts of H2S in
the gas outlet indicates that the process has reached a break-
through point, where the catalyst is being saturated with
sulfur [36].
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13.5 Reactor modeling and simulation

This final section of the chapter focuses on the modeling and
simulation of catalytic hydroprocessing. Modeling gathers all
aspects of the process reviewed earlier into a computational
tool intended for the design and optimization of commercial
units. In this section, the construction of a hydroprocessing
reactor model and its application at several stages of process
design and simulation are illustrated through a practical exam-
ple. The case study is derived from a series of recent publica-
tions on the modeling of a heavy oil upgrading process
developed by the Mexican Institute of Petroleum (IMP) [51,
72, 73]. The modeled process is appropriate for the purposes
of this chapter as it couples the most relevant phenomena that
occur during hydroprocessing.

13.5.1 Process description
The IMP process is a catalytic hydroprocessing technology for
the primary upgrading of heavy and extra-heavy crude oils to
meet pipeline specifications and to provide better quality feed-
stock to refineries [16]. The upgraded oils, also known as “syn-
thetic oils,” exhibit similar properties to those of intermediate
crude oils (22–30 API) but have lower sulfur and other impurity
contents. The process is characterized by an arrangement of
FBRs in series loaded with a graded-bed catalyst system consist-
ing of selective catalysts for HDT and hydroconversion and in
combination with low-pressure operating conditions to mini-
mize sludge formation.

The basic process scheme of the IMP technology is presented
in Figure 13.23. The initial step involves the splitting of a full-
range heavy crude oil into a light fraction and a heavy fraction
(typically an AR). The heavy fraction is subjected to hydropro-
cessing conditions in the first FBR where substantial metal and

asphaltene removal is achieved, and at least a portion of the sul-
fur and nitrogen content is eliminated. The partially converted
products from this stage enter a second FBR for achieving sub-
stantial HDS and HDN as well as a moderate level of HCR. The
reactor effluent is sent to an HPS where the liquid products are
recovered from the gases. The liquid stream from the HPS
undergoes additional stripping in order to remove the remain-
ing dissolved hydrogen sulfide. The gas mixture from the HPS is
fed to the scrubbing unit in order to remove hydrogen sulfide
and ammonia, and the resulting high-purity hydrogen stream
is recompressed and recycled to the reaction system. Finally,
the liquid stream is mixed with the light fraction to obtain the
upgraded oil.

13.5.2 Summary of experiments
The reactor model of the heavy oil upgrading process was devel-
oped and fitted on the basis of two sets of detailed bench-scale
experiments. The first experimental program was designed to
collect reaction kinetic data at various operating conditions,
whereas the second program served to obtain information about
catalyst deactivation. A description of each set of experiments is
given later.

13.5.2.1 Kinetic tests
The set of kinetic experiments was conducted in a bench-scale
HDT unit. The plant consisted of two FBRs in series (~500 cm3

of catalyst in each reactor) which were loaded with a triple layer
of catalyst extrudates: a front-end HDM catalyst, a mid-end cat-
alyst with balanced HDM/HDS activity, and a tail-end highly
active catalyst for HDS andHCR. Catalysts were activated in situ
by sulfiding with spiked straight-run gas oil (1.46 wt% sulfur,
also containing 1.0 wt% dimethyl disulfide). The feedstock
was an AR (343 C+) from a Mexican heavy crude oil (13 API).

H2 makeup

Heavy crude oil

Light fraction

Heavy fraction

H2 recycle Purge

Scrubbing
unit Lean DEA

Rich DEA Sour gas

Upgraded oil

HDT reactors

High-pressure
separator

Stripping
tower

Figure 13.23 IMP heavy oil upgrading process.
(Source: Adapted from [16].)
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In this case, the residue feed represented the heavy fraction of
the process diagram of the IMP technology (Figure 13.23). Phys-
ical and chemical properties of the feed (AR1) are presented in
Table 13.4.
The details of the entire experimental program are shown in

Figure 13.24. In order to perform the tests under steady-state cat-
alyst activity, the fresh catalyst system was first stabilized at low
temperature (360 C) by processing the feed during 100 h. After
the initial deactivation period, the experiments were conducted
consecutively by varying LHSV (0.25–1.0 h−1) and temperature
(380–420 C). The pressure and the H2/oil ratio were kept con-
stant during the entire run at 9.81MPa and 891 std m3/m3

(“std” refers to standard gas volume at 0 C and 100 kPa), respec-
tively. Hydrogen makeup was supplied between reactors at a
rate of 151 std m3/m3 to compensate for hydrogen consumption
in the first reactor. For each test, operating conditions were
adjusted during a period of 5 h, and after that, the process was left

to stabilize for a period of 5–12 h (depending on the flow rate) to
obtain representative products. Under stable operation, two con-
secutive mass balances were performed by collecting the product
for 3 h. The tests were carried out in less than 250 h of operation
so as to minimize the influence of catalyst deactivation on the
kinetic analysis. After the experiments, catalyst activity was mon-
itored with a checkback test using the conditions of the first
experiment (first and checkback experiments are marked with
circles in Figure 13.24).

13.5.2.2 Catalyst aging test
The stability of the layered catalyst system was evaluated under
process conditions in a 5.2 month-long test. The study was car-
ried out in another bench-scale plant with two FBRs in series
(~900 cm3 of catalyst in each reactor). The total reactor volume
was loaded with the same catalysts that were used for generating
the kinetic data. The feedstock was a similar AR coming from
another batch of 13 API heavy crude oil, as also shown in
Table 13.4 (AR2).
The catalyst life test was conducted in the fixed-performance

mode by increasing periodically reaction temperature to
compensate for the activity loss. Unlike most of the residue
upgrading processes which typically operate under HDS isoper-
formance, the target in this process was to keep the API gravity
of the product constant, as this parameter is a good measure of
the overall character of oils.
The evaluation was carried out under the following operating

conditions: LHSV of 0.25 h−1, initial temperature of 380 C, pres-
sure of 9.81 MPa, and H2/oil ratio of 891 std m3/m3. The mass
balance runs were performed consecutively by recovering the
products every 12 h. Inter-reactor samples were taken every
24 h in order to monitor the behavior of the first reactor. The
sample size was kept at less than ~2% of the total feed rate so
as to reduce the disturbance of the system. This small amount
was sufficient enough to carry out some analyses, particularly
to determine metals content in the products for estimating
the metals uptake in the first reactor.

Table 13.4 Properties of the feedstocks.

AR1 AR2

Density at 15.6 C, g/cm3 1.0326 1.0475
API gravity 5.4 3.2
Kinematic viscosity at 121 C, mm2/s 1637.9 1832.4
S, wt% 5.74 6.21
Metals, wppm
Ni 102 117
V 620 578
Ni + V 722 695.6
Insolubles in C7, wt% 21.77 25.10
ASTM D-1160 distillation
IBP, C 296 380.3
5 vol%, C 372 415.4
10 vol%, C 401 447
15 vol%, C 438 474
20 vol%, C 475 504
30 vol%, C 521 551
40 vol%, C 541 —

vol% recovery at 538 C 35.25 26.90

Catalyst loading
and

sulfiding

Initial deactivation
period

LHSV
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Figure 13.24 Details of the experimental
program.
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13.5.3 Modeling approach
The mathematical model was constructed on the basis of a
three-phase plug-flow reactor model developed by Korsten
and Hoffmann [63]. The model incorporates mass transport
at the gas–liquid and liquid–solid interfaces and uses correla-
tions to estimate mass-transfer coefficients and fluid properties
at process conditions. The feedstock and products are repre-
sented by six chemical lumps (S, N, Ni, V, asphaltenes
(Asph), and 538 C+ VR), defined by the overall elemental
and physical analyses. Thus, the model accounts for the corre-
sponding reactions: HDS, HDN, HDM (nickel (HDNi) and
vanadium (HDV) removals), HDAs, and HCR of VR. The gas
phase is considered to be constituted of hydrogen, hydrogen sul-
fide, and the cracking product (CH4). The reaction term in the
mass balance equations is described by apparent kinetic expres-
sions. The reactor model equations were built under the follow-
ing assumptions:
• The reactor operates in the plug-flow mode.
• Liquid velocity is constant throughout the reactor.
• Liquid vaporization does not take place.
• Pressure is constant.
• There is no heat-transfer resistance between the three phases.
• Intraparticle diffusion is considered in the apparent rate
coefficients.

• Catalyst deactivation by coke occurs during the first 100 h on
stream and then reaches equilibrium.

• Metals are deposited on the catalyst during the whole cycle.

13.5.3.1 Model equations
The formulation of the model equations is based on the trans-
port of reactants between the gas–liquid–solid phases that takes
place in TBRs [51]. Hydrogen, being the main gaseous reactant,
is first transferred from the gas phase to the liquid bulk. The
reactants in the liquid phase (chemical lumps and dissolved
H2) travel to the catalyst particle in order to react. Products
such as H2S and CH4 are released to the gas phase passing
through the liquid phase, whereas hydrocarbon products return
to the liquid.

The change in the molar flow of gaseous compounds along
the reactor is equal to the gas–liquid transport rate:

dNG
i

dz
= −Ask

L
i aL

P
Hi

NG
i

NG
i

−CL
i 13 7

where i =H2, H2S, and CH4.
The change in the concentration of gaseous compounds in the

liquid phase is attributed to the gas–liquid transport and mass
transfer to the solid phase:

dCL
i

dz
=

1
uL

kLi aL
P
Hi

NG
i

NG
i

−CL
i −kSi aS CL

i −C
S
i 13 8

where i =H2, H2S, and CH4.
The chemical lumps are transferred from the liquid bulk to

the catalyst surface:

dCL
i

dz
= −

1
uL

kSi aS CL
i −C

S
i 13 9

where i = S, N, Ni, V, Asph, and VR.
The species that travel across the liquid–solid boundary are

either consumed or produced by chemical reaction:

kSi aS CL
i −C

S
i = ± rj z, t 13 10

where i =H2, H2S, CH4, S, N, Ni, V, Asph, and VR and rj repre-
sents the local rate of reaction j at the axial position z along the
reactor and time t, with j =HDS, HDN, HDNi, HDV, HDAs,
and HCR. The “−” sign is for the reactants, whereas the “+” sign
is for the products.

It is necessary to include a heat balance to represent the adi-
abatic operation of the commercial reactor. Given the assump-
tion that the three phases are at the same temperature, the
following pseudo-homogeneous energy balance is used:

dT
dz

= −ΔHR rHDS
1

uLρLCpL + uGρGCpG
13 11

The heat source term in the energy balance is based on a
global heat of reaction (−7820 kJ/kg sulfur) of the AR HDS
process [57].

Commercial hydroprocessing reactors generally have several
quench injection points. Gas quenching reduces reaction tem-
perature and changes gas composition, which modifies the con-
ditions at the entrance of the next catalyst bed. Quench injection
can be represented as the mixing of the quench stream with the
gas–liquid bed effluent. The following energy balance can be
used to calculate the required quench rate (q) for a certain cold
mix temperature (Tin) or vice versa:

Tin

Tout

loutCpLdT +
Tin

Tout

goutCpGdT +
Tin

TQ

qCpQdT = 0 13 12

The actual rate of gas entering the next bed is then obtained
by adding the quench rate to the gas effluent of the preceding
bed. Gas composition at the entrance of the next bed is adjusted
with the individual mass balances of the gaseous species.

A detailed compilation obtained from different literature
sources of the correlations used in this model for determining
oil properties, gas solubilities, and gas–liquid/liquid–solid
mass-transfer coefficients at process conditions has been
reported elsewhere [51].

13.5.3.2 Reaction kinetics
The reaction term in the mass balance equations was repre-
sented by an apparent power-law kinetic model of nth order:

rj z, t = kappj ϕj z, t CS
i

nj 13 13

where kappj is the Arrhenius-type apparent rate coefficient of

reaction j, ϕj is the deactivation function of reaction j at axial
position z and time t, CS

i is the concentration of the chemical
lump i on the catalyst particle, and nj is the order of reaction
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j. In the case of HDS, the inhibitory effect of H2S adsorption and
H2 concentration was also included:

rHDS z, t = kappHDSϕHDS z, t
CS
S

nHDS CS
H2

0 5

1 +KH2SC
S
H2S

2 13 14

H2 consumption and H2S generation were accounted for
through overall molar-based stoichiometric coefficients,
whereas CH4 was assumed to be produced exclusively from
the cracking of VR.

13.5.3.3 Scale-up of bench reactor data
It is well documented that bench-scale TBRs generally produce
kinetic data that cannot be used directly for scale-up and design
[53]. The presence of fluid dynamic limitations generates plug-
flow deviations and poor wetting of the catalyst bed, affecting
overall reactor performance. Because of this, the apparent rate
coefficient often increases with reactor scale (i.e., liquid rate)
[7]. Thus, the apparent rate constant can be defined as the
intrinsic rate constant distorted by diffusional limitations inside
the catalyst particle and by incomplete catalyst wetting:

kappj = η0ηCEk
in
j 13 15

where kinj is the intrinsic rate coefficient and η0 and ηCE represent

the catalyst effectiveness factor and external wetting efficiency,
respectively. Considering that the experiments were performed
with commercial-size catalysts, the effectiveness factor is

grouped with kinj to produce a “particle” rate coefficient (kpj ):

kappj = ηCEk
p
j 13 16

kpj allows for describing catalyst performance under industrial

conditions by avoiding the need to model intraparticle diffusion
but only when the catalyst used for the tests is the same as that
selected for commercial application. The resulting expression
provides a simple relationship between bench-scale and indus-
trial reactor performance with wetting efficiency as the scale
parameter.

A useful method to handle this problem is to measure kappj at

various liquid rates, and if possible at two reactor scales, and fit
the data to the following empirical equation [74]:

1

kappj

=
1

kpj
+

A
GB
L

13 17

where the particle rate constant is approximated in the form of

1 kpj by extrapolation to infinite superficial liquid mass velocity

(GL) (intercept on the y-axis). For this case, the procedure was
applied using the information from the LHSV bench-scale
experiments and from a semi-industrial scale test (10 bpd plant).

13.5.3.4 Catalyst deactivation
Deactivation of heavy oil hydroprocessing catalysts is driven by
two factors: coking and metal buildup. Coke formation is

responsible for the rapid activity decay during the first hours
after which apparently reaches equilibrium, whereas metals
are accumulated during the whole cycle in a linear fashion [3,
75]. The effect of these two processes on catalyst activity was
modeled according to the following empirical expression [73]:

ϕj z, t =
1

1 + αjt
βj
− xMOC z, t γj 13 18

The first term of Equation 13.18 is a hyperbolic function that
represents the rapid initial activity decline as function of time t. As
stated in the list of assumptions, it is considered that this happens
during the first 100 h of operation, and the initial deactivation
period is over after this time period. The choice of this simple
function is based on numerous experimental observations
showing that the deactivation curves during start-of-run follow
the same pattern even with different types of heavy feeds in a wide
range of temperatures [73]. The second term stands for the con-
tribution of metals buildup during the whole cycle. This function
is directly linked to the amount of metals-on-catalyst (MOC;
xMOC) at axial position z and time t, which allows for establishing
a time-evolving axial activity profile.

13.5.4 Simulation of the bench-scale unit
13.5.4.1 Reactor simulation with stable catalyst activity
The rate parameters and stoichiometric coefficients of the reactor
model were fitted from the kinetic experiments. The reactor
model was applied to simulate the behavior of the bench-scale
unit at stable catalyst conditions (after initial deactivation period).
Molar concentration profiles of sulfur, nitrogen, and metals in
the liquid and solid phases in both reactors (R1 and R2) are pre-
sented in Figure 13.25. Experimental values are also included for-
comparison. As observed, the model allows for tracking the
evolution of each chemical lump, showing a good agreement with
the experimental data. It can be noticed that there is a concentra-
tion gradient between the liquid and solid phases which disap-
pears progressively with bed depth. Such behavior is attributed
to the mass-transfer resistance at the liquid–solid interface.
This resistance is given by the mass-transfer coefficient which
depends mainly on the physical properties of the liquid (density
and viscosity) and on the superficial liquid mass velocity. In this
process, the mass-transfer coefficient is improved along the reac-
tor, because the feed becomes lighter as a result of HCR.
Figure 13.26 shows themolar concentration profiles of H2 and

H2S in the liquid and solid phases, at a reactor temperature of
380 C. The shape of these profiles is determined by a balance
between chemical reaction and gas–liquid mass transfer. From
the entrance to a relative reactor length of approximately 0.05
(5% of the total length), H2 concentration drops quickly, whereas
H2S concentration increases substantially due to the high reac-
tion rates in that section of the reactor. In the rest of the reactor
length, H2 concentrates progressively in the liquid, while H2S is
released from the liquid to the gas phase, and therefore, it is con-
sidered that this section is governed by gas–liquid equilibrium. In
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this case, there is also an evolving liquid–solid mass-transfer
resistance that disappears as the reaction proceeds.

The evolution of the gas-phase composition at 380 C
is depicted in Figure 13.27. Experimental data from chromato-
graphic analyses of the gas phase at the exit of the reaction sys-
tem are also included to verify the model. It is observed that H2

partial pressure decreases rapidly as a result of H2 consumption.
H2S and CH4 generation causes their partial pressures to
increase along the reactor length. At a relative reactor length
of 0.5, which corresponds to the inter-reactor zone, there is a
notorious jump in H2 partial pressure and a fall in H2S and
CH4 pressures. This is caused by the inter-reactor hydrogen
stream described in the experiments. Such a stream enriches
the gas phase with H2 and also has the advantage of diluting
HDT reaction inhibitors such as H2S and NH3 toward the
end of the reaction system. This type of gas composition profile
is typical of industrial HDT reactors in which multiple hydrogen
quench streams are employed.
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Figure 13.28 shows the axial profiles of superficial gas velocity
(uG) and H2/oil ratio (relative to that of the entrance of the first
reactor: 890 std m3/m3). Experimental values of the H2/oil ratio
at the exit of the reaction system, determined on the basis of
hydrogen consumption, are included for comparison. In gen-
eral, the behavior of both variables resembles that of H2 partial
pressure. This is a result of the H2 consumption along the reac-
tors, which decreases the H2/oil ratio quite significantly and pro-
duces volumetric contraction of the gas reducing its superficial
velocity. As expected, H2/oil ratio and superficial gas velocity
decrease more rapidly at higher temperatures as a result of
higher H2 consumption. On the other hand, the contribution
of H2S and CH4 to the total gas volumetric flow rate is negligible
compared with that of H2. Detecting such behavior is only pos-
sible by formulating the mass balances for the gas phase in terms

of molar flows. Most models consider constant gas velocity and
therefore do not consider any changes in the gas rate. In this
case, the hydrogen stream injected between reactors generates
a step increase in both H2/oil ratio and superficial gas velocity.
In general, the model predictions are in good agreement with

the experimental observations. The model is capable of predict-
ing the evolution of the various chemical lumps along the reac-
tor at various temperatures as well as the gas yields and H2

consumption.

13.5.4.2 Reactor simulation with time-varying
catalyst activity

The data from the catalyst aging test were employed to fit the
deactivation functions in order to simulate the performance
of the process during time-on-stream. Figure 13.29 illustrates
the levels of HDS, HDM, and HCR of VR during the run. It also
shows the reaction temperature increase program to keep the
upgraded oil quality at 23 API. The model predicts the perfor-
mance of the process during the entire run reasonably well. The
deactivation curves followed different patterns under the fixed-
performancemode, for instance, HDS andHDNi decreased pro-
gressively with time-on-stream, whereas HDV and HCR gave a
better response to the temperature increase. Such behavior is
caused by diverse factors such as the properties of the catalysts,
activation energies, feed type, and the thermal effects. The dis-
continuities at around 1500 h and after 2500 h of time-on-
stream are attributable to pressure drop-related problems
caused by fouling. In those cases, reaction temperature was
decreased and the heavy feed was switched to light gas oil in
order to flush the unit. Once the pressure drop decreased, the
feed was switched back to residue and temperature was
increased until the target performance was achieved.
The HDM performance of the first reactor (R1), along with

the global HDM level (R1 + R2), is presented in Figure 13.30.
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As mentioned in the description of experiments, the first reactor
was monitored with the inter-reactor samples. Evidently, the
performance data of the first reactor are widely scattered, but
the model is still able to capture the general trend. This is
because inter-reactor samples were very small (2% of the efflu-
ent) and therefore not completely representative for an accurate
kinetic analysis. However, those samples were acceptable
enough for a rough estimation of the metals uptake in the first
reactor and to verify the model capability. As for the overall
HDM, the model works sufficiently well since parameter estima-
tion was carried out using the overall aging data. The same figure
shows the evolution of the MOC in both reactors. It is clear that
MOC accumulation follows a linear behavior. There is a good
match between the model results and the observed MOC, which
was estimated from the metals balances between the feed and
products. It is noteworthy that metals buildup in the first reactor
is as high as approximately 120 wt% (on fresh catalyst basis),
whereas it is only approximately 20 wt% in the second reactor,
which indicates that the front-end catalyst is protecting the
downstream catalysts.

The model is also capable of describing the evolution of the
axial MOC profiles, as shown in Figure 13.31. It can be observed
that initially (500 h) the axial MOC profile is relatively flat. As
time-on-stream increases, the MOC profile acquires the typical
descending shape, particularly in the first reactor. Clearly, it can
be noticed that the front-end HDM catalyst, located in the first
30% of the total reactor volume (0–0.3), exhibits the highest
metals accumulation, followed by the mid-end catalyst, which
is distributed in the remaining space of the first reactor and
the first part of the second reactor (0.3–0.6). Such a layered cat-
alyst arrangement reduces significantly the metals content in the
stream entering to the highly active HDS catalyst bed located in
the tail end of the second reactor (0.6–1.0).

13.5.5 Scale-up of bench-unit data
In TBR processes it is highly desirable that the whole catalyst bed
contributes to the overall conversion. For this to happen, every
catalyst particle needs to be covered by a flowing film of liquid
[76]. However, bench-scale reactors usually deviate from this
ideal behavior as a result of low liquid velocities that cause
incomplete catalyst wetting. In such cases, the liquid flows pref-
erentially through certain parts of the bed leaving some of the
catalyst particles partially wetted and others completely dry.
Therefore, in the scaling up of kinetic data obtained from bench
TBRs, it is essential to estimate wetting efficiency in order to
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determine the extent of catalyst utilization and thus to correct
kinetic data.
The scale effect on catalyst wetting efficiency is analyzed in

Figure 13.32. The theoretical curve was obtained from
Equation 13.17 using the bench- and semi-industrial scale data
at 380 C. The shape of the curve indicates that wetting efficiency
is a weak function of superficial liquid mass velocity in this sys-
tem. In fact, the values of wetting efficiency for all experiments
fall in the range of commercial operation (0.7–1.0); for instance,
at the lowest LHSV, this parameter is already higher than 0.7
(more than 70% catalyst utilization), whereas for the semi-
industrial test it is very close to 1, as this plant is roughly 230
times larger in terms of processing capacity that the bench-scale
unit operating. Apparently, this indicates that the semi-
industrial scale reactor behaves ideally in terms of catalyst uti-
lization, and therefore, this test was considered representative
of commercial operation.
Figure 13.33 shows a comparison of semi-industrial and

bench-scale performance at LHSV = 0.2 h−1 and 380 C. It is evi-
dent that the semi-industrial scale outperforms the bench scale
as a result of the effect of liquid flow rate on catalyst utilization.
The use of wetting efficiency as the scale-up parameter allows
accounting for such an effect on reactor performance. From
the previous analysis, it was determined that a wetting efficiency
of 0.7 correlates sufficiently well bench-scale and semi-industrial
reactor performances.

13.5.6 Simulation of the commercial unit
13.5.6.1 Reactor design and simulation with stable

catalyst activity
It is well known that there are certain differences between indus-
trial and pilot reactors. Themost important one is that industrial
reactors operate in the adiabatic mode and the gas recycle

stream is distributed along the reactor length to provide quench-
ing to interbed effluents, whereas bench-scale reactors are iso-
thermal, and the gas is supplied generally at the entrance of
the reactor only. Therefore, when designing new units, the tem-
perature and H2/oil ratio profiles of the industrial reactor con-
figuration must be close enough to the conditions previously
established during bench-scale experimentation. This configu-
ration is obtained by adjusting inlet reactor temperatures, set-
ting the permitted delta-T per bed (this means estimating the
number of catalytic beds and their respective lengths), and find-
ing a proper distribution of the amount of gas that is withdrawn
from the recycle loop for quenching.
The reactor model was applied to design and simulate the

commercial-scale reactors of the heavy oil upgrading process,
keeping in mind the aforementioned criteria. It was considered
that the reactors operate at the following average conditions:
overall LHSV of 0.25 h−1, temperature of 380 C, H2/oil ratio
of 890 std m3/m3, and pressure of 9.81 MPa. The main target
was to construct an arrangement in which temperature and
H2/oil ratio profiles matched the required average conditions.
This was done through a sequential analysis of several reactor
configurations that evolved from one to another, identifying
the flaws of a given design and then improving them to meet
the established criteria.
Figure 13.34 presents one possible reactor configuration

and the simulation of reactor temperature, H2/oil ratio, and
conversion of the chemical lumps. In order to limit the sharp
temperature rise caused by the hydroprocessing reactions, the
total catalyst volume was divided into six catalyst beds. R1

required four beds as a result of the large heat release in this
section (~72 C), whereas R2 required only two beds. Bed inlet
temperatures and delta-Ts for each reactor were adjusted to
be more or less equal in order to match the average temperature

0.1
0.5

0.6

0.7

0.8 1.0

LHSV, h–1

LHSV, h–1

0.75

0.5

0.25

0.2

Semi-industrial
scale

Bench scale

W
et

tin
g 

ef
fic

ie
nc

y

0.9

1.0

1

GL, kg/(m2 s)

10

Figure 13.32 Catalyst wetting efficiency as function of superficial liquid
mass velocity: (■) bench scale, (□) semi-industrial scale, (—) simulated.
(Source: Alvarez et al. [73]. Reproduced with permission of Elsevier.)

0

HDS

HDN

HDNi

HDV

HDAs

HCR

H2 cons.

10 20 30 40

Performance, %

50 60 70 80 90 100

Experimental

Semi-industrial
Bench-scale

Semi-industrial
Bench-scale

Predicted

Figure 13.33 Comparison of semi-industrial and bench-scale performances.
(Source: Alvarez et al. [73]. Reproduced with permission of Elsevier.)

324 Chapter 13



(dotted line) in every catalyst bed. Equal delta-Ts per bed
produce a catalyst bed arrangement of increasing depths.
It can also be noticed from Figure 13.34 that there are only
two hydrogen quenches injected at specific positions in R1

and three heat exchangers distributed along R1 and R2. This spe-
cific arrangement results from adjusting the amount of quench
gas coming from the gas recycle stream tomatch the average H2/
oil ratio (dotted line).

Figure 13.35 shows the average H2/oil ratio in both reactors as
function of the number of hydrogen quenches. The analysis
indicates that two hydrogen quenches is the limit to keep the
design H2/oil ratio (890 std m3/m3). If the number of quenches
is increased (3, 4, or 5), the average H2/oil ratio in R1 begins to
drop below the design value, because every extra quench stream
reduces the amount of recycled gas entering through the top of
R1. This is not particularly desirable in R1, as lower H2/oil ratios
will have an adverse effect on catalyst cycle life. From this anal-
ysis, it is then concluded that, in this case, it is not possible to
quench the total heat release with hydrogen and at the same time
keep the H2/oil ratio at the design average in both reactors. This
is the reason why there are three interbed heat exchangers in the
proposed reactor configuration. Another option to maintain the

design value in R1 (case 5+) could be increasing the gas recycle
rate by 43%; however, this would eventually affect process eco-
nomics due to elevated compression costs.
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13.5.6.2 Commercial reactor simulation with
time-varying catalyst activity

The performance model was also applied to analyze the behavior
of the industrial-scale process during time-on-stream. In com-
mercial practice, the gradual loss in catalytic activity is offset by
increasing the reaction temperature. Shutdown occurs upon the
attainment at any position in the reactor of the maximum allow-
able temperature (MAT), which is established by the metallur-
gical limits of the reactor vessel. This implies that a wrong
reactor design can lead to premature shutdown due to the early
appearance of high-temperature zones along the catalyst beds.
This factor must be taken into account in reactor design in order
to maximize cycle length. The main target of this exercise was to
verify if the proposed reactor configuration extends the time to
reach the permissible temperature limit (420 C) at any point of
the reactor length or, at least, if it equals the cycle length
obtained during the aging test (5.2 months).
Figure 13.36 illustrates the time-evolving temperature profiles

along the total reactor length. Themain feature of the simulation
is that the temperature profile moves upward in time because
the feed temperature is periodically increased to keep the API
gravity of the product constant. The reactor design composed
of multiple catalyst beds of increasing lengths allows a relatively
uniform temperature distribution along the reactors. In other
words, the temperature levels in all catalyst beds are very similar,
and there are no excess temperature zones. With such an
arrangement, it is possible to operate 4500 h (~6.3 months)
without reaching MAT at any point along the reactor length.
It is observed also from Figure 13.36 that the reactors

are started up (1 h) at low feed temperature (~350 C). A common
safety measure for plant start-up states that the reactor must be
started at the lowest possible temperature in order to keep the
reactor thermally stable [77]. This rule is based on the fact that
the fresh catalyst is more prone to hot spot formation.

In this context, a poor reactor design would lead to the pres-
ence of large axial temperature gradients. An example of a
wrong design would be the case of a reduced number of catalyst
beds in R1 (2 or 3) of equal length. The resulting bed delta-Ts
would produce high-temperature zones at the bed outlets of
the reactor. The run would have to be terminated earlier
because the bed outlet temperatures would be above the per-
missible limit too soon. In that case, a substantial amount of
catalyst would be underused. The presence of high-
temperature zones near the end of R1 would also shift metals
deposition toward the mid- and tail-end catalysts, which are
intolerant to metals. This could also induce premature thermal
cracking leading to excessive coking and fouling problems.
The conclusion of this analysis is that an appropriate reactor

configuration is essential for maximizing cycle length and mak-
ing better use of the catalyst inventory. For highly exothermic
processes, the key is to limit the total heat release to smaller por-
tions (i.e., small delta-T per bed) in order achieve a more even
temperature distribution along the reactor. To meet this goal, it
is preferable to use multiple beds of increasing length rather than
equal bed lengths because the heat release decreases with bed
depth. Quench rate must also be carefully selected to obtain
the desired temperature profile.

Nomenclature

A parameter of Equation 13.17
aL gas–liquid interfacial area (cm−1)
AR atmospheric residue
AS cross-sectional area of the reactor (cm2)
aS liquid–solid interfacial area (cm−1)
Asph asphaltene
B parameter of Equation 13.17
CG
i molar concentration of compound i in gas phase

(mol/cm3)
CL
i molar concentration of compound i in liquid phase

(mol/cm3)
CS
i molar concentration of compound i in solid phase

(mol/cm3)
CpG gas heat capacity (J/g/K)
CpL liquid heat capacity (J/g/K)
G gas mass rate (g/s)
GL superficial liquid mass velocity (kg/m2/s)
H2/oil hydrogen-to-oil ratio (std m3/m3)
HCR hydrocracking
HDAs hydrodeasphaltenization
HDM hydrodemetallization
HDN hydrodenitrogenation
HDNi hydrodenickelation
HDS hydrodesulfurization
HDV hydrodevanadization
Hi Henry’s law constant for compound i (MPa cm3/mol)

kappj
apparent rate coefficient of reaction j
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Figure 13.36 Evolution of the axial temperature profiles.
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kinj intrinsic rate coefficient of reaction j

kpj particle rate coefficient of reaction j

kLi gas–liquid mass-transfer coefficient for compound i
(cm/s)

kSi liquid–solid mass-transfer coefficient for compound i
(cm/s)

KH2S adsorption equilibrium constant for H2S (cm3/mol)
l liquid mass rate (g/s)
MAT maximum allowable temperature
MOC metals-on-catalyst
N nitrogen
Ni nickel
NG
i molar flow of gaseous compound i (mol/s)

nj order of reaction j
P total pressure (MPa)
Q quench
q quench fluid mass rate (g/s)
rj rate of reaction j (mol cm3/s)
R1 first reactor
R2 second reactor
S sulfur
t time
T temperature
uG superficial gas velocity (cm/s)
uL superficial liquid velocity (cm/s)
V vanadium
VR vacuum residue
xMOC fractional concentration of metals-on-catalyst
z axial reactor length

Greek letters

αj parameter of Equation 13.18
βj parameter of Equation 13.18
γj parameter of Equation 13.18
ΔHR overall heat of reaction (kJ/(kg sulfur))
η0 effectiveness factor
ηCE external catalyst wetting efficiency
ρG gas density at process conditions (g/cm3)
ρL liquid density at process conditions (g/cm3)
ϕj deactivation function of reaction j

Subscripts

0 reactor inlet
in inlet to the following catalytic bed
out outlet of the previous catalytic bed
Q quench stream

Non-SI units

API American Petroleum Institute gravity
Bpcd barrels per calendar day
Bpd barrels per day
Mbpd thousand barrels per day
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CHAPTER 14

Catalytic reactors for fuel processing

Gunther Kolb
Decentralized and Mobile Energy Technology Department, Fraunhofer ICT-IMM, Mainz, Germany

Abstract

Fuel processing is the conversion of fossil and regenerative fuels
to hydrogen-containing gas mixtures. The chemical conversion
is performed in most cases in the gas phase, normally heteroge-
neously catalyzed in the presence of a solid catalyst. The first step
of the conversion procedure is named reforming. It has been
established in large-scale industrial processes for many decades.
The industrial applications most commonly use natural gas as
feedstock. The product of the natural gas reforming process is
synthesis gas, a mixture of carbon monoxide and hydrogen,
which is then used for numerous processes in large-scale chem-
ical production which are not subject of this section but rather
the technology, which provides a hydrogen-containing gas mix-
ture, named reformate, which is a feed suitable for a fuel cell. The
fuel cell then converts hydrogen to electrical energy. Depending
on the fuel cell type, removal of carbon monoxide might be
required, which is achieved by water-gas shift and preferential
oxidation reactions performed downstream the reformer. The
reactor types suitable for mobile and decentralized applications
are, apart from conventional fixed-bed reactors, ceramic and
metallic monoliths, (microchannel) plate heat exchangers, and
membrane reactors which allow the combination of membrane
separation with the reactions mentioned previously.

14.1 Introduction—The basic reactions of
fuel processing

Steam reforming is the gas phase conversion of energy carriers
such as hydrocarbons and alcohols described by the general for-
mula CxHyOz with steam to a mixture of carbon monoxide and
hydrogen according to the following reaction:

CxHyOz + x−z H2O xCO+ x−z +
y
2

H2 14 1

The product mixture of the reaction is named reformate. The
reaction is endothermic and thus requires heat supply. Besides

hydrogen and carbon monoxide, the reformate usually contains
significant amounts of unconverted steam, to a lower extent
some unconverted fuel and carbon dioxide, the latter being
formed by the consecutive water–gas shift (WGS) reaction:

CO+H2O CO2 +H2, ΔH0
298 = −40 4 kJ mol 14 2

The WGS reaction increases the hydrogen concentration of
the reformate. This reaction is usually fast enough at the elevated
temperatures of hydrocarbon reforming to achieve thermody-
namic equilibrium. Owing to its exothermic character, higher
reaction temperatures favor the reverse reaction.
Partial oxidation is the conversion of fuels under oxygen-

deficient atmosphere:

CxHyOz +
x−z
2

O2 + 3 76N2 xCO+
y
2
H2 + 3 76

x−z
2

N2

14 3

Two reaction mechanisms do exist in literature for partial oxi-
dation.One of themproposes that the reaction startswith catalytic
combustion followed by reactions of lower rate, namely, steam
reforming, CO2 reforming, and WGS. This mechanism is sup-
ported by the fact that water is found as primary product of partial
oxidation and autothermal reforming in many cases. The other
mechanism proposes direct partial oxidation at very short resi-
dence times. The reaction is significantly faster than steam reform-
ing and usually performed in the diffusion-limited regime.
Oxidative steam reforming is the general term for the opera-

tion of a steam reformer to which a certain amount of air is fed
additionally:

CxHyOz + n O2 + 3 76N2 + x−2n−z H2O

xCO+ x−2n−z +
y
2

H2 + 3 76nN2
14 4

Air addition may be performed in very limited amounts in
order to prevent coke formation at the catalyst similar to the
“air bleed” which is added to the anode feed of fuel cells running
on reformate. In case the amount of oxygen is increased to a
degree, where the energy generation by partial oxidation
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reaction balances the energy consumption of steam reforming,
the overall reaction is theoretically self-sustaining or autothermal.
However, this is not the case in a practical system because heat
losses need to be compensated. Usually an optimum atomic
oxygen/carbon (O/C) ratio exists for each fuel under thermally
neutral conditions to achieve optimum efficiency.

The removal of small amounts of carbonmonoxide present in
reformate of hydrocarbon and ethanol fuel processors down-
stream the WGS reactor is commonly performed by the prefer-
ential oxidation with air (PrOx):

CO+ 0 5O2 CO2, ΔH0
298 = −283 kJ mol 14 5

The reaction is accompanied by the undesired side reaction of
part of the hydrogen present in the reaction mixture:

H2 + 0 5O2 H2O, ΔH0
298 = −242 kJ mol 14 6

Usually preferential oxidation requires a minimum of excess
air corresponding to an O/CO ratio or λ-value between 1.5 and
2.0. Under these conditions and full conversion of carbon mon-
oxide, between 0.5 and 1.0 mol of hydrogen is lost for each mole
of carbon monoxide converted.

14.2 Theoretical aspects, advantages, and
drawbacks of fixed beds versus
monoliths, microreactors, and
membrane reactors

Conventional fixed catalyst beds, while simple in design and
cheap in fabrication, suffer in many applications such as steam
reforming from low utilization of the catalyst pellet, channeling
of the gas flow through the catalyst bed, and catalyst losses by
attrition especially inmobile systems.These problems, alongwith
poor heat transfer in the catalyst bed, make the scale-up of fixed
beds a demanding issue. On the other hand, structured reactors
such as monoliths and heat exchangers, which are coated with
catalyst, are limited by their capacity for taking up the catalyst.
Consequently, more active and stable catalysts are required for
structured reactors [1], also because the catalyst removal is usu-
ally not feasible in such reactors. This may lead to a switch of cat-
alyst technology from low-cost materials to precious metal
formulations in many cases. The higher price of these materials
needs to be counterbalanced by the lower catalyst mass required.

The most prominent applications of ceramic and metallic
monoliths are in the field of automotive exhaust gas treatment,
which is not the topic of the current text but rather their applica-
tion in the field of fuel processing for distributed hydrogen pro-
duction. Different to ceramic and metallic monoliths developed
for automotive exhaust treatment purposes, which nowadays
carry channels in the microscale and are actually “microreactors”
by definition, microreactors according to the definition chosen
here are plate heat exchangers carrying channels in themicroscale.

A common feature of monolithic reactors and microreactors
are therefore the gas flow in small channels which creates differ-
ent reactor properties when compared to conventional fixed-bed

technology. The flow regime is laminar, the path length for heat
and mass transfer is very small, and they have a high surface-to-
volume ratio, which makes surface effects dominate over volu-
metric effects. The share of wall material is higher compared
to fixed beds, and consequently the heat transfer in thewallmate-
rial contributes significantly to the overall heat transfer.

The pressure drop over a channel is calculated as follows:

dp
dz

= − f
2ρU2

Dh
14 7

A correlation for the friction factor f has been derived by Shah
et al. [2]:

f =
24
Re

− 1−1 3553α+ 1 9467α2−1 7012α3 + 0 9564α4−0 2537α5

14 8

Monoliths and microreactors carry a multitude, normally
thousands, of channels of identical dimensions which are oper-
ated in parallel. The high number of channels and their dimen-
sions in the range from 400 to 1000 μm create a pressure drop
which is in the order of a few mbar to a few tens of mbar.

Owing to the high degree of parallelization, the scale-up of the
microreactor is relatively simple as long as the equipartition of
the fluid flow through the channels is achieved.

In practical microchannel systems the Nu number is

Nu=
kDh

λ
14 9

Thisvaries inmanycases in therangebetween3and7 for straight
channels involving gaseous medium at low pressure drop. Despite
these relatively lownumbers, the small diffusionpaths allow for fast
heat transfer. For liquids much higherNu numbers are achievable
owing to the higher heat conductivity of the medium.

It is obvious that straight microchannels are the simplest fea-
sible design for microreactors and that other geometries such as
sinusoidal channels or fin geometries do exist, which have the
potential for increasing the heat transfer considerably. Hardt
et al. [3] demonstrated that Nu numbers exceeding 100 can
be achieved for air as medium in micro fin arrangements but
usually at a much larger penalty of increased pressure drop.
Keeping the system pressure drop low is a critical issue for prac-
tical fuel processing systems because compression of gases
requires energy. The parasitic power losses originating from
compressors are known to reduce the efficiency of fuel cell sys-
tems considerably [4].

Membrane reactors (MRs) for fuel processing combine the
unit operation of membrane separation with catalytic reactions
such as reforming andWGS. The membrane separation process
is usually performed by hydrogen removal from the reformate
by application of membranes made of ceramics or palladium
and palladium alloys, while polymeric membranes are less con-
venient for systems of smaller than industrial scale, because sev-
eral separation steps are required owing to their relatively low
selectivity of the separation process. In MRs the equilibrium
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of the chemical reactions involved is shifted in a favorable direc-
tion, because hydrogen product is removed from the reaction
system. Therefore product compositions exceeding the equilib-
rium of the original feed composition can be achieved.
The hydrogen separation by palladium involves several elemen-

tary steps, which include the solution of hydrogen and its diffusion
as atomic hydrogen through the membrane bulk material. The
introductionof silver intothepalladiummembrane increases its life-
time but also its cost compared to copper [5]. Generally, the mem-
branes need to be protected against rapid temperature and pressure
changes, and they are subject to poisoning by carbon monoxide,
hydrogen sulfide, and unsaturated hydrocarbons [5, 6]. The hydro-
gen flux throughthemembrane JH2 is proportional to both the dif-
fusion coefficient DH2 of hydrogen in palladium and to Sievert’s
solubility constant Ks of the hydrogen/palladium system:

JH2 DH2KS 14 10

NH2 =
QA pH2,1

n− pH2,2
n

l
14 11

The exponent n for the partial pressure is 0.5 provided that
the bulk phase diffusion of atomic hydrogen is the only rate-
limiting step. In this case Equation 14.10 is named Sievert’s
law. The hydrogen separation factor s is sometimes used to spec-
ify membrane quality. It is defined as

s= n1Δp1
n2Δp2

14 12

Membrane separation of reformate is usually operated at ele-
vated pressures as the driving force for the permeation process.
Thus steam reforming of liquid fuels is the preferred process,
because only liquid pumps are required instead of large com-
pressors for air and/or feed pressurization, which create unac-
ceptable parasitic losses. Another measure to increase the
hydrogen partial pressure difference between permeate and
retentate is to use sweep gas on the retentate side. Because the
hydrogen requires humidification for low-temperature PEM
fuel cells to prevent membrane dry out, steam is the preferred
sweep gas [7]. Yu et al. [8] demonstrated by numerical calcula-
tions that the hydrogen production is also higher in the case of
steam instead of nitrogen applied as sweep gas.
In order to further minimize the operating pressure required

especially for systems of smaller scale, the membrane thickness
is reduced to a few micrometers in certain applications. Ceramic
supports ensure themechanical stability of these thinmembranes.
At such low membrane thicknesses leakage of species other than
hydrogen occurs through membrane imperfections (“pinholes”).

14.3 Reactor design and fabrication

14.3.1 Fixed-bed reactors
Fixed-bed reactors for distributed fuel processing applications
are normally comprised of an insulated stainless steel vessel
or tube containing a mesh at the reactor inlet and outlet,

respectively, to maintain the catalyst within the reactor. When
heat has to be removed from or introduced into the catalyst
bed, small tubes are usually introduced into the vessel, which
serve as heating or cooling sources via hot or cold fluid flows.
The reactor design is then equivalent to that of a shell and tube
heat exchanger. However, monolithic reactors and plate heat
exchangers are more suitable than fixed beds for the rapid
start-up and transient operation requirements of fuel processors
of the smaller scale [1].

14.3.2 Monolithic reactors
The fabrication of ceramic monoliths is performed mainly via
extrusion techniques [9] resulting in usually elliptic or square-
shaped monoliths. Cell densities as high as 1600 cells per square
inch (cpsi) are achieved [9], which corresponds to a channel
width of about 500 μm of the mostly rectangular or hexagonal
channels. Typical key features are 75% porosity and a geometric
surface area of 2.8 m2/l for 400 cpsi for ceramic monoliths [10].
The thermal shock resistance amounts to 800 C and higher.
Owing to the low surface area of the monoliths, a catalyst car-

rier such as alumina or ceria is deposited onto them usually by
wash coating [11]. The ceramic construction material is well
compatible with these carriers, does not migrate into the catalyst
coatings, and the precious active metal species of the catalysts do
not migrate into the monolith bodies [1]. The most widely used
construction material for ceramic monolith carriers is cordierite
[9] with alumina being an alternative.
Metallic monoliths have numerous advantages over ceramic

honeycombs, such as higher mechanical stability, lower wall
thickness, and higher heat conductivity of the wall material,
while the maximum cell densities are equivalent to those of
the ceramic monoliths [9]. The geometric surface area and
porosity (exceeding 90%) of metallic monoliths are higher, with
the latter resulting in a lower pressure drop at similar cell den-
sities [1]. Electrically heated metallic monoliths have been
developed to reduce the start-up time demand. The production
of metallic monoliths is performed by rolling up of a pair of flat
and corrugated metal foil. The construction material of metallic
monoliths are alloys of iron, about 15–20 wt.% chromium, and
5 wt.% aluminum (FeCr alloy), which form a thin alumina
layer (0.5 μm) on their surface upon temperature treatment
exceeding 850 C [9]. The native alumina layer serves then as
an adhesion layer for the catalyst coating and protects the
material from corrosion.
The catalyst coatings in ceramic and metallic monoliths are

not always evenly distributed, which affects the performance
of the monoliths concerning flow equipartition and temperature
profile, because the heat conduction is also affected [12].

14.3.3 Microreactors
Microstructured plate heat exchangers are stacked arrange-
ments with a multitude of parallel minichannels and high sur-
face-to-volume ratios in the range of 200 m2/m3. The preferred
construction material is stainless steel. Wet chemical etching,
initially developed for siliconmicromachining, is suited for mass
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production of microchannels. For many metals etching is a
cheap and well-established technology, and covers a wide range
of channel depths from about less than 100 μm up to 1000 μm
and more, which is the channel size usually applied in micro-
structured reactors for fuel processing applications. However,
for applications in the kilowatt range, large microstructured foils
are required and costs get to be a critical issue when etching is
applied. Embossing is an inexpensive technique for manufactur-
ing metal foils highly suitable for mass production [13, 14]. Even
microstructures down to a few micrometer structure size can be
achieved by embossing [15, 16].

Sealing by gaskets increases the thermal mass of the devices
considerably, which increases start-up time demand. Irreversi-
ble sealing techniques make typically use of elevated tempera-
tures for which compatibility to the plate material and its
coatings has to be considered. For chemical reactors, the main
issue is the thermal stability of the catalyst coating, if being filled
in or attached before the sealing, which is the current mainly
applied method. Catalyst deactivation may arise from about
300 C to more than 800 C depending on the catalyst formula-
tion which can pose a serious limit to the applicability of the
sealing method. When the technique is not compatible, the cat-
alyst or the catalyst coating has to be inserted into the device
after the sealing procedure. Laser welding is a viable technique
for the sealing of plate heat exchanger/reactors. The cost of the
welding procedure is mainly dictated by the power of the laser
applied. The spatially limited energy input protects incorporated
catalyst from damage. On the contrary, diffusion bonding
requires high temperatures with no spatial restriction and also
high vacuum. The material is compressed and heated to tem-
peratures close to the melting point, which generates a quasi
boundary-free single workpiece. Brazing techniques are widely
applied for the sealing of compact plate heat exchangers. How-
ever, this is not applicable to devices coated with catalysts,
because the brazing lots often contain heavy metals such as cad-
mium and tin which are poisonous to catalysts [1]. Thus, the
brazing step should be followed by a thorough cleaning step
before applying catalyst coating. If brazing is done with
catalyst-coated plates, the same temperature considerations, as
given previously with regard to the catalyst coatings, hold for
the melting temperature of brazing lots.

Correct positioning of the microstructured plates to form
stacks or other arrangements for the assembly of the reactors
is crucial, since a small distortion while bonding may lead to
severe deviations from the ideal microchannel shape. Alignment
techniques can be based on simple mechanical methods (e.g.,
use of alignment pins), edge catches in a specially designed
assembling device, or optical methods.

In order to coat metallic surfaces with catalyst, a pretreatment
to improve the adherence is required [11]. Besides mechanical
roughening, chemical and thermal pretreatment are applied fre-
quently. Once the surface is pretreated, the coating slurry needs
to be prepared. The most prominent method is to prepare a dis-
persion of finished catalyst including gelation steps if necessary.
The catalyst carrier or the catalyst itself is mixed with binder

such as polyvinyl alcohol or methylhydroxyethyl cellulose
[17], acid, and solvent, usually water. A lower particle size
improves adhesion [9, 18]. It has been demonstrated that the
slurry viscosity determines the thickness of the coating. The vis-
cosity itself is determined by the concentration of particles, pH
value, and on surfactant addition [19].

The amount of catalyst material, which can be coated onto a
microstructured plate exceeds 40 g/m2. A screen printing
method has been developed by the group of the author of this
chapter to introduce the catalyst suspension into the micro-
channels. Alternative but less commonly applied techniques
are (i) spray coating [11], which requires a reduction of the vis-
cosity of the slurry or sol, (ii) flame spray deposition [20], and
(iii) electrophoretic deposition [21]. After the deposition usu-
ally drying and calcinations steps follow, the latter being a heat
treatment in air or in other gases for a defined duration. Nor-
mally the dried samples are not immediately put into a hot fur-
nace but rather heated up gradually. The final temperature of
calcination needs to ensure that organic materials such as bin-
ders are completely removed.

14.3.4 Membrane reactors
MRs combine chemical conversion with a membrane separation
step. Within the scope of fuel processing, MRs are usually either
combined with the reforming step or with WGS. Thin metallic
membranes may be produced by techniques such as cold rolling
[22]. However, the fabrication of thin palladium membranes
onto ceramic surfaces is more complicated and requires meth-
ods such as spray pyrolysis chemical vapor deposition and sput-
tering, but most frequently electroless plating is applied [23].
Palladium particles are produced from palladium solution con-
taining amine complexes of palladium in the presence of redu-
cing agents. Ceramic surfaces such as α-alumina are first
sensitized in acidic tin chloride, and then palladium is seeded
from acidic palladium ammonia chloride [23].

14.4 Reformers

The light-off temperature, which is required for ignition of fuels
over a catalyst, affects the start-up strategy and time demand of
autothermal reformers (ATRs) or partial oxidation reactors. The
autoignition temperature frequently named light-off tempera-
ture under conditions of homogeneous partial oxidation
decreases with increasing carbon number and is higher than
the light-off temperature over a catalyst. While homogeneous
autoignition occurs at 600 C for methane, only 200 C is
required for alkanes heavier than n-decane [24]. Surface ignition
at O/C ratio of 1.0 occurs over platinum at 430 C in case of
methane, while 175 C is required for butane.

The catalyst technology for reforming can be roughly sepa-
rated into nonnoble metal-based catalysts, the most prominent
being nickel and noble metal-based catalyst, where rhodium
shows the best performance, but also the average highest price.
Hickman and Schmidt [25] were one of the first authors
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proposing partial oxidation of methane over noble metal cata-
lysts at short contact times in the range of a few milliseconds.
Platinum and rhodium coated onto porous alumina foam
monoliths were tested. Rhodium showed superior performance,
namely, higher activity and hydrogen selectivity compared to
platinum, which was confirmed by Schmidt et al. [26]. Over rho-
dium catalyst, the reaction temperature exceeded 900 C, and an
O/C ratio higher than 1.2 was required to achieve full conversion
at 10 ms contact time. Huff et al. [27] investigated the perfor-
mance of platinum, nickel, iridium, and rhodium catalysts
deposited onto porous ceramic foams for partial oxidation of
methane. Rhodium and nickel showed the highest activity
and hydrogen selectivity. However, nickel catalysts suffered fre-
quently from coke formation on their surface even in the case of
steam reforming of alcohol fuels such as ethanol [28].
Silberova et al. [29] investigated partial oxidation and oxida-

tive steam reforming of propane over rhodium catalyst contain-
ing only 0.01 wt.% rhodium supported by alumina, which was
coated onto ceramic foams. Under conditions of partial oxida-
tion (O/C ratio of 1.3), full conversion of the feed could be
achieved for 9 h duration. Hot spots around 900 C were meas-
ured in the foam. Under conditions of autothermal reforming,
higher reaction temperatures were required to achieve full con-
version. The catalyst suffered from deactivation on the short
term, which was attributed to the presence of steam in the feed,
causing sintering and migration of the rhodium particles. How-
ever, the residence time in the foamwas rather high with 100 ms.
Apart from methane, the observed side products were ethylene,
propylene, and even small amounts of acetylene [30].
Ferrandon et al. [31] investigated the effect of the catalyst sup-

port on the performance of rhodium catalysts wash coated onto
cordierite monoliths for autothermal reforming of gasoline. The
samples contained 2 wt.% rhodium supported by either gadolin-
ium/ceria or lanthanum-stabilized alumina, which showed
higher activity and superior selectivity. Only 30 ppm of light
hydrocarbons (C > 1) were detected. However, this originated
from the higher surface area and rhodium dispersion of the lat-
ter sample. Both samples showed stable performance for more
than 50 h test duration.
Qi et al. [32] tested autothermal reforming of n-octane over a

ruthenium catalyst, which was composed of 0.5 wt.% ruthenium
stabilized by ceria and potassium on γ-alumina. It showed full
conversion of n-octane for 800 h. However, the selectivity
moved from carbon dioxide and methane toward carbon mon-
oxide and light hydrocarbons, which has to be regarded as an
indication of catalyst degradation during long-term tests despite
the fact that full conversion was achieved. After 800 h the cata-
lyst consequently showed incomplete conversion. Tests per-
formed on the spent catalyst revealed losses of specific surface
area and of 33 wt.% of the noble metal.
Dreyer et al. [33] investigated the oxidative steam reforming

of diesel surrogates over wash-coated ceramic monoliths carry-
ing 5 wt.% rhodium supported by γ-alumina. The conversion of
n-decane dropped with increasing S/C ratio because the reaction
temperature decreased significantly. The beneficial effect of

higher steam addition on catalyst activity could not be observed
because the feed was only preheated to about 250 C, which is
not sufficient to maintain high reaction temperatures during
autothermal reforming. However, the product spectrum, which
was observed, was very similar to the observations of many other
groups. Hydrogen and carbon dioxide selectivity was increased
by an increasing S/C ratio, while carbon monoxide selectivity
decreased owing to the WGS shift equilibrium. Ethylene and
propylene formation could be completely suppressed at S/C
ratios higher than 2.0 even when the O/C ratio was as low as
0.66. Hexadecane turned out to be more difficult to be converted
by the reforming process than n-decane in presence of steam.
Karatzas et al. [34] investigated the performance of rhodium

catalyst containing 3 wt.% rhodium, 10 wt.% ceria, 10 wt.%
lanthana on alumina carrier for the autothermal reforming of
n-tetradecane, low sulfur diesel containing 6 ppm sulfur, and
Fischer–Tropsch diesel over cordierite monolithic reactors. At
temperatures exceeding 740 C, full conversion of the feed was
achieved.
A first indication of catalyst deactivation in reforming of hea-

vier hydrocarbons is the increased formation of light hydrocar-
bons, usually ethylene, which, apart from methane, is formed
owing to the methanation activity of the catalysts, usually even
up to the concentration which is equivalent to the equilibrium of
the methanation reaction. Yoon et al. [35] attributed the pre-
ferred ethylene formation to homogeneous decomposition of
paraffinic feed rather than aromatic, which was proven by
reforming experiments without catalyst for paraffinic and aro-
matic feed. Figure 14.1a shows the linear increase of light hydro-
carbons during initial catalyst deactivation in the ATR of
Kang et al. [36] over Pt catalyst supported by Gd-doped Ce.
With the course of time, the initially linear increase changes
to a rather exponential shape as shown in Figure 14.1b. Pors et al.
[37] reported increasing release of unconverted benzene, 1,3-
butadiene, and propylene during a 1000 h durability test of their
ATR operated with German Aral Ultimate diesel. This fuel con-
tained 86 wt.% alkanes and 13.4 wt.% monoaromatics, while the
content of diaromatics amounted to 0.5 wt.%.
In order to break up long-chain hydrocarbons, adiabatic pre-

reforming is performed in the industrial scale, which is, however,
rarely adopted in fuel processor prototypes of the smaller scale.
Chen et al. [38] performed adiabatic prereforming of light dis-
tillate (C6.4H14.8) with addition of small amount of hydrogen
to the feed in a laboratory-scale fuel processor composed of pre-
reformer, ATR, two-stageWGS, and membrane separation. The
prereforming catalyst was composed of 50 wt.% NiO, 6 wt.%
MgO, and 10 wt.% La2O3 and showed 500 h durability when
operated at S/C of 2.4 and H2/C of 0.1. In order to come up with
a solution for the light hydrocarbon release of their platinum
diesel ATR catalyst, Yoon et al. [39] proposed postreforming
in a second reformer stage over ruthenium catalyst supported
by Gd-doped CeO2 at temperatures exceeding 600 C.
The fuel injection turns out to be a critical issue for autother-

mal reforming of heavy hydrocarbon fuels such as diesel and
kerosene. In particular the contact of air with the fuel at elevated
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temperatures might lead to coke formation, which then tends to
block the feed nozzles of the reformer. Kang et al. [36] reported
the successful application of an ultrasonic injector for diesel fuel
atomization in their ATR. The diesel fuel was atomized to a
droplet size of about 40 μm by ultrasound and then mixed with
the air feed, which also prevented the diesel from contacting the
wall. Steam was evaporated and mixed to the feed downstream,
and the complete feed mixture then entered an inert mixing
zone of zirconia balls before it reached the catalyst fixed bed
(Pt on Gd-doped CeO2). The ultrasonic treatment, which con-
sumed only about 20W electric power, improved the fuel con-
version significantly.

Pors et al. [37] presented different, stepwise improved fuel
injection systems as part of the diesel ATR development
of Jülich research center. While air was mixed with the
fuel and steam added downstream in the ATR-5 reactor
(Figure 14.2a), superheated steam was mixed with the fuel,
which was dispersed in an atomization nozzle in ATR-7 and
the air added downstream. Further improvement by adding a
cyclone-like separation of nonevaporated residues in ATR-8
(Figure 14.2b) led to an increased durability of the injection sys-
tem, which was proven experimentally by a 1000 h durability
test. Later Pasel et al. [40] reported 2000 h durability of the
ATR-8 reactor for Jet-A1 aviation fuel.

O’Connell et al. [41] reported stable evaporation of their fuel
injection system for an oxidative steam reformer, which worked
similar to ATR-8 by mixing superheated steam and fuel, while
the air was added downstream, right in front of the stack of their
plate heat exchanger/reactor.

Nilsson et al. [42] reported development work on their injec-
tion system, which was based upon atomization of the fuel fol-
lowed by addition of a preheated mixture of air and steam as
shown in Figure 14.3a. This created conditions known as cool
flame technology (see in the following paragraph). In this reac-
tor this lead to autoignition and release of unconverted hydro-
carbons [42]. An improved design described by Lindstroem
et al. [43], which had a much lower residence time of the
feed mixture in the inlet mixing chamber as shown in
Figure 14.3b, led to much improved performance of the
reformer (<15 ppm unconverted diesel in the reformate at tem-
peratures exceeding 730 C). It is also important to preheat the
diesel feed before atomization, because the evaporation proce-
dure is then accelerated [44].

The cool flame technology for diesel fuels was adopted by the
German Oel und Wärmeinstitut (OWI) for the prereforming of
diesel fuels for fuel cell applications. It generates a homogeneous
mixture of fuel, air, and steam [45], which avoids the formation
of carbonaceous deposits. The cool flame is based upon
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homogeneous autoignition of the fuel when atomized into a pre-
heated air stream. Partial oxidation of the fuel takes place, which
shortens the chain length of the hydrocarbons [46]. A large vari-
ety of products including olefins, alcohols, acids, peroxides,
aldehydes, and carbon monoxide are formed [47]. The pale blue
color of the cool flame originates from chemiluminescence of
electronically exited formaldehyde [47].
Finally catalytic partial dehydrogenation of hydrocarbon fuels

should be mentioned as an alternative to complete conversion in
reforming processes. Platinum catalysts eventually doped with
tin seem to be well suited for this reaction. However, stability
issues still require further investigations as indicated by the work
of Lucarelli et al. [48].

14.4.1 Fixed-bed reformers
A prominent example of a fixed-bed reactor applied for auto-
thermal reforming is the HotSpotTM fuel processor developed
by Johnson Matthey. Platinum and chromium catalyst were
introduced as fixed bed. The reformer could be started from
ambient temperature when methanol was used as feedstock
[49, 50]. The reactor was preheated initially by methanol com-
bustion and then operated under autothermal conditions.

A fixed-bed reformer for catalytic partial oxidation of methane
was developed by Recupero et al. [51]. It was designed for an elec-
trical power equivalent of 5 kWel. The reactor was operated at low
system pressure between 1 and 3 bar. The O/C ratio was ranged
between 1.0 and 1.1, while the reaction temperature ranged
between 800 and 900 C. The tubular reactor had a volume of
637 cm3, and the catalyst had to be diluted to a ratio of 1 : 3 with
inertmaterial to suppress hot spot formation.The commercial cat-
alyst (CRG-F from British Gas) was operated at 80 000 h−1 gas
hourly space velocity (GHSV), which corresponds to a weight
hourly space velocity (WHSV) of about 125 l/(h gcat), which is
anorder ofmagnitude lower than the valueswhich canbeachieved
over catalyst coatings inmonoliths andplate heat exchangers. This
inferior performance originates from the poor utilization of the
relatively big catalyst particles owing to mass transfer limitations
as described previously. While about 97% methane conversion
and 99% selectivity toward hydrogen and carbon monoxide was
achieved for 100 h test duration, the selectivity toward carbon
deposits exceeded the yields expected from the thermodynamic
equilibrium. It was attributed to the Boudouard and methane
cracking reactions. A hot spot of 200 Kwas observed in the reactor
which reached a peak temperature of almost 930 C.
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Peters et al. [52] used tubular reactors designed for a 50 kW
methanol fuel processor, which carried copper/zinc oxide cata-
lyst. The reactor was heated externally by superheated steam at
65 bar to achieve the desired reaction temperature between 260
and 280 C. Up to 50 K temperature drop over the catalyst bed
was observed, which originated from the limited heat transfer
through the catalyst bed. Owing to the deactivation of the cat-
alyst during 1000 h time on stream, this temperature gradient
decreased gradually. Emonts et al. [53] reported that the carbon
monoxide concentration determined at the reformer outlet ran-
ged between 1.6 and 2.1 vol.% in the dry reformate at 260 and
280 C reactor temperature, respectively.

Moon et al. [54] operated a fixed-bed reformer under condi-
tions of steam-supported partial oxidation of isooctane and
reformulated naphtha (boiling range from 153 to 208 C) over
commercial naphtha reforming catalyst from ICI at reaction
temperatures between 550 and 700 C. S/C ratio of 3.0 was cho-
sen for most experiments, and the O/C ratio was set to 1.0
according to the stoichiometry of partial oxidation. GHSV was
about 8800 h−1. When increasing the S/C ratio from 0.5 to 3.0
at a constant O/C ratio of 1.0, the methane content in the refor-
mate could be reduced from about 10 vol.% (dry basis) at S/C =
0.5 to less than 1% at S/C = 3.0 owing to the thermodynamic
equilibrium of methanation. The reactor showed stable perfor-
mance for more than 24 h when fed with sulfur-free (<5 ppm)
isooctane under standard conditions. It degraded significantly
within a few hours when 100 ppm sulfur was added to the isooc-
tane feed. The deactivation led to an increased methane and car-
bon dioxide formation, while the carbon monoxide formation
decreased [54]. This likely originated from increasing selectivity
toward combustion instead of partial oxidation. Steam reform-
ing catalysts usually show the opposite trend when deactivation
occurs because they tend to lose their WGS selectivity.

Lindström et al. [55] developed a fixed-bed autothermal
methanol reformer designed for a 5 kWel fuel cell operated with
copper/zinc oxide catalyst doped with zirconia. The system was
started without preheating from ambient temperature by meth-
anol combustion in a start-up burner, which was operated at six-
fold air surplus to avoid excessive temperature excursions.
Because significant selectivity toward carbon monoxide was
observed for the autothermal reforming process, a WGS stage
became mandatory [55].

Lattner and Harold [56] performed autothermal reforming of
methanol in a relatively big fixed-bed reactor carrying 380 g
BASF alumina-supported copper/zinc oxide catalyst modified
with zirconia. The O/C ratio was set to 0.22 while the S/C ratio
varied from 0.8 to 1.5. The axial temperature profile of the reac-
tor, which had a length of 50 cm,was rather flat, the hot spot tem-
perature did not exceed 280 C which was achieved by the air
distribution system through porous ceramic membrane tubes.
More than 95% conversion was achieved. Very low carbon diox-
ide formation was observed for this reactor; only 0.4 vol.% was
found in the reformate. However, the WHSV calculated from
the data of Lattner and Harold [56] reveals a low value of only
6 l/(h gcat) for the highest GHSV of 10 000 h−1 reported.

Wang et al. [57] investigated autothermal reforming of lique-
fied petroleum gas in a fixed-bed reactor over different nickel-
based catalysts. The fixed bed had a length of 45.7 cm and a
diameter of 1.9 cm. The hydrocarbon feed was either pure pro-
pane or liquefied petroleum gas from a fresh (first time filled)
and alternatively from a reused bottle, which usually leads to
a higher content of higher hydrocarbons and of sulfur odorant.
The commercial feedstock contained propane, butane, propyl-
ene, ethane, and 40 ppm ethyl mercaptan apart from some
nitrogen. The reforming reaction was carried out at 800 C, S/
C ratio between 1.75 and 1.80, and O/C ratio between 0.9 and
1.1. Almost complete conversion of the feed was achieved. How-
ever, the catalyst deactivated owing to the presence of sulfur in
the feedstock, which was indicated by an increasing content of
methane and ethylene in the reformate. The catalyst degradation
was faster in the case of the refilled tank owing to the sulfur accu-
mulation in the tank.

Lee et al. [58] from Samsung reported development of a fixed-
bed natural gas reformer coupled to aWGS reactor with an elec-
trical power equivalent of 1 kW. The steam reformer was placed
in the center of the subsystem, while the annular WGS fixed bed
surrounded the reformer separated by an insulation layer. Com-
mercial ruthenium catalyst served for steam reforming, while a
copper-based catalyst was used for WGS. A natural gas burner
supplied the energy needed by steam reformer. The reformer
was operated between 850 and 930 C, while the shift reactor
worked between 480 and 530 C. The carbon monoxide content
of the reformate was reduced to 0.7 vol.% downstream the shift
reactor despite its high operating temperature, because the
reformer was operated at high S/C ratio between 3 and 5; the
water surplus affected the equilibrium of the WGS reaction pos-
itively. At full load, the efficiency of this subsystem was 78%
which decreased to 72% at 25% load.

Moon et al. [59] presented a breadboard fixed-bed fuel proc-
essor for isooctane, which was composed of an ATR and high-
and low-temperature shift reactors. The fuel processor was
applied for testing different catalysts. A NiO/CaO/Al2O3 catalyst
performed equivalent to a Ni/Fe/MgO/Al2O3 catalyst for the
autothermal reforming reaction.

14.4.2 Monolithic reformers
Rampe et al. [60] developed a monolithic autothermal propane
reformer with feed gas preheating functions. The reactor had up
to 1.7 kW thermal power output while the volume of the mon-
olith amounted to 283 cm3. It was operated at high O/C ratio of
1.33 and S/C ratio of 1.0. Consequently the conditions of the
reformer were rather partial oxidation supported by steam,
which prevented coke formation and served only to a minor
extend as feedstock for steam reforming. However, under these
conditions, only 14% of the steam feed was converted, not by
steam reforming but rather by WGS (assuming thermodynamic
equilibrium of WGS). The hydrogen content of the reformate
was only 29 vol.% on a dry basis owing to the operating condi-
tions chosen. Platinum catalyst was applied by Rampe et al. [60],
which is known to be a good oxidation catalyst. Even under
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oxygen-deficient atmosphere (O/C < 1), no substantial steam
reforming activity was observed in the reactor. Up to 75%
reformer efficiency (based upon hydrogen and carbon monox-
ide formation) could be achieved with the reactor. Preheating
the air feed improved the efficiency by about 4%. Propane con-
version did not exceed 90%.
Docter et al. [61] developed an ATR for gasoline with an elec-

trical power equivalent of 10 kWel. It was composed of a mixing
zone with fuel, air and water injection, and a metallic monolith
of 0.5 l volume coated with catalyst. The monolith was heated by
electricity at the inlet section and operated at a very high O/C
ratio of 1, which is the stoichiometry of partial oxidation. Steam
was added to the feed at S/C ratio of 1.5. These operating con-
ditions resulted a low hydrogen content of about 27 vol.%, which
was determined for the reformate. The reactor could be turned
down by a ratio of 1 : 10 within 2 s while operating temperatures
decreased from 800 C to about 660 C. The efficiency of the
reactor was still in the range of 80% at more than 2 kW power
output.
In order to avoid the hot spot formation frequently observed

in fixed catalyst beds, metallic instead of ceramic monoliths are
frequently applied for partial oxidation and steam reforming
[62]. However, steam reforming would then require external
heating. Ryu et al. [63] compared fixed-bed reactors containing
nickel catalyst for methane steam reforming to metallic Fecral-
loy monoliths coated with the same catalyst. Despite about six
time lower catalyst mass in the monolithic reactor, 10% higher
conversion was achieved, despite the lower temperature in the
monolith (Figure 14.4). The authors incorporated their mono-
liths also into the tubes of a shell and tube heat exchanger to
introduce heat transfer capabilities into a monolithic reactor
system. However, this approach seems unpractical from a fabri-
cation point of view.
A different approach was taken by Vita et al. [64] which struc-

tured their Pt/CeO2 catalyst itself and wound it up to a jellyroll-
like monolith shown in Figure 14.5a. This reactor outperformed

a metallic monolith and a fixed bed of the same catalyst in pro-
pane oxidative steam reforming, especially at low residence
times (Figure 14.5b).
Beretta et al. [65] decreased the hot spot formation of their

ceramic monoliths for the partial oxidation of methane by
decreasing the cell density from 400 to 115 cpsi, which increased
the channel size consequently. Therefore mass transfer limita-
tions occurred, which reduced the oxygen consumption at the
channel inlet and pushed the oxidation reaction toward the reac-
tor center; the hot spot was reduced from 900 to 750 C by these
means (Figure 14.6).
Fichtner et al. [66] used amonolithicmicrochannel reactor for

partial oxidation of methane. The reaction was carried out at
1000 C temperature, 25 bar pressure and residence times in
the order of few milliseconds. The adiabatic hot spot formation
was calculated to be 2320 C. This excessive hot spotwas expected
to be reduced in the metallic honeycomb by axial heat transfer
from the oxidation to the steam reforming reaction zones.
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Rhodium was chosen as construction material for the reactor,
which served as active catalyst species at the same time. Rhodium
has a high thermal conductivity of 120W/(m K). Twenty three
foils carrying 28 channels each of which was sealed by electron
beam and laser welding. The stack of foils formed a honeycomb
which was pressure resistant up to 30 bar. The maximum oper-
ating temperature of the reactor was 1200 C. The feed was pre-
heated to 300 C and then fed to the reactor. The experiments
were carried out between ambient pressure and 25 bar at O/C
ratio 1.0. After ignition of the reaction between 550 and
700 C, 1000 C reaction temperature was then achieved within
1 min, andmainly carbonmonoxide and hydrogenwere formed.
Only 62% conversion of methane but 98% conversion of oxygen
was achieved at 1190 C. The performance of the reactor
deteriorated when the system pressure was increased.
By-product and even soot formation then occurred downstream
the reactor.

Jung et al. [67] investigated the partial oxidation of methane
over noble metal catalysts coated ontometallic monoliths, which

were preheated by electricity. Over palladium catalyst supported
by alumina, autoignition of the reaction took place at 270 C and
at an O/C ratio of 1.1. However a higher O/C ratio of 1.4 was
required to achieve 98.9%methane conversion because the reac-
tor exit temperature of 700 C was too low for full conversion at
low O/C ratios.

Microlith-packedmetal gauze technology was applied by Cas-
taldi et al. [68] for gasoline reforming. The ATR was composed
of a stack of four microlith screens coated with either platinum
catalyst supported by lanthanum-stabilized alumina carrier [68]
or rhodium on ceria–zirconia carrier [69]. Ceramic seals were
put between the screens. The diameter of the screens was 40
mm, while the length of the entire stack including seals and fea-
tures for sampling and temperature measurement was only
between 12 and 40 mm, depending on the number of gauze ele-
ments integrated [69]. The isooctane feed rate supplied to this
tiny reactor was very high with a thermal equivalent of
3.4 kW [68], which corresponded to gas hourly space velocities
between 30 000 and 120 000 h−1. Isooctane was used as
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surrogate for gasoline. The S/C ratio ranged between 0.5 and 2.1,
while the O/C ratio was set between 0.65 and 1.1. With a very
low preheating temperature of 200 C of the reactor and of
steam, air, and fuel feed, light-off of the platinum catalyst was
achieved at S/C of 1.5 and O/C of 0.62. The reactor front (first
screen) reached the operating temperature of 800 C within 10 s.
The reactor temperature dropped to 650 C toward the outlet,
while only 49% conversion of the fuel was achieved. When
increasing the O/C ratio to 0.98 and the S/C ratio to 1.5, 94%
conversion could be achieved over the platinum catalyst. Owing
to the very low residence times applied, only 0.5 vol.% of meth-
ane was formed in the reactor under these conditions, because
the methanation reaction could not reach thermodynamic equi-
librium. No evidence for coke formation was observed over the
reactor for 5 h duration. When increasing the bed length to 38
mm, the fuel conversion could be increased to 97% at S/C of 1.24
and O/C of 0.89 for the platinum catalyst. The peak tempera-
tures of the catalyst bed were somewhat lower for the rhodium
catalyst and even 98% conversion could be achieved at S/C of
1.53 and O/C of 1.07, while only 0.2 vol.% of methane were
found on a dry basis, which is attributed to the higher selectivity
toward steam reforming of the rhodium catalyst compared to
platinum according to the authors [69]. Then the O/C ratio
was increased at constant S/C ratio of 1.5 for the rhodium cat-
alyst, which further increased the conversion. This demonstrates
that almost no steam reforming took place in the reactor owing
to the low residence times applied but rather partial oxidation
accompanied by some WGS.
Catillon et al. [70] investigated the performance of copper/

zinc oxide catalyst coated onto copper foams for methanol
steam reforming. Significant improvement of the heat transfer
by the copper and consequently higher catalyst activity was
achieved compared to fixed catalyst beds.
Liu et al. [71] described the performance of their autother-

mal diesel reformer operated with dodecane and hexadecane.
It was composed of four ceramic monoliths switched in series
with 600 cpsi, each of which had a diameter of 3.8 cm and a
length of 2.54 cm. Less than 0.5 vol.% of methane was detected
in the reformate typically, while higher hydrocarbons only
appeared in concentrations of few hundred parts per million.
The thermal power equivalent of fuel fed to the reformer was
in the range up to 5 kW. At a S/C ratio of 2.0 and an O/C ratio
of 0.74, the temperature in the four monoliths decreased from
800 (measured downstream the first monolith) to 700 C
downstream the fourth monolith. The radial temperature pro-
file did not exceed 30 K [71]. Homogenous reactions upstream
the first monolith occurred as assumed by the authors. The
reformate composition was determined downstream the four
monoliths. The hydrogen and carbon oxide concentration
increased over the first three reactors, while methane forma-
tion was observed in the fourth monolith, which consumed
some of the hydrogen produced in the first three monoliths
upstream. The hydrogen concentration in the reformate
deviated from the thermodynamic equilibrium, because light

hydrocarbons were produced. The highest efficiency of the
reformer was determined for a S/C ratio of 2.0 and an O/C
ratio of 0.84. When the S/C ratio was increased from 1.1 to
2.8 at constant O/C ratio of 0.68, the temperature of the first
reactor was decreased by not more than 40 K. However, the
carbon monoxide concentration was lowered by the steam
excess, according to the equilibrium of WGS. Coke formation
was mainly observed downstream the reactors in the zones of
lower temperature [71]. About 1% of the feed was converted to
coke according to an estimation of the authors. They assumed
that it originated from the Boudouard reaction.
Horng [72] developed a monolithic autothermal methanol

reformer. The ceramic monolith was coated with mixed plati-
num and copper/zinc oxide catalyst. The monolith had
117 mm diameter and 50 mm length, while the whole reactor
was more than 510 mm long. Glow plugs were used for the
start-up. The reformer could be heated to 200 C at the outlet
within 220 s by preheating 70 l/min air with an electric heating
with a power output of 960W. 14 ml/min liquid methanol was
injected into this preheated air flow, which corresponded to an
O/C ratio of 3.75, a value exceeding the stoichiometric compo-
sition for total methanol combustion (O/C ratio of 3.0). Part of
the methanol was already converted at the glow plugs. After 220
s, the monolith had a temperature of more than 500 C at the
inlet, while the outlet was still rather cold at 80 C. The feed com-
position was then switched to autothermal conditions. The
hydrogen content of the reformate increased to 35 vol.% within
100 s, after 200 s stable conditions were achieved. The carbon
monoxide content of the reformate was in the range of
5 vol.%. Decreasing the heating power to 480Wunder otherwise
same conditions did not change the start-up time demand sig-
nificantly. These experiments demonstrate that it is feasible to
preheat a methanol reformer by catalytic methanol combustion
from ambient by simply injecting methanol in a preheated air
flow. The preheating is required to avoid excessive cooling of
the air feed by methanol evaporation.
Lenz et al. [73] described the development of a 3 kW mono-

lithic steam-supported partial oxidation reactor for jet fuel,
which was developed to supply a solid oxide fuel cell (SOFC).
The prototype reactor was composed of a ceramic honeycomb
monolith (400 cpsi) operated between 950 C at the reactor inlet
and 700 C at the reactor outlet [74]. The radial temperature gra-
dient amounted to 50 K which was attributed to inhomogeneous
mixing at the reactor inlet. The feed composition corresponded
to S/C ratio of 1.75 and O/C ratio of 1.0 at 50 000 h−1 GHSV.
Under these conditions, about 12 vol.% of each carbon monox-
ide and carbon dioxide were detected in the reformate, while
methane was below the detection limit. Later, Lenz et al. [74]
described a combination of three monolithic reactors coated
with platinum/rhodium catalyst switched in series for jet fuel
autothermal reforming. An optimum S/C ratio of 1.5 and an
optimum O/C ratio of 0.83 were determined. Under these con-
ditions 78.5% efficiency at 50 000 h−1 GHSV was achieved. The
conversion did not exceed 92.5%. In the product of these
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reactors, the authors detected about 0.5 vol.% methane, while
the concentration of all higher hydrocarbons up to C6 did not
exceed 0.2 vol.%. Increasing the space velocity did increase the
hydrocarbons content in the reformate and further decreased
conversion. Interestingly, the steam formation exceeded the
thermodynamic equilibrium at the reactor inlet of the first reac-
tor but approached the thermodynamic equilibrium down-
stream. This indicated that total oxidation was predominant
at the reactor inlet while steam reforming consumed the water
which had been produced initially. About 1.14 kW heat losses
were calculated for the reactor, which emphasized the need
for sufficient insulation especially at temperatures exceeding
600 C. When the feed was switched from sulfur-free jet fuel
to jet fuel containing 300 ppm sulfur, the conversion dropped
quickly and then deteriorated slowly with time on stream.

Qi et al. [75] reported the autothermal reforming of gasoline
over cordierite monoliths coated with 0.3 wt.%Rh/3 wt.% MgO/
20 wt.% CeO2/-ZrO2. The monolith showed superior perfor-
mance compared to a fixed catalyst bed for autothermal reform-
ing of n-octane at anO/C ratio of 0.76 and S/C of 2.0. An ATR of
1 kW size equivalent coated with the catalyst showed stable per-
formance for about 30 h, when deactivation of the catalyst
started. The hot spot temperature in the reactor was in the range
of 900 C, which was assumed to be the origin of catalyst deac-
tivation by sintering.

Nilsson et al. [42] reported autothermal reforming of diesel,
gasoline, dimethyl ether, ethanol, E85 (ethanol containing at
least 15 wt.% gasoline), and methanol in their monolithic
ATR over rhodium catalyst containing 1 wt.% Rh, 10 wt.%
CeO2, and 5 wt.% La2O3. While almost full (>99%) conversion
was achieved for gasoline and E85, lowest conversion was
observed for methanol followed by dimethyl ether, which was
attributed to methanol and dimethyl ether decomposition
mainly occurring over the catalyst.

Karatzas et al. [34] performed autothermal reforming of tet-
radecane, low sulfur, and Fischer–Tropsch diesel in amonolithic
reformer over rhodium/ceria/lanthana catalyst. The reformer
had a thermal power output of 14 kW. It was composed of an
inert zirconia-coated alumina foam for feed distribution at the
reactor inlet and two 400 cpsi cordierite monoliths coated with
the catalyst switched in series. At anO/C ratio of 0.45, a S/C ratio
of 2.5 and temperatures exceeding 740 C, full conversion of the
low sulfur feed was achieved, while the formation of the by-
product ethylene was between 100 and 200 ppm. As shown in
Figure 14.7, an increasing S/C ratio suppresses ethylene forma-
tion. The catalyst showed stable performance for 40 h duration.
Karatzas et al. [44] determined experimentally as shown in
Figure 14.8 that the efficiency of their ATR increased with
increasing fuel inlet temperature and O/C ratio.

Fast preheating is possible in case of ceramic monoliths are
applied for autothermal reforming. Lindström et al. [43]
reported 6 min start-up time demand of their autothermal diesel
reformer, which was preheated by a homogeneous diesel burner
through a heat exchanger via air (Figure 14.9).

Creaser et al. [76] modeled autothermal diesel reforming in a
ceramic monolithic reactor and verified the modeling results
with experimental data as shown in Figure 14.10. The model
revealed that axial heat conduction plays an important role even
in ceramic monoliths. The catalyst temperature was found to be
25 C hotter than the gas phase at the reactor inlet according to
the calculations. At the positions of highest reaction rates, the
catalyst utilization was as low as 20%. Transport limitations
in the washcoat were assumed to be the root cause. The
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multitude of diesel steam reforming reactions were described as
lumped model equations, which were first order with respect to
the fuel and zero order with respect to steam. The rate of the
WGS reaction was only minor, while the equilibrium of WGS

was by far exceeded. Partial oxidation was not foreseen in the
reaction scheme but only total oxidation, which was also
described by a lumped model and first order for oxygen and
−0.2 order for the fuel [76].

14.4.3 Plate heat exchangers and microstructured
reformers

When catalyst is introduced into the channels or onto the walls
of both flow paths of a plate heat exchanger with channels of
meso- or microscale, the plate heat exchanger turns into a cat-
alytic heat exchanger/reactor also named catalytic wall reactor.
Catalytic (wall) reactors improve the temperature management
of exothermic reactions as discussed for many examples in the
following paragraphs. The design allows for the coupling of
endothermic reactions (such as steam reforming) and exother-
mic reactions (such as catalytic combustion), which are then
separated by merely a few hundred micrometers metal foil
between both micro fixed beds or coatings, respectively, creating
low-temperature gradients between both sides especially when
coatings are applied [77].
In order to avoid hot spot formation, Schildhauer andGeissler

[78] proposed plate heat exchanger/reactors for autothermal
methanol reforming. The flow of the reformate is redirected into
the opposite direction according to this concept, which reduces
the initial hot spot formation of the fast partial oxidation reaction
by the heat uptake of consecutive steam reforming. Eigenberger
et al. [79–82] investigated both theoretically and practically heat
exchanger/reactors for steam reforming in the mesoscale. The
reactors were initially made from specially prepared ceramic
monoliths, which were transformed into heat exchangers. Later
on, structured and welded steel foils were applied.
Different flow arrangements exist for heat exchangers,

namely, cross flow, countercurrent, and cocurrent flow. The
main disadvantages of the cross-flow design are uneven temper-
ature distributions, which also deteriorate the gas composition
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as demonstrated by numerical calculations for methanol steam
reforming by Pan and Wang [83]. Frauhammer et al. [84]
proved by numerical calculations that a counterflow arrange-
ment is also not suited for coupling endothermic and exother-
mic reactions and a cocurrent flow arrangement should be
chosen [85]. Catalytic combustion of unconverted hydrogen
and residual CO contained in the fuel cell anode off-gas is a well
suited heat source for steam reforming of all kind of fuels. The
temperature profile in a cocurrently operated microstructured
plate heat exchanger/reactor, which is operated as a coupled
steam reformer/catalytic afterburner depends on the reactor
geometry and size. It is either isothermal [86] or slightly declin-
ing over the reactor length axis as indicated by simulations of
Petrachi et al. [87] and proven experimentally by O’Connell
et al. [41]. This profile originates from the higher rate of oxida-
tion reactions compared to steam reforming.

Figure 14.11 shows the results of numerical simulations of
Grote et al. [88] for a diesel steam reformer coupled to a catalytic
diesel burner. The temperature is still low at the reactor inlet
owing to the energy consumption of steam reforming, while a
hot spot is formed downstream by the combustion reaction fol-
lowed by a declining temperature profile. However, a cross-flow
arrangement (not shown here) revealed even higher tempera-
ture gradients in the range of 400 K compared to about 100 K
for cocurrent flow.

The channels of most plate heat exchanger/reactors are
switched in parallel, which reduces the pressure drop compared
to alternative flow patterns such as serpentine flow fields. How-
ever, flow equipartition is crucial for parallel flow arrangements.
It is achieved by perforated plates [89] when a whole stack of
plates is fed in parallel from the plate front. Such pinhole plates
create additional pressure drop. In case the feed gas is distribu-
ted to each plate first and then by a dedicated inlet section to
each channel of the plate, a sophisticated geometry of this inlet
section [90] helps to achieve flow equipartition. An alternative is
the variation of the channel width over the reactor length
axis [91].

Reuse et al. [92], Park et al. [93], Kim et al. [94], and Kundu
et al. [95] reported the development of combined methanol

steam reformers/catalytic burners designed as plate heat
exchanger/reactors in the low power range. An early develop-
ment of an integrated heat exchanger/reactor for methanol
steam reforming was carried out by Hermann et al. [96] from
GM/OPEL. A 5 kW combined methanol steam reformer/cata-
lytic combustor was built. Instead of channels, fins served as
mechanical support and improved the heat transfer. Experimen-
tal results were determined at partial load of the device (1–2 kW
for the lower heating value (LHV) of the hydrogen produced).
At S/C ratio of 1.5 and a pressure of 3 bar, full conversion of
the methanol was achieved and 0.9 m3/h hydrogen was pro-
duced. Fitzgerald et al. [97] developed a microchannel isooctane
heat exchanger/steam reformer, which was heated by combus-
tion gas and produced enough hydrogen to power a 500W
PEM fuel cell. At ambient pressure, a temperature of 650 C,
2.3 ms residence time, and a S/C ratio of 6, up to 95% conversion
were achieved at 90% hydrogen selectivity. Whyatt et al. [98]
developed a system composed of evaporators, heat exchangers,
and four integrated reformers/cross-flow heat exchangers
switched in series for isooctane steam reforming. The reformers
achieved more than 98.6% conversion at 750 C reaction tem-
perature and a S/C ratio of 3. The hydrogen produced was suf-
ficient to power a PEM fuel cell with 13.7 kW electric output.
Because the automotive drive train was the final application
behind the development work, the required start-up time
demand was very short in the range below 1min. Therefore
Whyatt et al. [99] redesigned their system completely. The
energy for start-up and continuous operation was provided by
homogeneous fuel combustion rather than catalytic combus-
tion, which supplied the reformer and the evaporator, placed
right after the reformer, with energy. The target start-up time
demand of 60 s could be achieved with this device; however,
CO cleanup reactors were not yet incorporated into this system.

Catalysts from Süd Chemie were chosen for methanol steam
reforming by Cremers et al. [100]. Because the catalyst activity
was relatively low, a micro fixed-bed reactor was built with inte-
grated heat exchanging capabilities. The reactor contained
60 micro fixed-bed passages, which took up 15.9 g of catalyst
and 62 heating passages. The reactor was designed to produce
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hydrogen for a fuel cell with 500W electrical power output.
Heating oil, preheated by an external burner served as the heat
source for the reformer. More than 90% methanol conversion
was achieved at 250 C reaction temperature. During the first
4 h of operation, 15% of the initial activity of the catalyst was
lost, but then activity remained stable for another 4 h. The cat-
alyst could be regenerated by oxidation and subsequent reduc-
tion. A turndown ratio of 1 : 5 could be realized without
significant changes of product composition.
Cremers et al. and Pfeifer et al. [100–102] developed reactors

with electric power equivalent of 500W for methanol and meth-
ane steam reforming. Pan andWang [83] developed a cross-flow
plate-fin reformer for methanol steam reforming with inte-
grated fuel and water evaporation, steam reforming, and cata-
lytic combustion, which suffered from nonisothermal
temperature distribution compensated by low operating tem-
perature of the reactor. The system was then scaled-up by a fac-
tor of 14 [103] and operated for 1000 h. The methanol
conversion decreased from 100% to about 93% within this
time while the carbon monoxide concentration remained below
2 vol.%. The reformate recycle to the afterburner could be
reduced to 30%, because heat losses were less dominant for this
larger device.
A microstructured diesel steam reformer integrated with a

catalytic afterburner was developed by Kolb et al. [104]. It
was operated at reaction temperatures exceeding 800 C. The
reactor was coated with catalyst from Johnson Matthey Fuel
Cells. The anode off-gas and the air supply were fed separately
to the burner where they were mixed internally. Full conversion
of the diesel fuel was achieved with this reactor, which had a
power equivalent of 2 kW thermal energy of the hydrogen pro-
duced. The deactivation of the diesel steam reforming catalyst
was initially indicated by increasing release of light hydrocar-
bons into the reformate. Then O’Connell et al. [41] reported
the development and experimental evaluation of a reactor based
onmicrochannel technology for the reforming of diesel fuel with
13 kW thermal output of the hydrogen produced. Diesel oxida-
tive steam reforming was performed for 38 h at reaction tem-
peratures exceeding 750 C and S/C ratios as low as 3.2. Over
98% total diesel conversion was observed at all times, usually
only traces of unconverted diesel were detected.
Grote et al. [88] presented an integrated heat exchanger for

diesel steam reforming coupled to a diesel burner designed
for a thermal input of 10 kW of the diesel fuel, which had a
cocurrent flow arrangement. Instead of microchannels, a fin
structure was used in the reactor. The reactor was coupled to
a superheater for the steam feed by cooling the reformate prod-
uct. However, the reactor showed a severely declining tempera-
ture profile over its length axis of more than 200 K. The
formation of light hydrocarbon by-products other thanmethane
was suppressed by increasing reaction temperature and S/C
ratios exceeding 3.5. Lee et al. [105] developed and operated
an integrated micro ethanol reformer combined with an inte-
grated catalytic burner for ethanol and an evaporator. The

reformer produced enough hydrogen to power a 450W fuel cell.
Micro fixed beds were used and platinum/alumina catalyst
served for ethanol combustion. Wichert et al. [106] reported
long-term experiments on a coupled steam reformer/catalytic
burner for LPG based upon microchannel technology. The reac-
tor was operated, similar to most reactors described previously,
in a cocurrent flow arrangement with propane as surrogate
for LPG. Long-term stability tests for 1060 h duration were
performed at a S/C ratio of 4.0 and about 750 C reaction
temperature with 29 start-up and shutdown cycles. Complete
conversion of propane was observed for the full test duration.
The gas composition of the reformate agreed well with the ther-
modynamic equilibrium of propane reforming, WGS, and
methanation reactions. The stainless steel construction material
of the reactor was not affected by exposure to the operating
temperature above 700 C for 1060 h. Neither the reaction
temperature nor the start/stop cycles impaired the mechanical
integrity of the catalyst coatings as proven after disassembly
of the reactor.

14.4.4 Membrane reformers
Besidesmethanemethanol is the fuel that ismost frequently pro-
cessed in membrane reformers. Lin et al. [107] observed much
higher methanol conversion for methanol steam reforming in
a MR compared to a conventional fixed bed. Then Lin and Rei
[108] designed a tubular MR for methanol steam reforming with
a central palladium membrane tube, an annular catalyst bed for
methanol steam reforming carrying copper-based catalyst which
surrounded themembrane, and a second concentric annular bed
containing palladium/alumina catalyst for combustion of the
retentate, which allowed self-sustaining operation of the reactor.
The GHSV in the reformer fixed beds was always below 15 h−1.
Up to 85% of the hydrogen could be recovered from the refor-
mate. An energy balance revealed that 74% hydrogen recovery
by the membrane separation still left sufficient hydrogen in
the retentate to supply the feed preheating and evaporation pro-
cesses and the steam reforming reaction with energy by combus-
tion of this retentate hydrogen. Later, the same authors [109]
reported stable operation of the (commercial) reforming catalyst
and of the palladium membrane in the reactor shown in
Figure 14.12 at a reactor temperature of 350 C, 15 bar pressure
and 95% methanol conversion, and a hydrogen flux of 3.5 m3/
(m2 h) for a duration of 900 h. The authors [110] then designed
bigger reactor, the palladium membrane of it being prepared by
electroless plating. Its permselectivity for H2/N2 was in the range
of 200–1400, while the permeance varied from 3 to 7 m3/(m2 h
atm0.5). Ten palladium tubes were incorporated into the reactor.
At system pressures exceeding 10 bar, more than 95% hydrogen
recovery could be achieved with themembrane. For amembrane
separator feed containing 82 vol.% hydrogen, 3.9 vol.%methane,
and higher hydrocarbons, the purity of the separated hydrogen
amounted to 99.6 vol.%, and 0.14 vol.% methane was detected
apart from higher hydrocarbons. This separator was operated
stably for a duration of more than 1000 h.
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Kikuchi [111] described a natural gas MR, which had been
developed and operated by Tokyo Gas and Mitsubishi Heavy
Industries to supply PEM fuel cells with hydrogen. It was com-
posed of a central burner surrounded by a catalyst bed filled
with commercial nickel catalyst. Into the catalyst bed 24 sup-
ported palladium membrane tubes were inserted. The mem-
branes had been prepared by electroless plating and were
20 μm thick. Steam was used as sweep gas for the permeate.
The reactor carried 14.5 kg catalyst. It was operated at 6.2 bar
pressure, S/C ratio of 2.4, and 550 C reaction temperature.
The conversion of the natural gas was close to 100%, while
the equilibrium conversion was only 30% under the operating
conditions. The retentate composition was 6 vol.% hydrogen, 1
vol.% carbon monoxide, 91 vol.% carbon dioxide, and 2 vol.%
methane.

Basile and Putzuro [112] prepared a palladium membrane by
electroless plating palladiumwith a thickness of 70 μmonto tita-
nia tubes and incorporated them into MRs for the partial oxida-
tion of methane. The H2/N2 separation factor of these
membranes was still quite low (between 3 and 4.7), while carbon
deposition on the membrane was negligible for operation up
to 400 C.

Wieland et al. [113] combined different membranes with a
fixed catalyst bed for methanol steam reforming in a plate-type
reactor. Figure 14.13 shows the conversion determined in the
MR with different membranes. It is compared to the thermody-
namic equilibrium conversion and the conversion achieved in a
fixed catalyst bed without membrane. The conversion was
higher for the MRs and exceeded the thermodynamic equilib-
rium of the feed at more than 20 bar pressure. The space veloc-
ity, at which the fixed catalyst bed was operated, was rather low.
The same authors also performed numerical calculations to
enlighten the effect of lower membrane thickness on the perfor-
mance of their reactor.

Kurungot et al. [114] developed a silica membrane and incor-
porated it into a catalytic MR for the partial oxidation of meth-
ane. Rhodium catalyst on γ-alumina carrier containing 1 wt.%

rhodium was coated with 9 μm thickness onto an α-alumina
tube. Then the silica membrane, which was only 1.5 μm thick,
was coated onto the catalyst. Hydrogen andmethane permeation
through the membrane were measured revealing increased per-
meability for hydrogen with increasing temperature, while
methane permeability remained at a lower level. Between 100
and 525 C, the separation factor increased from 7.5 to 31. The
hydrothermal stability of the membrane was verified at 525 C
for 8 hwith feed composed of 18 vol.% hydrogen, 18 vol.%meth-
ane, and 74 vol.% steam. The separation factor decreased from
31 to 26 with course of the experiment. Partial oxidation of
methane was then carried out at anO/C ratio of 1.0 and different
S/C ratios. The reaction was performed under atmospheric pres-
sure and nitrogen sweep gas flow on the permeate side. The
results obtained with the membrane were compared to the per-
formance without catalytic membrane in the temperature range
between 400 and 575 C. At 525 C reaction temperature, S/C of
3.5, and aWHSV of 240 l/(h gcat), equilibrium conversion could
be exceeded by 37% owing to the hydrogen removal from the
reformate. Lowering the S/C ratio from 3.5 to 2.5 under these
conditions decreased the conversion considerably from 58.7 to
34.2%. At higher WHSV carbon formation was suspected,
because the membrane color changed from yellow to gray.

Basile et al. [115] prepared aMR formethanol oxidative steam
reforming shown schematically in Figure 14.14. A pinhole-free
PdAg membrane containing 23 wt.% Ag served for the mem-
brane separation, while sweep gas was used for permeate
removal from the membrane outer surface to enhance the mass
transport through the membrane. Commercial Cu/ZnO catalyst
was applied for methanol reforming. Owing to the low operating
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temperature required for this catalyst type, notmore than 25% of
the hydrogen produced by the reforming reaction could be
recovered in the permeate. The catalyst showed rapid deactiva-
tion during 5 h test duration despite a high S/C ratio of 2.7
applied. Then Iulianelli et al. [116] switched to a Cu/Zn/Mg cat-
alyst formulation, which was operated under conditions of pure
steam reforming. Up to 94% of the hydrogen could be recovered
at a feed pressure of 3.5 bar. Operation of the sweep gas flow in
co- and countercurrent flow revealed advantages for the coun-
tercurrent flow arrangement.
Chen and Elnashaie [117] proposed a circulating fluidized

bed membrane reformer–regenerator, which allows continuous
catalyst regeneration, hydrogen separation through a hydrogen
permselective membrane, use of sweep gas, and oxygen addition
to the feed through an oxygen selective membrane as shown in
Figure 14.15.

A different type of MR for the partial oxidation of methane
was presented by Ikeguchi et al. [118]. While air was fed to
the membrane on the retentate side, methane was fed to the per-
meate side. This way oxygen ions permeated through the mem-
brane and reacted with methane on the permeate side over 1 wt.
% rhodium catalyst supported on magnesia. The membrane was
about 800 μm thick. The oxygen flux through the membrane
was about 5.5 l oxygen through 100 cm2 membrane area per
hour in absence of methane feed on the permeate side. This
value increased to 5.2 l/h when 5 vol.% methane was fed to
the permeate side. At 900 C reaction temperature, 30–40% of
the methane feed could be converted with high selectivity
toward carbon monoxide and hydrogen. The catalyst activity
suffered from carbon formation.
An electrochemical MR was presented by Yamaguchi

et al. [119]. Proton conducting ceramic electrolyte and a
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hydrogen-permeable membrane cathode were combined
(Figure 14.16). Methane and air were fed to a silver anode
and the protons formed by the electrochemical oxidation reac-
tion were transported through the ceramics to the cathode,
where hydrogen was formed. The hydrogen permeating through
the membrane cathode had high purity. The proton flux
through the electrolyte increased with increasing voltage and
reaction temperature, which was varied between 400 and
650 C. Anode polarization caused current losses.

An oxygen permeable membrane (YBa2Cu3O7-x) was applied
by Hu et al. [120] for partial oxidation of methane. The mem-
brane served as an oxygen source by diffusion of environmental
oxygen into the reactor, which was fed withmethane and diluent
only. By these means dilution of the product with nitrogen from
the air feed could be avoided. Without any catalyst 28% conver-
sion and 95% CO selectivity could be achieved already at a reac-
tor temperature of 900 C. Over Ni/ZrO2 catalyst nearly 100%
methane conversion and 95% CO selectivity were achieved in
their small testing reactor. The oxygen permeation flux reached
1.5 ml/cm2 at 900 C reaction temperature. However, the mem-
brane suffered from stability issues, which were attributed to
copper reduction under the experimental conditions applied.
Kusakabe et al. [121] prepared yttria-stabilized zirconia mem-
branes on α-alumina support tubes by a sol–gel procedure. This
material was investigated as alternative to silica, which is also
highly selective for hydrogen permeation, but degraded in the
presence of steam. The membrane was then impregnated with
platinum and rhodium as catalyst for methane steam reforming.
The membrane was 1 μm thick, while the platinum and rho-
dium loading was 12 and 9 wt.%, respectively. At 500 C the per-
meance for hydrogen was as high as 10−6 mol/(m2 s Pa). Higher
conversion could be achieved in the MR compared to a fixed-
bed reactor, but the permeate contained methane and carbon
oxides as well.

In recent years, fuels of higher molecular weight and reform-
ing reactions, which have higher tendency toward coke forma-
tion such as dry reforming, have been the subject of
investigations in the field of membrane reformer development.

Mundschau et al. [122] presented a catalyticmembrane reformer
for diesel fuel, which was composed of yttria-stabilized zirconia
for distributed air introduction into fuel feed reaching into the
catalytic fixed bed. The latter contained either iron or cobalt
perovskite catalysts (La0.5Sr0.5CoO3-δ or La0.5Sr0.5FeO3-δ). How-
ever, the catalyst produced significant amounts of methane
impairing the hydrogen yield.

Faroldi et al. [123] performed dry reforming of methane in a
Pd MR over catalyst containing 0.6 wt.% ruthenium. At a CO2/
CH4 ratio of 1.0, a hydrogen permeation flux of 5.68×10−7 mol/
(s m2) and a hydrogen recovery of 80% were achieved. When
sweep gas was dosed through the central membrane tube, up
to 55% conversion were achieved in the reactor. Calabro et al.
[124] proposed a pressure swing reformer, which is composed
of a fixed catalyst bed for reforming and a membrane separation
coupled to a methanation for CO removal downstream. The
fixed catalyst bed is periodically switched between reforming
operation and combustion of the retentate of themembrane sep-
aration process along with the fuel cell anode off-gas by the oxy-
gen depleted air of the cathode off-gas. Pd40Cu membrane was
proposed for the separation process. According to the authors,
such a membrane can deliver 750 l/min hydrogen at 3.5 bar
pressure through 2 m2 membrane area of 2 μm thickness. Iulia-
nelli et al. [125] investigated glycerol steam reforming in a pin-
hole-free PdAg MR operated with 0.5 wt.% Ru/Al2O3 catalyst.
Owing to the maximum operating temperature of the mem-
brane of 450 C, the reaction was performed at 400 C, which
is a rather low value for glycerol steam reforming. At S/C = 2,
a pressure of 5 bar and a low WHSV of 0.1 h−1, 60% conversion
could be achieved, which was, however, higher that the
value found for a conventional fixed-bed reactor (40%,
Figure 14.17). Hydrogen recovery was 60% under these condi-
tions. However, the membrane permeability suffered from
carbon deposition, which could be removed only partially by
hydrogen treatment at 400 C.
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In a MR, the membrane separation and the reforming process
take place in a single device at the same temperature. Li et al.
[126] proposed to separate both processes and to run them at
their optimum operating temperature. The authors claim sav-
ings of membrane material for palladium-based membranes
of up to 84%, because lower membrane thickness is required
for the lower temperatures of the membrane separation process,
for example, compared to the reaction temperature of methane
reforming. Li et al. [126] proposed a two-staged reformer/sepa-
rator process shown in Figure 14.18, which is, however, still a
two-stage reformer followed by separate conventional mem-
brane separation according to the opinion of the author of this
section.

14.5 Water-gas shift reactors

The moderately exothermic WGS reaction is limited by its ther-
modynamic equilibrium. The adiabatic temperature rise of the
exothermic reaction requires a separation of the WGS conver-
sion process into two consecutive steps, namely, high-
temperature and low-temperature WGS in adiabatic fixed beds
or monoliths. An intercooler or water injection is usually
switched between both reactors. High-temperature WGS is
operated between 375 and 450 C and low-temperature WGS
between 200 and 300 C [4]. Depending on the feed composi-
tion, the product of high-temperature WGS product contains
between 2 and 3 vol.% carbon monoxide, while the product of
low-temperature WGS product contains between 0.05 vol.%
for the industrial scale [127]. Higher values between 0.3 and
1 vol.% are common for applications of the smaller scale.
When fixed beds of industrial WGS catalysts are applied in

small fuel processors, the shift stages dominate the overall sys-
tem volume and weight by up to 50% owing to the low catalyst
utilization [128]. As an alternative to catalysts developed for the
industrial scale, precious metal catalysts coatings show at least
an order of magnitude higher activity. Certainly the most prom-
inent noble metal catalyst formulation is platinum/ceria [4].

14.5.1 Monolithic reactors
Packed metal gauze technology, which is in fact a monolithic
reactor design, was used by Castaldi et al. [68] and Roychoudh-
ury et al. [69] for the WGS reaction. Reformate surrogate con-
taining 3.6 vol.% carbon monoxide was fed to a single-stage

WGS reactor, which was operated between 220 and 300 C
reaction temperature. At a space velocity around 5000 h−1,
50% conversion was achieved, which corresponded to the
thermodynamic equilibrium. Dokupil et al. [129] operated
monolithic WGS reactors at a GHSV of 20 000 h−1 for medium
temperature shift and 10 000 h−1 for low-temperature shift. The
adiabatic temperature rise in the medium temperature reactor
operated at 300 C amounted to 68 K, while only 15 K were
determined in the low-temperature reactor operated at
280 C. Pasel et al. [130] analyzed the performance of two-stage
monolithic WGS reactors coupled to an ATR. Besides the evi-
dent conclusion that intermediate water injection is beneficial
for the performance of the second reactor owing to the shift of
the equilibrium of the reaction and lower reactor inlet temper-
ature, the authors also concluded that adiabatic operation of
WGS reactors results in inferior performance compared to iso-
thermal operation, which leads to the introduction of cooling
functions into differently design (heat exchanger) reactors,
which will be described in the following section. van Dijk
et al. [131] proposed quasi-isothermal operation of an adiabatic
isothermal WGS reactor. The isothermal behavior was achieved
by the high heat conductivity of the aluminum honeycomb
monoliths applied. Chen et al. [132] developed a monolithic
ATR for ethanol applying Ir/La2O3/ZrO2 catalyst supported
by ceramic foams. At a S/C ratio of 1.5 and an O/C ratio of
0.83, 650 C reaction temperature was required to achieve full
ethanol conversion and complete suppression of acetaldehyde
formation. The reactor was tested under conditions of repeated
start and stop, and under continuous operation for a duration
of 13 h. However, increased formation of acetaldehyde indi-
cated rapid catalyst deactivation.

14.5.2 Plate heat exchangers and microstructured
water-gas shift reactors

The WGS reaction requires a countercurrent cooling concept to
achieve an optimum temperature profile, which creates high
reaction rate at high temperature at the reactor inlet and a
decreasing temperature toward the reactor outlet, which shifts
the equilibrium of the reaction toward high conversion. Zalc
and Löffler [133] proposed to use a plate heat exchanger to
achieve such a temperature profile. The authors calculated that
an optimum temperature profile significantly improves the
carbon monoxide conversion compared to isothermal and
adiabatic reactor operation. The low catalyst utilization in
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Module II Module II

Membrane

Retentate II

Pure H2

Pure H2CH4/H2O
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ROG2 Figure 14.18 Schematic of the staged-separation membrane
reactor [126].
(Source: Li et al. [126]. Reproduced with permission of
Elsevier.)
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fixed-bed WGS reactors is overcome by wall-coated microchan-
nel reactors. Noble metal-based catalysts allow the operation of
wall-coated monoliths or plate heat exchangers at high volume
hourly space velocity (VHSV) in the range of 180 l/(h gcat).
Microchannel plate heat exchanger technology reduced the
required catalyst mass by 50% compared to a fixed bed or mon-
olithic two-staged, adiabatic design [1, 134, 135]. Baier and Kolb
[136] showed that a reduction in the flow rates (turndown)
improves the performance of such a WGS heat exchanger/reac-
tor. The same authors also calculated the optimum channel size
to avoid diffusion limitations. For a channel height of 200 μm,
no diffusion limitations occurred, while severe diffusion limita-
tions were observed for channel height of 800 μm, which is in
agreement with earlier experimental work performed by Pasel
et al. [137]. However, a trade-off is required between catalyst uti-
lization and pressure drop in a practical system [138]. Increasing
the channel height from 200 to 800 μm doubles the reactor
length required to achieve the same degree of carbon monoxide
conversion.

A microchannel heat exchanger/reactor for WGS in the kilo-
watt size range was described by Kolb et al. [139]. The reactor
still had a three-stage cross-flow design for the sake of easier fab-
rication. Platinum/ceria catalyst was wash coated onto the metal
plates, which were sealed by laser welding afterward. The reactor
was tested separately and showed equilibrium conversion under
the experimental conditions of partial load. Dubrovskiy et al.
[140] designed a microstructured reactor/heat exchanger for
the WGS reaction containing flat, perforated Mo plates and
Mo wires with a diameter of 250 μm and a length of 100 mm
coated with porous Mo2C. The optimum feed temperature
was determined to be 400 C and the optimum temperature pro-
file was adjusted in the reactor. The power equivalent of the

reactor amounted to 45W. The start-up time demand was only
2 min owing to the low thermal mass of the reactor.

Kolb et al. and O’Connell et al. developed WGS heat
exchanger/reactors in the kilowatt scale [104, 141, 142].
A WGS reactor with 5 kW power equivalent is shown in
Figure 14.19a. It contains a straight flow path for the reformate,
inlets, and outlets from both sides for the cooling gas and cross-
flow channels for preheating the reactor. Typical temperature
profiles determined experimentally for the counter currently
operated plate heat exchanger/reactor are shown in
Figure 14.19b. They show a temperature peak at the reactor inlet,
owing to the high initial heat of reaction, while the reactor tem-
perature decreased toward the outlet of the reactor. The content
of carbonmonoxide in the reformate surrogate could be reduced
from 10.6 to 0.7 vol.%, which corresponded to 95% conversion.
Lower temperatures at the shell of the reactor, especially in the
inlet section, were attributed to heat losses to the environment.

Baronskaya et al. [143] described an innovative concept for a
heat exchanger/reactor for WGS. As shown in Figure 14.20, sin-
tered plates of Cu/Zn/Zr catalyst mixed with metallic powder
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air [143].
(Source: Baronskaya et al. [143]. Reproduced with permission of Elsevier.)
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were stacked with spacers and externally cooled by an air flow.
By these means, a temperature gradient from 380 to 250 C and
more than 90% conversion at a feed concentration of 11.9 vol.%
of carbon monoxide could be achieved in a prototype reactor at
a GHSV of 6300 h−1.
Palma et al. [144] developed WGS reactors in the kilowatt

scale, which allowed gradual addition of the reformate through
porous sintered stainless steel tubes into ceramic foams
(SiC/Al2O3) coated with noble metal-based catalyst. Different
flow arrangements through the foams were investigated
(Figure 14.21), which revealed better performance for
radial flow.

14.5.3 Water-gas shift in membrane reactors
Brunetti et al. [145] investigated, by numerical simulations, the
potential of MRs for substituting conventional fixed-bed tech-
nology. They revealed that a MR has the potential of replacing
two-stage adiabatic beds with intermediate water injection sim-
ilar to the plate heat exchanger technology described previously.
Central PdAg membrane tubes were assumed for the reactor
positioned in an annular bed of FeCr catalyst with sweep gas
flow. Figure 14.22 shows the conversion feasible in a MR com-
pared to the traditional two-stage reactor concept. Figure 14.23
shows the volume savings feasible by applying membrane tech-
nology at different reaction temperatures and pressures. At
15 bar the MR requires only 9–12% of the volume of the

traditional reactors, because higher pressure obviously increases
hydrogen removal by membrane separation and shifts the equi-
librium of the WGS reaction. However, higher pressure is a crit-
ical issue for decentralized fuel processors of smaller scale
because it increases parasitic power losses of the system.
Barbieri et al. [146] developed a MR for the WGS reaction.

A palladium/silver film containing 23 wt.% silver, which had a
thickness between 1 and 1.5 μm, was prepared by sputtering
and coated onto a porous stainless steel support. This prepara-
tion method generated a much higher ratio of pore size to film
thickness compared to conventional methods. Tubular mem-
branes of 13 mm outer diameter, 10 to 20 mm length, were fab-
ricated. Commercial Cu-based catalyst from Haldor-Topsøe
was introduced into the fixed bed. At reaction temperatures
between 260 and 300 C, and a GHSV of 2085 h−1, the thermo-
dynamic equilibrium conversion could be exceeded by 5–10%
by the membrane technology.

14.6 Carbon monoxide fine cleanup:
Preferential oxidation and selective
methanation

Both the preferential oxidation of carbon monoxide and the
hydrogen oxidation, which occurs in parallel as an undesired
side reaction, are highly exothermic. Preferential oxidation
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Figure 14.21 (a) Axial, (b) centrifugal, and (c) centripetal flow arrangements of the water–gas shift reactors [144].
(Source: Palma et al. [144]. Reproduced with permission of Elsevier.)
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requires excess air corresponding to an O/CO ratio which is
equivalent to the λ-value (λ = 1 stands for a stoichiometric ratio)
between 1.5 and 2.0, which means that under full conversion of
carbon monoxide between 0.5 and 1.0 mol of hydrogen is lost
for each mole carbon monoxide converted.

Formation of carbon monoxide over the catalyst by the
reverse water–gas shift reaction (RWGS) in an oxygen-deficient
atmosphere is frequently observed especially under conditions
of partial load, because most catalysts for preferential oxidation
of carbon monoxide have some activity for WGS and its reverse
reaction. Therefore oversizing the reactor bears the danger of
impaired conversion and the same applies for partial load of
the reactor unfortunately. Because the concentration of carbon
monoxide that is tolerated by low-temperature fuel cells is
usually in the range below 100 ppm or less, even low catalytic
activity for reverse shift becomes an issue.

Numerical simulation of the preferential oxidation of carbon
monoxide was performed by Ouyang et al. [147], which
described the behavior of their reactor very well. A simplified
mechanism of the reaction network was formulated by the
authors. Since the carbon monoxide oxidation requires OH spe-
cies, its rate increases when hydrogen is present. The simula-
tions showed that the catalyst surface was almost completely
covered by carbon monoxide to a certain channel or reactor
length (or residence time). The coverage with carbon monoxide
decreased abruptly, when the carbon monoxide was completely
consumed. At this point, the concentration of adsorbed oxygen
and hydrogen increased by almost an order of magnitude, lead-
ing to consumption of hydrogen by water formation. The water
formation was then limited only by the oxygen present in the gas
phase. This means that high selectivity toward carbon dioxide is
only feasible at low carbon monoxide conversion over platinum
catalyst, which could be verified experimentally by Ouyang et al.
[147]. The desorption of carbon monoxide increased with rising
temperature over the platinum catalyst. Mass transfer limita-
tions are dominant at higher conversion of carbon monoxide
in fixed beds and in microchannels [147], while heat transfer
limitations were to be expected only in fixed catalyst beds
according to these simulations.

Selective methanation of carbon monoxide does not require
air addition to the reformate but suffers not only from compet-
ing CO2 methanation [148],

4H2 +CO2 2H2O+CH4, ΔH0
298 = −165 kJ mol 14 13

but also from temperature management problems [149], which
can only be solved by multistaged operation when conventional
adiabatic fixed beds or monoliths are applied.

The most critical issue is that because the concentration of
carbon dioxide is much higher in the reformate compared to
that of the carbon monoxide, the catalyst has to be very selective
for carbon monoxide methanation. The operating window of
methanation catalysts is relatively small, in the temperature
range around 250–300 C, because a trade-off is required
between sufficient activity and selectivity. Well above 250 C
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all methanation catalysts tend to be selective for carbon dioxide
methanation.
When oxygen is added to the feed, some catalysts convert car-

bon monoxide to carbon dioxide with very high selectivity while
the methane formation starts not before the oxygen is com-
pletely consumed [150]. Therefore preferential oxidation and
selective methanation could be operated in a combined manner.
Care has to be taken when choosing the catalyst for preferential
oxidation of carbon monoxide, because some formulations are
very sensitive to light hydrocarbon contained in the reformate
as reported by Kraaij et al. [151] who observed rapid
deactivation.

14.6.1 Fixed-bed reactors
Lee et al. [152] developed two-stage tubular preferential oxida-
tion reactors for a 10 kWel fuel cell system. Pt/Ru/Al2O3 catalyst
was used as fixed bed, which converted 1 vol.% carbon monox-
ide in the feed to values below 100 ppm between 100 and 140 C
temperature at anO/CO ratio of 4.0 and aWHSV of 40 l/(h gcat).
While a single reactor stage with 1 kWel power equivalent
reduced the carbon monoxide concentration to less than 200
ppm at an O/CO equal to 3.2, the reactor exit temperature
increased to 240 C. The introduction of a second-stage reactor
reduced the carbon monoxide further below 10 ppm at O/CO
2.0 and 4.0 in the first and second stage, respectively. The
amount of air fed to the second stage was lower, because only
1000 ppm carbon monoxide had to be converted. Dynamic load
changes from 100 to 35% and back to 100% proved that the car-
bon monoxide in the reformate effluent could be maintained
below 100 ppm. One hundred twenty eight parallel tubes with
1.27 mm inner diameter were switched in series to gain a power
equivalent of 10 kWel. A cooling stage was introduced between
the reactors. The dimensions of the reactor were rather low with
200 mm diameter and 200 mm length. Load changes from 100
to 65% and back were demonstrated for the 10 kWel reactors,
proving that carbon monoxide could be maintained at values
below 100 ppm. The reactors were brought to operating temper-
ature within 3 min by heating the reactor tubes with reformate
of 150 C temperature and oxygen addition at O/CO = 3.0. By
these means the carbon monoxide could be reduced below
20 ppm within 3 min.
Pan andWang [153] switched four adiabatic preferential oxi-

dation reactors in series downstream of a methanol reformer/
evaporator. Heat exchangers were installed after each reactor.
The four reactors were operated at the same inlet temperature
of 150 C, and the O/CO ratio in the feed increased from 1.6
to 3 to minimize heat formation in the first reactors. Despite
these measures, a temperature rise of 121 K was observed in
the first reactor while 82 K was observed in the second. While
only 50% carbon monoxide conversion was achieved in the first
reactor, full conversion was observed after the last stage. The
combined steam reformer/cleanup system was operated for
24 h duration. The carbon monoxide content of the reformate
could be maintained below 40 ppm.

14.6.2 Monolithic reactors
Zhou et al. [154] reported the operation of a four-stage mono-
lithic preferential oxidation reactor system in a 5 kW methanol
reformer for 14 h test duration. Carbon monoxide was reduced
to less than 50 ppm; however, four stages of oxygen addition
were required.
Dokupil et al. [129] described a monolithic preferential oxi-

dation reactor operated at 100 C temperature and 15 000 h−1

GHSV. It carried an integrated heat exchanger to improve its
thermal management.
Metal foams as alternative to metallic or ceramic monoliths

were used by Chin et al. [155] for preferential oxidation. Foams
of different pore density (40 pores per inch or 20 pores per inch)
were studied. The foams either contained 4 or 12 wt.% of the cat-
alyst, which was composed of 5 wt.% platinum and 0.5 wt.% iron
on alumina. Higher conversion was achieved for smaller pore
density and lower catalyst loading on the foam. Conversion
decreased when the reaction temperature was increased from
100 C and full conversion could not be achieved. This origi-
nated from hot spot formation despite the low O/CO ratio
between 1.0 and 2.0. With ceramic monoliths of comparable
size, the authors achieved comparable results. Ahluwalia et al.
[156] performed preferential oxidation of carbon monoxide
with cordierite monoliths. Commercial catalyst from Engelhard
was used for the experiments, which showed light-off at ambient
temperature. Reformate surrogate was fed to the reactors, which
was composed of 48 vol.% hydrogen, 31 vol.% nitrogen, and dif-
ferent amounts of carbon oxides and steam. The feed tempera-
ture ranged between 85 and 100 C. For 1.3 vol.% carbon
monoxide in the feed and a lowO/CO ratio of 1.0, 90 K adiabatic
temperature rise was observed in the monolith, while it exceeded
170 K for O/CO = 2.0. The carbon monoxide selectivity was
almost independent of the carbon monoxide concentration in
the feed but rather depended on the O/CO ratio for a specific
GHSV, while the presence of steam had little effect on the carbon
monoxide selectivity, which obviously was an inherent property
of the catalyst under investigation. Modeling of the reaction sys-
tem applying experimental results revealed that the carbon
monoxide concentration could not be reduced below 10 ppm
in a single-stage reactor when carbon monoxide concentration
in the reformate feed exceeded 1.05 vol.%. Consequently a con-
cept for two-stage system was developed. About 85% of the car-
bon monoxide had to be converted in the first reactor. The
optimum O/CO ratio was in the range of 1.2 for the first reactor,
while the second reactor required a higher value of 2.4. By addi-
tion of a third stage, the performance of the chain of monoliths
could be further improved and even 3.5 vol.% carbon monoxide
or more in the feed could be converted completely according to
these calculations. The hydrogen loss was low with 1 vol.%.
However, the attractive performance of a three-staged system
was counterbalanced by a rather complex set-up.
Packed metal gauze technology (named microlith see also

Section 4.2) was tested by Castaldi et al. [68] and Roychoudhury
et al. [69] for preferential oxidation with surrogate of WGS
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product, which contained 5000 ppm carbon monoxide. The O/
CO ratio of the feed was set to 2.4. The adiabatic temperature rise
of the reformate was calculated to 45 C under these conditions,
while the reactor was operated at about 250 C reaction temper-
ature for 500 h. In a single reactor stage at a high GHSV of 150
000 h−1, about 93% conversion was achieved, which corresponds
to 350 ppm carbon monoxide at the reactor outlet. Therefore a
second-stage reactor was required, which was operated at a
higher O/CO ratio of 8.0 and even at a higher GHSV of 220
000 h−1. The remaining carbon monoxide was converted to a
concentration below 20 ppm also under load change conditions.

The local overheating of adiabatic fixed catalyst beds during
preferential oxidation of carbonmonoxide was demonstrated by
Ouyang et al. [157], which observed a temperature rise of almost
70 K at 180 C reaction temperature in the center of their reactor.
As a consequence, multiple fixed beds are required for adiabatic
operation. While Giroux et al. [1] and Kim et al. [158] proposed
two adiabatic stages, Pan and Wang [153] switched four adia-
batic preferential oxidation reactors in series. The temperature
rise in the first reactor was as high as 121 K. Cruz et al. [159]
applied external cooling by cooling air via cooling fins of their
monolithic CO-PrOx reactor.

The aforementioned examples demonstrate that the thermal
management of monolithic reactors for the preferential oxida-
tion reaction is crucial and requires either up multistage solu-
tions especially during load changes [160] or integrated heat
exchange capabilities, which is a dedicated feature of the plate
heat exchangers described in the following section.

14.6.3 Plate heat exchangers and microstructured
reactors

Zalc and Löffler [133] proposed the application of plate heat
exchanger technology for the preferential oxidation of carbon
monoxide to improve the heat management. The optimum
operating temperature of state-of-the-art preferential oxidation
catalysts is in the range of 100 C, which favors evaporation cool-
ing by water, preferably in a cocurrent flow arrangement, for the
heat management of plate heat exchanger/reactors.

Dudfield et al. [161] compared a plate and fin heat exchanger
(0.25 l reactor volume) with a shell and tube heat exchanger filled
with catalyst microspheres (0.25 l reactor volume) and a heat
exchanger containing steel granules, which were first sintered
to form a porous structure and then wash coated with catalyst
(0.25 l reactor volume). The plate and fin design was realized
as a sandwich and made of aluminum, while the other devices
were made of stainless steel. All reactors were cooled by oil. As
to be expected, the pressure drop was the lowest for the plate
and fin reactor, 30 times higher for the sintered structure and
8 times higher for the shell and tube heat exchanger. The perfor-
mance of the reactors was compared at 150 C temperature,
10–175 l/min flow rate of reformate surrogate, and 1–17.5 l/
min air feed flow rate. The thermal management of the sintered
porous structure created severe hot spots despite the integrated
heat exchange functionalities. The two remaining reactors

showed comparable performance slightly in favor of the plate
and fin design. Hot spots were limited to 20 K.

In order to meet the requirements of a 20 kW fuel processor,
which was the final target of their work, Dudfield et al. [161]
scaled their reactors up to a dual stage design of 4 l total volume.
Each reactor was 108 mm high, 108 mmwide, and 171 mm long;
had a volume of 1.85 l and 2.5 kg weight; and carried 8.5 g cat-
alyst. The air feed was split in a ratio of 2/1 between the first and
second reactor. When the reactors were operated at a tempera-
ture of 160 C and a feed flow rate of 200 l/min, the carbon mon-
oxide content could be decreased from 2.0 vol.% to values below
15 ppm at an O/CO ratio of 5.0 [162]. The reactors were oper-
ated at full load (20 kW equivalent power output) for approxi-
mately 100 h without apparent deactivation [161].

A siliconmicroreactor for preferential oxidation was designed
by Srinivas et al. [163], which was 6 cm × 6 cm wide and long,
while the flow path was only 400 μm high. Instead of micro-
channels, pillars were chosen for the flow distribution in the
reactor. The reactor was coated with 2 wt.% platinum/alumina
catalyst with a thickness of 10 μm. Tests were performed at an
O/CO ratio of 2.0 and a high VHSV of 120 l/(h gcat). Not more
than 90% conversion of carbon monoxide could be achieved in
the reactor at 210 C reaction temperature, while similar results
were obtained for a small fixed catalyst bed.

Cominos et al. [164] developed a microchannel reactor with
integrated heat exchange for the preferential oxidation of carbon
monoxide for a fuel processor/fuel cell system with 100W elec-
trical power output. The reactor was split into three parts,
namely, two heat exchangers and the reactor itself, thermally
decoupled by insulation material. Fuel cell anode off-gas was
foreseen as coolant flowing consecutively through the three
devices. The reactor itself contained 19 plates eachwith 82micro-
channels coated with catalyst and sealed by graphite gaskets. Ten
plates carrying 75 microchannels each served for the coolant
flow within the reactor. This reactor concept was then optimized
for size and weight by replacing gaskets with a laser-welded seal-
ing [165]. A length/width ratio of 3 was chosen for the heat
exchangers and the reactor in order tominimize axial heat trans-
fer, which would impair the heat exchanger performance.

Ouyang et al. [147] studied the preferential oxidation of car-
bon monoxide in silicon reactors of the smallest scale fabricated
by photolithography and deep reactive ion etching. The reactors
had two gas inlets for reformate and air, a premixer, a single
reaction channel, and an outlet zone where the product flow
was cooled. The channels were sealed by anodic bonding with
a Pyrex glass plate. Full conversion of carbon monoxide was
achieved between 170 and 300 C reaction temperature.

Lopez et al. [166] described the operation of their mesoscaled
folded-plate reactor which was operated with water cooling in a
cocurrent flow arrangement, with four stages of air addition
(Figure 14.24). Their Au catalyst was operated well below
100 C at an O/CO ratio of 3. The CO could be reduced to values
below 100 ppm and the reactor had 0.4–0.6 kW electric power
equivalent.
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A microstructured plate heat exchanger for preferential oxi-
dation in the kilowatt size range was developed by Kolb et al.
[139]. The reactor had three-stage cross-flow design for the sake
of easier fabrication. Platinum catalyst supported by alumina

and zeolite A was coated onto the metal plates, which were
sealed by laser welding. The reactor was tested separately with
a feed flow rate of 185 l/min, which contained 0.4 vol.% carbon
monoxide. The reactor converted more than 90% of the carbon
monoxide at 206 C reaction temperature and O/CO ratio of 4.1
at WHSV ranging between 48 l/(h gcat) and 98 l/(h gcat).
Kolb et al. [167] reported the design, fabrication, and testing

of another preferential oxidation reactor on the kilowatt scale
(Figure 14.25a). Evaporation cooling was used here in a cocur-
rent flow arrangement. The reformate entered the preferential
oxidation reactor from both sides, while the water was circulated
in a front distribution chamber at the reactor inlet. Similar to the
inlet, the purified reformate left the reactor at both sides, while
the superheated steam was gathered in a single outlet manifold.
Stable operation and narrow reactor temperature ranges of

10 K could be adjusted inside the reactor at least for lower λ
values, that is, O/CO = 2. Figure 14.25b shows a plot of the
CO concentration as determined in the PrOx reactor product
over the reactor temperature (average values were chosen) for
different experimental conditions. The carbon monoxide con-
centration in the product was not affected by the O/CO ratio
but depended only on the reactor temperature. Therefore a
higher surplus of air (higher O/CO value) did not improve the
reactor performance. The lowest CO values (below detection
limit of 5 ppm) were measured for the lowest O/CO value of 2,
because a lower reactor temperature could be achieved owing
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to the lower heat generation. Higher temperatures favored the
reverse WGS reaction leading to higher CO content of the pur-
ified reformate as described previously.

O’Connell et al. [141] developed a 5 kWel one-stage preferen-
tial oxidation reactor, which was designed and evaluated for the
CO cleanup of surrogate diesel reformate. Both partial load
operation and load changes could be carried out without signif-
icant overshoots of carbonmonoxide. Figure 14.26 shows a tem-
perature profile of the reactor. For a CO content in the feed of
1.0 vol.%, the carbon monoxide content was reduced to values
below 50 ppm. The reactor was then operated in combination
with a 5 kWel WGS reactor switched upstream [142]. Load
changes for both reactors could also be carried out without sig-
nificant overshoots of carbon monoxide.

14.7 Examples of complete fuel processors

Selected examples of complete fuel processors are summarized
in the following sections. They document the high complexity
of monolith-based systems, which is significantly reduced when
integrated plate heat exchanger/reactors are applied. Recent
developments in the laboratories of the author’s group have
revealed even higher compactness by stacking the rectangular
plate heat exchanger/reactors. This reduces the system size com-
pared to conventional technology by an order of magnitude.

14.7.1 Monolithic fuel processors
Adachi et al. [168] developed a model for a natural gas fuel proc-
essor composed of an ATR designed as metallic foam monolith
coated with catalyst and two-stage WGS reactors also designed
as foam monoliths followed by two-stage ceramic monoliths for
the preferential oxidation of carbon monoxide as shown in
Figure 14.27. Figure 14.28 shows the course of temperature
and gas composition of feed and reformate as calculated for

the different reactors and heat exchangers of the system, while
the start-up energy demand of the components is shown in
Figure 14.29. Interestingly the start-up energy demand of the
ATR is in the same range as the energy demand of both WGS
reactors, which partially originates from the lower operating
temperature of the latter reactors. The design was tested in a
breadboard arrangement. Hexaaluminate was coated on a first
section of the ATR to reduce the hot spot in the second
section of the reactor, which was coated with noble metal
catalyst.

A 3 kWel autothermal gasoline fuel processor was developed
by Severin et al. [169]. The fuel was injected into the mixing
chamber upstream the ATR. The reformate product of the
ATR was cooled in a heat exchanger by the steam and water
feed. Two WGS reactors were placed downstream. A heat
exchanger installed between them cooled the reformate with
part of the reformer air feed. Downstream the WGS followed
a preferential oxidation reactor. Finally a heat exchanger cooled
the purified reformate and water was removed by condensation
before it was fed into the fuel cell. The remaining hydrogen in
the fuel cell off-gas was combusted in an afterburner. The after-
burner off-gases were used to preheat the air feed of the reformer
in a heat exchanger downstream. The reactor temperatures were
controlled by water injection into the cooling gas flows of the
heat exchangers. All reactors had monolithic design. The ATR
was operated at temperatures between 600 and 800 C. Accord-
ing to stoichiometry and thermodynamics, the highest efficiency
of the reactor was achieved at the lowest O/C ratio of 0.75. The
high- and low-temperature WGS reactors were operated around
450 and 300 C, respectively. At partial load of the system, the
operating temperature of the shift reactors could be decreased,
which increased the conversion according to the thermody-
namic equilibrium. The preferential oxidation reactor reduced
the carbon monoxide concentration to approximately
160 ppm. The start-up time demand was approximately 30 min.
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Main origin of the start-up time demand was the subsequent
heating of a consecutive chain of reactors. Electrical preheating
of the inlet section of the reformer monolith reduced the time
demand for preheating. The prototype fuel processor had a
weight of 18 kg and a volume of 40 l (without insulation).

Lee et al. [170] presented a natural gas fuel processor for the
thermal power range up to 16 kW, which was developed by
Argonne National Laboratory together with H2fuel LLC Com-
pany. Natural gas containing between 20 and 50 ppm sulfur was
fed to the monolithic ATR containing commercial catalyst,
which was operated between 450 and 750 C. More than 98%
methane conversion was achieved and the reformate contained
about 40 vol.% hydrogen and 10 vol.% carbon monoxide on a
dry basis. The reformate was desulfurized at 350 C by zinc oxide
downstream the reformer. Precious metal catalysts were used in
annular fixed beds for high- and low-temperature WGS, which
surrounded the reformer. The reformer was started by electric
heating. The fuel processor was operated for more than
2000 h with stable performance at different load. The efficiency,
which was defined as the ratio of the LHV of the hydrogen in the
product of the WGS reactor to the LHV of the natural gas feed,
was in the ranged between 80% at 20% load and 90% at full load.

Koenig et al. [171] described a 2 kWel combined heat and
power (CHP) PEM fuel cell system. The fuel processor was
based upon methane steam reforming, WGS, and preferential
oxidation of carbon monoxide. As shown in the Sankey diagram
(Figure 14.30), about 40% of the thermal energy of the methane
fuel was lost to the environment by heat losses and through the
thermal energy still contained in hot product and exhaust gases,
which emphasizes the importance of efficient insulation and
heat recovery in such a system.

Lindermeir et al. [172] described the development work of the
German company Webasto for an SOFC-based CHP system.
Partial oxidation of methane was chosen as reforming technol-
ogy. In a two-staged process, part of the fuel was completely oxi-
dized generating carbon dioxide and steam followed by a

second-stage fuel addition, which then lead to conditions of par-
tial oxidation. The temperature in the monolithic reformer,
where the partial oxidation took place, ranged between 950
and 800 C. The system was operated for 9 h, while the start-
up time demand amounted to 3 h.

14.7.2 Plate heat exchanger fuel processors on the
meso- and microscale

Dudfield et al. [161] combined a 20 kWmethanol reformer with
two oil-cooled reactors for the preferential oxidation of carbon
monoxide switched in series. The remaining concentration of
carbon monoxide in the product was lower than 10 ppm for
more than 2 h at a feed concentration of 1.6% carbon monoxide.
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Figure 14.29 Start-up energy demand of the different components of the natural gas fuel processor/fuel cell system [168].
(Source: Adachi et al. [168]. Reproduced with permission of Elsevier.)
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Because the reformer was a combination of steam reformer and
catalytic burner in plate and fin design, this was regarded as an
early and impressive demonstration of the capabilities of the
integrated heat exchanger design for fuel processors in the kil-
owatt range.
Yoshida et al. [173] designed an integrated methanol fuel

processor from silicon and Pyrex glass substrates for a power
equivalent of 10W. It contained functional layers for steam
reforming, evaporation, and combustion. Commercial Cu/
ZnO catalyst served for reforming and the Pt/TiO2 combustion
catalyst was prepared by a sol–gel method. A power density of
2.1W/cm3 was determined for the device.
Kolb et al. [86] developed an integrated microstructured fuel

processor with an electrical net power output of 100W. The fuel
processor (Figure 14.31) worked very stably under normal oper-
ating conditions both under full and partial load. A very narrow
temperature profile of only 3 K was achieved in the reformer,
which was crucial for the Pd/ZnO catalyst technology applied.
Methanol conversion was always complete (>99.9%). At O/C
= 0.25, S/C = 1.7, and 100% load, the carbon monoxide content
of the reformate was 1.8 vol.% and the hydrogen content about
50%. The reformate composition did not change significantly at
50% load, only the carbon monoxide content decreased to 1.6
vol.%. The fuel processor was coupled to a high-temperature fuel
cell. The high-temperature PEM fuel cell stack generated an
electrical power output of 103W (14.7 V at 7 A) when operated
with the reformate from the fuel processor.
An advanced fuel cell/microfuel processor systems is the

VeGA system developed by Truma Gerätetechnik GmbH, and
Institut für Mikrotechnik Mainz GmbH (IMM) has been
described by Wichert et al. [106]. The power output of the sys-
tems amounts to about 300W, while 50W are consumed by the
balance of plant components, which leaves 250W for the con-
sumer. The fuel processor and a fully integrated and automated

system are shown in Figure 14.32a and b, respectively. The fuel
processor is composed of an integrated microstructured evapo-
rator and microstructured reformer both integrated with micro-
structured catalytic burners, heat exchangers (not shown here),
and microstructured WGS. Performance data of one of these
complete LPG fuel processors which had been operated up to
3500 h in combination with high-temperature PEM fuel cell
stacks were reported. Two hundred of these VeGA systems
had been fabricated since 2008 and at the time of writing are cur-
rently being tested in field trials.

Figure 14.31 Integrated methanol fuel processor with 100W power
equivalent [16, 86].
(Source: Kolb et al. [86]. Reproduced with permission of Wiley-VCH
GmbH & Co. KGaA.)

(b)(a)

Figure 14.32 (a) Fuel processor of the VeGA system [16]. (Source: O’Connell et al. [16]. Reproduced with permission of Elsevier.)
(b) 250Wel fuel cell/fuel processor system VeGA developed by a cooperation of TRUMA and IMM [106].
(Source: Wichert et al. [106]. Reproduced with permission of Elsevier.)
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Nomenclature

Δpi partial pressure difference, Pa
α channel aspect ratio (ratio of channel width to channel

depth), —
λ heat conductivity of the material, W/(m K)
ρ density of the fluid, kg/m3

A channel cross-sectional area, m2

AM membrane surface area, m2

Dh hydraulic diameter (= 4A/P), m
DH2 diffusion coefficient of hydrogen in palladium, m2/s
dp/dz pressure gradient, Pa/m
f friction factor, —
GHSV gas hourly space velocity, Lfeed/(s Lreaction volume)
JH2 hydrogen flux through the membrane, mol/s
k heat transfer coefficient, W/(m2K)
Ks Sievert’s solubility constant of the hydrogen/palladium

system, —
L membrane thickness, m
ni moles of species i transported through the membrane,

mol/s
O/C molar oxygen to carbon ratio, —
P channel perimeter, m
Q permeability coefficient, mol/(m2 s kPan)
s hydrogen separation factor, —
S/C molar steam to carbon ratio, —
U mean flow velocity, m/s
VHSV volume hourly space velocity, Lfeed/(h gcat)
WHSV weight hourly space velocity, kgfeed/(s kgcat)
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CHAPTER 15

Modeling of the catalytic deoxygenation of
fatty acids in a packed bed reactor

Teuvo Kilpiö, Päivi Mäki-Arvela, Tapio Salmi and Dmitry Yu. Murzin
Process Chemistry Centre, Åbo Akademi University, Turku/Åbo, Finland

Abstract

Catalytic deoxygenation is a promising pathway for converting
vegetable oil compounds into diesel-like fuel components. Opera-
tion of a packed bed reactorwas demonstrated for neat stearic acid
deoxygenation over Pd supported on mesoporous and micro-
porous carbon. The process was studied in detail with the aid of
mathematicalmodeling.Themodelwasusedextensively for simu-
lations and sensitivity analysis, and it was applied for the estima-
tion of the governing kinetic parameters. Themodel was based on
solving the dynamic mass balances with the method of lines. The
model contained accumulation, convection, axial dispersion, and
reaction terms. Catalyst deactivation was included in the model.
The balances were written for the main components (stearic acid,
n-heptadecane, and n-heptadecene). Inmost of the simulations of
this highly selective system, the focal point of interest was on the
main reaction leading to heptadecane formation. Catalyst deacti-
vationwasmodeledusing a concept of final activity and taking into
account the fact that the number of active sites decreased due to
cokingwith increasing timeonstream.Thedeactivationoriginated
mainly from the reactant. The extent of pore diffusion was evalu-
ated by calculating for themost severe conditions (maximumpro-
ductivity near feed entrance), the concentration profiles inside the
particles, and the effectiveness factor. Even under these circum-
stances, only extremely small values of the effective diffusivity
could make the pore diffusion significant. A model containing
the rate constants of the main reaction, side reaction, coking,
and the final activity as the adjustable parameters provided an
adequate descriptionof the experimental data. The parameter sen-
sitivity study showed that the coking rate exhibited a profound
effect on the reaction time at a certain conversion level until amore
stable operation was reached. Scale-up criteria to pilot size were
also discussed and a pilot simulation study was made.

15.1 Introduction

The research in the field of liquid biofuels has been very active
during recent years due to the concern about the future

utilization and available reserves of fossil fuel sources. Liquid
biofuels comprise bioalcohols [1], fatty acid esters [2], and die-
sel-like long-chain hydrocarbons produced via hydrodeoxy-
genation over NiMo and CoMo catalysts [3–5] or catalytic
deoxygenation over noble metal catalysts [6–21]. A drawback
in the utilization of the first-generation biofuels is their lower
energy density due to the presence of oxygen. Especially, biodie-
sel can have lower lubricity than conventional diesel causing
corrosion [22]. Therefore, from the chemical point of view, oxy-
gen-free, long-chain hydrocarbons are preferable as fuels in con-
ventional engines.

Hydrodeoxygenation of fatty acids and vegetable oils has been
performed typically in the temperature range of 533–653 K [4, 5]
either over sulfided or non-sulfided NiMo catalysts supported on
γ-Al2O3. The active catalysts often contain also tungsten. The pro-
ducts from the hydrodeoxygenation of fatty acids contain the
same carbon number as the original feedstock, opposite to cata-
lytic deoxygenation products of fatty acids.

Selective catalytic deoxygenation of fatty acids and their deri-
vatives in the liquid phase has been demonstrated over Pd/C and
Pt/C catalysts at temperature and pressure ranges of 543–633 K
and 6–20 bar, respectively [7, 11]. Several feedstocks such as sat-
urated and unsaturated fatty acids and esters as well as triglycer-
ides have been used. Furthermore, catalyst properties and
reaction conditions [9, 18] have been optimized, and the possibil-
ity of using either batch [20] or continuous reactors [15, 16, 21]
has been demonstrated.

In the catalytic deoxygenation of stearic acid, the main liquid-
phase product was n-heptadecane. Traces of n-heptadecene
were formed, too. Catalyst deactivation was observed due to
the formation of unsaturated n-heptadecene, which in turn
undergoes cyclization to C17 aromatic compounds. These kinds
of compounds can easily form coke on the catalyst surface. The
catalyst deactivation was more prominent as the high initial
stearic acid concentrations were used. Neither palladium leach-
ing nor sintering was detected [15].

Despite extensive experimental research, there are practically
no studies, which quantitatively describe behavior of packed bed
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reactors in deoxygenation of fatty acids by taking reaction kinet-
ics and catalyst deactivation into account. The aim of this work
was to model a continuous packed bed reactor in catalytic deox-
ygenation of stearic acid to produce C17 linear hydrocarbons.
A model based on the numerical solution of the dynamic mass
balances including accumulation, convection, axial dispersion,
and reaction terms is used for studying the deoxygenation of
stearic acid. Furthermore, the extent of the pore diffusion in cat-
alyst particles is investigated. Specific features of the model are
the concept of final activity and decreasing number of active
sites with increasing time on stream due to coking. According
to our knowledge, catalytic deoxygenation of fatty acids in a con-
tinuous reactor is modeled for the first time in the current work.

15.2 Experimental data for stearic acid
deoxygenation

The simplified reaction scheme for decarboxylation and decar-
bonylation of stearic acid is given in Figure 15.1. According to
this scheme, two parallel liquid-phase reactions, the main reac-
tion producing heptadecane and the side reaction leading to
heptadecene, are involved.
The experiments were carried out in a continuous laboratory-

scale packed bed reactor (Table 15.1).
According to the analysis, stearic acid transformation in the

heterogeneous catalytic packed bed reactor produced heptade-
cane and heptadecene as main and by-products, respectively,
at p = 10 and 20 bar and T = 633 K [15]. The yield, defined as

((produced heptadecane)/(fed stearic acid)) was initially high
for both catalysts (ca. 90%). Pd/C (Aldrich) proved out to be
better suited catalyst for this special application than Pd (on
mesoporous carbon Sibunit). Less deactivation took place over
the Pd/C (Aldrich) catalyst. At the end of the experiment, the
yield over Pd/C remained still around 40%, while with the other
catalyst, the yield went down to ca. 10%. In the Pd (Sibunit) case,
the yield of the side reaction (decarbonylation) was at most ca.
2%, while for Pd/C (Aldrich), it was at most ca. 10%, which
decreased then rapidly as a consequence of deactivation [15].
The presence of CO2 and CO andH2 was confirmed in the gas

phase. Since the main reaction was dominant over the side reac-
tion, one could have expected to have a high CO2 content in the
exit gas (Figure 15.1). However, a high content of carbon as CO
was observed. The reaction mechanism on the catalyst surface
can explain the differences in the CO and CO2 concentrations:
alkene and formic acid [22] can be produced on the surface,
and formic acid can further decompose to CO and H2O
or—alternatively—to CO2 and H2. The alkene can either desorb
from the surface (decarbonylation product) or be hydrogenated
to alkane (decarboxylation product). Thus CO to CO2 ratio does
not necessarily correspond to the overall reaction scheme
(Figure 15.1). Another reason, which can partly explain the
gas analysis, is much higher solubility of CO2 than CO in the
liquid phase.
The experimental data was used as the basis for the modeling

efforts. Some simplifications had to be made and a major one
was to concentrate the modeling on the liquid-phase balances.

15.3 Assumptions

The model was developed for the liquid-phase reactions, which
were assumed to be irreversible and, thus, were treated inde-
pendently from the gas-phase reactions. The model included
the main reaction and side reaction as shown in Figure 15.1.
The main reaction was assumed to follow Langmuir kinetics
(kinetics on ideal surfaces), which was also reported for a similar
system in a batch reactor [23]. Such kinetics has been found to
agree well with the experimental batch data. The side reaction,
formation of heptadecene, took place to a much smaller extent
and was modeled with a similar kind of reaction kinetics. The
decline of the catalyst activity was assumed to take place as a
consequence of the decrease in the number of active sites due
to coking and was modeled identically for both products. The
adsorption terms in the rate expressions for both reactions were
identical, since they were based on site occupation.
The reactor was modeled as an axial dispersion unit. Themost

common single criterion for the extent of axial dispersion is the
Peclet (Pe) number. A study highlighting the importance of the
effect of Pe number and the effect of the extent of axial disper-
sion on the productivity was included. Sensitivity of the model
parameters to possible inaccuracy in the value of Pe number was
also studied. The value of Pe number that was used in simulation
studies was obtained from empirical correlations presented in
the literature [24–26].

O

+ CO2

+ CO +H2O

Decarboxylation

Decarbonylation

C-OH

Figure 15.1 Simplified reaction scheme of stearic acid deoxygenation.

Table 15.1 The values of input variables in laboratory-scale unit [15, 20].

Liquid flow rate (ml/min) 0.075
Raw material Stearic acid
Stearic acid concentration (mol/l) 3
Temperature (K) 573 and 633
Pressure (bar) 10 and 20
Catalyst 1, microporous Pd/C (Aldrich)
Catalyst 2, mesoporous eggshell Pd/C (Sibunit)
Bed length (m) 0.15
Bed diameter (m) 0.0159
Catalyst mass (g) 10
Catalyst particle size (mm) max. 1.5 (Aldrich)
Catalyst particle size (mm) 1.5 (Sibunit)
Metal loading (wt% Pd) 5
Pore volume/mass (ml/gcat) 1.23 (Sibunit)
Pore volume/mass (ml/gcat) 0.431 (Aldrich)
Thickness eggshell (μm) 50 (Sibunit)
Surface area of catalyst (m2/gcat) 1214 (Aldrich)
Surface area of catalyst (m2/gcat) 504 (Sibunit)
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Constant temperature and pressure were assumed and
checked to prevail in the reactor. The liquid holdup was
assumed to be constant, which was in alignment with the studies
for the low superficial velocities [27]. At low superficial veloci-
ties, studies have shown that the liquid holdup is very weakly
proportional to the liquid Re number and independent of the
gas superficial velocity. The produced gas was assumed to have
a low residence time in the reactor and, consequently, a minor
effect on the liquid holdup.

15.4 Model equations

Dynamic mass balances of the liquid-phase compounds, for
stearic acid, heptadecane, and heptadecene, are given in
Table 15.2 (Eqs. 15.1–15.3).

All the balances have accumulation, convection, axial disper-
sion, and reaction terms. The equations include liquid holdup,
εL, and superficial liquid velocity, wL. Langmuir-type rate
equation, for the main reaction, Equation 15.4, included also an
activity correction term a. KSt and KHDE in Equations 15.5–15.7
indicate the adsorption parameters for stearic acid and heptade-
cene, respectively. Equation 15.4 corresponds to a monomolecular
transformation of stearic acid via the adsorption of the reactant to
the main product. Adsorption terms for stearic acid and heptade-
cene were used, since both of these compounds contain functional
groups enabling adsorption on the active sites of the catalyst. Reac-
tion rates were assumed not to be limited by heptadecane adsorp-
tion. Thus, the adsorption term of heptadecane was neglected. In
line with the experimental observations indicating catalyst deacti-
vation, Equation 15.4 (Table 15.2) wasmodified to incorporate the
decrease in catalyst activity. In particular, the activity was assumed

Table 15.2 Model equations.

Collection of general equations upon which the modeling work was based on:

Stearic acid balance:
∂CSt,L

∂t
=
1
εL

−wL
∂CSt,L

∂l
+Da

∂2CSt,L

∂l2
−εLrSt1−εLrSt2 (15.1)

Heptadecane balance:
∂CHDA,L

∂t
=
1
εL

−wL
∂CHDA,L

∂l
+Da

∂2CHDA,L

∂l2
+ εLrSt1 (15.2)

Heptadecene balance:
∂CHDE,L

∂t
=
1
εL

−wL
∂CHDE,L

∂l
+Da

∂2CHDE,L

∂l2
+ εLrSt2 (15.3)

Rate of the main reaction: Adsorption parameters: Activity:

rA = rSt1 =
p1aCSt,L

1+ p2CSt,L +p3CHDE,L
(15.4)

p1 = kStKSt , p2 =KSt , p3 =KHDE (15.5–15.7) a=1−θC∗ (15.8)

Deactivation:

−
da
dt

=
a−af p4CSt,L

1+ p2CSt,L +p3CHDE,L
(15.9)

Coking rate:

rC∗ =
p4aCSt,L

1+p2CSt,L +p3CHDE,L
(15.10)

Coking parameter:
p4 = kC∗KSt (15.11)

Rate of side reaction:

rB = rSt2 =
p5aCSt,L

1+p2CSt,L + p3CHDE,L
(15.12)

Step-by-step concentration inside particle: Effectiveness factor:

fx +1 =
sxs−1

fx−1
2Δx

+ xs
2fx −fx−1

Δx2
+
xsR2

De

p1fxCSt,S

1+p2fxCSt,S +p3CHDE,S

sxs−1

2Δx
+

xs

Δx2

(15.13) ηe =

N−1

x =1
rA,xVx

rA,SVp
=

N−1

x =1

p1fxCSt,S

1+ p2fxCSt,S + p3CHDE,S

4
3
π ri +1

3−ri3

p1CSt,S

1+ p2CSt,S + p3CHDE,S

4
3
πR3

(15.14)

Dimensionless concentration, size and shape factor, and diffusivity of liquid mixture:

fx =
CSt,x

CSt,S
(15.15) x =

r
R

(15.16) s=
Ap

Vp
R−1 (15.17) DAB = D0

AB
xA D0

BA
xBΓAB (15.18)

Thermodynamic correction for diffusivity, Wilke–Chang equation, and viscosity:

ΓAB =1+ d ln0γA d ln0xA≈1 (15.19)
DAB =

7 4×10−12 φMB T K

μB cP VA cm3 mol 0 6
(15.20)

log10 μL =A+
B
T
+CT +DT2 (15.21)

Stearic acid: A = −3.5929, B = 1.3465 × 103, C = 2.9104 × 10−3, D = −2.7617 × 10−6

Heptadecane: A = −8.1307, B =1.5791 × 103, C = 1.4949 × 10−2, D = −1.1987 × 10−5

Liquid holdup: Pressure drop (single phase): Ergun equation for friction factor:

εL, tot = kε
dp
dpipe

0 33

ReL
0 14 (15.22)

dp
dl

= −
fρLwL

2

dp
(15.23) f =

1−εp
2

εp3
150

φdpmL μL
+ 1 75

1−εp
εp3

(15.24)

Correlations for evaluating axial dispersion coefficient (Fu and Tan [24], Ebach and White [25]):

wLdp
εLDa

=
1 4∗10−4

dp
0 75εp

9π 1−εp
2

16εp3

0 25

(15.25)
DaρL
μL

=13 5
ρLdpwL

εpμL

1 06

(15.26)
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to decrease due to coking that reduces the number of active sites
(Eq. 15.8 with θC∗ denoting the coverage for coke). Therefore, the
decrease in the catalytic activity can be expressed by the form given
in Equation 15.9. The equation contains the term af, which
describes the final activity. A similar equation could have been
derived with a concept of partially reversible coking, but the deac-
tivation was modeled as a stearic acid concentration-dependent
irreversible coke formation reaction. The rate of coking is
described by Equation 15.10, while kC∗ in Equation 15.11 indicates
the reaction rate constant for coking.
The importance of the pore diffusion in catalyst particles was

tested by calculating first the concentration profile inside particles
with the Hoyos method [28] (Eq. 15.13) and by calculating the
effectiveness factor from the calculated concentration profiles
(Eq. 15.14). The pore diffusion study was done only for the
Pd/C (Aldrich) catalyst, since the other catalyst was of eggshell
type in which the active sites were located in the vicinity of the
particle outer surface with the active layer thickness being only
50 μm. TheHoyosmethod [28] uses the dimensionless concentra-
tion and size and shape factors as given in Equations 15.15–15.17,
respectively. The extent of pore diffusion was checked by calculat-
ing the concentration profiles inside the particles and the resulting
effectiveness factor for themost severe conditions (maximum pro-
ductivity close to the feed entrance). The effective diffusivity was
selected to be one tenth of the liquid diffusivity. Mass transfer of
the coproduct, heptadecene, was assumed to be sufficient to
guarantee its even distribution within the particles. Since the
liquid-phase concentrations were high, the liquid diffusivities were
calculated using the Vignes expression [29] (Eq. 15.18). DAB indi-
cates the diffusivity for components A in B and D0

AB and D0
BA

stand for infinite dilution diffusivities for A in B and B in A,
respectively. The exponents xA and xB denote the molar frac-
tions of components. The thermodynamic correction for activ-
ity, ΓAB (Eq. 15.19), was not applied since the mixture was rather
nonpolar. Infinite dilution liquid diffusivities were calculated by
using the Wilke–Chang expression (Eq. 15.20). Viscosities of
fatty acids and their derivatives are discussed in literature
[30–32]. The viscosity of stearic acid at the operation tempera-
ture was calculated by using Equation 15.21 for which the
parameter values are given in the literature [32]. Viscosity of
heptadecane was known to be somewhat lower than the viscosity
of stearic acid [32]. The densities of all liquid components were
obtained by linear extrapolation of literature data [33].
Pore diffusion calculation was intended to be included in the

reactor model, but the preliminary calculations using the
Hoyos method for single spherical particles showed that it does
not play any significant role here. Only unrealistically small
values of effective diffusivity could make the pore diffusion sig-
nificant enough. When having low superficial velocities for
both gas and liquid, the liquid holdup was known to be very
weakly dependent on liquid Reynolds number (Eq. 15.22)
and practically independent of superficial velocity of gas.
Therefore, it could be treated as constant and is taken as 0.4,
which is used in the calculation of reaction rates. The liquid
holdup estimate was based on the empty space in the packing

consisting of equal-sized spheres. The pressure drop was calcu-
lated by assuming the presence of only liquid phase (Eq. 15.23).
The friction factor was obtained by applying Ergun equation
(Eq. 15.24). The axial dispersion coefficients were obtained
by using empirical equations given in the literature [26] for
the special cases of low superficial liquid velocity (Eqs. 15.25
and 15.26). Values of operating conditions and estimated phys-
ical properties are given in Table 15.3.

15.5 Evaluation of the adsorption parameters

The values of the adsorption parameters used in this study
were obtained as a result of the minimization of the sum of least
squares deviation of calculated and experimental concentration
profiles in a batch experiment [20]. The experimental concentra-
tion curve is given along with the calculated profiles (based on
either the first-order or Langmuir kinetics) in Figure 15.2.
The first-order kinetics serves as a reference since it corre-

sponds to the situation of weak adsorption. The concentration
curve based on the Langmuir model followed the experimental
trend more precisely and was, therefore, used in further model-
ing of the packed bed reactor. The adsorption parameters were
treated as constants in all studies.

Table 15.3 Physical properties and variables of the model system.

T (K) 633
p (bar) 20
μL,St (cP) 0.18
μL,HDA (cP) 0.10

D0
St,HDE (m2/s) 2.24 × 10−8

D0
HDE,St (m

2/s) 1.27 × 10−8

ρL (kg/m
3) 670

εL ( ) 0.4
τ (min) (based on liquid holdup) 141
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Figure 15.2 The experimental, the first-order power law, and the Langmuir
batch reaction curves for stearic acid [20]. Parameters: p2 = 0.011 l/mol,
p3 = 25 l/mol.
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15.6 Particle diffusion study

Particle diffusion was studied with a separate code written inMS
Excel™utilizing the step-by-step routine and gradient-based opti-
mization (Eq. 15.13). The particles were assumed to be spherical.
The calculationsweremadewith the highest reaction rate present
in the reactor. In practice this meant a place close to feed point
location in the beginning of the experiment. Results of calcula-
tions are shown in Figure 15.3, where the dimensionless concen-
trations (Ci/Ci,S) of stearic acid and heptadecane are illustrated.

The calculation was carried out for Pd/C (Aldrich) catalyst,
since the other one was an eggshell catalyst where the active
metal was locatedmainly within the short zone close to the outer
surface. Figure 15.3 shows that with the highest reaction rate, the
dimensionless concentration of stearic acid dropped in the mid-
dle down to 0.935. Since the particle shape was spherical, the
volume of the segment closer to the outer surface is larger than
other segments, this being among the reasons why the effective-
ness factor became very close to 1. As a conclusion it can be

stated that the pore diffusion did not retard the main reaction.
The effect of pore diffusion on the rate of the side reaction was
even less severe, since the severity directly depends on the reac-
tion rate.

15.7 Parameter sensitivity studies

Themodel parameters used for the reactor simulations were rate
parameter of the main and side reactions, p1 and p5, respectively,
rate parameter of coking, p4, and final activity, af. Sensitivity
study of these parameters was carried out by using the model
with both the main and side reactions in the presence of coking.
Pe was set to be 3, a value obtained by applying empirical equa-
tions. First, only one parameter at time was changed while main-
taining the others constant and the concentration of the stearic
acid was observed. The effects of the changes in p1, p4, and af on
stearic acid concentration are presented in Figures 15.4, 15.5,
and 15.6, respectively. The parameter values are listed in
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Figure 15.3 Dimensionless initial concentration of stearic acid and
heptadecane inside spherical catalyst particles located near the reactor inlet.
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Table 15.4. The presented sensitivity study was made for the
Pd/C (Aldrich) case.
Figure 15.4 shows how the changing of the rate parameter of

the main reaction had a direct effect on the conversion of stearic
acid. Inorder to keep the selectivity of themain reaction constant,
the reaction rate constant of the side reaction was adjusted with
the same factor used for changing the rate constant of the main
reaction.Having the parameter as 0.2 min−1made the stearic acid
concentration to decrease down to 0.3 mol/l. This implied a 90%
maximum yield before the deactivation started to dominate and
finally decrease the yield down to less than 50%. Having the rate
constant as 0.02 min−1 gave only 33% maximum yield and less

than 20% final yield. When looking closely at the concentration
curves, one can note that the reaction rate constant did also
change the rate, at which the final yield was reached. This is
expected, as the reaction and deactivation are phenomena that
compete with each other. The time to reach the final yield with
the reaction rate parameter 0.2 min−1 was around 5000min, while
it was around 1000min with 0.02min−1. A change in the coking
rate constant, p4, influenced most strongly the speed at which
the final concentration was reached, Figure 15.5. When the
parameter value was increased from 0.001 to 0.01, the time
decreaseddown to ca. 4000 min.The cokingparameter also influ-
enced the achieved maximum conversion, which gave further
evidence that the reaction rate and coking parameter are coupled.
The final activity, Figure 15.6, determinedmainly the steady-state
stearic acid concentration although it also changed slightly the
time to reach it. Figure 15.7 illustrates how the concentration
trends were developed inside the reactor for the Pd/C (Aldrich)
case. Since the rate of the main reaction was dependent on stearic
acid concentration, the reaction rates were higher near the feed
entrance and changes in the concentration were significant. The
catalyst deactivation was also reactant dependent, which initiated
coking from the feed entrance to progress further with time.

15.8 Parameter identification studies

The 2D contour plots obtained using parameter value ranges
around the optimum values for the Pd/C (Aldrich) case are illus-
trated in Figures 15.8, 15.9, and 15.10.
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Figure 15.7 Stearic acid profiles inside the reactor.
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Table 15.4 Parameter values of the sensitivity study.

Study/values p1 (l/min) (main reaction) p4 (l/min) (coking) p5 (l/min) (side reaction) af ( ) (final activity)

p1 (l/min) (main reaction) 0.02–0.2 0.01 0.2p1 0.1
p4 (l/min) (coking) 0.1 0.001–0.01 0.02 0.1
af ( ) (final activity) 0.1 0.01 0.02 0.01–0.1
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(Pe = 3).

370 Chapter 15



The plots present the target function (scaled sum of the least
squares deviationbetweenobserved and calculated concentrations
asa functionof twoparameters),whilekeeping the thirdparameter
and selectivity constant. The aimwas to showhowwell identifiable
theparameterswere.Figure15.8demonstrateshowtheeffectof the
rate constant of the main reaction could be seen to differ from the
effect of final activity. This was because the final activity did not
influence strongly theproductivityat the earlyperiodof the experi-
ments, but it dominated later on. The separation of the effect of
deactivation rate from the effect of final activity, Figure 15.9,
was also clear, since the former strongly affected the time required
to reach the final activitywhile the other adjusted the level atwhich
nofurtherdeactivationwasvisiblewith timeonstream.Amongthe
other ones, the correlationbetween the rate parameters of themain
reaction and deactivation was the strongest, Figure 15.10. Both
influenced the reaction rate from the beginning and the mutual
correlation of the parameters is revealed.Manyparametric combi-
nations produced almost identical values of the target function
although the correct order of magnitude of the parameters was
detectable. Data from 484 simulations were used to produce each
individual contourplot. Each figurepresents thenorm(measure of
the sumof least squares deviation) as a function of two parameters
while keeping selectivity and the third parameter constant. Equal
weighing factors were used in the computations.

A three-dimensional presentation of the identification of the
parameters is given in Figure 15.11 for the rate parameter of
the main reaction and the final activity, while Figure 15.12 dis-
plays this for the main reaction and the coking rate parameters.
These outcomes provide an overview of the difficulty of the
parameter optimization task.

15.9 Studies concerning the deviation from
ideal plug flow conditions

The Peclet number is regarded as a parameter to define the extent
of axial dispersion. It can successfully explain the two extremes of

continuous operation: plug flow (highPenumber) and idealmix-
ing of continuous stirred tank. The operation of a real reactor is
between these two extremes. Plug flow is usually the more pro-
ductive, desired flow pattern. In a packed bed, the non-idealities
of the flow arise from thewall and packing effects. Liquid tends to
flow as rivulets preferring some paths while avoiding others. In
practice, this generates some backmixing leading to a residence
time distribution (RTD). Modeling the whole flow structure as
only axial dispersion is a significant simplification of the compli-
cated fluid dynamics, but it is a preferred way used extensively.
Figure 15.13 shows howmuch the Pe number influenced the cur-
rent reaction system and the consumption of stearic acid. It
clearly indicates how much the productivity drops as plug flow
conditions are not met. Pe number exceeding 100 approaches
to the ideal plug flow productivity.

An estimate of the Pe number can be obtained from an RTD
measurement, that is, variance of residence times in the exper-
iment. Empirical correlation giving the Pe number as a function
of liquid Re (and possibly other dimensionless numbers) is also
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available. The current case was a special one due to the low liq-
uid flow and, therefore, only few of the correlations published in
open literature were applicable. Levenberg–Marquardt-based
multiple parameter optimization algorithm was readily available
in Modest 6.0. The dependencies of the parameter values
(obtained by using the algorithm) for the Pd/C (Aldrich) catalyst
on the used Pe number are shown in Figure 15.14. The para-
meters included are the rate constants of the main reaction,
p1, side reaction p5 and coking, p4, and the final activity, af.
An estimate for the Pe number for this case was 3, which is a
rather low value probably caused by diffusion effects in the reac-
tor. Since the accuracy of the empirical equations was not pre-
cisely known for this application, Figure 15.14 was prepared. It
shows how the values of the parameters (given as a table inset in
Figure 15.14) depend on the Pe number. Since the parameters
were interdependent, all the parameter values do depend on
Pe number.

15.10 Parameter estimation results

The final parameter estimation was carried out after obtaining a
clear view on the effects of various parameters. The results for
Pd/C (Aldrich) are presented first, since this catalyst gave a
much higher final yield. The estimation was carried out by using
a gradient-based Levenberg–Marquardt optimizer in a relatively
narrow range of parameter values. The obtained concentration
curve for stearic acid is depicted in Figure 15.15 together with
the experimental points. The results were obtained with the fol-
lowing parameter values: p1 = 0.209 min−1, p4 = 0.0081 min−1,
p5 = 0.182p1, and af = 0.067 for Pd/C (Aldrich). Optimization
was carried out without using weighting factors in the least
squares optimization routine for any experimental point. As a
consequence, the model slightly overpredicted the value of the
stearic acid concentration at the first two points.
The Pd/C (Sibunit) case was also studied with the aid of mod-

eling. Since this catalyst lost its activity much faster than Pd/C
(Aldrich), the case was of limited importance. The raw material
(stearic acid) was consumed over Pd/C (Sibunit) catalyst giving
a high initial yield for the main reaction for roughly 250 min,
after which the catalyst activity declined rapidly. There were
many experimental points indicating this dramatic change.
Eventually, the final yield for Pd on mesoporous carbon was
much lower than that obtained over the Pd/C (Aldrich). The
same model for the deactivation was applied again, and it could
adequately describe the experimental observations. Figure 15.16
illustrates the results and gives the parameter values for the case.

15.11 Scale-up considerations

The overall strategy for the scale-up of this study was to select
the diameter and the length of the reactor, size and shape of cat-
alyst particles, and the superficial velocity of liquid in such a way
that the effects of nonideal flow together with mass and heat
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transfer in pilot scale were minimized. Since packed bed reactors
are the most common reactors for continuous industrial oper-
ation, there are thorough review articles available that served
as the basis for the selections [34–36].

There are several factors that are negligible in laboratory-scale
packed bed operation but may become important during scale-
up. Fluid dynamics may change due to channeling and wall
effects. In small-scale operation, it is much easier to distribute
the feed and avoid channeling. Such wall effects, on the other
hand, play a less important role in large-scale operation. Wall
effects can be minimized by having a small particle to reactor
diameter ratio, dp/d. However, it is difficult to avoid channeling
since liquid tends to favor some paths at the expense of other
ones, and thus the liquid flows dynamically in some parts while
it stays more stagnant in other locations, typically in pockets
between particles. In the current model, the fluid dynamics were
lumped into a single parameter, axial dispersion coefficient, or
Pe number, and, therefore, it will most probably change in scale-
up. A collection of empirical equations for predicting the axial dis-
persion coefficient and the Pe number has been presented [26].
The gas velocity is commonly believed to have only a minor effect
on the Pe number of the liquid. These equations are generally
valid only for a limited range of liquid-phase Reynolds number.
Inmost of the equations, the Pe number is a function of the liquid
Reynolds number and some other dimensionless numbers. Basi-
cally, an order of magnitude estimate for the Pe number could
then be obtained for scale-up.

In the decarboxylation of fatty acids, gases are formed as
coproducts. Since the superficial liquid velocity was very low
in laboratory scale to provide a long enough residence time,
gases were assumed to be removed in a way that the system could
bemodeled as a single-phase liquid only reactor. In a larger scale,
multiple gas withdrawal points may be required to perform this
or otherwise gas holdup in a long reactor should be updated as a
function of the reactor length and the progress of the reactions.

Pressure drop is usually negligible in a short laboratory-scale
reactor with low superficial velocities. In the scale-up, the reac-
tor becomes much longer than in the laboratory scale and

pressure drop becomes unavoidable as the gas and liquid super-
ficial velocities are increased.

The advantages and disadvantages of various particle sizes
and shapes were also considered in scale-up [34–36]. Larger par-
ticles are often selected because small particles in a long reactor
generate an unacceptably high pressure drop, which becomes
more significant at higher superficial velocities. However, the
use of small particles offers the benefits of having better flow dis-
tribution and less channeling. They are also less prone to lose
effectiveness due to pore diffusion resistance. If pore diffusion
is becoming an issue of importance, one can improve the situa-
tion by a clever particle shape selection. Particles such as mini-
liths, wagon wheels, or various types of hollow cylinders can
provide more than 10 times larger outer surface area-to-volume
ratio than simple spheres or cylinders. The active sites of the cat-
alyst can also be distributed closer to the outer surfaces of par-
ticles during catalyst preparation. The particle void fraction and
consequently the liquid holdup were other parameters that are
influenced by the particle shape selection. The liquid holdup
specifies the active volume in the liquid-phase reactor. The third
parameter that is influenced by particle shape is the fluid dynam-
ics and consequently the Pe number. For the pilot case, the cat-
alyst particle size and shape were decided to be maintained the
same as in the laboratory-scale experiments. The decision was
justified by still having the overall pressure drop reasonably low.

In the current case, the desired reaction demanded a long res-
idence time for achieving a high product yield. In scale-up, there
are two options how to obtain long residence time; either the
superficial velocities can be kept at rather low levels or a contin-
uous circulation reactor can be used. Here the selection was to
have a single long reactor and increase the flow in a way that a
reasonable residence time was maintained. The reactor length
was set to be 5 m. The length of laboratory reactor was 15 cm;
thus the length of the pilot unit was 33-fold. Generally, the main
reason for aiming at higher velocities in a pilot reactor is to
improve the Pe number and suppress the external heat and mass
transfer resistances. The Pe number is directly proportional to
the superficial velocity and the length of the reactor and, there-
fore, its increase was intended and expected.

Radial heat transfer becomes a more demanding task as the
reactor diameter is increased simply because the surface area
for heat transfer increases with the second power of the diameter
while the reactor volume increases as the third power of diam-
eter. In industrial applications, this problem can be solved by
selecting a multitubular reactor concept and by selecting support
materials or bed dilution materials with higher heat conductiv-
ities. The heat generation is typically the largest near the feed
entrance, and, therefore, cocurrent heat transfer can be applied
there if the heat transfer becomes an issue. For the pilot simula-
tion, the reactor diameter was selected to be 5 cm, which is large
enough for avoiding the wall effects while still small enough to
avoid the generation of severe radial temperature gradients.

Catalyst deactivation was present in the laboratory-scale
experiments even for the better catalyst, although the
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deactivation leveled almost to steady state. Deactivation took
place most rapidly near the reactor inlet and progressed then
gradually inside the reactor. This implied that by changing
the flow periodically from downstream to upstream, in a similar
fashion as originally proposed by Matros and Bunimovich [37],
one can get more production than by operating in the same flow
direction all the time. Catalyst regeneration is outside the scope
of this modeling study, but it is a key issue for further experi-
mental studies of this system, if high productivity cannot be
maintained better by further catalyst development.
As the superficial velocity of liquid was adjusted upward to

provide exactly the same mean residence time for the pilot case
as was used for the laboratory-scale experiments, the liquid pres-
sure drop became 1 kPa in the 5 m reactor. This was only 0.1% of
total pressure for the lower pressure case and was negligible.

In order to obtain similar yields, the first simulations were
performed so that the mean residence time was kept the same.
Under these circumstances, it became evident that the scale-up
by eliminating avoidable phenomena led to the situation where
parameters changed in scale-up were the reactor length and
diameter, the superficial liquid velocity, and Pe number. In
scale-up, the diameter was changed from 1.5 to 5 cm and the
length from 15 cm to 5 m. This changed the length-to-diameter
ratio from 10 to 100. Together with the increased superficial
velocity, this improved the Pe number and plug flow character-
istics of the reactor. The Pe number was calculated to be ca. 3 for
the laboratory-scale reactor using empirical equation presented
in the literature. With the same equations, it was between 70 and
100 for the pilot scale reactor. A sample simulation of the pilot
reactor is presented in Figure 15.17.
In the next step, the residence time of the pilot reactor was

varied. By increasing the residence time, the deactivation can
be delayed but at the expense of productivity. Figure 15.18 illus-
trates how much the deactivation was delayed by residence time
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adjustment. Figure 15.19 reveals how the cumulative production
ofheptadecanewas influencedby the adjustments.Themostdesir-
able situation in continuous production would be to have the unit
operating at high yields avoiding expensive separation steps.
Within the time frame of 6000min, it is possible to obtain a high
product yield by using a residence time that is three times higher
than the residence time used in the laboratory-scale experiments.

Figure 15.20 illustrates how the collected overall product is
changing as a function of the mean residence time. If the resi-
dence time is maintained high, the fraction of reactant (stearic
acid) in the collected product remains low. With decreased res-
idence times, increasing amounts of the reactant appears at the
reactor outlet.

15.12 Conclusions

Experimental data of stearic acid decarboxylation in a laboratory-
scale fixed bed reactor for formation of heptadecane were
evaluated studied with the aid of mathematical modeling. Reac-
tion kinetics, catalyst deactivation, and axial dispersion were
the central elements of the model. The effect of internal mass
transfer resistance in catalyst pores was found negligible due to
the slow reaction rates. The model was used for an extensive sen-
sitivity study and parameter estimation. With optimized para-
meters, the model was able to describe the experimentally
observed trends adequately. A reactor scale-up study was made
by selecting the reactor geometry (diameter and length of the
reactor, size and the shape of the catalyst particles) and operating
conditions (superficial liquid velocity, temperature, and pressure)
in such a way that nonideal flow and mass and heat transfer phe-
nomena in pilot scale were avoided.
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Nomenclature

a activity (—)
a, b Ergun equation parameters (—)
af final activity (—)
Ap surface area of a particle (m2)
CHDA,L,
CHDA,S

concentration of heptadecane in liquid and at
surface (mol/l)

CHDE,L,
CHDE,S

concentration of heptadecene in liquid and at
surface (mol/l)

CSt,L,
CSt,xCSt,S

concentration of stearic acid in liquid, after step x
and at surface (mol/l)

Da axial dispersion coefficient for liquid (m2/min)

DAB,
D0
AB, D

0
BA

diffusivity of component A in component B, infi-
nite dilution diffusivities for components A in B
and B in A (m2/s)

dp, dpipe, dK particle diameter, pipe diameter, and Krischer–
Kast diameter (m)

f friction factor (—)
fx−1, fx, fx + 1 dimensionless concentration before step x, at step

x and after step x (—)
kε factor in liquid holdup expression (—)
kSt, kC ∗ reaction rate constant of main reaction and cok-

ing (mol/(l min))
KSt, KHDA adsorption factors for stearic acid and heptade-

cane (l/mol)
l axial position (m)
MB molar mass of solvent (kg/kmol)
mL mass flux of liquid (kg/(m2s))
N number of volume elements (—)
p pressure (Pa)
p1, p2, p3,
p4, p5

model parameters: main reaction rate parameter
(l/min), stearic acid adsorption parameter (l/mol),
heptadecene adsorption parameter (l/mol) coking
rate parameter (l/min), and side reaction rate
parameter (l/min)

dp
dl

pressure gradient (Pa/m)

R particle radius (m)
r radial location (m)
rA, rA,x, rA,S reaction rate of component A, stearic acid; rate in

position x; and rate at catalyst particle surface
(mol/(l min))

ri + 1 ri radial location after step i + 1 and i (m)
rSt1 activity corrected reaction rate for the main

reaction (mol/(l min))
rSt2 activity corrected reaction rate for the side reac-

tion (mol/(l min))
ReL Reynolds number of liquid (—), ρwLdp/μL
s shape factor (—)
t time (s)
VA molar volume of solute (cm3/mol)
Vp, Vx volume of catalyst particle and volume of the

element x (m3)
wL superficial liquid velocity (m/min) in balances,

(m/s) in dimensionless numbers
x, xA, xB mole fraction of component A and B (—)

Greek letters

Δx dimensionless length (—)
γA thermodynamic activity of component A (—)
ΓAB thermodynamic effectivity factor for diffusion (—)
εL,
εL,tot, εp

holdup of liquid, total holdup of liquid, and void frac-
tion of packed bed (—)

ηe effectiveness factor for main reaction (—)
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θC
∗ occupation degree for coke (—)

μL, μB dynamic viscosity of liquid (Pas) and of solvent (cP)
ρL, ρG density of liquid and gas (kg/m3)
ϕ particle sphericity (—), association factor in Wilke–

Chang equation (—)
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