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Preface

A space orbit refers to the route along which a celestial body travels in space. It can
also be called a trajectory or an orbit for short. Generally, there are three types,
namely, launch orbit, operational orbit, and re-entry orbit. It follows that space orbit
theory is about the principles and methods that the design of a space orbit should
comply with, while orbit design is one of the key technologies in spacecraft system
design.

Orbit design needs to take many factors into consideration, such as orbit
dynamics, space environment, mission requirement, and capability of effective
payload, among others. Theories regarding orbit design were proposed long before
the first man-made satellite was launched into space.

With the growing demands in space application and the advancements in space
technology, classical orbit theories and design methods can no longer meet the
requirements of new space missions. There is an urgent need for new space orbit
theories which can effectively bring advanced space technology into full play.

On the basis of decade-long research findings, this book aims to answer the call
of these new developments. There are eight chapters in this book. The first part
consists of the first two chapters, which are a general review of recursive orbit,
synchronous orbit, frozen orbit, stay orbit, and other classical orbits, together with
their design methods. Based on this review, the focus of this book, i.e., concepts,
types, and applications of special space orbits are introduced. The second part is
from chapter three to chapter eight. Each chapter is about a specific orbit, together
with its concepts, characteristics, design methods, and applications. So altogether,
there are six special space orbits which are elaborated, namely, hovering orbit,
spiral cruising orbit, multi-target rendezvous orbit, initiative approaching orbit,
responsive orbit, and earth pole-sitter orbit.

This book is based on the findings of our research team over the years. We want
to thank Profs. Zhi Li and Lei Wang, postgraduate students Xiaojing Xu, Yuanfei
Li, and Haijun Zhou, for their contributions to this book.

Theories of space orbit design are closely related to other fast-changing areas of
study and develop along with new space applications. The authors are fully aware
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of the limitations of this book and warmly welcome comments in order to improve
their work.

This book can be used as a technical reference for people engaged in the
strategic studies of space development and engineering applications. It can also be
used as a textbook for students majoring in space sciences and technologies.

Beijing, China Yasheng Zhang
January 2014
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Abstract

The book focuses on the theory and design method of special space orbit. With the
development human need and the progress in space technique, the classical orbit
theory and design method cannot satisfy the new needs anymore. In this book, the
concept of special space orbit is put forward, theory and design methods of
hovering orbit, spiral cruising orbit, multi-target rendezvous orbit, initiative
approaching orbit are expatiated; also, responsive orbit and polar stay is introduced
simply.

Hopefully, it would be useful for engineers and scientists working in related
fields.

xi



Chapter 1
Overview of Classical Orbits

The operation orbit of a spacecraft directly determines the observational geometry
and operating environment of a space mission, and largely determines the payload
performance of a spacecraft. Ever since the successful launch of the first artificial
satellite in 1957, humankind has spared no effort in exploring the relationship
between space missions and spacecraft orbits. Concepts such as recursive orbit,
sun-synchronous orbit, frozen orbit, stay orbit, and others, have been successively
brought forward and applied in communication, navigation, reconnaissance,
meteorological exploration and other space missions. These orbits, with their
unique advantages and application having been tested in various space missions and
widely acknowledged around the globe, are generally known as classical orbits.

In this chapter, the concepts, characteristics and applications of four classical
orbits, i.e., recursive orbit, sun-synchronous orbit, frozen orbit and stay orbit, will
be introduced briefly.

1.1 Recursive Orbit

Among the many different kinds of spacecraft, reconnaissance and remote sensing
satellites and missile early-warning satellites are responsible for the detection and
early warning of hot spots, while communication satellites are required to provide
communication support for other particular areas. All these determine that the
recursive orbit is the most commonly adopted orbit in space missions.

The geosynchronous orbit, as a unique type of recursive orbit, is subject to
stricter constraint conditions. Within each regression period, satellites travelling in
the recursive orbit pass all of its coverage areas in sequence, dynamically moni-
toring these areas and capturing any changes to the targets within the period.

© National Defense Industry Press and Springer Nature Singapore Pte Ltd. 2017
Y. Zhang et al., Theory and Design Methods of Special Space Orbits,
DOI 10.1007/978-981-10-2948-6_1
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1.1.1 Recursive Orbit: Definition

Recursive orbit refers to the spacecraft orbit with periodically-repeated ground
tracks. The time interval of the said repetition is called a regression period, and the
time a spacecraft spends on travelling one lap along the orbit is called an orbital
period.

The precession resulted from the earth’s rotation and the perturbation of its orbit
plane keeps a spacecraft’s orbit plane rotating relative to a specific longitude line on
the Earth. Specifically speaking, a precession angular velocity of the spacecraft’s
orbit plane relative to the Earth, ~xe, is generated because of the earth’s rotation.
And the impact of the earth’s perturbation, especially the earth’s non-spherical

perturbation, results in _~X; a precession angular velocity of the spacecraft’s orbit
plane relative to the Earth. Hence, by adding the two precession angular velocities,

i.e., ~xe þ _~X; the angular rate of the spacecraft’s orbit plane relative to the Earth can
be obtained. The time interval, during which an orbit plane completes one rotation
relative to a particular longitude line on the Earth, can be calculated and obtained by
Eq. (1.1):

Te ¼ 2p

~xe þ _~X
��� ��� ð1:1Þ

It takes the Earth one sidereal day to complete one rotation, i.e., to rotate 360°.
We can denote a spacecraft orbital period as T, if there are two relatively prime
positive integers D and N that satisfy:

NT ¼ DTe ð1:2Þ

Then the ground tracks, which start to overlap after the spacecraft travels N laps
in D days, is defined as a recursive orbit. N is the minimum number of laps and D
the minimum numbers of days required for the repetition of ground tracks to take
place. If D = 1, then the ground tracks repeat day by day, and their serial numbers
are arranged from east to west. Within each day, the equator is equally divided by
the ascending and descending of orbits respectively. Figure 1.1 demonstrates a
typical division of the equator. If D > 1, then the ground tracks repeat every D days
instead of every day.

1.1.2 Different Orbital Periods

Under the influences of different perturbations, a spacecraft orbit changes con-
stantly. The period of the corresponding osculating orbit, similarly, changes with
time. The period of a spacecraft’s osculating orbit determined at any time is defined
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as an osculating period, a time interval that cannot be measured directly. Hence,
other two measurable periods, i.e., the nodal period and the perigee period, are more
frequently used in real work. Their definitions are as follows:

Nodal period is the time interval it takes a satellite to travel across the ascending
nodes twice successively.
Perigee period refers to the time interval it takes a satellite to travel across the
perigees twice successively.

If we do not take the influence of perturbation into consideration, the osculating
orbit overlaps with the actual orbit and the osculating period, nodal period and
perigee period, which can be calculated and obtained by Eq. (1.3), are equivalent:

T ¼ 2p

ffiffiffiffiffi
a3

l

s
ð1:3Þ

Nevertheless, when perturbation is taken into account, the three periods vary
from each other.

Specifically speaking, the integral expression of a nodal period is:

TX ¼
Z2p
0

dt
du

� �
du ð1:4Þ

Here, u represents the argument of latitude, or the argument of the ascending
node. When only J2-perturbation is taken into account, Eq. (1.4) can be expanded
and transformed until O J2e2ð Þ exists in the expression. The transformation equation
between a nodal period and an osculating period can then be expressed as:

Fig. 1.1 Order of ground tracks when N/D = 4

1.1 Recursive Orbit 3



TX ¼ T0 1� 3J2
8a2

12þ 34e2
� �� 10þ 20e2

� �
sin2 i

�	

� 4� 20 sin2 i
� �

e cosxþ 18� 15 sin2 i
� �

e2 cos 2x

� ð1:5Þ

Here, T0 stands for the osculating period, and a, e, i and x are the osculating
orbit elements of a spacecraft when u ¼ 0 (i.e., at the ascending node).

The perigee period can be expressed as:

Tx ¼
Z2p
0

dt
dM

� �
dM ð1:6Þ

Here, M represents the mean anomaly. When only J2-perturbation is taken into
account, Eq. (1.6) can be expanded and transformed until O J2e2ð Þ exists in the
expression. The transformation equation between a perigee period and an osculating
period can then be expressed as:

Tx ¼ T0 1� 3J2
2a2

1� eð Þ�3 1� 3
2
sin2 iþ 3

2
sin2 i cos 2x

� �� 

ð1:7Þ

Here, T0 stands for the osculating period, and a, e, i and x are the osculating
orbit elements of a spacecraft when M ¼ f ¼ 0 (i.e., at the perigee).

1.1.3 Geostationary Earth Orbit and Its Applications

Geostationary Earth Orbit (GEO) is a unique type of recursive orbit, on which the
spacecraft completes one lap around the Earth per day. Its orbital period is one day
and its regression period is also one day. As a circular orbit, the GEO has an orbit
altitude of 35,786 km and an orbit inclination of 0°. A satellite that travels on the
GEO is stationary relative to the surface of the Earth. That is to say, a GEO satellite
is fixed to a certain location above the earth’s equator, as shown in Fig. 1.2.

However, a GEO satellite is by no means fixed in space as it is actually travelling
at a speed of 3.07 km per second. It appears stationary relative to the earth’s surface
simply because it shares the same rotational angular rate and direction with the
Earth when it rotates around the earth’s axis. Theoretically speaking, there is only
one GEO, on which many satellites are distributed above the equators at different
longitudes. The fixed location of each GEO satellite is the geographic longitude at
the very moment when the satellite enters the GEO. A high precision is required for
the positioning of the GEO since the satellite may drift even if there is only a minor
error. If the satellite drifts northward or southward, the orbit inclination will no
longer be 0°, and the orbit plane will stop overlapping with the equatorial plane. In
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this case, the satellite moves along the latitude direction once every day and the
ground tracks form a shape of “8”, pointing to the north and the south.

One GEO satellite can cover approximately 40 % of the earth’s surface.
Therefore, three satellites, distributed equidistantly along the equator, can achieve a
global coverage of the earth’s surface, excluding the polar regions. As GEO
satellites are relatively stationary, the antennas of ground stations can easily trace
them, making the GEO more preferable for communication satellites, broadcast
satellites and meteorological satellites.

GEO is the most widely used type of orbit so far. However, we need to consider
the strict restrictions and safety factors of GEO satellites in normal operating con-
ditions. For controlled satellites, it is required by the Radio Regulations that the
position-keeping precision of GEO satellites should not be larger than ±1°, indi-
cating that the orbital separation between two satellites should be kept larger than 2°.

In 1979, the Radio Regulations further ruled that the drift should be kept no
larger than ±0.1°. Thanks to the advancement in space technology, GEO satellites
can now be deployed at an even smaller longitude separation. Figure 1.3 demon-
strates the spatial distribution of GEO controlled satellites up to December, 2012,
offered by the European Space Agency (ESA).

1.2 Sun-Synchronous Orbit

As its name implies, a sun-synchronous orbit is closely related to the Sun. The
well-known resources satellites, meteorological satellites, ocean satellites and so on,
including the American IKONOS satellite and the French Helios reconnaissance
satellite, all adopt sun-synchronous orbits.

Fig. 1.2 Ground tracks and coverage area of GEO
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1.2.1 Sun-Synchronous Orbit: Definition

A sun-synchronous orbit refers to the orbit in which the precession angular velocity
of the spacecraft’s orbit plane is equal to the angular velocity of the mean Sun when
it moves along the equator.

Influenced by the non-spherical perturbation of the Earth, the spacecraft’s orbit
plane keeps a procession angular velocity of _X: If only the long-term J2-pertur-
bation is taken into account, _X can be expressed by Eq. (1.8):

_X ¼ � 9:97

ð1� e2Þ2
Re

a

� �3:5

cos ið�=dÞ ð1:8Þ

A tropical year is defined as the time interval it takes for the mean Sun to move
across the vernal equinox twice successively during its apparent annual motion
along the equator. And it is equal to 365.2422 mean solar days. Hence, the angular
velocity of the mean Sun moving along the equator is:

360
365:2422

¼ 0:9856�=d

Fig. 1.3 Spatial distribution of GEO spacecraft (Controlled satellites) (Classification of
Geosynchronous objects, issue 15 [R]. European Space Agency, European Space Operations
Center 2013.)
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In accordance with its definition, the sun-synchronous orbit can be described as:

� 9:97

ð1� e2Þ2
Re

a

� �3:5

cos i ¼ 0:9856 ð1:9Þ

If the orbital eccentricity e ¼ 0, then the satellite orbit is a circular orbit,
Eq. (1.9) can be further transformed and simplified into:

�9:97
Re

a

� �3:5

cos i ¼ 0:9856 ð1:10Þ

The relation between the semi-major axis of a sun-synchronous circular orbit and
the orbit inclination can thus be obtained. It is manifest that the orbit inclination of a
sun-synchronous orbit is always larger than 90°.

1.2.2 Sun-Synchronous Orbit: Characteristics

The spacecraft on the sun-synchronous orbit always have a constant local mean
solar time, or the sun elevation angle when they travel past areas with the same
latitude from the same direction. This feature of the sun-synchronous orbit makes it
a favorable choice for sun-related satellites. For instance, by adopting the
sun-synchronous orbit, a visible reconnaissance satellite receives preferable illu-
mination conditions and achieves better optical reconnaissance results when it
passes specific target areas during each ascending or descending movements.

The included angle between the direction of the Sun and the local horizontal
plane of a sub-satellite point is called the Sun elevation angle. If we suppose the
distance between the Sun and the Earth is infinite, then the sunlight can be con-
sidered as parallel light. In Fig. 1.4, S, Oe and p are the sub-satellite point, the Earth
center-of-mass (CM), and the local horizontal plane in which the sub-satellite point
locates respectively.

We can denote the sun elevation angle of a sub-satellite point as hH according to
its definition. As the sunlight is parallel, the incident angle of any spot in plane p
remains the same. Hence,

hH ¼ a ¼ p
2
�W ð1:11Þ

In accordance with the equation of spherical triangle, Eq. (1.12) can be obtained:

sinhH ¼ cosW ¼ sin d sin dH þ cos d cos dH cosðaH � aÞ ð1:12Þ

Given that the mean Sun moves in the equatorial plane, i.e., dH ¼ 0, Eq. (1.12)
can be transformed into
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sinhH ¼ cos d cosðaH � aÞ ð1:13Þ

As is shown in Fig. 1.5, a spacecraft travels in the orbit for a complete cycle T. It
descends and travels across the same circle of latitude twice consecutively, the two
descending nodes of which are denoted as S1 and S2. The corresponding ascending
nodes at which the spacecraft crosses are denoted as N1 and N2, and the corre-
sponding locations of the mean Sun as H1 and H2.

In accordance with the equation of spherical triangle, the right ascensions of S1
and S2, i.e., a1 and a2, can be determined by the orbit inclination and the local
latitude, i.e.,

Fig. 1.4 Sun elevation angle

Fig. 1.5 Satellite travelling
past areas with the same
latitude from the same
direction
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a1 � aN1 ¼ a sin
cos i
cos d

� �
ð1:14Þ

a2 � aN2 ¼ a sin
cos i
cos d

� �
ð1:15Þ

Here, aN1 and aN2 stand for the right ascensions of N1 and N2 respectively.
Formula (1.15) minus (1.14) is Eq. (1.6).

a2 � a1 ¼ aN1 � aN2 ð1:16Þ

In accordance with the definition of the sun-synchronous orbit,

aN1 � aN2 ¼ aH2 � aH1 ð1:17Þ

Here, aH2 and aH1 are the corresponding right ascensions of H1 and H2

respectively. Hence,

hH1 ¼ hH2 ð1:18Þ

1.2.3 Sun-Synchronous Regression Orbit and Its
Applications

The design of a sun-synchronous orbit usually involves two steps. The first step is
to design the orbit altitude, or the semi-major axis for a circular orbit, which
depends on the demands of the satellite’s overall design for coverage, resolution
and coverage period. Once the orbit altitude is determined, the orbit inclination can
be confirmed. The second step is to design the right ascension of ascending node
(RAAN), or to decide the proper launch time, satisfying the demands for the
relative location of the satellite orbit and the Sun. For a sun-synchronous orbit,
satisfying the demand for the sun elevation angle is the first priority.

In practical application, the sun-synchronous regression orbit, which is a com-
bination of the sun-synchronous regression orbit and the recursive orbit, is more
frequently adopted. The design of a sun-synchronous regression orbit involves the
following three procedures:

(1) Determine the orbital period that satisfies certain regressive conditions, i.e.,
T = D mean Sun day/N. Here, N refers to the number of laps the satellite
travels in D mean Sun days;

(2) Calculate the semi-major axis of the orbit according to the orbital period
Formula, Eq. (1.3);

(3) Determine the orbit inclination in accordance with Eq. (1.10), i.e., the con-
straint conditions of a sun-synchronous orbit.
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1.3 Frozen Orbit

A frozen orbit is also known as apsidal line frozen orbit. Like the sun-synchronous
orbit, it has many valuable properties. For instance, the shape of a frozen orbit, its
90° perigee argument, and the altitude of spacecraft when it travels above areas with
the same latitude from the same direction all maintain unchanged. These properties
provide favorable conditions for ground inspection and the scientific measurement
of the vertical section.

1.3.1 Frozen Orbit: Definition

The non-spherical perturbation of the Earth results in the rotation of a space orbit
plane in inertial space, i.e., the precession of the orbit plane and the rotation of the
apsidal line. A frozen orbit refers to the orbit whose semi-major axis, or the apsidal
line, consistently points in the same direction. In other words, frozen orbits are
orbits with constant eccentricity and perigee argument. Therefore, this kind of orbit
can be described as follows:

dx
dt

¼ 0

de
dt

¼ 0

8><
>: ð1:19Þ

If only the long-term J2-perturbation is taken into account, then Eq. (1.19) can
be expressed as:

dx
dt

¼ 3nJ2a2E
a2ð1� e2Þ2 1� 5

4
sin2 i

� �
¼ 0

de
dt

¼ 0

8>><
>>: ð1:20Þ

Here, n, aE, a, e, and i refer to the mean angular rate of the orbit, semi-major axis
of the Earth, semi-major axis of the orbit, eccentricity, and orbit inclination
respectively.

When we suppose that the apsidal line does not rotate, it can be gained from the
first equation of Eq. (1.20) that
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i ¼ 63:4� or 116:4�

Here, orbit inclinations of 63.4° and 116.4° are called critical inclinations.
If J2 and J3 perturbations are taken into account, then it is required that:

dx
dt ¼

3nJ2a2E
a2ð1�e2Þ2 1� 5

4 sin
2 i

� �
1þ J3aE

2J2að1�e2Þ
ðsin2 i�e cos 2iÞ sinx

e sin i

h i
¼ 0

de
dt ¼

�3na3EJ3 sin i

2a3ð1�e2Þ2 1� 5
4 sin

2 i
� �

cosx¼ 0

8<
: ð1:21Þ

It can be gained by solving Eq. (1.12) that when i = 63.4° or i = 116.4°, the
requirements for a frozen orbit are still met. In addition, if x = 90° and x = 270°,
then de=dt ¼ 0. The rotation of the apsidal line can also be stopped if i satisfies:

1þ J3aE
2J2að1� e2Þ

sin2 i� e cos 2i
e sin i

¼ 0 ð1:22Þ

Figure 1.6 illustrates the relationship between the eccentricity, the orbit altitude,
and the orbit inclination of a frozen orbit.

The computational accuracy of a frozen orbit, which is actually the product of
zonal harmonics’ balance, depends on the order of the zonal harmonic. The larger
the order is, the more precise the calculation is and the more computational effort it
takes. Generally speaking, only J2 and J3 should be considered when the orbit
inclination is smaller than 50°. Zonal harmonics higher than J3 should be taken into
account when the orbit inclination is larger than 50°.

Fig. 1.6 Relationship between eccentricity, orbit altitude, and orbit inclination of a frozen orbit
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1.3.2 Molniya Orbit and Its Applications

A Molniya Orbit is a highly elliptical orbit with frozen characteristics, the major
feature of which is the relatively long time it stays in space in the northern or
southern hemisphere. The Russian Molniya (Russian: Moлния) communications
satellite system, a communications satellite system for both civil and military uses,
is a typical Molniya orbit. Molniya satellites operate at an orbit altitude of
400 km � 40,000 km, with an orbit inclination of 63.4° and an orbital period of
12 h. See Fig. 1.7 for details.

Russia (USSR) is located at a relatively high latitude, many areas of which
cannot be fully covered by a GEO satellite. In comparison, the Molniya Orbit has
its apogee positioned above the northern hemisphere. A Molniya satellite spends
around 2/3 of its operating time per lap in the said area. Moreover, its relatively
slow velocity relative to the movement of the earth’s surface makes it easy to be
tracked by ground stations. This is very favorable for satellite communications in
high latitudes.

The Molniya communications satellites, initially launched in 1964, have now
been developed for three generations. The current system in commission is of the
third generation, with some improved first-generation satellites still being launched
and used simultaneously. The whole constellation consists of 8 satellites, with a 45°
included angle between every two orbit planes, providing constant communication
coverage for high latitude areas. The first generation of the Molniya satellite was
developed with a military communication payload. This satellite weighs 1600 kg,
with 500–700 W power and a designed life of two years, and carries more than one
40 W military transponders. The third generation of the Molniya satellite is mainly
used for civil communication domestically. The satellite has a weight of 1750 kg,
with 1200 W power and a designed life of four years, and carries three 30 W
traveling wave tube amplifiers, with two in use and one for back up. The uplink and
downlink frequencies are 5.975–6.225 GHz and 3.650–3.900 GHz respectively.

Fig. 1.7 Molniya satellites
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The satellite adopts C-band global beam antenna with circular polarization. Earlier
Molniya satellites used to carry meteorological sensors, and were even responsible
for the U.S.-USSR presidents’ hotline communications during the Cold War.

1.4 Stay Orbit

Generally speaking, there are three statuses for the ground tracks of spacecraft, i.e.,
eastward movement, westward regression and stay. The so-called stay, as its name
implies, refers to the long-time stop over a certain area. Therefore, the stay orbits
can be used by missile early-warning satellites or communication satellites, and the
key coverage areas can be the high latitudes which are out of reach for GEOs.

1.4.1 Stay Orbit: Definition

We can denote the geographic longitude of the ground track of a spacecraft as kðtÞ,
if points that satisfy the following conditions exist in the geographic longitude of
the ground track, then the orbit is called a stay orbit, and the points are called
staying points.

dk
dt

¼ 0 ð1:23Þ

Given the equation of the satellites’ ground tracks as:

k ¼ kX þ arctgðtgu cos iÞ � xet ð1:24Þ

Here, kX refers to the geographic longitude of the ascending nodes at a certain
time t0; u and i are the argument of the ascending node and the orbit inclination of
the orbit respectively; xe refers to the angular rate of earth rotation.

When we take derivatives of Eq. (1.24) on both sides and substitute Eq. (1.23)
into it, the following can be obtained:

dk
dt

¼ cos i

1� ðsin i sin uÞ2
du
dt

� xe ¼ 0 ð1:25Þ

Since

du
dt ¼ h

r2 ¼
ffiffiffiffi
lP

p
r2 ¼ l

a3
� �1

2½1þ e cosðf Þ�2ffiffiffiffiffiffiffiffiffiffiffiffi
ð1�e2Þ3

p ¼ 2p
T

½1þ e cosðu�xÞ�2ffiffiffiffiffiffiffiffiffiffiffiffi
ð1�e2Þ3

p
xe ¼ 2p

24

8<
: ð1:26Þ
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Here, T stands for the orbital period of a spacecraft, with hour as the unit of
measurement; f refers to the true perigee angle; and x refers to the perigee
argument.

When we substitute Eq. (1.26) into Eq. (1.25), the following can be obtained:

cos i

1� ðsin i sin uÞ2
½1þ e cosðxþ f Þ�2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1� e2Þ3
q 2p

T
¼ 2p

24
ð1:27Þ

If the spacecraft orbit is a circular one, i.e., e ¼ 0, then the condition for the stay
points is transformed into:

cos i

1� ðsin i sin uÞ2 ¼
T
24

¼ 1
k
) sin u ¼ �ð1� k cos iÞ1

2

sin i
ð1:28Þ

It can be obtained by analyzing Eq. (1.28) that, if the equation is to have a
solution, then the following conditions have to be satisfied:

0� � i� 90�

cos i� 1
k

sin i�ð1� k cos iÞ1=2

8<
: ð1:29Þ

Combining the above conditions, the following can be gained:

cos i�min k;
1
k

� �
ð1:30Þ

Apparently, if k = 4, then the condition for the existence of stay points is
73� � i� 90�; if k = 1, then the condition for the existence of stay points is i� 90�;
if k = 16, then the condition for the existence of stay points is 86:4� � i� 90�.

The locations of the stay points on the stay orbits are:

cosu ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
24
T
cos i

r
ð1:31Þ

For elliptical orbits, if the semi-major axis of orbit a is relatively large, then the
orbital period T is correspondingly large and the ratio k is relatively small.
Therefore, it is more probable that there exists a stay point. If the eccentricity e is
relatively small, then it is more probable that there exists a stay point near the
perigee or the apogee. If the eccentricity e is relatively large, then the stay points are
not likely to be discovered near the perigee when they are found near the apogee.
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1.4.2 Stay Orbit: Applications

The spacecraft travelling in the stay orbits can stay for a long time near the stay
points, enabling the spacecraft to conduct itinerating observation of a certain lon-
gitude line or latitude line of the Earth.

In fact, the GEO and Molniya orbit introduced earlier in this chapter both belong
to a unique type of the stay orbits. We can denote the orbit altitude of a Molniya
satellite as 39,850.5 km � 500 km and the orbit inclination as 63.4°, then the stay
point is located at 89°E. The ground tracks of the satellite are shown in Fig. 1.8.

The longitudes of the satellite’s ground tracks change with time during one
orbital period, as shown in Fig. 1.9. It is manifest from the figure that the satellite
can conduct long-term itinerating observation at the 89°E longitude.

The orbital period of the said stay orbits is 12 h. We can denote that the
spacecraft is a communications satellite which demands a minimum elevation of
15° for communication requirements, correspondingly then the satellite can provide
Russia (the red area in Fig. 1.8) with as long as 11 h of communication services
within each orbital period, as shown in Fig. 1.10.

Since the GEO cannot cover high latitude areas, it is difficult to achieve constant
coverage of the said areas. Generally speaking, a constellation consisting of several
satellites are required for this mission. Nevertheless, the use of a stay orbit makes it

Fig. 1.8 Ground tracks and stay point of Molniya satellite
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possible for a single satellite to hover over the high latitudes for a long time,
effectively reducing the number of satellites needed. Hence, the stay orbits are
highly valuable for countries located in this area.

Fig. 1.9 Variation curve of the longitudes of the stay orbit’s ground tracks as time changes

Fig. 1.10 Valid service time of communication satellite for Russia
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1.5 Summary

Tested by years of astronautical practices, the application value and practicability of
the typical orbits have been widely recognized. Currently, the majority of the
satellites used for earth observation, communications, navigation, and others, still
adopt these orbits.

Actually, the typical orbits introduced in this chapter are mainly orbits that rotate
around the Earth and regard the Earth as their references. Orbits that are beyond the
Earth’s gravitational field and used to conduct lunar exploration, interplanetary
exploration or even galaxy exploration, as well as orbit formations that regard
spacecraft operating in the space as references, are not included in this book.
Nevertheless, these orbits have also developed maturely, with systematic orbit
theories and design methods. Readers interested in them may refer to relative papers
and books for more information.
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Chapter 2
Special Space Orbit: Concept
and Application

Since the beginning of the 21st century, mankind has been carrying out various
space activities, especially new types of space missions such as space-based space
target surveillance, on-orbit service, and so on. These activities have brought about
increasingly higher requirements for orbits with special space motion characteris-
tics. However, traditional orbit theories and design methods can no longer satisfy
these special application demands. Therefore, in this chapter, the concepts and
characteristics of a special space orbit will be introduced and analyzed, with six
typical special space orbits elaborated in accordance with their specific application
requirements.

2.1 Special Space Orbit: Concept

A spacecraft orbit refers to the motion trajectory of the centroid of an operating
spacecraft. In the light of different flight missions, orbits can be generally classified
into three categories, i.e., the artificial earth satellite trajectory, the Earth-to-Moon
flight trajectory and the interplanetary flight trajectory. Typical orbits are usually
Keplerian ones, which satisfy the fundamental motion equations of the restricted
two body problem. Taking advantage of the typical orbit equations, such as the
above fundamental motion equations and the Kepler Equation, these orbits can be
precisely predicted.

r ¼ að1� e2Þ
1þ e cos f

ð2:1Þ

Here, a, e, r and f refer to the semi-major axis, the eccentricity, the geocentric
distance and the true anomaly of an orbit, respectively.
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The concept of special space orbit was put forward relative to the currently
widely applied typical space orbit. Compared to typical orbits, special space orbits
have the following unique features.

2.1.1 Differences in Orbit Design Concepts

With the successful launch of the first artificial earth satellite in the 1950s, design
theories and methods of spacecraft orbit have been developing rapidly. The primary
missions of a spacecraft at that time were to conduct reconnaissance and surveil-
lance of hotspot areas, and to provide communications and navigation support for
the army, the navy and the air force. Hence, the design of a spacecraft orbit at that
time focused mainly on the relative motion between the spacecraft and the ground
area, and the absolute orbit design methods, which take the Earth as the reference,
were adopted, e.g., the sun-synchronous orbit, the recursive orbit, the stay orbit, and
so on.

In addition, mankind has spared no efforts in exploring untapped areas in space.
In the 1960s, there were many lunar exploration projects with burgeoning inter-
planetary explorations to Venus, Mercury, Mars, and other planets. Meanwhile,
theories and design methods in interplanetary exploration orbits have become
increasingly mature. The mid and late 1990s witnessed another round of upsurge in
lunar exploration and interplanetary exploration with well-established theories and
design methods.

With the continuous development of astronautical technology and the height-
ened military status of space, the functions of spacecraft, such as providing on-orbit
service, conducting space-based space target surveillance and so on, have become
the focus of all countries. To support these missions, the concept of relative orbit,
which takes spacecraft as the reference point, started to emerge. In the 1990s, the
idea of distributed satellites led to the explicit proposal of theories and design
methods of a spacecraft relative motion orbit, which have matured in the last
20 years.

To sum up, the well-developed spacecraft orbit theories and the corresponding
typical orbits today are shown in Table 2.1.

Nevertheless, there are major distinctions in the theories and design methods
between special space orbits and the above typical orbits. Moreover, completely
different space orbits are required by different missions, resulting in the discrepancy
in the theories, principles and methods when designing these special space orbits.
For instance, the hovering orbit is a type of relative orbit that regards the target
spacecraft as a reference; the spiral cruising orbit is a kind of relative orbit that takes
the target orbit as a reference; and the non-coplanar multi-target rendezvous orbit is
a fitting orbit based on several traversing points in the rendezvous orbit plane.
Hence, it is necessary to introduce the theories and design methods of special space
orbits in combination with the specific mission requirements and orbit types.
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2.1.2 Coupling of Orbit Control and Orbit Design

At the early stages of astronautical technological development, restricted by
immature technologies in space marching, fueling, and others, spacecraft orbit
control was cautiously applied in the following four areas:

(1) Launching GEO satellites

Restricted by the geographic latitudes of spacecraft launching spots, GEO
satellites are unlikely to be launched directly into their orbits. Generally speaking, a
GEO satellite is usually firstly sent up into the parking orbit with an altitude of 200–
400 km. As the satellite approaches the space above the equator, the upper stage
rocket is ignited, and the satellite breaks away from the tail stage rocket after the
brennschluss. The satellite enters the highly elliptical transfer orbit there, with both
the perigee and the apogee of the orbit above the equator. Usually, the altitudes of
the perigee and the apogee equal those of the orbit-insertion point and the GEO
respectively. At the apogee of the highly elliptical transfer orbit, the apogee engine
on the satellite is ignited, driving the satellite into the GEO ultimately (Fig. 2.1).

(2) Orbit maintenance

Affected by a variety of perturbations including the Earth’s non-spherical per-
turbation, atmospheric drag, lunisolar attraction, solar radiation pressure, and other
factors, the spacecraft eventually deviate from their originally designed orbits after
long-term operation. As shown in Fig. 2.2, a GEO satellite with a fixed point
longitude of 100° east at a certain Epoch time experiences a longitude drift under
the influence of perturbation. For satellites deviated from their preset orbits, it is
necessary to conduct orbit maintenance to ensure that they remain in the correct
orbits. As only a limited amount of fuel can be carried by the satellites, the service

Table 2.1 Well-developed spacecraft orbit theories and design methods at present

Initial time Orbit theory Type of typical orbit

1950s Theory and design method of
absolute orbit

Recursive orbit
Sun-synchronous orbit
Frozen orbit
Stay orbit…

1960s Theory and design method of
interplanetary orbit

Lunar probe orbit
(Chang’e Lunar probe satellite, China)
Mars probe orbit
(Curiosity Mars Rover, U.S.)
…

Mid-and-late
1990s

Relative orbit design method that
takes spacecraft as the reference
point

Formation flight
(Cluster II, European space agency, ESA)
(TanDEM-X/TerraSAR-X formation
flying satellite of synthetic aperture radar,
Germany)
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of many spacecraft has to be terminated because of fuel exhaustion. Hence, a
rigorous plan of satellite orbit control has to be made.

(3) Earth-to-Moon flight and interplanetary exploration

We can take Earth-to-Moon flight as an example. Firstly, the lunar probe is
launched into the Earth-Moon transfer orbit (or into the parking orbit first, and then
the orbit is maneuvered into the Earth-Moon transfer orbit). During this process,

Fig. 2.1 Schematic figure of the launching process of GEO satellites

Fig. 2.2 Longitude drift of GEO satellite within a year
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orbit adjustments may be required. Then, after the lunar probe enters the lunar
sphere of influence, orbit control should be conducted to transfer the lunar probe
from an Earth satellite into a lunar satellite that circles the Moon. If the lunar probe
is designed to be recalled, then orbit control is conducted again to transfer it from
the lunar orbit back into the Moon-Earth transfer orbit finally bringing it back to
Earth.

(4) Space rendezvous and docking

During the process of space rendezvous and docking, the tracking spacecraft
experiences a series of orbit control and also attitude control, consistently bringing
down the relative position and relative velocity between the tracking spacecraft and
its target spacecraft, and meeting the initial conditions of docking in a relative
attitude angle and angular rate. Space rendezvous and docking requires a high
precision in both orbit control and attitude control.

In these applications, orbit control is primarily used in the transfer between the
initial orbit and the target orbit. It is in essence an intermediate state, rather than the
final state of an orbit. Some special space orbits, however, regard orbit control as an
integral part of their orbit design, i.e., the special space orbit itself is possibly a type
of controlled orbit. For instance, the hovering orbits must be subject to the suc-
cessive monitoring of an orbit control system, thus maintaining the relative position
between the spacecraft and its target unchanged or just making relative movements
in a minimal range during a certain period.

Thanks to the development of modern space marching technology, long-term,
highly-precise and low-thrust orbit control has become a reality. Special space
orbits are thus free from the conventional restrictions of Keplerian orbits, and are
enabled to provide on-orbit service and meet the application requirements of new
space missions.

2.1.3 Requirements for Special Space Application

During the past decade or so, a large number of new-concept space application
experiments have been conducted at home and abroad, including the already com-
pleted Orbital Express (OE) Program, the Micro-Satellite Technology Experiment
(MiTEx) Program, the Deep Impact Program, the X-37B space maneuvering vehicle
program in the United States, the still on-going Phoenix Program, and other typical
ones. The major details of these experiments are shown in Table 2.2.

In the above space experiments, the main purpose of a spacecraft is no longer to
provide reconnaissance, communications, navigation and other information support
for the ground, rather, it is to provide flexible and various services in space,
including on-orbit supply, close inspection, space interception, rapid maneuver,
component replacement in space, and so on. Apparently, these space service mis-
sions can hardly, or never, be accomplished on the basis of the current typical
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orbits. By contrast, special space orbits are exactly designed for these special space
missions. For example,

(1) Hovering orbit: proposed for space missions in which the servicing spacecraft
should be kept stationary relative to the target spacecraft;

(2) Cruising orbit: proposed for the space-based space target surveillance
missions;

(3) Multi-target rendezvous orbit: proposed for space missions in which the ser-
vicing spacecraft should conduct orbital rendezvous with several non-coplanar
space targets simultaneously;

Table 2.2 New-concept space application experiments conducted in the U.S

Space experiments Details

Orbital express (OE) program A space service operation experiment conducted by the
U.S. Defense Advanced Research Projects Agency
(DARPA) in 2007, including four major parts:

(1) Testing small space robot orbiters which can
provide services for satellites

(2) Testing target satellites that can be upgraded and
repaired

(3) Testing interfaces between the two satellites during
the process of docking

(4) Operating the on-orbit satellites

Micro-satellite technology
experiment (MiTEx) program

In December 2008, the U.S. Department of Defense
utilized two MiTEx satellites to examine the on-orbit
malfunctioning missile early-warning satellite of the
defense support program (DSP-23)

Deep impact program At Beijing time 13:2:4 on July 4, 2005, the impactor of the
deep impact program conducted by the U.S. National
Aeronautics and Space Administration (NASA) accurately
hit the core of Comet Temple 1, with a diameter of less
than 6 km, more than 100 million kilometers away from
the Earth at a relative velocity of 10.2 km/s

XX-37B space maneuvering
vehicle program

From 2010 to 2013, flight experiments of the space
maneuvering vehicles (SMV) were carried out by the U.S.
Air Force, aiming at developing the fuselage structure, the
on-orbit maneuver, the advanced thermal protection
system, the autonomous approach and landing, and other
key technologies for reusable SMVs. It was also aimed at
exploring combat concepts and the capabilities of
unmanned spacecraft that have the capability of operating
in space for a long period

Phoenix program In October 2011, the U.S. DARPA proposed the phoenix
program, hoping to disassemble the communications
antennas from abandoned GEOs and reuse them to provide
more economical and sustainable space-based
communications services for the U.S. Air Force. The
program is predicted to conduct on-orbit demonstration
during the 2015–2016 period
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(4) Initiative approaching orbit: proposed for missions that require a rapid
approach towards a space target;

(5) Responsive orbit: proposed for missions in which the global coverage period
is longer and the access frequency of the spacecraft is higher than those of the
typical orbits;

(6) Earth pole-sitter orbit: proposed for the continuous exploration missions of the
Earth’s North and South Poles.

2.2 Types of Special Orbit

In accordance with the specific space application needs, six special space orbits will
be introduced in this section.

2.2.1 Hovering Orbit

In the 21st century, thanks to the continuous development of space technology, a lot
of spacecraft enter into space each year. However, under the influence of the
complexity and unpredictability of the space environment, requirements for
on-orbit service have been brought forward by an ever increasing number of
spacecraft. Generally speaking, it is a necessity that a spacecraft travelling in an
orbit should satisfy Kepler’s Three Laws, resulting in many problems for on-orbit
service. One of the problems is how to keep the servicing spacecraft stationary,
relative to the target spacecraft in any orientation.

Hovering orbits refer to the orbits on which the servicing spacecraft is kept
stationary, or moves within a minimal range, relative to the target satellite during a
certain period under the control force, as shown in Fig. 2.3.

The key to the hovering orbits is to realize the hovering of the servicing
spacecraft at a certain point or in a certain area in the target orbital coordinate
system by adopting orbit control. In this way, the station-keeping of the relative
location and orientation between the servicing and the target spacecraft can be
achieved when both spacecraft are travelling at high velocities in space, thus laying
the foundation for accomplishing space missions such as space maintenance,
on-orbit refueling, space-based space target surveillance, and so on.

2.2.2 Cruising Orbit

Space target surveillance and space environment surveillance are the basis for all
space activities. However, due to the geographic restrictions and the limited
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detection range of the ground-based space detection system, it is difficult to realize
high-precision detection of a high-orbit spacecraft and certain space environmental
elements.

Since the GEO satellites are stationary relative to the Earth’s surface, the
observation stations deployed on the ground can only observe the GEO satellites
above them which are within their visual range all the time. They can never observe
the GEO satellites stationed above the other half of the Earth. Moreover, due to the
long distances, it is very difficult for the ground stations to identify the high-orbit
targets, especially the GEO ones, even if they are detected.

Currently, it is still challenging to image space targets tens of thousands of
kilometers away by adopting the ground-based large-scale self-adaptive optical
system. In addition, the possible slow tumbling of high-orbit targets makes it even
more difficult to achieve fine imaging results. In fact, the current ability to identify
high-orbit targets is still immature. Correspondingly, space-based and ground-based
research have been simultaneously conducted abroad to tackle the problem. Aiming
to enhance its space target surveillance capability, the U.S. has carried out a series
of research programs on space-based space target surveillance. On September 25,
2010, the first Space-Based Space Surveillance (SBSS) satellite, i.e., the Pathfinder,
was successfully launched at the Vandenberg Air Force Base. As the first SBSS
satellite, it is capable of providing preliminary space surveillance service for
monitoring space objects in low-Earth orbits. It is projected that a satellite con-
stellation consisting of four SBSS satellites which is equipped with more advanced
global space surveillance technology will be deployed in the next phase.

According to the U.S. Air Force’s plan, the SBSS system is a LEO (Low Earth
Orbit) optical remote sensing satellite constellation, characterized by its strong orbit
observation capability, short repeated observation period, and all-weather obser-
vation capability. It is expected that the System will substantially enhance the

Fig. 2.3 Schematic figure of
hovering orbit

26 2 Special Space Orbit: Concept and Application



U.S.’s ability for exploring deep space objects. Allegedly, it will enhance the U.S.’s
GEO satellite’s tracking ability by 50 %, and shorten the update period of the
U.S.’s space targets catalogue information from five days to two days, therefore
enormously boosting its Air Force’s space situational awareness. The System can
detect and track space targets such as satellites and orbital debris, detect in time the
tiny targets in deep space, and distinguish whether it is human factors or non-human
factors such as the space environment that are damaging the space system. This
system prominently outperforms the ground-based space surveillance system which
cannot monitor deep-space small objects.

The U.S. Air Force has also planned to develop a space target surveillance
satellite that travels in an even higher orbit, i.e., the Orbit Deep Space Imager
(ODSI). The envisaged ODSI system is a satellite constellation consisting of optical
imaging satellites that travel in the GEO, the major function of which is to provide
the images of three-axis stabilized GEO satellites. The ODSI satellites will travel
continuously along the GEO and take pictures of the GEO satellites, capturing their
high-resolution images. The system can improve not only the ability of U.S.’s space
target surveillance system in monitoring high-orbit targets, but also help to acquire
the feature information of GEO targets and enhance its capability in identifying
these targets.

In addition, the various types of micro-satellites being developed by the U.S. can
also be used for space surveillance. The proposed schemes for the application of
micro-satellites in space surveillance by the U.S. military forces include:

① For emergent space targets with potential hostility, other space surveillance
detectors are firstly used to discover, track and identify the targets. When other
space- and ground-based space surveillance detectors fail to obtain more
detailed information about the targets, micro-satellites used for space
surveillance (including on-orbit stay micro-satellites and promptly responsive
and launched micro-satellites) can be sent to approach the targets, conducting
close observations and taking pictures at short range for more detailed feature
data of the targets.

② As for its space assets that require special protection, the U.S. armed forces
can deploy micro-satellites in the neighborhood, monitoring the surrounding
environment, providing early warning and distinguishing between natural
destruction and man-made sabotage. A typical application of the micro-
satellites is the U.S. MiTEx test.

To sum up, two patterns can be used by the space-based space target surveillance
system to monitor the GEOs:

(1) Monitoring the targets in the GEO by using spacecraft deployed in the
medium and low orbits;

(2) Deploying the surveillance satellites around the GEO orbits and monitoring
the targets like a drifter.
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In the above two patterns, the first one is more suitable for general surveys of the
GEO targets, allowing the cataloguing of the targets within a short time. However, as
a result of the long distance and the large relative velocity between the surveillance
satellite and the target spacecraft, it is difficult to acquire abundant detailed infor-
mation about the targets and meet the demands for target identification, on-orbit
service, and others. In the second pattern, however, because of the short distance and
the small relative velocity between the surveillance satellite and the target spacecraft,
close observation and picture-taking of the targets are feasible. In this way, geo-
metrical morphology, signal features and other detailed information can be obtained.

A cruising orbit is a type of relative orbit, in which the cruising spacecraft
cruises around the target orbit in a certain pattern, conducting close observation,
providing on-orbit service, monitoring nearby space debris and the nearby space
environment, and so on, for multiple spacecraft in the target orbit. The spiral
flying-around orbit is shown in Fig. 2.4.

Compared to ordinary satellite formation flying such as flying-behind and
flying-around, a cruising orbit has obvious advantages in the following aspects:
Firstly, the detection target of a cruising orbit is not limited to a single satellite.
Given enough time, the orbit can accomplish the detection of all the on-orbit
spacecraft in this specific orbit. Secondly, the configuration design of the cruising
orbit enables a multi-perspective detection of the target, thus obtaining the detailed
description of a specific object. Thirdly, the detectors will not stay around the same
object for a long time. Finally, the energy consumption required for multi-target
detection is low. If there is no demand for cruising velocity, then the cruising
spacecraft can conduct a cruising and detection flight along a free trajectory, which
consumes almost no energy theoretically.

2.2.3 Multi-Target Rendezvous Orbit

In April 2007, the space refueling experiment of the U.S. Orbital Express
(OE) Project was successfully accomplished. Successively, the Phoenix Program

Fig. 2.4 Spiral flying-around orbit
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proposed in 2011 put on-orbit maintenance on the agenda. In accordance with the
demands of different space missions, spacecraft are usually deployed in different
orbit planes in space. According to the statistics of the satellite database of the
Union of Concerned Scientists (UCS), there were 521 LEO spacecraft as of June 1,
2013. The distribution of the orbit inclinations of these spacecraft is shown
in Fig. 2.5.

Different orbit inclinations inevitably result in differing orbit planes. Changing
orbit plane consumes a lot more energy than in-plane maneuvering does. Therefore,
it is difficult for a single servicing spacecraft to provide services for multiple target
spacecraft travelling in different orbit planes. Taking advantage of the feature that
any spacecraft orbit inevitably crosses a random orbit plane in space, scientists have
proposed a coplanar multi-target orbital rendezvous method based on traversing
point. In this method, the traversing point of the target orbit is considered as the
orbit rendezvous point and the traversing time of the target spacecraft as the orbit
rendezvous time. In this way, the non-coplanar orbit rendezvous problem is turned
into a coplanar orbit rendezvous issue. Moreover, without a restriction on the
amount of target spacecraft and orbit distribution, this method realizes, in essence,
the one-to-many orbit rendezvous pattern.

2.2.4 Initiative Approaching Orbit

An initiative approaching orbit refers to an orbit in which a spacecraft rapidly or
slowly approaches a cooperative or a non-cooperative target through orbit control,
thus accomplishing rendezvous and docking, rapid detection, on-orbit service and
other space missions. A typical initiative approaching orbit is the orbit in which the
U.S. MiTEx (Micro-Satellite Technology Experiment) satellite initiatively
approaches and detects the DSP-23 missile early-warning satellite.

According to the U.S. Aerospace News on January 14, 2009, the U.S. Department
of Defense was inspecting the on-orbit malfunctioning Defense Support Program
(DSP)-23 missile early-warning satellite utilizing two Micro-satellites (MiTEx).

Fig. 2.5 Distribution of orbit
inclinations of LEO satellites
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This was the first on-orbit inspection mission conducted in a geosynchronous orbit
after the U.S. on-orbit maintenance demonstration of the OE satellite in 2007.

The MiTEx Project is a part of the Microsatellite Demonstration Science and
Technology Experiment Program (MiDSTEP) jointly implemented by the Defense
Advanced Research Projects Agency (DARPA) and the U.S. Air Force. The pro-
ject, including MiTEx-A, MiTEx-B and three upper stage vehicles that push them
into a geostationary orbit, aims to determine, integrate, demonstrate and evaluate
micro-satellite technology relevant to GEO maneuvering. Because of the strong
propulsion capability and long service life of the upper stage vehicles of the MiTEx
Project, the satellites can travel to any location in the geostationary orbit, conduct
close-range operations, take pictures, receive all radio communications sent and
received by the target satellite. They can even conduct counter operations such as
disabling communication networks, discharging propellant in the fuel tank of the
target spacecraft, and others.

The DSP-23 satellite was launched on November 10, 2007, but lost touch with
the ground control station around October 8, 2008. At that time, the DSP-23
satellite was travelling above the equator in southern Nigeria at longitude 8.5º east.
Then the satellite drifted eastwards along the geosynchronous orbit, in accordance
with the orbital mechanics law, for around a year and a half, before it reached the
space above Australia and then returned to the west. It did this repeatedly. From
December 8 to 13, 2008, the MiTEx-A satellite approached DSP-23 from the west
towards the east; on December 23, 2008, the MiTEx satellite reached the DSP-23
satellite and established images; on January 1, 2009, the MiTEx-B satellite also
approached the DSP-23 satellite.

This experiment demonstrated that the U.S. was already equipped with key
capacities in rapid orbital maneuver, space-based object measurement, on-orbit
operation service, system comprehensive integration, and so on. The orbit in which
the MiTEx satellite operated during its missions is a typical initiative approaching
orbit (Fig. 2.6).

Fig. 2.6 Process of MiTEx satellite initiatively approaching and detecting DSP-23 satellite

30 2 Special Space Orbit: Concept and Application



2.2.5 Fast Responsive Orbit

To meet the demands of emergent space missions, the U.S. Department of Defense
and The Institute for Defense and Disarmament Studies jointly released a research
report entitled Military Space Systems: the Road Ahead in October 2005. The report
put forward the development strategies for Operationally Responsive Space (ORS),
which included responsive satellite, responsive carrier and other technologies.

The TacSat Program being conducted by the Office of Force Transformation
(OFT), U.S. Department of Defense, is a typical responsive satellite project. The
program involves four experimental tactical satellites, which are jointly developed
by the U.S. Air Force Research Laboratory, the Naval Research Laboratory, and
other collaborative laboratories. It aims to lay the technical foundation for the
development of responsive mini-satellites, and demonstrate the affordability of a
battlefield that integrates responsive launching, test and systems to support and
satisfy the tactical requirements from field commanders by providing them direct
access to space assets. The TacSat-3 launched in June 2009 is a mini-satellite
developed by the U.S. Air Force Research Laboratory, which is the first responsive
satellite that carries a mini-satellite public spacecraft and an optical payload.

A responsive orbit refers to an orbit that can carry out responsive missions. Here,
‘responsive time’ usually means the period from the time when a mission is pro-
posed to the time when the mission is accomplished. Giving up a number of
important indicators such as global coverage, a necessary feature for common
spacecraft orbits, and even orbit lifetime, a responsive orbit focuses on its ability to
make fast responses to certain space missions.

The most important characteristics of a responsive orbit are:

• Fast response: The responsive time of a responsive orbit is far shorter than that
of an ordinary orbit. For example, it takes only a couple of hours for a
responsive orbit to send back valid data after being launched into space;

• Low cost: This orbit can be used by small vehicles;
• Tactical application ability: It is specifically used for certain operational

missions.

2.2.6 Earth Pole-Sitter Orbit

An earth pole-sitter orbit refers to an orbit that can realize long-term stay above the
Earth’s poles through orbit control. These types of orbits have two major properties.
Firstly, an earth pole-sitter orbit can realize long-term stay above the Earth’s poles.
By adopting the earth pole-sitter orbit, a single satellite is allowed to cover the high
latitude regions in the northern or southern hemisphere (including the North or the
South Pole). Apparently, the cost-benefit ratio of an earth pole-sitter orbit is rather
high though its security is guaranteed because of the high locations of deployment.
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Secondly, the deployment location of the earth pole-sitter orbit is high. The distance
from the earth pole-sitter orbit to the Earth’s surface is about 0.01 astronomical unit
(1 astronomical unit = 1.49597870 � 108 km). Though this may result in a rela-
tively low resolution in ground detection, the orbit can be used for communications
and navigation under proper conditions.

2.3 Description of Special Space Orbit

2.3.1 Orbit Element

Generally speaking, a spacecraft orbit can be described with six orbit elements, i.e.,

• Semi-major axis a: Half of the distance between the apogee and the perigee of
an elliptical orbit, usually used to describe the size of an elliptical orbit.

• Eccentricity e: The ratio between the focal length and the semi-major axis of an
elliptical orbit, usually used to describe the shape of an elliptical orbit, i.e., its
non-circular extent;

• Perigee argument x: The angle measured from the orbital ascending node to the
perigee in the motion direction of the satellite in the orbit plane, usually used to
describe the orientation of the apsidal line of an elliptical orbit in the orbit plane,
i.e., the orientation of the perigee;

• Right ascension of ascending node (RAAN) X: The angle measured anti-
clockwise from the orientation of the vernal equinox to the orbital ascending
node in the equatorial plane, usually used together with the orbit inclination to
describe the orientation of an elliptical orbit in space;

• Orbit inclination i: The included angle between an orbit plane and the equatorial
plane, or that between the positive normal of an orbit plane and the Earth’s
North Pole, usually used to describe the inclining degree of the orbit plane
relative to the equatorial plane;

• Time of perigee passage s: The time when a spacecraft passes the perigee while
travelling along an elliptical orbit.

Under the postulated conditions of two-body motion, the above six orbit ele-
ments are generally constants. Nevertheless, in actual space missions, spacecraft are
subject to the influences of the Earth’s non-spherical perturbation, atmosphere
perturbation, solar radiation pressure perturbation, lunisolar attraction perturbation,
and so on. These influences may result in changes to a spacecraft’s orbit, i.e., the
orbit elements are no longer constants. In order to study the disturbed motion of a
spacecraft, concepts such as the osculating orbit and the osculating orbit element
will be introduced.

Considering any point in the actual orbit of a spacecraft as a point in a corre-
sponding elliptical orbit (an ideal orbit), then the elliptical orbit would be called an
osculating orbit. The osculating orbit is tangent to the actual orbit. On the point of
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tangency, the actual velocity of spacecraft equals that of the corresponding point in
the osculating orbit. If all the perturbations vanish from this point onwards, then the
spacecraft will travel along the osculating orbit.

Osculating orbit elements describe the corresponding orbit elements of the
osculating orbit at a certain instant (e.g., time t). Regarding the osculating orbit
element of a certain time as the starting point, the precise subsequent orbit motion
state can be obtained through numerical integration.

In order to describe more precisely the motion of a spacecraft from a macro-
scopic view, mean orbit elements can be adopted. The so-called mean orbit ele-
ments refer to the orbit elements without the short-period changing term.

The conversion formula between the mean orbit elements and the osculating
orbit elements is:

Ei ¼ E0
i þ dEiðE0

iÞ; i ¼ 1; . . .; 6 ð2:2Þ

Here, Ei stands for the i-th osculating orbit element, E0
i refers to the i-th mean

orbit element, and dEi refers to the i-th short-period changing term of the osculating
orbit element.

2.3.2 Non Singularity Orbit Elements

In many applications, the spacecraft’s orbit is a nearly round one, such as those of
the LEO reconnaissance satellite, the GEO satellite (the orbit inclination approxi-
mates 0), and so on. Since the orbit inclination i � 0�, the right ascension of
ascending node (RAAN) shows some singularity; and since the eccentricity e � 0,
the argument of perigee also shows some singularity. The concept of non singu-
larity orbit elements is thus put forward to solve these singularity problems.

For orbits with orbit inclination i � 0� and eccentricity e � 0, there are a number
of definitions for non singularity orbit elements, two of which will be introduced in
this book. The first definition is:

a; h ¼ e sinðXþxÞ; p ¼ sin i=2ð Þ sinX
l ¼ XþxþM; k ¼ e cosðXþxÞ; q ¼ sin i=2ð Þ cosX ð2:3Þ

Here, a and l refer to the semi-major axis and the mean longitude respectively;
h and k refer to the projections of the eccentricity vectors (whose numerical value
equals the orbit eccentricity and the orientation is directed towards the perigee of
the orbit) in the XY planes of the Earth centered inertial coordinate system
respectively. When we ignore the factor 1=2, then p and q can be approximately
regarded as the projections of the normal vector of the orbit plane into the XY planes
of the Earth centered inertial coordinate system. If we take the factor 1=2 into
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account, then the above non singularity orbit element is allowed to be used for an
orbit with a large inclination and, in the meantime, avoids singularity when the orbit
inclination is 90°.

The second definition of non singularity orbit element is:

a; h ¼ e sinðXþxÞ; p ¼ tg i=2ð Þ sinX
l ¼ XþxþM; k ¼ e cosðXþxÞ; q ¼ tg i=2ð Þ cosX ð2:4Þ

The second definition is more suitable for perturbation calculations.

2.3.3 Rectangular Coordinate Component

Orbit control is regularly adopted in the design of a special space orbit. The
equation of spacecraft motion under orbit control is usually described as:

€~r ¼ � l
r3
~rþ~aþ~aT ð2:5Þ

Here, ~r, l, ~a and ~aT refer to the geocentric distance vector, the Earth’s gravi-
tational constant l ¼ 3:986005� 1014 m3=s2ð Þ, the perturbation acceleration, and
the controlling acceleration, respectively.

Under orbit control, the motion of a spacecraft can be generally described with
rectangular components, which are either components in the Earth centered inertial
coordinate system or components in the relative coordinate system.

In space applications, the Earth centered inertial coordinate system usually
adopts the Mean Equinox and Equator of J2000.0 Coordinate System, or the
J2000.0 Coordinate System for short. The J2000.0 Coordinate System OXIYIZI is
defined as a coordinate system with the geocentric as its origin O, the OXI axis
pointing towards the J2000.0 mean equinox (at bar centric dynamical time
12:00:00.000 on January 1, 2000, corresponding to the Julian Day 2451545.0), the
OZI axis pointing towards the J2000.0 mean equator normal, and the OYI located
within the mean equator plane of the J2000.0 and determined by using the right
hand rule (Fig. 2.7).

The relative coordinate system refers to the relative motion coordinate system
with reference to a certain spacecraft. Here, the origin of the relative motion system
s-xyz is fixedly connected with the centroid of the reference spacecraft and moves
with it; the direction of axis x overlaps with that of the geocentric vector of the
reference spacecraft, pointing from the geocentric to s; axis y is perpendicular to
axis x within the orbit plane of the reference spacecraft and directs towards the
motion direction; axis z is determined by using the right hand rule (Fig. 2.8).
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2.4 Summary

Special space orbits are proposed amid the development of space technology and
the expansion of fields involving space missions. Compared to the more familiar
typical orbits, special space orbits mainly demonstrate their distinctive features in
orbit design concepts, orbit control application, special space application demands,
and so on.

In this chapter, the concept of a special space orbit is introduced, and then the
characteristics and applications of six special space orbits, i.e., hovering orbit, spiral
cruising orbit, multi-target rendezvous orbit, initiative approaching orbit, responsive
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Fig. 2.7 J2000.0 Earth centered inertial coordinate system

Fig. 2.8 Relative motion coordinate system
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orbit, and earth pole-sitter orbit, are briefly illustrated. Finally, three descriptive
approaches of special space orbits including orbit element, non singularity orbit
element and rectangular coordinate component are discussed. In the following
chapters, we will elaborate on the design concepts and methods of the above six
special space orbits.
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Chapter 3
Theory and Design Method
of Hovering Orbit

A hovering orbit is the relative motion orbit of a hovering spacecraft which holds
still or moves in a minimal range towards its target spacecraft. There are broad
application prospects for hovering orbits in missions like space-based space target
surveillance, on-orbit service and space rescue.

3.1 Hovering Orbit: Concept

As the name implies, the word “hovering” indicates that the relative position of a
hovering spacecraft to its target spacecraft remains still in space. Essentially, a
hovering orbit is the orbit of a hovering spacecraft which holds still or moves in a
minimal range to its target spacecraft in the orbital coordinate system of the target
spacecraft. The value of the relative position is a constant (depending on the specific
mission), and the relative velocity and the relative acceleration velocity are both 0.
That is to say, the hovering spacecraft remains “relatively static” in relation to its
target spacecraft. Based on the dynamics principle of spacecraft orbits, to keep the
hovering spacecraft maintaining “relative hovering” to its target satellite in a period
of time, an active control force and a control torque should be imposed on the
hovering spacecraft.

As is shown in Fig. 3.1, T represents the target spacecraft, and S represents the
hovering spacecraft. In the orbital coordinate system of the target spacecraft
T � xyz, the location parameters of the hovering spacecraft to its target spacecraft
can be expressed as r; a; b. Here: r represents the relative distance between the
hovering spacecraft and the target spacecraft and is known as the hovering distance;
a represents the included angle between the projection of the hovering distance in
the target spacecraft’s orbit plane and the motion direction of the target spacecraft,
called the hovering azimuth; b represents the included angle between the hovering
distance and the orbit plane of the target spacecraft, called the hovering altitude
angle or the hovering elevation angle. So, the hovering mission of a hovering
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spacecraft to a target spacecraft can be described as follows: in the hovering process
of a hovering spacecraft to its target spacecraft, by imposing active controls to the
spacecraft, it keeps the hovering distance r, hovering azimuth a and hovering
elevation angle b between the spacecraft and its target spacecraft unchanged.

When a\0�, the hovering spacecraft is below the target spacecraft, and when
a[ 0�, the hovering spacecraft is above the target spacecraft; when b\ 0�, the
spacecraft is on the right side of the target spacecraft, and when b[ 0�, the
spacecraft is on the left side of the target spacecraft. a; b in Fig. 3.1 are positive
values. When a ¼ �90�; b ¼ 0�, the hovering spacecraft S is directly below the
target spacecraft T; and when b ¼ 0�, the hovering spacecraft and the target
spacecraft are in the same orbit plane. In the ideal hovering process, not only the
relative distance between the hovering spacecraft and the target spacecraft remains
constant, but also the distance d between the hovering spacecraft and the orbit plane
of the target spacecraft keeps unchanged. The trajectory plane of the hovering
spacecraft does not pass the Earth-center (except when coplanar hovering), and is
parallel to the orbit plane of the target spacecraft.

3.2 Design of Fixed-Point Hovering Orbit

Fixed-point hovering is utilized to maintain a hovering spacecraft at a point in the
orbital coordinate system of its target satellite and keep its relative position to the
target satellite unchanged. Fixed-point hovering is applicable to on-orbit services
and spatial operations which require high accuracy in directivity. Typical operations
include spatial rendezvous and docking, on-orbit refueling and on-orbit mainte-
nance. The spatial operations above require high precision on hovering spacecraft
control and usually adopt the method of continuous control.
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Fig. 3.1 Illustration of
configuration relation of
hovering orbits’ relative
position
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3.2.1 Dynamic Model

In a two-body problem, the velocity V of a spacecraft can be expressed as:

V2 ¼ l
2
r
� 1
a

� �
ð3:1Þ

Here: r represents the position vector of the spacecraft; a represents the
semi-major axis of the orbit; G represents the universal gravitation constant; mE

represents the mass of the Earth; mS represents the mass of the spacecraft, and
l ¼ GðmE þmSÞ � GmE. Then the horizontal angular velocity of the spacecraft -
can be expressed as:

- ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l
r2

2
r
� 1
a

� �s
ð3:2Þ

Thus it can be seen that once the orbit is determined, or in other words, the
semi-major axis a is determined, the velocity of the spacecraft is only related to the
position vector r.

The hovering spacecraft and the target satellite have the same orbital shape,
spatial position and dimensional orientation, except their sizes of orbits. That is to
say, among the six orbital elements, the eccentricity e, orbit inclination i, right
ascension of ascending node (RAAN) X, perigee argument x and true anomaly
f are all the same, except the semi-major axis a.

From the orbit equation:

r ¼ að1� e2Þ
1þ e cos f

ð3:3Þ

the following can be obtained:

r
a
¼ ð1� e2Þ

1þ e cos f

Let g ¼ ð1�e2Þ
1þ e cos f , then:

- ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l
r3
ð2� gÞ

r
ð3:4Þ

That is to say, when the eccentricity e and the true anomaly f of two spacecraft
are the same, in other words, g are the same, then the angular velocity of the
spacecraft is only related to the value of the position vector r. The farther it is to the
Earth, the smaller the angular velocity will be.
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It can be seen that the following two steps should be adopted to achieve the
hovering to the target satellite:

Step 1: Transfer the hovering spacecraft into the hovering orbit and satisfy the
following conditions, that is, eccentricity e, orbit inclination i, RAAN X
and perigee argument x are the same;

Step 2: To keep the angular velocities of two spacecraft with different
semi-major axes the same, it is necessary that, when their true anomalies
are the same, an impulse should be imposed on the hovering spacecraft
in order to change the initial angular velocity of the hovering spacecraft
and make it the same as the angular velocity of the target satellite. Then a
continuous thrust should be imposed to keep it in a hovering state, or to
keep it in synchronous operation with the target satellite.

Here we assume that the hovering spacecraft has completed step 1, the next part
will only discuss the impulse needed to change the initial velocity of the hovering
spacecraft and the continuous thrust to keep it hovering.

3.2.1.1 Mathematical Model of the Impulse Thrust

When the hovering spacecraft goes into orbit, its initial velocity is

VS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l
rS
ð2� gÞ

q
. To make the angular velocities of the two spacecraft the same,

-T ¼ -S, the velocity of the hovering spacecraft has to be adjusted as follows:

V
0
S ¼

rS
rT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l
rT

ð2� gÞ
r

ð3:5Þ

We assume the original velocity is positive, then the impulse trust needed is:

dV ¼ V
0
S � VS ¼

ffiffiffiffiffi
r3S
r3T

s
� 1

 ! ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l
rS
ð2� gÞ

r
ð3:6Þ

It can be seen that, in order to make the two spacecraft have the same angular
velocity, when the hovering spacecraft is below the target spacecraft, an impulse dV
should be imposed on the hovering spacecraft in the opposite direction to its
original velocity.

3.2.1.2 Mathematical Model of Continuous Thrust

In this section, the mechanical analysis method in physics and the “two-body
problem” method in celestial mechanics are applied to derive the mathematical
model of the continuous thrust respectively.
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(1) Mechanical Analysis in Physics

When the velocity vector of the hovering spacecraft is decomposed in the radial
direction and the circumferential direction, we can obtain the following:

Vr ¼ pe sin f
1þ e cos fð Þ2 � 1r

ffiffi
l
p

q
ð1þ e cos f Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
l

að1�e2Þ
q

e sin f

Vf ¼ r _f ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

l
að1�e2Þ

q
e cos f

8<
: ð3:7Þ

When the initial impulse dV is imposed, the angular velocity of the hovering
spacecraft changes to the same angular velocity of the target spacecraft, which is:

VSr ¼ rS
rT
VTr ¼ rS

rT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l

aT 1�e2ð Þ
q

e sin f

¼ aS
aT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l

aT 1�e2ð Þ
q

e sin f

VSf ¼ rS
rT
VTf ¼ rS

rT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l

aT 1�e2ð Þ
q

ð1þ e cos f Þ
¼ aS

aT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l

aT 1�e2ð Þ
q

ð1þ e cos f Þ

8>>>>>>><
>>>>>>>:

ð3:8Þ

If the motion of the spacecraft is simplified into a two-body motion, i.e., with the
Earth as the central gravitation body and the spacecraft rotating around it with the
this central force, then the Earth’s gravitational acceleration of the hovering
spacecraft AE is the sum of the radial acceleration of the spacecraft and the cen-
tripetal force acceleration when doing circumferential rotation.

The radial acceleration ASr is:

ASr ¼ _VSr

¼ aS
aT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l

aT 1� e2ð Þ
r

e cos f � _f

¼ aS
aT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l

aT 1� e2ð Þ
r

e cos f � 1þ e cos f
rT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l

aT 1� e2ð Þ
r

¼ l
aS
aTr2T

e cos f

ð3:9Þ

The centripetal force acceleration generated by circumferential rotation ASf is:

ASf ¼
V2
Sf

rS

¼ a2Sl
rSa3T 1� e2ð Þ 1þ e cos fð Þ2

¼ l
aS
aTr2T

1þ e cos fð Þ

ð3:10Þ
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To maintain the spacecraft in the hovering orbit, the impulse acceleration
A needed is (radial direction is positive):

A ¼ AE � ASf þASr

¼ l

r2S
� l

aS
aTr2T

1þ e cos fð Þþ l
aS
aTr2T

e cos f

¼ l
1
r2S

� aS
aTr2T

� �
¼ l

r2S
1� aSr2S

aTr2T

� �

¼ l

r2S
1� r3S

r3T

� �
¼ l

r2S
1� a3S

a3T

� �
ð3:11Þ

(2) Approximate “two-body problem” method

Based on the two-body problem, the motion of the hovering spacecraft accords
with Kepler’s Laws. The differential equation of its basic motion is:

€~rþ l
r3
~r ¼ 0 ð3:12Þ

The velocity in orbit is:

V ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l

2
r
� 1
a

� �s
ð3:13Þ

We establish the trajectory coordinate system in the following manner: the
coordinate origin is the centroid of the spacecraft, the x axis points to the space-
craft’s centroid from the Earth’s center-of-mass, the z axis coincides with the
angular momentum~h of the spacecraft’s orbit, the y axis accords with the right-hand
coordinate system. It is known therefore that the components of the motional
differential equation on the y axis and the z axis are 0, and its component on the
x axis is:

€rþ l
r2

¼ 0 ð3:14Þ

When an external force F is imposed on the spacecraft on the x axis, we put
A ¼ F=mS, then

€rþ l
r2

¼ þA ð3:15Þ
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If we let l0 ¼ l� Ar2, then

€rþ l0

r2
¼ 0 ð3:16Þ

The moving velocity of the spacecraft is:

V ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l0 2

r
� 1
a

� �s
ð3:17Þ

To achieve the hovering to its target satellite, the hovering spacecraft and its
target satellite should be kept in the same angular rate of motion constantly, which is

VS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l0

2
rS

� 1
aS

� �s
¼ rS

rT
VT ¼ rS

rT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l

2
rT

� 1
aT

� �s
ð3:18Þ

It can be derived from the above equation:

l0 ¼ l
r2S

2
rT
� 1

aT

� �
r2T

2
rS
� 1

aS

� � ¼ l
a4S 2aT � rTð Þ
a4T 2aS � rSð Þ ¼ l

a3S
a3T

ð3:19Þ

If we substitute the above equation into l0 ¼ l� Ar2, then the following can be
obtained:

A ¼ l

r2S
1� a3S

a3T

� �
ð3:20Þ

Apparently, the result obtained by adopting approximately the two-body prob-
lem method is the same as the one obtained by using the mechanical analysis
method in physics. Thus the two methods have mutually authenticated the cor-
rectness of their derivation processes.

The continuous thrust is known as:

F ¼ mSA ð3:21Þ

Therefore, it can be explained from the perspective of physics: In accordance
with the law of celestial body movement, when an impulse is imposed to reduce the
velocity of the hovering spacecraft, the altitude of the spacecraft will decrease,
which is equivalent to imposing a thrust to the spacecraft and “holding” the
spacecraft in the hovering orbit. The result obtained by using the approximate
“two-body problem” method shows that the orbit of the hovering spacecraft also
accords with the First and Second Laws of Kepler. The difference from the Third
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Law of Kepler is that the direct proportional coefficient of the square of the
spacecraft’s operation period to the cubic of the semi-major axis of its elliptical
orbit is not earth’s gravity l, but l0 ¼ l� Ar2. It can be interpreted as: the thrust
imposed counteracts a part of earth’s gravity, or “reduces a part of earth’s mass”.
This kind of orbit can be described as an artificial “sub-keplerian orbit”.

3.2.1.3 Feasibility Analysis

Based on the mathematical model of the continuous thrust, it is known that with
regard to two orbits with fixed semi-major axis of orbit, the direction of the thrust is
consistent with the direction of the spacecraft’s position vector, and the thrust value
is a function of the position vector. As the value of the position vector of an
elliptical orbit changes over time, the orbit control engine should be able to adjust
the thrust in real time to achieve the hovering.

With regard to a circular orbit, the value of the position vector remains
unchanged. So the continuous thrust needed also keeps the same and the hovering
distance h ¼ rT � rS � rT . Therefore, Eq. (3.20) can be simplified into:

A ¼ 3lh
r3T

Here, the thrust acceleration is proportional to the hovering distance, and is
inversely proportional to the orbit radius of the target satellite.

We assume that the mass of the hovering spacecraft is 1000 kg, the following is an
analysis of the hovering conducted in a circular orbit (the orbit of the target satellite).

If the hovering is conducted to a spacecraft in a low orbit (orbit altitude range
1.5 � 105–1.0 � 106 m), the thrust acceleration needed will be relatively big.
However, as the orbit of the target spacecraft is relatively low, the hovering distance
is definitely not too far. Figure 3.2 shows the acceleration of the continuous thrust
needed when the following flying distance is less than 1:5� 105 m. As to the
spacecraft in the near-circular sun-synchronous orbit, to achieve the hovering with a
distance of 2:0� 104 m to a target satellite with an orbit radius of 6:9� 105 m, the
required continuous thrust acceleration is A ¼ 0:067921 m/s2, and the continuous
thrust F ¼ 67:921 N.

If the hovering is conducted to a spacecraft in a medium orbit (orbit altitude
range 1.0 � 106–2.0 � 107 m), the thrust acceleration needed is shown in Fig. 3.3.
For example: To achieve the hovering to a navigation satellite at a distance of
2:0� 105 m, the acceleration of continuous thrust needed is A ¼ 0:01313 m/s2, and
the continuous thrust F ¼ 13:13 N.

If the hovering is conducted to a spacecraft in a high orbit (orbit altitude: over
2:0� 107 m), the thrust acceleration needed is shown in Fig. 3.4. For example: to
achieve the hovering to a geostationary satellite at a distance of 2:0� 105 m, the
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acceleration of continuous thrust needed is A ¼ 0:0031573 m/s2, and the continu-
ous thrust F ¼ 3:1573 N. When the following flight distance is 1:0� 106 m, the
acceleration of continuous thrust needed is A ¼ 0:016095 m/s2, and the continuous
thrust F ¼ 16:095 N.

Fig. 3.2 Acceleration of continuous thrust needed to achieve hovering of low-orbit spacecraft

Fig. 3.3 Acceleration of continuous thrust needed to achieve hovering of medium-orbit spacecraft
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Next, we assume that the operation orbit or the target spacecraft is an elliptical
orbit, and its hovering process will be analyzed. It is known that the value of the
continuous thrust is related to the spacecraft orbit altitude. Take the Molniya highly
elliptical orbit satellite with an orbit period of 12 h as an example: The apogee
altitude is about 4:0� 107 m, the perigee altitude is about 6:0� 105 m. We assume
the difference between the semi-major axis of the hovering orbit and that of the
target satellite is 2:0� 105 m, Fig. 3.5 shows the change in the continuous thrust
for hovering during one orbit period. Here, when the spacecraft is at its apogee, the
thrust acceleration needed is 0:004207m

�
s2, the value of thrust is 4:207 N; when at

its perigee, the thrust acceleration needed is 0:1913 m
�
s2 and the value of the thrust

is 191:3 N.
From the above analysis, it is thus clear that for a target spaceship with a certain

orbit altitude, if a reasonable hovering distance is decided, it will be realizable to
conduct hovering and provide the continuous thrust. Especially to a geostationary
satellite, an “electric propulsion” engine can help achieve this process. Here, the
operation principle of electric propulsion is as follows: Solar energy or nuclear
energy transforms into electric energy through a conversion device, then the electric
energy heats up the propellant or ionizes the propellant to accelerate the propellant
and form high-speed jet propulsion, which ejects out and produces thrust to boost
the spacecraft flying capacity. Electric propulsion engines were successfully
developed in the 1960s and 1970s and reached a relatively high technical level.
Currently, the number of spacecraft launched using electric propulsion exceeds 200.
Research on electric propulsion engines is a major trend in the development of
propulsion technology.

Fig. 3.4 Acceleration of continuous thrust needed to achieve hovering of high-orbit spacecraft
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3.2.2 Open-Loop Control

In the orbital coordinate system shown in Fig. 3.6, the hovering spacecraft is
located at point A0 and the target spacecraft is located at point O. If we assume that
the difference of geocentric longitude between the sub-satellite point of point O and
any point A on earth is a, the geocentric latitude of point A is b, then the position of
point A in the reference system can be described as:

ðxOA; yOA; zOAÞ ¼ ðRE cos a cos b� R;RE sin a cos b;RE sin bÞ ð3:22Þ

Here: R represents the geocentric distance of the target spacecraft, RE represents
the Earth’s radius. Thus, in the coordinate system Oxyz, the unit vector of vector OA
can be obtained as eOA ¼ OA

jOAj.
We assume that the distance between A0 and O is L, the position of A0 in the

reference system Oxyz is: ðx; y; zÞ ¼ L � eOA, the coordinate position of A0 in O0x0y0z0

is:

ðxO0A0 ; yO0A0 ; zO0A0 Þ ¼ ðxþR; y; zÞ ð3:23Þ

We assume that the unit vector of O0A0 is eO0A0 ¼ O0A0
jO0A0 j, the difference between the

initial phase of the hovering spacecraft and that of the target spacecraft is:

Fig. 3.5 Acceleration of continuous thrust needed to achieve hovering to a highly elliptical orbit
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D/ ¼ arcsinðeO0A0 ð2ÞÞ ð3:24Þ

The orbit inclination of the hovering spacecraft i is:

i ¼ arcsinðeO0A0 ð3ÞÞ ð3:25Þ

In Eqs. (3.24) and (3.25), eO0A0 ð2Þ and eO0A0 ð3Þ represent the second and the third
components of the unit vector eO0A0 , respectively.

To keep the hovering spacecraft relatively static in relation to its target space-
craft, the orbital rotational angular rate of the hovering spacecraft must be equal to
the angular velocity of the target spacecraft. Moreover, the hovering spacecraft
should only have tangential velocity, with velocities in other directions being 0. We
assume the angular velocity of the target spacecraft is n, then the orbital tangential
velocity of the hovering spacecraft in the reference system O0x0y0z0 is:

Vm ¼ O0A0j j � cosðiÞ � n ð3:26Þ

Here, Vm is the value of total velocity of the hovering spacecraft, and the normal
velocity in the orbit plane is 0.

We assume that the hovering distance is L ¼ 100 km, a ¼ 127:89�,
b ¼ �16:94�, then eOA ¼ ð�0:991; 0:0174; 0:128Þ. From Eq. (3.23), the coordi-
nates of A0 in the reference system Oxyz can be obtained:

α
β

A

X

Y
Z

O

Z

Y

XO

ER

A

Fig. 3.6 Position of any point in orbital coordinate system
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ðxA0 ; yA0 ; zA0 Þ ¼ ð�99161; 1740:6; 12811 mÞ

From Eqs. (3.24) and (3.25), in the reference system O0x0y0z0, the orbit inclina-
tion of the hovering spacecraft A0 is i ¼ 0:035�, and the difference of its initial
phase to that of its target spacecraft is Du ¼ 0:0048�.

If the orbit of the target spacecraft is a circular orbit, and the distance between
the hovering spacecraft and the target spacecraft is far less than the geocentric
distance of the target spacecraft, then the motion of the hovering spacecraft in the
reference system Oxyz can be described by the Hill Equation:

€x� 2n _y� 3n2x ¼ fx
€yþ 2n _x ¼ fy
€zþ n2z ¼ fz

8<
: ð3:27Þ

Here: n represents the orbital angular velocity of the target spacecraft, fx; fy; fz
� 	

represents the controlling acceleration imposed on each axis of the hovering
spacecraft.

As the hovering spacecraft maintains a relatively static position in relation to the
target spacecraft, the velocity components and acceleration components on each
axis are 0. The mean angular rate of the target spacecraft is n ¼ 7:2921� 10�5 rad.
From Eq. (3.27), in the reference system Oxyz, the controlling acceleration com-
ponent of the hovering spacecraft is obtained:

fx; fy; fz
� 	 ¼ 1:585� 10�3; 0;�2:1� 10�5� 	

We assume that the simulation started on 12:00:00, June 1, 2003. At this
moment, relative to the x axis of the J2000 coordinate system, the rotational angular
rate of geocentric longitude 0� is 69:518�. Since the phase difference between the
hovering spacecraft and the target spacecraft is D/, it can be obtained that the
included angle between the position of the hovering spacecraft and the xoy plane of
the J2000 coordinate system is 69:523�.

According to 3-1-3 transfer order, convert the positions and velocities of the two
satellites in the orbital coordinate system into the corresponding positions and
velocities in the J2000 coordinate system. The position coordinates and velocities
on three axes in the J2000 coordinate system are shown in Table 3.1.

The value of the controlling acceleration is 0:001585 m=s2. To simplify the
programming and controlling process, the body coordinate system of the hovering
spacecraft is taken as the reference system and the direction and the value of the

Table 3.1 Initial positions and velocities of target spacecraft and hovering spacecraft

Satellite Initial position x; y; zð Þ (km) Initial velocity _x; _y; _zð Þ (m/s)

Target spacecraft −4203.722 3674.850 0 −267.974 −3062.960 0

Hovering spacecraft −4190.509 3664.473 12.811 −261.47 −2988.6 0
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controlling acceleration are kept unchanged in this coordinate system. We take
J2-perturbation into account, adopt the eight-order Runge-Kutta integrator to solve
the satellite’s motional equation, set the time step to be 1 s, and the simulation time
to be 24 h, generate the orbital data of the target spacecraft and the reference star in
one single period (including the position and velocity of the satellites in the J2000
coordinate system).

By calculating the communication link between the target spacecraft and the
hovering spacecraft and that between the target spacecraft and a ground station, the
changes in the included angle of the two links can be obtained and are shown in
Fig. 3.7.

From Fig. 3.7, it can be seen that in the complete orbital operation period, the
included angle of the two links changes between 0° and 3.3°, and the maximum of

Fig. 3.8 24 h changes in
relative distance between
hovering spacecraft and target
spacecraft when hovering
distance is 100 km

Fig. 3.7 Changes in the
included angle between the
hovering spacecraft, target
spacecraft and ground station
when hovering distance is
100 km
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the included angle is 3:3�. That is to say, the maximum angle of the hovering
spacecraft deviating from the link between the target spacecraft and the ground
station is 3:3�.

The changes in the relative distance between the hovering spacecraft and the
target spacecraft are shown in Fig. 3.8.

It can be seen that the maximum change value of the distance between the two
satellites in one orbit period is 0.225 km, the curve swings around 100 km with its
swinging scope increasing, and the relative orbit of the hovering spacecraft to its
target spacecraft is a helix.

If the distance between the hovering spacecraft and the target spacecraft is set to
50-500 km, the relation between the two spacecraft’ distance and the controlling
acceleration needed to achieve the hovering can be obtained and is shown in
Fig. 3.9.

From Fig. 3.9, when the distance between the two satellites is 50 km, the
controlling acceleration needed to maintain the hovering spacecraft on the link is
less than 10−3 m/s2; when the distance is 500 km, the value of the controlling
acceleration is about 8 � 10−3 m/s2.

From the above analysis, it can be derived that:

• When the hovering spacecraft and the target spacecraft are non-coplanar, the
hovering spacecraft weighs 1000 kg and the distance to the target spacecraft is
100 km, a continuous control force of 1.585 N will be able to help the hovering
spacecraft hover on a spiral hovering orbit to the target spacecraft.

• Strictly speaking, the hovering spacecraft is not hovering at a fixed point, but
drifting along with time. That is because the control force is an open-loop
control. If a closed loop control is adopted, fuel loss can be decreased and the
hovering spacecraft can be controlled in a certain area precisely.

Fig. 3.9 Changes in
spacecraft’ distance and
controlling acceleration
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In Fig. 3.10:

1. Direction of inter-satellite link
2. Direction of satellite-to-earth link
3. 24 h relative motion track of hovering satellite and target satellite
4. Beam angle of target satellite
5. Included angle of links between hovering satellite, target satellite and ground

station.

3.2.3 Closed Loop Control

3.2.3.1 Hovering Control Based on Lyapunov Method

Due to the linearization errors in the Hill Equation, when the hovering spacecraft
conducts long-time operation, the accumulative errors will prevent it from main-
taining the hovering state. Hence, the linearization errors in simplifying the Hill
Equation are considered as disturbances. To solve this, a compensatory controlling
acceleration is added to the control process and a feedback control law is designed.

The actual relative motion of the target spacecraft and the hovering spacecraft
can be described as follows:

Fig. 3.10 Spiral hovering orbit
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€~r ¼ A1~rþA2
_~rþ~uþ _~uþ c ~r; _~r

� �
ð3:28Þ

Here: A1 ¼
3n2 0 0
0 0 0
0 0 �n2

2
4

3
5, A2 ¼

0 2n 0
�2n 0 0
0 0 0

2
4

3
5; _~u represents the com-

pensatory controlling acceleration, c ~r; _~r
� �

represents the linearization errors in Hill

Equation.
The ideal state equation can be expressed as:

€~r � ¼ A1~r
� þA2

_~r � þ~u ð3:29Þ

The target of control is to have zero error in a limited time. If we subtract
Eq. (3.29) from Eq. (3.28), then:

D€~r ¼ A1D~rþA2D _~rþ _~uþ c ~r; _~r
� �

ð3:30Þ

As the Lyapunov Function is:

V ¼ D _~rTKVD _~rþD~rTKrD~r

Here: KV and Kr are positive definite matrices. Then

_V ¼ 2D _~rT KVD€~rþKrD~r
� �

ð3:31Þ

Substituting Eq. (3.30) into (3.31), the following can be obtained:

_V ¼ 2D _~rT KVA1 þKrð ÞD~rþ 2D _~rTKVA2D _~rþ 2D _~rTKV
_~uþ 2D _~rTKVc ~r; _~r

� �
ð3:32Þ

Let

_V ¼ �D _~rTSD _~r ð3:33Þ

Here: S is a positive definite matrix, therefore, _V 	 0, which means the system is
stable.

When KV ¼ I, it can be obtained from Eqs. (3.32) and (3.33):

_~u ¼ � A1 þKrð ÞD~r � 0:5 2A2 þ Sð ÞD _~r � c ~r; _~r
� �

ð3:34Þ

Equation (3.33) has a special case, that is when D _~r ¼ 0 and D~r 6¼ 0, we get
_V ¼ 0. To prove that the system is also asymptotically stable, substituting
Eq. (3.34) into Eq. (3.30) and the following can be derived:
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D€~r ¼ �KrD~r � 0:5SD _~r ð3:35Þ

Obviously, when D _~r ¼ 0, D€~r ¼ 0, then D~r ¼ 0 can be obtained. So the system is
stable.

With regard to Eq. (3.34), c ~r; _~r
� �

is a second-order infinitesimal, whose influ-

ence on the system is no more than that of the control. There is a positive number
K1 as an infinitesimal and:

c ~r; _~r
� �


 


	K1 ð3:36Þ

The following control law is adopted:

_~u ¼ � A1 þKrð ÞD~r � 0:5 2A2 þ S� K1I
.

D _~r



 


� �

D _~r ð3:37Þ

When we substitute the above Eq. into Eq. (3.32), the following can be derived:

_V 	 � D _~rT SþK1I
.

D _~r



 


� �

D _~r\0 ð3:38Þ

That is to say, the feedback control law of Eq. (3.37) can stabilize the system.
According to the Hill Equation, during the hovering, in order to keep the

position of the hovering spacecraft in the orbital coordinate system of the target
satellite unchanged, the relative velocity and the relative acceleration of the
hovering spacecraft to the target satellite have to be 0. Therefore, during the
hovering, the following control force should be imposed on the hovering spacecraft:

fx ¼ �3n2x
fy ¼ 0
fx ¼ n2z

8<
: ð3:39Þ

When we combine Eq. (3.39) with (3.37), the three-axis controlling acceleration

of the hovering spacecraft will be ~uþ _~u
� �

. Thus, the Lyapunov’s theorem has

proved that this control law can help a hovering spacecraft achieve long-time stable
hovering relative to its target spacecraft.

3.2.3.2 Simulation Analysis

We suppose that the target spacecraft is in the geosynchronous orbit and the
hovering spacecraft is 100 km directly under the target spacecraft. So the initial
conditions of the two spacecraft in the inertial coordinate system are as follows
(Table 3.2).
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By adopting the above control law, the result of controlling the hovering
spacecraft orbit is shown in Fig. 3.11.

Figure 3.11 shows the result of using fixed-point hovering control, or in other
words, the effect of the control obtained after a period of control time. Simulation
result indicates that after a period of time, the error on the y axis reduces to 0 and
the error on the z axis is always 0, while the error on the x axis stabilizes
1:2� 10�3 m. The total fixed-point error is about 1:2� 10�3 m, which is far less
than the hovering distance of 100 km. The result shows the control precision is
relatively high.

Figure 3.12 illustrates the change curve of the compensatory controlling accel-
eration needed when the fixed-point hovering is finished. The simulation result
shows that after a period of time, the controlling acceleration on the y axis reduces
to 0 while the X axis always needs a small compensatory acceleration. That is to
say, there is always a force holding the hovering spacecraft.

If the hovering time is 24 h, the increment accumulation of the compensatory
controlling acceleration on the X axis is 0.322 m/s2, that on the Y axis is 0.027 m/s2,
and the acceleration on the Z axis is always 0. The total increment of the controlling
acceleration is 138.588 m/s2, which is apparently feasible.

Table 3.2 Initial conditions
of hovering spacecraft and
target spacecraft in inertial
coordinate system

Satellite Initial position
x; y; zð Þ (km)

Initial velocity
_x; _y; _zð Þ (km/s)

Target spacecraft 41,164.2 0 0 0 3.0747 0

Hovering spacecraft 42,064 0 0 0 3.0673 0

Fig. 3.11 Relative position
errors of three axes
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3.3 Design of Regional Hovering Orbit

A regional hovering orbit is the relative motion orbit of a hovering spacecraft,
subjected to a control system, to its target satellite during a period of time and in a
given region. In this kind of relative hovering orbit, orbit control should be con-
ducted only when the hovering spacecraft reaches the boundary of the given region.
Compared with the fixed-point hovering, when the hovering spacecraft moves in
the confined area, it only needs attitude pointing control and does not require the
satellite control system to conduct a continuous control of attitude and orbit cou-
pling, thus realizes the attitude and orbit control separation of the hovering
spacecraft. Therefore, a regional hovering orbit can effectively decrease the
demands on each subsystem for the satellite when the hovering spacecraft is doing
on-orbit services and is beneficial to the implementation of on-orbit autonomous
servicing missions.

3.3.1 Analysis of Confined Area Configuration

3.3.1.1 Description of Confined Area Configuration

To obtain the relative motion state of the hovering spacecraft in the confined area, it
is necessary to have a proper modeling and description about the space configu-
ration of the confined area to the target satellite. The space configuration of the
confined area is shown in Fig. 3.13.

Fig. 3.12 Changes of
three-axis compensatory
controlling acceleration
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Here, o� xyz represents the orbital coordinate system of the target satellite.
o0 � b1b2b3 is defined as a regional rectangular coordinate system to describe the
motion state of the hovering spacecraft in the confined area. We suppose the
distance between the origin o0 and the orbital coordinate origin of the target satellite
is l, the azimuth is a, the elevation angle is b, then the coordinates of the origin o0 in
the orbital coordinate system of the target satellite ðxc; yc; zcÞ can be described as
follows:

xc
yc
zc

0
B@

1
CA ¼

l cos b cos a

l cos b sin a

l sin b

0
B@

1
CA ð3:40Þ

We suppose that o0 � b1b2b3 rotates in the order of 3-1-2 for g; n; 1 respec-
tively and then coincides with the orbital coordinate system of the target satellite,
then the transfer matrix of the regional coordinate system o0 � b1b2b3 and the
orbital coordinate system of the target satellite is:

TRSW
o0�b1b2b3 ¼

cos 1 0 � sin 1
0 1 0

sin 1 0 cos 1

2
4

3
5 1 0 0

0 cos n sin n
0 � sin n cos n

2
4

3
5 cos g sin g 0

� sin g cos g 0
0 0 1

2
4

3
5

ð3:41Þ

Hence, the transfer formula that is able to transfer the coordinates ðx1; y1; z1Þ in
the coordinate system o0 � b1b2b3 into the coordinates ðx; y; zÞ in the target orbital
coordinate system is:

Fig. 3.13 Schematic figure of confined area configuration
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z

0
B@

1
CA ¼ TRSW

o0�b1b2b3

x1

y1

z1

0
B@

1
CAþ

xc
yc
zc

0
B@

1
CA ð3:42Þ

Thus, the relationship between the regional coordinate system and the orbital
coordinate system of the target satellite can be established. And it is very conve-
nient to transfer the coordinates of the hovering spacecraft in the regional rectan-
gular coordinate system into the orbital coordinate system of the target satellite.

3.3.1.2 Typical Confined Area Configurations

Since there are different operation modes and space missions for a hovering
spacecraft, the confined area can have multiple configurations. This section will first
model some basic 3D configurations, which are sphere, ellipse, cylinder and taper.
Then these basic configurations will be used to construct the required confined area
configurations in different missions.

(1) Sphere

When the confined area is spherical, in the regional rectangular coordinate
system, we suppose the center coordinates in this area are ðx0; y0; z0Þ, the spherical
radius is r, then the configuration of the spherical confined area can be expressed as:

ðx� x0Þ2 þðy� y0Þ2 þðz� z0Þ2 	 r2 ð3:43Þ

If the coordinates of the sphere center in the spherical area are (50, 50, 50 km),
and the radius is 20 km, then the configuration of the confined area is shown in
Fig. 3.14.

(2) Ellipse

When the confined area is elliptical, in the regional rectangular coordinate
system, we suppose the center coordinates in this area are ðx0; y0; z0Þ, the lengths of
the three axes of the ellipse are ðxr; yr; zrÞ, then the configuration of the elliptical
confined area can be expressed as:

ðx� x0Þ2
x2r

þ ðy� y0Þ2
y2r

þ ðz� z0Þ2
z2r

	 1 ð3:44Þ

If the coordinates of the sphere center in the elliptical area are (50, 50, 50 km),
and the lengths of the three axes of the ellipse are (20, 50, 10 km), then the
configuration of the confined area is shown in Fig. 3.15.
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(3) Cylinder

When the confined area is cylindrical, according to different section shapes of
the bottom, the cylinder can be divided into a spherical cylinder and an elliptical
cylinder. In the regional rectangular coordinate system, the configuration of the
cylindrical confined area can be expressed as:

ðx�x0Þ2
x2r

þ ðy�y0Þ2
y2r

	 1

Hmin 	 z	Hmax

(
ð3:45Þ

Here: ðx0; y0Þ represents the curve center of the bottom section, ðxr; yrÞ repre-
sents the chord lengths of the curve, Hmin and Hmax represent the minimal altitude
and the maximum altitude of the cylindrical area respectively. When xr ¼ yr , the

Fig. 3.14 Space
configuration of spherical
confined area

Fig. 3.15 Space
configuration of elliptical
confined area
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cylinder is a spherical one; and when xr 6¼ yr, the cylinder is an elliptical one.
Figure 3.16 illustrates the configuration of the spherical confined area with the
bottom surface center being (100, 100, 120 km) and the section radius and altitude
being 50 and 160 km, respectively. Likewise, the space configuration of an ellip-
tical confined area can be obtained.

(4) Taper

When the confined area is tapered according to different section shapes of the
bottom, the taper can be a cone or an elliptical cone. In the regional rectangular
coordinate system, the configuration of the tapered confined area can be expressed
as:

ðx� x0Þ2
x2r

þ ðy� y0Þ2
y2r

� ðz� z0Þ2
z2r

	 0 ð3:46Þ

Here: ðx0; y0; z0Þ represents the position offset of the bottom surface center of the
taper relative to the origin, ðxr; yrÞ represents the chord lengths of the curve of the
bottom section, and zr represents the altitude of the taper When xr ¼ yr, the cylinder
is a cone; when xr 6¼ yr, the cylinder is an elliptical cone. Figure 3.17 illustrates the
configuration of a conical confined area with the bottom surface center being (100,
100, 280 km), and the bottom section radius and altitude being 50 and 160 km,
respectively. Likewise, the space configuration of the elliptical cone confined area
can be obtained.

Four most basic space area configurations are discussed above. In reality, due to
different mission requirements and work modes of target object, the confined area
might not be any one of the four types mentioned above, but can be a combination
of these four basic space configurations or a transformation of them. For instance, if
the confined area is a truncated conical configuration, this configuration can be
obtained by two ones cutting each other.

Fig. 3.16 Space
configuration of cylindrical
confined area
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3.3.1.3 Analysis of Confined Area Configuration

According to actual constraint conditions, the hovering spacecraft can only move in
a pre-defined confined area to its target satellite. Without the loss of generality, we
suppose the confined area is an elliptic cylindrical space configuration, this model
can be obtained by changing the size of the bottom section of a cylinder firstly and
then rotating the coordinate system.

In the plane o0 � b1b2, the section of the confined area is an elliptical curve. We
suppose the semi-major axis of the elliptical curve is s1, the semi-minor axis is s2,
as shown in Fig. 3.18.

We suppose the position of the hovering spacecraft in this confined area is
expressed as ðx1; y1Þ, then

Fig. 3.17 Space
configuration of conical
confined area

Fig. 3.18 Constraint in
confined area plane

3.3 Design of Regional Hovering Orbit 61



w1 ¼
arctg y1

x1
x1 [ 0; y1 
 0

2pþ arctg y1
x1

x1 [ 0; y1\0
pþ arctg y1

x1
x1\0

8<
: ð3:47Þ

Here: w1 is the included angle between o0x1 and o0b1, representing the phase of
the hovering spacecraft in the elliptical area, with the anticlockwise direction being
positive. Based on the elliptical formula, the intersection ðx2; y2Þ of the straight line
o0x1 and the boundary of the elliptical area can be described as:

x2
y2

 !
¼

s1s2 cosw1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21 sin

2 w1 þ s22 cos2 w1

q
s1s2 sinw1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s21 sin
2 w1 þ s22 cos2 w1

q

0
BBBBB@

1
CCCCCA ð3:48Þ

Thus it can be seen that the position parameters of the hovering spacecraft in this
plane must meet the following relationship in order to ensure the spacecraft is in
this confined area:

x21 þ y21 	 x22 þ y22 x1 6¼ 0
y1j j 	 y2j j x1 ¼ 0

�
ð3:49Þ

We suppose that the altitude in the confined area is H as is shown in Fig. 3.19,
thus the position of the hovering spacecraft z1 in coordinate system o0 � b1b2b3
cannot be higher than the altitude of the elliptical cylinder H, which is

0	 z1 	H ð3:50Þ

Fig. 3.19 Constraint beyond
confined area plane
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3.3.2 Control of Regional Hovering Orbit

3.3.2.1 Control Model of Relative Motion

When the hovering spacecraft conducts detailed reconnaissance on the target
satellite, compared to the orbit altitude of the target satellite, the relative distance
between the hovering spacecraft and the target satellite is an infinitesimal
amount. Therefore, the relative motion of the hovering spacecraft to the target
satellite can be described by the dynamic model of short-range relative motion as
follows:

qi
_q�i

� �
¼ U11ðti�1;iÞ U12ðti�1;iÞ

U21ðti�1;iÞ U22ðti�1;iÞ
� 


qi�1
_qþ
i�1

� �
ð3:51Þ

Here: the superscript “−” represents the velocity before the impulse is imposed,
the superscript “+” represents the velocity after the impulse is imposed;
ðqi; _qiÞ¼ ðx; y; z; _x; _y; _zÞ represents the relative motion state of the hovering space-
craft at point i; ti�1;i represents the time of free flight of the spacecraft between point
i� 1 and point i.

When we let T ¼ ti�1;i, then

U11 U12

U21 U22

� 
¼

4� 3 cos nT 0 0 sin nT
n

2ð1�cos nTÞ
n 0

6ðsin nT � nTÞ 1 0 � 2ð1�cos nTÞ
n

4 sin nT�3nT
n 0

0 0 cos nT 0 0 sin nT
n

3w sin nT 0 0 cos nT 2 sin nT 0
�6nð1� cos nTÞ 0 0 �2 sin nT 4 cos nT � 3 0

0 0 �n sin nT 0 0 cos nT

2
6666664

3
7777775

ð3:52Þ

The velocity of the hovering spacecraft after being imposed an impulse at point
i� 1 is:

_qþ
i�1 ¼ U�

12ðTÞ qi � U11ðTÞqi�1½ � ð3:53Þ

It can be expanded and the following can be obtained:

3.3 Design of Regional Hovering Orbit 63



_xþi�1

_yþi�1

_zþi�1

0
B@

1
CA ¼ n
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ð3:54Þ

Here:

S ¼ sinðnTÞ
C ¼ cosðnTÞ

�

We note that the coefficient sign on the right side of Eq. (3.54) yi�1 is opposite to
that of yi, so Eq. (3.54) can be expressed as:

_xþi�1

_yþi�1

_zþi�1

0
B@

1
CA ¼ n

�4Sþ 3nTC
8�3nTS�8C 0 4S�3nT

8�3nTS�8C 0 �2þ 2C
8�3nTS�8C

�14þ 6nTSþ 14C
8�3nTS�8C 0 2�2C

8�3nTS�8C 0 S
8�3nTS�8C

0 � C
S 0 1

S 0

2
64

3
75

xi�1

zi�1

xi
zi
Dyi

2
66664

3
77775 ð3:55Þ

Here: Dyi ¼ yi � yi�1 represents the relative position between impulsive points
i and i� 1, which means the along-track velocity of the hovering spacecraft after
being added an impulse control is only related to its relative position, but not the
absolute position.

Similarly, the velocity of the hovering spacecraft before being imposed an
impulse at point i is:

_q�i ¼ U21ðTÞqi�1 þU22ðTÞ _qþ
i�1

¼ U21ðTÞqi�1 þU22ðTÞU�
12ðTÞ qi � U11ðTÞ � qi�1½ � ð3:56Þ

Then the velocity of the hovering spacecraft before being imposed an impulse at
point i� 1 can be described as:

_q�i�1 ¼ U21ðTÞqi�2 þU22ðTÞ _qþ
i�2

¼ U21ðTÞqi�2 þU22ðTÞU�
12ðTÞ qi�1 � U11ðTÞ � qi�2½ � ð3:57Þ

We can expand this and obtain:
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Similarly, we can rearrange Eq. (3.58) and obtain:
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Here: Dyi ¼ yi�1 � yi�2 represents the relative position between impulsive
points i� 1 and i� 2, which means the along-track velocity of the hovering
spacecraft before being added an impulse control is also related to its relative
position merely, but not at the absolute position.

Based on Eqs. (3.55) and (3.58), the value of the impulsive control needed at
point i� 1 can be obtained:

Dvi�1 ¼ _qþ
i�1 � _q�i�1 ¼ f3ðqi�1; qi; ti�1;i; TÞ ð3:60Þ

3.3.2.2 Constraints in Orbit Design

The major constraint in regional hovering orbit design is how to analyze the relative
position between the relative motion trajectory of the hovering spacecraft and the
confined area. As the relative motion of the hovering spacecraft in and out of the
orbit plane of the target satellite is decoupled, the constraints in regional hovering
orbit design can be studied from in-plane and out-of-plane of the target satellite’s
orbit.

(1) In-plane trajectory constraint

In the orbit plane of the target satellite, the relative motion trajectory of the
hovering spacecraft between two adjacent impulsive points gradually becomes
larger as the time of free flight increases. When the flight time between the two
impulsive points becomes long enough, the relative motion trajectory of the
hovering spacecraft will go beyond the confined area as is shown in the following
figure.
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In Fig. 3.20, the dotted ellipse represents an elliptical confined area in the orbital
coordinate system of the target satellite. In the left figure, the time of flight of
trajectories 1, 2 and 3 are 1.5932e+004 s, 2.0472e+004 s and 2.2932e+004 s,
respectively; in the right figure, the time of flight of trajectories 1, 2 and 3 are
1.3520e+004 s, 1.7520e+004 s and 1.9720e+004 s, respectively. It is obvious that
due to the excessively long time of the free flight, the relative motion trajectory (i.e.,
trajectory 3) of the tracking spacecraft goes beyond the confined area.

Therefore, with regard to the short-range relative motion under the control of
impulse, if T 0

max is the maximum permissible free flight time of the hovering
spacecraft between two adjacent impulsive points, then only when the free flight
time of the hovering spacecraft T 	 T 0

max, the relative motion trajectory will not go
beyond the confined area.

We suppose that the configuration of the confined area is an elliptical area as
shown in Fig. 3.21.

Here, o� xy represents the coordinate system in the orbit plane of the target
satellite. The direction of axis y is in accordance with the along-track direction of
the target and the direction of axis x is in accordance with the radial direction of the
target. o0 � x0y0 is a translational coordinate system and o0 � b1b2 is a rectangular
coordinate system in the plane. l1 represents the distance between the regional
center and the target satellite and a represents the azimuth of the regional center in
the orbital coordinate system of the target satellite. g represents the rotated angle of
o0 � b1b2 relative to o0 � x0y0. s1 and s2 represent the size of the elliptical regional
configuration. wi represents the phase size of the hovering spacecraft in this area,
with the counterclockwise rotation along axis o0 � b2 being positive.

We suppose that all the impulsive points are imposed at the boundary of the
confined area, then the position coordinates of the impulsive points ðxi; yiÞ can be
represented by the phase of the hovering spacecraft wi in the confined area. We
suppose the phases of any two adjacent impulsive points i and iþ 1 are wi and
wiþ 1, respectively, when the configuration of the confined area is given, the cor-
responding maximum time of a free flight between impulsive points i and iþ 1 is

Fig. 3.20 Relative motion trajectory of spacecraft according to different time of flight
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Tmaxðwi; wiþ 1Þ. When all the boundary points of the confined area are considered,
a distribution curve of the maximum time of the free flight between any adjacent
impulsive points can be obtained. The calculation of obtaining the maximum time
of the free flight is as follows (Fig. 3.22).

Here, Tupper and Tlow represent the upper and lower limits of the initialized
values of the flight time respectively. We can take the observation of a high orbit
target satellite as an example. Generally, as the observation time is less than the
orbit period of the target satellite, we can set Tlow ¼ 0. Here, Tupper represents one
single orbit period of the target satellite; tol represents the allowable error.

We can take the target satellite in the geostationary orbit as an example. If the
configuration parameters of the confined area are a ¼ �30�, l1 ¼ 50 m, g ¼ 30�,
s1 ¼ 20 m, s2 ¼ 10 m, then between any two points, the distribution curve of the
maximum time of a free flight used by the hovering spacecraft is shown in
Fig. 3.23.

The left figure shows the distribution curve of the hovering spacecraft’s free
flight time, and the right figure shows the relative configuration of the confined area
in the target orbit plane. The cases shown in Figs. 3.24, 3.25, 3.26 and 3.27 are
similar and will be not explained again.

We can take the parameters of the confined area shown in Fig. 3.23 as the
reference. A study of the changes related to the size of the elliptical region ðs1; s2Þ,
the rotating azimuth g, the distance l1 and the azimuth a between the regional center

Fig. 3.21 Schematic figure of in-plane constraint of target satellite orbit
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and the target satellite will be conducted below in order to discuss the change law of
the distribution curve of the time of the free flight.

(1) The influence of the change in the size of the regional relative configuration
ðs1; s2Þ on the distribution of the free flight time.

Fig. 3.22 Calculation of flight-time constraint

Fig. 3.23 Distribution curve of flight time used by hovering spacecraft
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Figure 3.24 shows the influence of the change in the size of the relative con-
figuration of the elliptical confined area ðs1; s2Þ on the distribution curve of the free
flight time. Here, the size of the elliptical configuration in Fig. (a) is s1 ¼ 30 m,
s2 ¼ 15 m, that in Fig. (b) is s1 ¼ 40 m, s2 ¼ 20 m, the sizes of the elliptical areas
are one point five times and twice of the size of the reference parameters
respectively.

From the simulation result, it can be seen that when other conditions remain the
same, the bigger the configuration of the confined area, the larger the distribution
range of the time of the free flight.

(2) The influence of the change in the rotation angle of the elliptical area g on the
distribution of the free flight time.

Figure 3.25 shows the influence of the change in the rotation angle of the
elliptical confined area on the distribution curve of the free flight time. Here, the
rotation angle in Fig. (a) is 45�, that in Fig. (b) is 60�, the sizes of the elliptical areas
are one point five times and twice of the size of the reference parameters
respectively.

Fig. 3.24 Influence of change in the size of regional configuration on the time of flight
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From the simulation result, it can be seen that in the fourth quadrant, the bigger
the rotated angle is, the larger the distribution range of the time of the free flight is.
But compared with other parameters, the rotation angle exerts less influence on the
time of free flight.

(3) The influence of the change in the distance between the regional center and the
target satellite l1 on the distribution of the free flight time.

Figure 3.26 shows the influence of the change in the distance between the
regional center of the elliptical confined area and the target satellite l1 on the
distribution curve of the free flight time. Here, the distance between the regional
center and the target satellite in Fig. (a) is 75 m, that in Fig. (b) is 100 m, and the
relative distances are one point five times and twice of the reference parameters
respectively.

From the simulation result, it can be seen that when other conditions remain the
same, the longer the distance between the regional center and the target satellite, the
smaller the distribution range of the time of the free flight.

Fig. 3.25 Influence of change in rotation angle of area on time of free flight
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(4) The influence of the change in the azimuth of the regional center relative to the
target satellite a on the distribution of the free flight time.

Figure 3.27 shows the influence of the change in the azimuth of the regional
center relative to the target satellite a on the distribution curve of the free flight
time. Here, the azimuth in Fig. (a) is �45�, that in Fig. (b) is �60�, and the
azimuths are one point five times and twice of the size of the reference parameters
respectively.

From the simulation result, it can be seen that, the bigger the azimuth of the
regional center, the larger the distribution range of the free flight time.

(2) Out-of-plane Trajectory Constraint

Based on the dynamic model of relative motion, the relative motion equation of
the hovering spacecraft out of the orbit plane of the target satellite is as follows:

Fig. 3.26 Influence of change in distance between regional center and target satellite on time of
free flight
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€zþ n2z� acz ¼ 0 ð3:61Þ

If the initial position z0 and the initial velocity _z0 of the hovering spacecraft’s
normal direction in the orbital coordinate system of the target satellite are known,
then the solution of Eq. (3.61) is:

z ¼ _z0
n sin ntþ z0 cos nt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_z0
n

� 	2 þ z0ð Þ2
q

sinðntþuÞ ¼ Z sinðntþuÞ
_z ¼ _z0 cos nt � nz0 sin nt ¼ n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_z0
n

� 	2 þ z0ð Þ2
q

cosðntþuÞ ¼ nZ cosðntþuÞ

8<
:

ð3:62Þ

Here, tanu ¼ nz0
_z0
, Z ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_z0
n

� 	2 þ z0ð Þ2
q

.
Here: when the initial state of the hovering spacecraft is determined, Z represents

the longest relative distance between the hovering spacecraft and the target satellite in
the orbital coordinate system of the target satellite in the normal direction. From
Eq. (3.62), it can be assumed that the motion state of the hovering spacecraft in the

Fig. 3.27 Influence of change in azimuth of the regional center relative to target satellite on flight
time
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orbital coordinate system of the target satellite in the normal direction is related to its
initial relative position and its initial relative velocity in the normal direction.
Furthermore, the relative motion is a simple harmonic motion with an amplitude of Z.

The constraint condition of the hovering spacecraft in the orbital coordinate
system of the target satellite in the normal direction can be calculated based on the
regional configuration parameters. If the regional configuration is as Fig. 3.28
shows:

Then:

Zmin ¼ l sin b
Zmax ¼ l sin bþH

�
ð3:63Þ

Here, H represents the altitude of the confined area in the orbital coordinate
system of the target satellite in the normal direction; Zmin and Zmax represent the
shortest and the longest distances between the hovering spacecraft and the target
satellite in the orbital coordinate system of the target satellite respectively.

When Z	 Zmax, the hovering spacecraft under the uncontrolled condition will
not go beyond the farthest end of the confined area. In this case, only the orbit
control required when the hovering spacecraft is at the near-end of the confined area
should be considered. When the hovering spacecraft moves to the near-end of the
confined area and keeps moving towards the target satellite, an impulsive control

Fig. 3.28 Schematic figure
of out-of-plane constraint of
target satellite orbit
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should be imposed to keep the hovering spacecraft in the confined area. At the
near-end, the relative motion state of the hovering spacecraft satisfies the following
conditions:

Z sinðntþuÞ ¼ Zmin ð3:64Þ

When this equation is solved, the following can be obtained:

t1 ¼ 1
n sin�1 Zmin

Z

� 	� u
� �

t2 ¼ 1
n p� sin�1 Zmin

Z

� 	� u
� ��

ð3:65Þ

Therefore, the time interval between two adjacent impulsive controls is:

Dt ¼ t2 � t1 ¼ 1
w

p� 2 sin�1 Zmin

Z

� �� 

ð3:66Þ

And the impulsive value needed is:

Dv ¼ _z1 � _z2 ¼ nZ cosðnt1 þuÞ � cos nt2 þuð Þ½ �

¼ nZ cos sin�1 Zmin

Z

� �� �
� cos p� sin�1 Zmin

Z

� �� �� 


¼ nZ cos sin�1 Zmin

Z

� �� �
þ Zmin

Z

� 
 ð3:67Þ

Figure 3.29 illustrates the curve of the two adjacent impulsive controls changing
along with Zmin=Z. It can be seen that the bigger the value of Zmin=Z, the shorter
the time interval of the control. As shown in Fig. 3.29, when Zmin=Z ¼ 0, i.e., when
the near-end of the confined area is just in the orbit plane of the target satellite, the

Fig. 3.29 Relation between
time interval and Zmin=Z
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period of the impulsive control is half of the target orbit period; when Zmin=Z ¼ 1,
i.e., when the hovering spacecraft is confined at the top of the normal direction of
the target orbit, the time interval of the impulsive control is 0, which means a
continuous thrust has to be imposed on the hovering spacecraft.

When Z
 Zmax, the hovering spacecraft needs control in the normal direction,
and the time of the control is:

Z sinðnt1 þuÞ ¼ Zmin

Z sinðnt2 þuÞ ¼ Zmax

�
ð3:68Þ

When this equation is solved, the following can be obtained:

t1 ¼ 1
n sin�1 Zmin

Z

� 	� u
� �

t2 ¼ 1
n sin�1 Zmax

Z

� 	� u
� ��

ð3:69Þ

Therefore, the time interval of the control is:

Dt ¼ 1
n

sin�1 Zmax

Z

� �
� sin�1 Zmin

Z

� �� 

ð3:70Þ

Based on the dynamic equation of relative motion, the impulsive value needed in
every control can be calculated at the corresponding control node. There is no need
for further explanation here.

Figure 3.30 shows the changes of the time interval of the impulsive control
along with Zmax=Z and Zmin=Z. From the figure, it can be seen that as Zmin=Z
becomes bigger, or as Zmax=Z becomes smaller, the time interval between two

Fig. 3.30 Relation between time interval and Zmin=Z, Zmin=Z

3.3 Design of Regional Hovering Orbit 75



adjacent impulsive controls becomes shorter. It can also be seen that when
Zmax=Z ¼ Zmin=Z, the time interval of the impulsive control in the normal direction
is 0, which means the impulsive control changes into the continuous thrust control.

(3) Other constraints

The design and control of the regional hovering orbit have to meet the constraint
on the relative motion trajectory of the spacecraft. At the same time, many other
factors also need to be considered. For example, with regard to the design of the
confined area’s configuration parameters, the requirements on the size and the
azimuth of the confined area for a certain mission should be considered; with regard
to the control of the regional hovering orbit, it is necessary to take into account the
restrictions on the thrust’s value and direction needed by the hovering spacecraft in
designing the orbit control sequences.

3.3.3 Regional Hovering Orbit of Single-Pulse Trust

Compared with the complex attitude and orbit coupling control of the fixed-point
hovering orbit, the advantage of the regional hovering orbit is that it realizes the
separation of orbit control and attitude control. The hovering spacecraft only needs
to carry out orbit control at the boundary of the confined area. And when the
hovering spacecraft is in the confined area, only attitude pointing control is needed.
This kind of separation of attitude control and orbit control brings great benefit to
the control of the hovering spacecraft and tremendously enhances the applicability
of the regional hovering orbit. This section will be about two optimized control
methods of the regional hovering orbit under the control of a single-pulse, which
are the minimum rate of energy consuming mode and the fixed time mode.

3.3.3.1 Minimum Rate of Energy Consuming Mode

With regard to some space missions (for example, on-orbit service, key module
replacement and repair), the flight time of the hovering spacecraft in the confined
area is not pre-set, but becomes longer as the mission extends. Therefore, the
minimum energy consuming rate of the hovering spacecraft during the whole
mission should be considered as the optimizing index.

The hovering spacecraft enters the confined area from one boundary point
(called the entry point) and exits from another boundary point (called the exit
point). The position coordinates of the impulsive point in the confined area can be
expressed by its phase angle, which means w1 and w2 are used to describe the
positions of the entry point and the exit point. We propose that the state ðq1;q�1 Þ of
the initial point w1 and the state q2 of the exit point w2 are known, then the time of
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the free flight T between adjacent impulsive points can be determined by Eq. (4.60).
Here Dv is only the function of variable T and can be expressed as:

Dv ¼ _qþ
1 � _q�1 ¼ f ðTÞ ð3:71Þ

When we take the variation of the mean velocity of the hovering spacecraft as
the optimizing index, the following can be obtained:

J ¼
X

Dvj
�� ��=X Tj ð3:72Þ

Here: Dvj represents the velocity increment needed at the j th time in imposing
orbit control. As energy consuming has nothing to do with direction, so the fol-
lowing index function is adopted:

J ¼
X

Dv2j
.X

Tj ð3:73Þ

For the single-pulse control:

J ¼ Dv2j
.
Tj ¼ f 2ðTjÞ=Tj ð3:74Þ

Here, Dvj ¼ qþ
i�1

� 	
j�q�i�1 ¼ f ðTjÞ represents the velocity variation when the

hovering spacecraft imposes control for the jth time at the entry point, and Tj
represents the single free flight time of the hovering spacecraft.

Equation (3.74) is a composite function containing inverse circular functions
and polynomials with a complicated form. It is hard to give it an explicit expression,
though it will not influence the programming of the simulation and the realization of
the optimization results. The concrete optimization design model is:

J ¼ minðf 2ðTjÞ=TjÞ

st

f ðTjÞ ¼ Dvj
Xðt0Þ ¼ qi�1

Xðt0 þ TjÞ ¼ qi
0	 Tj 	 Tmaxði� 1; iÞ

8>>><
>>>:

ð3:75Þ

The only optimization variable in Eq. (3.75) is Tj. Note that the value of Tj
should be smaller than the value of the maximum free flight time Tmaxði� 1; iÞ.

We propose that the regional configuration parameters are a ¼ �30�, l ¼ 50 m,
g ¼ 30�, s1 ¼ 20 m, s2 ¼ 30 m, the position of the entry point of the hovering
spacecraft is w1 ¼ 90�, the spacecraft’s velocity before being imposed an impulse at
the initial point in the radial and along-track directions are both 1 m=s, the positions
of the exit point w2 of the hovering spacecraft required by the simulation in the
regional coordinate system are 0�, 180�, 270�. We use the GA optimization toolbox
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in MATLAB to obtain their optimal free flight time T respectively, and the results
are shown in Table 3.3.

Figures 3.31, 3.32, 3.33 and 3.34 provide the relationship between the index
function and the free flight time and the optimal relative motion trajectory under the
above four conditions. The left figures show the relations between the index
function and the free flight time, and the right figures are the optimal relative motion
trajectories.

Table 3.3 Optimization results

Position
of entry
point (°)

Position
of exit
point (°)

Maximum
time of free
flight(s)

Optimal
timeoffree
flight(s)

Average
velocity
variation (m/s2)

Minimum
velocity
increment (m/s)

90 0 2.1794e+4 2.1794e+4 9.3352e−5 2.0345

90 90 1.8231e+4 1.8231e+4 1.1244e−4 2.0499

90 180 1.0683e+4 1.0683e+4 1.8854e−4 2.0142

90 270 1.4426e+4 1.4426e+4 1.3954e−4 2.0130

Fig. 3.32 Index function curve of exit point w2 ¼ 90� and relative motion trajectory

Fig. 3.31 Index function curve of exit point w2 ¼ 0� and relative motion trajectory
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It can be seen that under the same conditions, as the free flight time becomes
longer, the average velocity increment will gradually decrease. Therefore, the
purpose of optimization is to keep the free flight time consumed by the hovering
spacecraft in the confined area as long as possible.

Hence, under the minimum rate of energy consumption mode, the longer the free
flight time between adjacent impulsive points, the better. As the flight time cannot
exceed the constraint on its maximum free flight time, the maximum free flight time
between the entry point and the exit point should be taken as the optimal free flight
time.

3.3.3.2 Fixed Time Mode

With regard to missions which are time-sensitive (for example, short-range
reconnaissance and monitoring), the time nodes for the tasks of the hovering
spacecraft are preset. Once a task is completed, the spacecraft has to quit the present
task or carry out the next task. As the time of these tasks are fixed, the minimum
energy consumption during the whole mission can be taken as the optimizing index.

Fig. 3.33 Index function curve of exit point w2 ¼ 180� and relative motion trajectory

Fig. 3.34 Index function curve of exit point w2 ¼ 270� and relative motion trajectory
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The hovering spacecraft enters the confined area from a certain point on the
boundary and has to leave the area after a period T of interference. Therefore, the
known conditions are entry point w0

1 s position q1, the velocity before being
imposed an impulsive _q�1 and the mission time T.

We suppose that the spacecraft exits the confined area from point w2, then it can
be known from Eq. (3.60) that Dv is only the function of variable q2 and can be
expressed as:

Dv ¼ _qþ
1 � _q�1 ¼ f ðq2Þ ð3:76Þ

We can take the variation of the total velocity of the hovering spacecraft as the
optimizing index:

J ¼
X

D vij j ð3:77Þ

Here: Dvi ¼ _qþ
i � _q�i represents the velocity variation needed when the

hovering spacecraft imposes orbit control at point i. As energy consumption has
nothing to do with direction, the following index function is adopted:

J ¼
X

Dv2i ð3:78Þ

For the single-pulse control:

Dv2 ¼ f 2ðq2Þ ¼ Eq22 þFq2 þG ð3:79Þ

Here:

E ¼ w2B2
1 þw2D2

1

F ¼ 2w ðwA1q1 � _x�1 ÞB1 þðwC1q1 � _y�1 ÞD1
� �

G ¼ w2ðA2
1 þC2

1Þq21 � 2wðA1 _x�1 þC1 _y�1 Þq1 þ _x
2
�
1 þ _y

2
�
1

A1 ¼ �4Sþ 3wTC
8�3wTS�8C

2�2C
8�3wTS�8C

� �
B1 ¼ 4S�3wT

8�3wTS�8C
�2þ 2C

8�3wTS�8C

� �
C1 ¼ �14þ 6wTSþ 14C

8�3wTS�8C
�S

8�3wTS�8C

� �
D1 ¼ 2�2C

8�3wTS�8C
S

8�3wTS�8C

� �
As to a different exit point q j

2
:

Dv2j ¼ E q j
2

� 	2 þFq j
2
þG ð3:80Þ

Here, q j
2
represents the position of the jth exit point drafted for the hovering

spacecraft. Therefore, the optimizing model can be expressed as:
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J ¼ minðDv2j Þ

st

Dv ¼ f ðq j
2
Þ

Xðt0Þ ¼ q1
Xðt0 þ TÞ ¼ q j

2

0	 T 	 Tmaxð1; jÞ

8>>><
>>>:

ð3:81Þ

The only unknown quantity in Eq. (3.81) is q j
2
. It should be noted here that, as to

the position of the optimized exit point w j
2
, it has to ensure that the maximum free

flight time Tmaxð1; jÞ should be longer than the mission time T .
We suppose the regional configuration parameters are a ¼ �30�, l ¼ 50 m,

g ¼ 30�, s1 ¼ 20 m, s2 ¼ 30 m, the position of the entry point of the hovering
spacecraft is w1 ¼ 90�, the spacecraft’s velocity before being imposed an impulsive
at the initial point in the radial and along-track directions are both 1 m/s, the
mission time are 2, 4 and 6 h, respectively. We use the GA optimization toolbox in
MATLAB to obtain the optimal positions of the exit point w2 respectively, and the
results are shown in Table 3.4.

It can be seen that the longer the mission, the larger the velocity variation of the
hovering spacecraft. Figures 3.35, 3.36 and 3.37 provide the relations between
the index function and the exit point and the optimal relative motion trajectories in
the three cases. Here, the left figures show the relations between the index function
and the position of the exit point, and the right figures show the optimal relative
motion trajectories.

Fig. 3.35 Index function curve and relative motion trajectory when interference time is two hours

Table 3.4 Optimization results

Position of entry
point (°)

Mission
time (h)

Optimal position of exit
point (°)

Velocity
variation (m/s)

90 2 15.70 1.4153

90 4 6.35 1.4176

90 6 357.91 1.4192
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From the index function curves, it can be known that under every circumstance, the
position of the optimized exit point is able to minimize the energy consumption of the
hovering spacecraft when it is conducting correspondingmissions. It can be known from
the above results that the velocity variation of the hovering spacecraft is related to the
position of the exit point. Besides, the longer the hovering spacecraft lingers in the
confinedarea, thebigger thevelocity variation is and themore the energy consumption is.

3.3.4 Regional Hovering Orbit of Multi-Pulse Trust

Under the control of single-pulse, the flight time of the hovering spacecraft in the
confined area is limited as is shown in Sect. 3.3.3. When the lingering time of
the hovering spacecraft required by the mission in the confined area exceeds the
maximum time, the relative motion trajectory of the hovering spacecraft will go
beyond the confined area. As is shown in Fig. 3.38, the mission time is ten hours and
thatmeans one single-pulse control cannotmeet the requirements of themission.With
regard to missions such as on-orbit services, the mission time is generally unknown
and may exceed the maximum free flight time allowed under the single-pulse control.

Fig. 3.36 Index function curve and relative motion trajectory when disturbance time is four hours

Fig. 3.37 Index function curve and relative motion trajectory when disturbance time is six hours
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Therefore, in order to increase the free flight time of the hovering spacecraft in the
confined area, it is necessary to consider the method of multi-pulse control.

The major factors which influence the regional hovering spacecraft under
multi-pulse control are the frequency of pulse control, the position of every
impulsive point and the free flight time between adjacent impulsive points. As to
the choices of optimizing indexes and control methods under different circum-
stances, further study can be conducted.

Obviously, compared with the fixed-point hovering orbit, the regional hovering
orbit is easier to control and has a broad prospect in on-orbit fault detection and
on-orbit monitoring, providing new technical means for spatial operations in the
future. We should note that when the hovering time required exceeds the maximum
free flight time, the multi-pulse control should be imposed in order to keep the
hovering spacecraft remaining in the confined area.

3.4 Design of Displaced Geostationary Orbit

1As the number of spacecraft in the geostationary orbit (GEO) is growing and the
spacecraft is restricted by the deployment in the latitudinal direction, the GEO is
getting more crowded. For the sake of this problem, America and other countries
have adopted the near-equatorial plane orbit or the equatorial orbit to make up the
lack of resources in the GEO.

Fig. 3.38 Relative motion
trajectory when hovering time
is ten hours

1Jeannette Heiligers, Matteo Ceriotti, Colin R. McInnes, et al. Displaced Geostationary Orbit
Design Using Hybrid Sail Propulsion [J]. JOURNAL OF GUIDANCE, CONTROL,
AND DYNAMICS, 2011, 34(6):1852–1866.

3.3 Design of Regional Hovering Orbit 83



The satellites operating in the GEO are mainly communication satellites and
reconnaissance satellites. The orbit period of the GEO is the same as the rotation
period of the Earth and the satellites in the GEO keep relative static to their
terrestrial points. By utilizing this feature, GEO satellites can provide a continuous
communication support to the ground users in a certain region. And because of the
advantages brought about by this unique feature, various countries are competing
for the precious resources. This makes the GEO become increasingly crowded,
especially for the regions over the lands. In order to create new GEO space, in
recent years, scholars have proposed some non-Keplerian orbits (NKO) such as the
near-equatorial plane orbit and the equatorial orbit, which are also known as the
displaced geostationary orbit (displaced GEO). These NKOs use continuous thrust
to balance the Earth’s gravitational acceleration, and extensive research has been
conducted in the existence, stability and control of the orbits. The NKOs have also
been proved in many applications, including spatial short-range approaching,
reconnaissance and communication in high latitude areas and lunar remote com-
munication, etc.

Displaced orbits are often used to find a balance between two bodies in a rotating
reference coordinate system. The method can be specified by the following
example. In Fig. 3.39, R xR; yR; zRð Þ is a rotating coordinate system with an rotation
angle of x ¼ xẑR, I X; Y ; Zð Þ is a inertial coordinate system with the zR axis
coinciding with the Z axis.

To achieve a displaced orbit, a thrust acceleration a is needed. Then the motion
of the spacecraft in the rotating coordinate system can be described as:

Fig. 3.39 Reference coordinate system of displaced orbit
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€rþ 2x� _rþrU ¼ a ð3:82Þ

We assume that l is the gravitational constant of the central body and U is the
common potential function of the central gravitation body and other centripetal
acceleration, then

U ¼ � l=rð Þ � 1
2

x� rk k2 ð3:83Þ

If in Eq. (3.82), _r ¼ €r ¼ 0, when we remove the first two terms, the following
can be obtained:

rU ¼ a ð3:84Þ

The above directly gives the acceleration needed to maintain the displaced orbit.
As x is a fixed value, the vector of the control force needed is in the plane

determined by the position vector r and the Z axis and has no component in its
transverse section. The direction of the control force is described by the inclination
a, which is

tan a ¼ zR �rUk k
zR � rU

ð3:85Þ

Finally, U can be expressed by parameters in the q; h; hð Þ polar coordinates in
Fig. 3.39, which is

U ¼ � 1
2

xqð Þ2 þ l
r

� �
ð3:86Þ

When we substitute Eq. (3.86) into Eqs. (3.84) and (3.85), the value and the
direction of the thrust acceleration imposed can be obtained as the following:

tan a q;h;hð Þ ¼ q
h

1� x
x�

� �2
 !

ð3:87Þ

a q;h;hð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q2 x2 � x2�
� 	þ h2x4�

q
ð3:88Þ

Here, x� is the orbital angular velocity of a Keplerian orbit with the same radius,
which can be described as:

x� ¼
ffiffiffiffiffiffiffiffiffi
l=r3

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l
.

q2 þ h2ð Þ3=2
r

ð3:89Þ
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3.4.1 Displaced Orbit Deviating from Orbit Plane

With regard to the GEO, x ¼ xGEO ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l
�
r3GEO

q
, rGEO ¼ 42;164:1696 km. We

further assume the vertical distance h between the spacecraft and the GEO (as
shown in Fig. 3.39) is determined, then Eq. (4.81) can be used to find the optimal q
to minimize the acceleration needed. We take the first derivative of q in Eq. (3.88)
and obtain:

r6 þ l
x2 r

3 � 3
l
x2 h

2r � 2
l
x2

� �2
¼ 0 ð3:90Þ

Then we solve the above 6th-order equation and omit the complex roots and the
negative roots. Based on the Descartes Law, Eq. (3.90) has a positive real root.
Equation (3.90) cannot be solved by the analytical method, but can be solved by the
Newton Method in the numerical method. The solution is shown in Fig. 3.40.

The acceleration in Fig. 3.40 is a dimensionless quantity and is described by the
ratio of the acceleration to the rotation acceleration on the Earth’s surface. The
figure indicates that if the distance between the displaced orbit and the reference
orbit plane becomes longer, i.e., the h becomes bigger, the value of the acceleration
needed becomes larger; however, in order to prevent the spacecraft in the displaced
orbit from affecting the spacecraft in the GEO, the minimum h is often pre-set.
When we take into account the related regulations stipulated by the International
Telecommunication Union and different countries, we assume the migration heights
are 35 km, 75 km and 150 km, respectively. We solve Eq. (3.90) and obtain r.

Fig. 3.40 Outline of
minimum acceleration needed
when h is given
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Then we can obtain the inclination a through Eq. (3.87). The optimized displaced
orbit parameters are shown in Table 3.5.

It can be known from Table 3.5 that the inclination a is close to 0. From
Eq. (3.87), it can be seen that if a ¼ 0 is to be achieved, then x ¼ x�, or r ¼ rGEO
is necessary. If we substitute the above results into Eq. (3.87) and Eq. (3.88), the
following can be obtained:

tan a ¼ 0 ð3:91Þ

a ¼ hx2
� ¼

lh
r3GEO

ð3:92Þ

This is called the INKO and the details are shown in Fig. 3.41. Compared with
Table 3.5, this orbit needs smaller angular velocity. For example, as to the
migration height of 150 km, the maximum of the acceleration needed is only
6:3� 10�4 m/s2.

Table 3.5 Corresponding
minimum acceleration of
different migration heights

h (km) q (km) a (°) a (mm/s2)

±35 42,164.165 0.0476 0.1861

±75 42,164.147 0.1019 0.3988

±150 42,164.080 0.2038 0.7976

Fig. 3.41 Displaced orbit deviating from orbit plane (out-of-plane) and displaced orbit in orbit
plane
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3.4.2 Displaced Orbit in Orbit Plane

As is shown in Fig. 3.41, in the displaced orbit in the orbit plane, h = 0. We
substitute it into Eqs. (3.87) and (3.88) and obtain

a ¼ � 1
2
p ð3:93Þ

a ¼ q x2
GEO � x2

�
� 	�� �� ð3:94Þ

Here: x� ¼
ffiffiffiffiffiffiffiffiffiffi
l=q3

p
, q ¼ rGEO þDr and Dr are offsets, Dr\0 corresponds to the

inner side of the GEO and Dr[ 0 corresponds to the outer side of the GEO.
Based on Eq. (3.93), it can be known that the acceleration needed is in the radial

direction and the direction of a depends on Dr, which means when a\0, the
direction points to the Earth-center, otherwise the opposite.

3.4.3 Energy Analysis of Orbit Displacement

For the above two displaced orbits, Fig. 3.40 can roughly tell the accelerations
needed to maintain the two orbits respectively. When we compare the offsets in the
horizontal plane and that in the orbit plane (along the direction of axis Z), we can
find that when the offsets are the same, the acceleration needed by the former is
three times of the latter. Besides, the acceleration needed by the displaced orbit of
Dr[ 0 is slightly superior to that of Dr\0.

If three methods, i.e., impulse control, Solar Electric Propulsion (SEP), and the
integrated propulsion of SEP and solar sail, are adopted to achieve the displaced
orbit deviating from the orbit plane respectively, the control ability of the impulsive
control method will be poor. Even for the minimum offset of 35 km, the hold time
with this method will be no more than a few months. Therefore, in order to maintain
the displaced orbit for a few months to several years when the offsets are 150 and
35 km, the SEP control method should be adopted. However, even though the
method is adopted, if the spacecraft carries a payload of 100 kg, the hold time is
only a few years with a relatively small offset. If the solar sail is added to the SEP,
the SEP can work only at the time when the solar sail is not able to be used (for
example, the solar sail cannot provide the thrust facing to the sun). In this way, the
fuels can be saved effectively and the lifetime of the spacecraft can be extended or
the payload can be increased.

With regard to the displaced orbit deviating from the orbit plane, the control
force provided by the solar sail is influenced by seasonal changes. As to the dis-
placed orbit with the migration position in the northern hemisphere, the control
effect of the solar sail in winter is better; as to that in the southern hemisphere, the
control effect in summer is better. Hence, the displaced orbit can conduct two
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seasonal shifts, which are from north to south in spring and from south to north in
fall as shown in Fig. 3.42.

We assume that the maximum thrust the SEP is able to provide is 0.2 N, m0 is
the initial mass of the spacecraft, Dd represents the distance restriction between the
spacecraft and the GEO, then the mass of the propellant needed for the shift is
shown in Table 3.6.

From the above table, it can be known that the propellant needed for the seasonal
shift is quite small, or can even be ignored. The consumption of the propellant is
dependent on Dd.

When the seasonal shift is adopted, the lifetime of the spacecraft, which uses
single SEP thruster in the displaced orbit with a migration distance of 35 km and
carries a payload of 255–487 kg, can be extended to 10–15 years, which is almost

Fig. 3.42 Seasonal shift of displaced orbit

Table 3.6 Mass of
propellant for seasonal shift of
displaced orbit (g)

m0/kg h0/km

±35 ±75 ±150

2912 1020 436

Dd/km 0 2.6 0.96 0.66

5 243.0 52.6 20.1

10 – 123.3 42.1

20 – – 96.0

35 – – 227.4

Note —means the scheme is infeasible
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the lifetime of the spacecraft in the GEO of today. And if the number of the SEP
thruster is increased, the mass of the payload portable will rise greatly.

Also, these displaced orbits can be used for temporary missions, i.e., a spacecraft
can use the displaced orbit when conducting a certain mission and goes back to the
GEO for free flight when the mission is completed.

3.5 Summary

This chapter mainly studies the design and control method of the hovering orbit.
First of all, the model of the fixed-point hovering orbit is studied through the
mechanical analysis in physics and the approximate “two-body problem” method
and two control methods, i.e., open-loop control and closed loop control, are
provided; secondly, the design and control method of the regional hovering orbit
are discussed. The spatial configurations of four confined areas are established and
on this basis, the target orbit’s in-plane and out-of-plane design constraints are
analyzed. Finally, the concept and design method of the displaced geostationary
orbit are elaborated on. The maintenances of the configuration of the displaced orbit
in and out of the GEO plane are studied and the energy consumption of the two
displaced orbits are analyzed.
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Chapter 4
Theory and Design Method
of Spiral Cruising Orbit

A spiral cruising orbit is an orbit design method with reference to a target orbit.
Spacecraft designed with this method can cruise around the target orbit in a spiral
way. Therefore, with only one spacecraft, short-range and high-precision detection
of all the spacecraft on the target orbit and the space environment can be achieved.

4.1 Spiral Cruising Orbit: Concept

Space target surveillance and space environment monitoring are the basis of various
space activities. However, due to such reasons as the detection range and the
deployment position of a ground-based detection network, it is difficult to obtain
high-precision detection of all the on-orbit spacecraft, especially that of the
high-orbit spacecraft and their space environment.

Spiral cruising orbit is a relative operation orbit with reference to a specific target
orbit or a certain arc section of a specific target orbit. Spacecraft operating in a spiral
cruising orbit can conduct spiral cruising detection, even spiral round-trip detection,
of multiple target spacecraft that are in the target orbit, thus obtaining those target
spacecraft’s detailed information in multiple perspectives, so as to perform detailed
recognition of a target spacecraft.

Spiral cruising orbit, through designing orbit parameters such as eccentricity and
orbit inclination of the cruising spacecraft’s orbit, enables the cruising spacecraft to
move relative to the target orbit in a way similar to spiral precession, thus forming a
spiral flying-around relative orbit configuration. Figure 4.1 shows the typical
configuration of a spiral cruising orbit.

The mathematical expression of spiral cruising orbit is shown in Table 4.1, in
which the first three entries are descriptions about the target orbit of the cruise, its
arc sections and key targets in these sections, which are also the basis for the design
of a spiral cruising orbit in the future; the last five entries are descriptions about the
design parameters of a spiral cruising orbit.

© National Defense Industry Press and Springer Nature Singapore Pte Ltd. 2017
Y. Zhang et al., Theory and Design Methods of Special Space Orbits,
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Cruising velocity largely determines the cruising velocity of the spiral cruising
orbit relative to the target orbit, which is directly related to the deviation in
semi-major axis between the cruising spacecraft and the target orbit. Cruising radius
mainly determines how many details of the target can be obtained by the cruising
spacecraft with payload. Cruising inclination mainly determines from which flank
the cruising spacecraft will detect the target spacecraft, ensuring the information
required in the mission (such as the position of key components and radio signals in
a particular direction, and so on) is monitored. The initial phase directly determines
the angles formed among the cruising spacecraft, the target spacecraft and the Sun

Fig. 4.1 Configuration of spiral cruising orbit

Table 4.1 Description parameters of spiral cruising orbit

Number Parameter name Specific descriptions

1 Target orbit Orbit element of target orbit

2 Cruising orbit
arc section

Arc range of cruising target orbit

3 Key target
sequence

Key target sequence to be detected on the target orbit

4 Cruising
direction

Positive direction: cruising direction is the same as the
direction of the target spacecraft
Reverse direction: cruising direction is the opposite of the
direction of the target spacecraft
Round-trip: cruising spacecraft taking round-trip cruising on a
specific arc of the target orbit

5 Cruising
velocity

Cruised radian per unit time

6 Cruising radius Maximum distance between the cruising orbit’s projection in
the target orbit plane and the target orbit

7 Cruising
inclination

Inclination of the cruising orbit relative to the target orbit plane

8 Initial phase Initial position of the cruising spacecraft in the target orbit
plane
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at the observation moment, thus determining whether the exploratory conditions of
the payload in visible light are met.

According to differences in cruising height, cruising radius, cruising direction,
and the cruising path, spiral cruising orbits can be classified in multiple ways
(Fig. 4.2):

(1) According to the orbit altitude of the reference orbit (or target orbit), there are
high-orbit cruising orbits and Low-Earth-Orbit cruising orbits;

(2) According to the size of the cruising radius (with satellite warning distance as
the separatrix), there are remote cruising orbit and short-range cruising orbit;

(3) Depending on whether the cruising direction is the same as the direction of the
target orbit, there are along-track cruising orbit and cross-track cruising orbit;

(4) According to different cruising paths, there are traversal cruising orbit,
round-trip itinerant orbit, and controllable cruising orbit, etc.

Two concepts are defined in the first place to describe the configuration of a
spiral cruising orbit:

(1) Aiming point: it is the point where the spiral cruising orbit’s trajectory
intersects with itself. It is known from the spiral cruising orbit configuration
that within one period, the operation trajectory of the platform and its previous
cruising path will have at least one intersection point, which is defined as the
aiming point.

(2) Spiral ring: it is the path of the platform as it passes the same aiming point
twice during spiral cruising, which is a closed annular relative motion
trajectory.

The schematic figure of the aiming point and the spiral ring is shown in Fig. 4.3.

Fig. 4.2 Classification of spiral cruising orbits
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4.2 Precision Analysis of Relative Motion Model

The relative motion dynamics method derives from the basic motion equations
described by the absolute motion vectors of a spacecraft. Its study emphasizes
solving the nonlinear relative motion differential equations expressed in the target
orbit coordinate system. Relative motion dynamics has been well-studied by
scholars both at home and abroad. This section starts with the accurate relative
motion dynamics equation, and through reasonable hypotheses, obtains the relative
motion dynamics model of a cruising spacecraft.

4.2.1 Accurate Relative Motion Dynamics Equation

The motion law of the cruising spacecraft relative to the target satellite can be
described by a relative motion dynamics equation. We can suppose that~r1 and~r2
are the position vectors of the target satellite and the cruising spacecraft in the Earth
centered inertial system, respectively, the relative position vector of the cruising
spacecraft relative to the target satellite in the Earth centered inertial system is:

~r ¼~r2 �~r1 ð4:1Þ

It is known that the dynamics equations of the target satellite and the cruising
spacecraft in the Earth centered inertial system are:

~r1 ¼ � l~r1
r31

þ~ap;1 þ~ac;1

~r2 ¼ � l~r2
r32

þ~ap;2 þ~ac;2

8<
: ð4:2Þ

Fig. 4.3 Schematic figure of aiming point and spiral ring
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Here, r1 and r2 stand for the instantaneous geocentric distances of the target
satellite and the cruising spacecraft, respectively;~ap;1 and~ap;2 stand for the sum of
all perturbation forces (except earth’s gravity) of the target satellite and the cruising
spacecraft, respectively; and~ac;1,~ac;2 stand for the sum of controlling accelerations
of the target satellite and the cruising spacecraft, respectively.

Therefore, in the Earth centered inertial system, the relative motion dynamics
equation of the cruising spacecraft relative to the target satellite is:

€~r ¼ €~r2 � €~r1 ¼ �l
~r2
r32

�~r1
r31

� �
þD~ap þD~ac ð4:3Þ

In the equation, D~ap ¼~ap;2 �~ap;1 and D~ac ¼~ac;2 �~ac;1 stand for the difference
between perturbation forces and the difference between control forces exerted on
the cruising spacecraft and the target satellite, respectively.

If the relative motion dynamics equation in the Earth centered inertial system is
converted into the target orbital coordinate system, then:

€~rþ 2~w� _~rþ~w� ~w�~rð Þþ _~w�~r ¼ �l
~r2
r32

�~r1
r31

� �
þD~ap þD~ac ð4:4Þ

Here, ~w ¼ 0 0 _m½ �T stands for the rotational angular velocity vector of the
target orbital coordinate system relative to the Earth centered inertial system
described in the target orbital coordinate system.

If the position vector of the target satellite is ~r1 ¼ r1 0 0½ �T , the relative
position vector is ~r ¼ x y z½ �T , then the position vector of the cruising space-
craft is:

~r2 ¼ r1 þ x y z½ �T ð4:5Þ

The tangential velocity of the target satellite Vf is:

Vf ¼ r1 � _m ¼
ffiffiffi
l
p

r
1þ e cos mð Þ ð4:6Þ

Then l can be expressed as follows:

l ¼ r31 _m
2

1þ e cos m
ð4:7Þ

When we substitute Eq. (4.5) to (4.7) into Eq. (4.4), the results are:
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€x� 2 _m _y� €my� _m2 xþ r1
1þ e cos m �

r31ðr1 þ xÞ
ð1þ e cos mÞ ðr1 þ xÞ2 þ y2 þ z2½ �32

" #
� acx � apx ¼ 0

€yþ 2_m_xþ€mx� _m2y 1� r31

ð1þ e cos mÞ ðr1 þ xÞ2 þ y2 þ z2½ �32

" #
� acy � apy ¼ 0

€zþ _m2z r31

ð1þ e cos mÞ ðr1 þ xÞ2 þ y2 þ z2½ �32

" #
� acz � apz ¼ 0

8>>>>>>>>><
>>>>>>>>>:

ð4:8Þ

Here, ½acx; acy; acz� and ½apx; apy; apz� stand for the differences in the controlling
force and the differences in the perturbation force of the three axes in the target
orbital coordinate system between the cruising spacecraft and the target satellite,
respectively. Equation (4.8) is the accurate relative motion dynamics equation in
the elliptical reference orbit.

If the target orbit is a circular orbit, then

e ¼ 0
_m ¼ n
€m ¼ 0

8<
: ð4:9Þ

We can substitute Eq. (4.9) into Eq. (4.8), then the accurate relative motion
dynamics equations in a circular orbit are:

€x� 2n _y� n2ðxþ r1Þ 1� r31

ðr1 þ xÞ2 þ y2 þ z2½ �32

" #
� acx � apx ¼ 0

€yþ 2n _x� n2y 1� r31

ðr1 þ xÞ2 þ y2 þ z2½ �32

" #
� acy � apy ¼ 0

€zþ n2z r31

ðr1 þ xÞ2 þ y2 þ z2½ �32

" #
� acz � apz ¼ 0

8>>>>>>>>><
>>>>>>>>>:

ð4:10Þ

4.2.2 Simplification of Relative Motion Dynamics Equation

When the dynamics method is used to describe the relative motion between
spacecraft, an accurate relative motion dynamics equation is usually unnecessary.
The dynamics equation can be properly simplified according to practical require-
ments to better solve the problems.

For the nonlinear term ðr1 þ xÞ2 þ y2 þ z2
h i3

2
in Eq. (4.8), we perform

second-order Taylor expansion and the result is:
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ðr1 þ xÞ2 þ y2 þ z2
h i3

2¼ r31 1þ 3
2

2x
r1

þ x2

r21
þ y2

r21
þ z2

r21

� �
þOðx; y; zÞ

� �
ð4:11Þ

When infinitesimals above the second-order are ignored, the nonlinear term is
simplified as:

ðr1 þ xÞ2 þ y2 þ z2
h i3

2� r31 1þ 3
2

2x
r1

þ x2

r21
þ y2

r21
þ z2

r21

� �� �
ð4:12Þ

If we substitute Eq. (4.12) into Eq. (4.8), then the following can be obtained:

€x� 2 _m _y� €my� _m2 xþ r1
1þ e cos m �

r31ðr1 þ xÞ
ð1þ e cos mÞr31N

h i
� acx � apx ¼ 0

€yþ 2 _m _xþ€mx� _m2y 1� r31
ð1þ e cos mÞr31N

h i
� acy � apy ¼ 0

€zþ _m2z r31
ð1þ e cos mÞr31N
h i

� acz � apz ¼ 0

8>>><
>>>:

ð4:13Þ

Here,

N ¼ 1þ 3
2

2x
r1

þ x2

r21
þ y2

r21
þ z2

r21

� �

_m ¼ nð1þ e cos mÞ2
ð1� e2Þ3=2

€m ¼ �2n2eð1þ e cos mÞ3 sin m

ð1� e2Þ3

Equation (4.13) is the second-order approximate relative motion dynamics
equation in the elliptical reference orbit.

Similarly, when we substitute Eq. (4.9) into Eq. (4.13), the following can be
obtained:

€x� 2n _y� 3n2xþ 3n4x2 � 3
2 n

4ðx2 þ y2Þ � acx � apx ¼ 0
€yþ 2n_x� acy � apy ¼ 0
€zþ n2z� 3n4xz� acz � apz ¼ 0

8<
: ð4:14Þ

Equation (4.14) is the second-order approximate relative motion dynamics
equation in the circular reference orbit.

We can simplify the relative motion dynamics equation by ignoring the terms of
second-order and above in Eq. (4.11). Then we can get Eq. (4.15):

ðr1 þ xÞ2 þ y2 þ z2
h i3

2 � r31ð
r1 þ 3x

r1
Þ ð4:15Þ
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When we substitute Eq. (4.15) into Eq. (4.9), then the following simplified
relative motion equation can be obtained:

€x� 2 _m_y� €my� _m2 xþ 2xr1
ð1þ e cos mÞðr1 þ 3xÞ

h i
� acx � apx ¼ 0

€yþ 2 _m _xþ€mx� _m2y 1� r1
ð1þ e cos mÞðr1 þ 3xÞ

h i
� acy � apy ¼ 0

€zþ _m2z r1
ð1þ e cos mÞðr1 þ 3xÞ
h i

� acz � apz ¼ 0

8>>><
>>>:

ð4:16Þ

If the cruising spacecraft and the target satellite are close enough, i.e., r � r1,
then:

r1 þ 3x � r1 ð4:17Þ

If we substitute Eq. (4.17) into Eq. (4.16), the following can be obtained:

€x� 2 _m _y� €my� _m2x ð3þ e cos mÞ
ð1þ e cos mÞ � acx � apx ¼ 0

€yþ 2 _m _xþ€mx� _m2y e cos m
ð1þ e cos mÞ � acy � apy ¼ 0

€zþ _m2z 1
3þ e cos m � acz � apz ¼ 0

8><
>: ð4:18Þ

Equation (4.18) is the first-order approximate relative motion dynamics equation
in the elliptical reference orbit.

Similarly, when we substitute Eq. (4.9) into Eq. (4.18), the following can be
obtained:

€x� 2n _y� 3n2x� acx � apx ¼ 0
€yþ 2n_x� acy � apy ¼ 0
€zþ n2z� acz � apz ¼ 0

8<
: ð4:19Þ

Equation (4.19) is the first-order approximate relative motion dynamics equation
in the circular reference orbit.

4.2.3 Precision Analysis of Relative
Motion Dynamics Model

In this section, the applicability of the first-order relative motion dynamics model
and the second-order relative motion dynamics model in orbit design will be
analyzed. Through precision analysis of the model, the cruising spacecraft’s relative
motion dynamics model that meets the orbit design requirement will be confirmed.

As the relative motion error is mainly reflected by the along-track drift error of
the target satellite, selections of the cruising spacecraft’s initial relative motion state
relative to the target satellite are shown in Table 4.2, with a 4-day simulation time.

98 4 Theory and Design Method of Spiral Cruising Orbit



The motion trajectory of the cruising spacecraft relative to the target satellite
within 4 days is as Fig. 4.4 shows. It can be seen that the motion trajectories
adopting different relative motion dynamics models have all matched well.

In Fig. 4.5a–d, the first-order and second-order relative motion dynamics models
are compared with the accurate dynamics model. It is shown that the relative
trajectory errors in radial direction and normal direction are very small (less than
40 m), and the major errors mainly occur on the along-track drift of the target orbit
(about 200 m). For the cruising orbit, however, in order to cruise, along-track drift
is usually needed. Therefore, by adopting the first-order relative motion dynamics
model, requirements for the cruising mission of the cruising spacecraft can be met.

4.2.4 Analysis of Relative Motion Dynamics Model
of Cruising Spacecraft

As it meets the orbit design requirements of the cruising spacecraft and has direct
analytical solution, the precision of the first-order linear dynamics model has great
advantages in the configuration of a relative orbit design.

Table 4.2 Initial relative state parameters of cruising spacecraft

x0 (m) y0 (m) z0 (m) _x0 (m/s) _y0 (m/s) _z0 (m/s)

1 2001 1 7.2922e−6 0.0401 1

Fig. 4.4 Relative motion trajectories
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€x� 2n _y� 3n2x� acx ¼ 0
€yþ 2n_x� acy ¼ 0
€zþ n2z� acz ¼ 0

8<
: ð4:20Þ

In the condition of non-control, the equations above are turned into the classical
C-W Equations, also known as Hill Equation.

€x� 2n_y� 3n2x ¼ 0
€yþ 2n _x ¼ 0
€zþ n2z ¼ 0

8<
: ð4:21Þ

With Laplace transformation, the following can be obtained:

s2XðsÞ � sx0 � _x0½ � � 2n sYðsÞ � y0½ � � 3n2XðsÞ ¼ 0
½s2YðsÞ � sy0 � _y0� þ 2n½sXðsÞ � x0� ¼ 0
½s2ZðsÞ � sz0 � _z0� þ n2ZðsÞ ¼ 0

8<
: ð4:22Þ

Fig. 4.5 Comparison in precision between different models
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Here, ðx0; y0; z0; _x0; _y0; _z0Þ stands for the initial relative motion state of the
cruising spacecraft in the orbital coordinate system of the target satellite.

When we transform the equation above to matrix form, the result is:

s2 � 3n2 �2ns 0
2ns s2 0
0 0 s2 þ n2

2
4

3
5 XðsÞ

YðsÞ
ZðsÞ

2
4

3
5 ¼

sx0 þ _x0 � 2ny0
sy0 þ _y0 � 2nx0

sz0 þ _z0

2
4

3
5 ð4:23Þ

Then,

XðsÞ

YðsÞ

ZðsÞ

2
6664

3
7775 ¼

ðx0�2 _y0 þ 4nx0
n Þs

s2 þ n2 þ ð_x0n Þn
s2 þ n2 þ 2 _y0 þ 4nx0

n
1
s

2ð _x0n Þs
s2 þ n2 þ

2ð2 _y0 þ 4nx0
n �x0Þn
s2 þ n2 � 3n

2
2 _y0 þ 4nx0

n
1
s2 þ ny0�2 _x0

n
1
s

z0s
s2 þ n2 þ

ð_z0n Þn
s2 þ n2

2
6666664

3
7777775

ð4:24Þ

With Laplace inverse transformation, the following can be obtained:

xðtÞ
yðtÞ
zðtÞ

2
664

3
775 ¼

x0 � 2 _y0 þ 4nx0
n

� �
cos ntþ _x0

n sin ntþ 2_y0 þ 4nx0
n

2 _x0
n cos ntþ 2 2 _y0 þ 4nx0

n � x0
� �

sin nt � 3n
2
2 _y0 þ 4nx0

n tþ ny0�2 _x0
n

z0 cos ntþ _z0
n sin nt

2
6664

3
7775 ð4:25Þ

If we take the derivative of Eq. (4.25), then the following can be obtained:

_xðtÞ ¼ _x0 cos ntþð2 _y0 þ 3nx0Þ sin nt
_yðtÞ ¼ �2 _x0 sin ntþð4 _y0 þ 6nx0Þ cos nt � ð3 _y0 þ 6nx0Þ
_zðtÞ ¼ �nz0 sin ntþ _z0 cos nt

8<
: ð4:26Þ

It is shown in Eqs. (4.25) and (4.26) that, at time t, the cruising spacecraft’s
relative position and relative velocity are the functions of its initial relative motion
state. When the two equations above are converted to matrix form, the matrix form of
the solution of the cruising spacecraft’s relative motion equation can be obtained as:

~q
_~q

� �
¼ U11 U12

U21 U22

� �
~q0
_~q0

� �
ð4:27Þ

Here,

½~q; _~q� ¼ ½x; y; z; _x; _y; _z�

½~q0; _~q0� ¼ ½x0; y0; z0; _x0; _y0; _z0�
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U11¼
4�3 cos nt 0 0
6ðsin nt�ntÞ 1 0

0 0 cos nt

2
4

3
5; U12¼

sin nt
n

2ð1�cos ntÞ
n 0

2ðcos nt�1Þ
n

4sin nt
n �3t 0

0 0 sin nt
n

2
64

3
75

U21¼
3n sin nt 0 0

6ðcos nt�1Þ 0 0
0 0 �n sin nt

2
4

3
5; U22¼

cos nt 2 sin nt 0
�2 sin nt 4 cos nt�3 0

0 0 cos nt

2
4

3
5

It can be seen from the solution of the cruising spacecraft’s relative motion
dynamics model that its relative motion has the following basic characteristics:

(1) The cruising spacecraft’s motion relative to the target satellite can be
decomposed into two independent motions in which one is in the target orbit
plane and the other is perpendicular to the plane. The two axes in the orbit
plane are in a coupled state.

(2) The relative motion perpendicular to the orbit plane is a periodic oscillatory
motion, whose oscillation amplitude is:

Zmax ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z20 þð_z0=nÞ2

q
ð4:28Þ

(3) In the orbit plane, the phases of x and _x always lag 90° (a quarter of the orbital
period) behind the phases of y and _y, with the y-axis amplitude twice the
x-axis amplitude. Additionally, there is a term on the y-axis that increases
linearly with time.

We can set

xc0 ¼ 2 _y0 þ 4nx0
n

yc0 ¼ ny0�2 _x0
n

x ¼ xðtÞ
y ¼ yðtÞ

8>><
>>: ð4:29Þ

And when we substitute Eq. (4.29) into the first two equations in Eq. (4.25), the
following can be obtained:

x� xc0 ¼ ðx0 � xc0Þ cos ntþ _x0
n sin nt

yþ 3nxc0
2 t�yc0
2 ¼ _x0

n cos ntþðxc0 � x0Þ sin nt

(
ð4:30Þ

After mathematical transformation, the following can be obtained:

x� xc0½ �2 þ ½yþ 3nxc0
2 t � yc0�2
4

¼ ðx0 � xc0Þ2 þ _x0
n

� �2

ð4:31Þ

When the initial relative motion state of the cruising spacecraft is given, the right
side of Eq. (4.31) is a fixed value. We can set
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b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx0 � xc0Þ2 þð _x0

n
Þ2

r
ð4:32Þ

then Eq. (4.33) can be obtained:

x� xc0½ �2
b2

þ ½yþ 3nxc0
2 t � yc0�2
4b2

¼ 1 ð4:33Þ

It is known from Eq. (4.33) that, when xc0 ¼ 0, the cruising spacecraft flies
around the target satellite in a closed ellipse. In this ellipse, the center coordinates
are ðxc0; yc0Þ, the semi-major axis is 2b, the ratio of the semi-major axis to the
semi-minor axis is 2:1, the eccentricity e ¼ ffiffiffi

3
p 	

2 � 0:866, as Fig. 4.6a shows;
when xc0 6¼ 0, the cruising spacecraft’s relative motion trajectory in the target
satellite’s orbit plane is a non-closed spiral motion trajectory, with the value of xc0
determining the drift speed of the cruising spacecraft’s trajectory center and its plus
or minus state determining the along-track drift direction of the cruising spacecraft,
as Fig. 4.6b shows.

4.3 Traversal Cruising Orbit: Design

A traversal cruising orbit enables a single spacecraft to accomplish traversal
cruising detection of multiple spacecraft that are in the same orbit or in different
orbits, which is a typical relative motion. Compared with traditional relative
motions such as satellite formation, however, the traversal cruising orbit is designed
with reference to a space orbit, rather than a spacecraft. Therefore, it is necessary to
find a new or improved orbit design method.

(a) closed fly-around trajectory          (b) drift motion trajectory

Fig. 4.6 Characteristics of relative motion trajectory
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4.3.1 Design Method Based on Hill Equation

According to Hill equation, the relative motion trajectory of the cruising spacecraft
in the target plane can be described as:

x� xc0ð Þ2
b2

þ y� yc0 þ 1:5xc0ntð Þ2
2bð Þ2 ¼ 1 ð4:34Þ

When xc0 6¼ 0, the relative motion trajectory in the plane is an ellipse whose
center drifts in the along-track direction of the target orbit. The center’s drift
velocity is proportional to xc0, and the drift distance in each period is:

L ¼ 3pxc0j j ð4:35Þ

The cruising velocity is:

V ¼ 1:5xc0n ð4:36Þ

The cruising direction is determined by the sign of xc0, that is

xc0\0 Positive direction cruising
xc0 [ 0 Reverse direction cruising



ð4:37Þ

The cruising radius R can be determined by b and xc0 as

R ¼ bþ xc0j j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2_y0
n

þ 3x0

� �2

þ _x0
n

� �2
s

þ 4x0 þ 2
_y0
n

� �����
���� ð4:38Þ

The time required for the cruising orbit to complete a traversal cruising to the
target orbit is directly related to cruising velocity. The higher the cruising velocity
is, the shorter the traversal period will be. The traversal period can be approximately
estimated by the following formula.

T � 2paT=V ð4:39Þ

Here, aT stands for the semi-major axis of the target orbit.
The relation between the cruising velocity V and the traversal search period T is

shown in Fig. 4.7.
It can be seen that when the cruising velocity is fixed, the longer the semi-major

axis of the target orbit is, the longer the traversal period will be; when the length of
the semi-major axis of the target orbit is fixed, the higher the cruising velocity is,
the shorter the traversal period will be. With regard to the same target orbit, there is
an approximate inverse relation between the traversal period T and the cruising
velocity V.
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As the trajectory center of the traversal cruising orbit is constantly drifting with
the change of time, a certain target satellite is usually taken as the reference point in
orbit design. We can suppose that at the initial moment, the relative motion state of
the cruising spacecraft meets the following condition:

yc0 ¼ y0 � 2
n
_x0 ¼ 0 ð4:40Þ

The initial position coordinate of the cruising spacecraft in the radial direction is:

x0 ¼ R0 cos h ð4:41Þ

Here: R0 stands for the projection of the traversal cruising orbit’s cruising radius
R in the target orbit plane; h stands for the phase angle based on the x axis, with
counter-clockwise direction as the positive direction.

Additionally, in the target orbital coordinate system, the initial relative motion
state of the cruising spacecraft in the normal direction satisfies:

z0 ¼ x0tgu
_z0 ¼ _x0tgu



ð4:42Þ

Here, u is the angle between the projection of the cruising spacecraft in the x� z
plane of the target orbital coordinate system and the x axis.

If the reference orbit element is known, when the cruising velocity of the
cruising spacecraft V, the cruising radius R, the phase angle h and the normal angle
u of the cruising spacecraft in the target orbit plane are given, we can combine the
equations from Eq. (4.36) to (4.42), and the initial relative motion state of the

Fig. 4.7 Relation between aT � V � T
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cruising spacecraft in the target orbital coordinate system can be obtained. Then
according to the coordinate transformation relation, the position vector and velocity
vector of the cruising spacecraft in the Earth centered inertial coordinate system can
be obtained.

4.3.2 Design Method Based on E/I Vector Method

When the target orbit is a near-circular orbit, the motion of the cruising spacecraft in
the target relative motion coordinate system can be described by the following
configuration geometrical parameters.

x ¼ Da� p cos u� uð Þ
y ¼ l� 1:5Dantþ 2p sin u� uð Þ
z ¼ s sin u� hð Þ
_x ¼ np sin u� uð Þ
_y ¼ �1:5Danþ 2np cos u� uð Þ
_z ¼ ns cos u� hð Þ

8>>>>>><
>>>>>>:

ð4:43Þ

Here, x; y; z; _x; _y; _zð Þ are the position and velocity components of the cruising
spacecraft in the relative motion coordinate system; n is the average motion angular
velocity of the target orbit; Da, l, p, u, s, and h are configuration geometrical
parameters. By adopting geometrical parameters, the relative motion can be directly
described. The details are below:

• Da is the relative semi-major axis;
• p is the in-plane configuration size (the semi-minor axis of the in-plane con-

figuration ellipse);
• u is the in-plane configuration phase;
• l is the drift distance of the configuration center along the trajectory;
• s is the out-of-plane configuration size (the configuration lateral amplitude);
• h is the out-of-plane configuration phase.

The configuration geometrical parameters can be calculated and obtained
through the relative orbit elements of the cruising spacecraft and the target satellite.

Da ¼ a2 � a1
p ¼ a1 Dej j
u ¼ arctan Dey;Dex

� 

l ¼ a1ðDuþDX cos i1Þ
s ¼ a1 Dij j
h ¼ arctan Diy;Dix

� 


8>>>>>><
>>>>>>:

ð4:44Þ

Here, a1, a2, u1, u2 and X1, X2 stand for the orbit’s semi-major axis, the
argument of the ascending node and the right ascension of the ascending node

106 4 Theory and Design Method of Spiral Cruising Orbit



(RAAN) of the cruising spacecraft and the target satellite, respectively; other vectors
are as follows:

D�e ¼ �e2 � �e1 ¼
Dex
Dey

" #
�e1 ¼ e1 cos ðx1Þ

e1 sinðx1Þ
� �

�e2 ¼ e2 cos ðx2Þ
e2 sinðx2Þ

� �
ð4:45Þ

D�i ¼ �i2 ��i1 ¼ Dix
Diy

� �
�i1 ¼ i1

X1 sin i1ð Þ
� �

�i2 ¼ i2
X2 sin i2ð Þ

� �
ð4:46Þ

(1) When i1 ¼ 0, and X1 ¼ X2, then

�i1 ¼ 0
0

� �
�i2 ¼ i2

0

� �
D�i ¼ �i2 ��i1 ¼ i2

0

� �
¼ s

a
cos h
sin h

� �
ð4:47Þ

And we also obtain: s ¼ a i2j j, h ¼ 0� or h ¼ 180�.
(2) When i1 ¼ 0 and i2 ¼ 0, X2 is an arbitrary value (here we set X1 ¼ X2), then:

l ¼ a1 u2 � u1ð Þþ X2 � X1ð Þ cos i1ð Þ ¼ a1Du ð4:48Þ

4.3.3 Design Constraint

In the process of space target surveillance, the surveillance result is susceptible to
the relative distance, relative velocity and imaging angle between the surveillance
camera and the target. As it is hard to ensure a proper surveillance angle for every
target during traversal cruising, in designing a spiral traversal cruising orbit, only
the design constraint of the cruising radius and the cruising velocity should be
focused on.

(1) Constraint on cruising radius

As for the constraint on the cruising radius, the operating range of the surveil-
lance payload on the cruising spacecraft is a main consideration; another consid-
eration is the responsive ability requirement of the cruising spacecraft.

The selection range of the cruising spacecraft’s cruising radius is related to the
performance of the CCD visible light camera on it; the effective surveillance range
of the camera cannot exceed the maximum operating range of the payload itself.
Therefore the working radius of the visible light camera can be described as:
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R1 ¼ RdD
2:44kQ

ð4:49Þ

Here, D is the size of the optical aperture of the visible light camera; k is the
working wavelength of the camera (the wavelength range of the visible light wave
band is 0.4–0.7 lm); Q is the imaging quality factor; Rd is the minimum spatial
resolution needed for achieving space target surveillance.

If the optical aperture of the CCD camera carried by the cruising spacecraft is
D = 0.3 m, working wavelength k ¼ 0:5 lm, imaging quality factor Q ¼ 1:1, Rd ¼
0:5 m then the maximum working distance is about 111.8 km.

If the cruising spacecraft is required to switch from the traversal cruising mode
to other modes within a limited time, its responsive ability needs to meet certain
requirements. For instance, when the cruising spacecraft travels in the vicinity of a
specific target, in order to obtain detailed feature information of the target, it needs
to quickly switch from the cruising mode to the small elliptical fly-around mode,
the fast circular fly-around mode, or other modes, so as to conduct omnidirectional
surveillance of the target. When the mission is accomplished, the cruising space-
craft needs to return to the cruising orbit to continue the collection of information
on other targets.

When the cruising spacecraft rapidly approaches the vicinity of the target
satellite from a place where the distance to the target spacecraft is L, it is necessary
to apply impulses at the initial time and the arrival time, respectively. The total
velocity increment to be consumed can be approximately described as (Fig. 4.8):

Fig. 4.8 Relations between responsive time and velocity increment required at different distances
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DV ¼ 2
L
Dt

ð4:50Þ

When we take into full consideration the limitation of available fuel of the
cruising spacecraft every time it switches its cruising mode and the requirement for
responsive ability, the cruising radius R2 should meet the following condition:

R	 0:01H ð4:51Þ

Here, H is the orbit altitude of the target orbit.
As is known from Eq. (4.51), if the reference orbit is a geostationary earth orbit

(GEO), then the cruising radius should be less than 360 km; if the orbit altitude of
the reference orbit is 20,000 km, then the cruising radius should be no more than
200 km.

In summary, if the effective working range of the cruising spacecraft’s
surveillance payload is R1, the constraint of the responsive ability on the cruising
radius is R2, then the cruising radius of the cruising orbit is:

R ¼ minðR1;R2Þ ð4:52Þ

(2) Constraint on cruising velocity

Two aspects need to be considered in designing cruising velocity: one is the
requirement of the cruising spacecraft’s surveillance payload on cruising velocity;
the other is when the cruising radius is given, the constraint of the cruising orbit
configuration on cruising velocity.

As the cruising spacecraft is a kind of small-sized spacecraft, the performance
configuration of the surveillance payload it can carry is limited. We can suppose
that the surveillance payload is a CCD visible light camera. Generally, in order to
ensure clear imaging, the linear CCD photo sensor in the focal plane of the camera
must meet a certain exposure requirement. The exposure of the linear CCD photo
sensor E (in W � s) can be expressed as:

E ¼ PDti ð4:53Þ

Here: PD is the radiation flux of light received by the camera in W ; ti is the
integration time in s, which is related to the specific performance of the CCD
camera. To ensure that there is no omission in camera imaging, the following
should be satisfied:

ti 	 rg
	
vg ð4:54Þ

Here: rg is the relative distance between the two spacecraft, and vg is the relative
velocity between them.
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The cruising radius and the cruising velocity are both the functions of the
relative position velocity; and there exists a coupling relation between the two.
When the cruising radius R is given, if a spiral cruising orbit configuration is to be
maintained, the cruising velocity V cannot be infinitely large. The relation between
the cruising velocity and the cruising radius is:

R ¼ bþ 2
3n

V

����
���� ð4:55Þ

Here, refer to Eq. (4.34) for the definition of b.
It can be seen that when the cruising radius R is fixed, as b deceases, the value of

2
3n V
�� �� increases and thus the cruising velocity V also increases. In limiting cases,
when b ¼ 0, the cruising velocity reaches its maximum value. At this moment, the
spiral cruising orbit degrades into a linear cruising orbit. Hence, the cruising
velocity of a spiral traversal cruising orbit must meet the following constraint:

Vj j 	 3
2
nR ð4:56Þ

Based on Eq. (4.56), the value range of the cruising velocity V, changing with
the cruising radius R, can be obtained. An example is presented below. When the
target orbit is a GEO, the relation between the cruising velocity and the cruising
radius is analyzed. It is shown in Fig. 4.9.

As demonstrated in Fig. 4.9, the higher the cruising velocity is, the larger the
corresponding cruising radius will be. This means enhancing the responsive ability
of the cruising spacecraft can be achieved at the cost of some surveillance effect.
Therefore, in designing a spiral cruising orbit, indexes of the two sides must be
balanced so as to achieve an optimal overall effect.

4.3.4 Simulation Analysis

We can suppose that the target orbit is a GEO, and the six elements of the reference
target spacecraft are: a ¼ 42164 km, e ¼ 0, i ¼ 0�, X ¼ 0�, w ¼ 0�, and M ¼ 0�.
We can set the cruising radius R ¼ 100 km, the cruising velocity V = 4 m/s; we can
also set the initial phase angle of the cruising spacecraft in the target orbit plane
h ¼ �90�, and the initial angle in the normal direction u ¼ 0� . It can be calculated
that the position vector and the velocity vector of the cruising spacecraft in the
Earth centered inertial coordinate system are:

~r ¼
42164:1
103:269

0

2
4

3
5 km ~v ¼

�0:00375497
3:07319

0

2
4

3
5 km=s
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The STK software is used to simulate the spiral traversal cruising orbit of the
spacecraft. It is shown in Fig. 4.10.

In Fig. 4.10, the orbit in the middle is the GEO, i.e., the target orbit; parallel to
the GEO, the two orbits on the top and at the bottom are orbits that are 100 km
higher and 100 km lower than the GEO, respectively; the spiral-shaped orbit in the
middle is the traversal cruising orbit.

Figure 4.11 shows the changes of the relative distance between the cruising
spacecraft and the target orbit in 60 days. As is known from the figure, the cruising
radius is within the 100 km distance range required in the design. In this case, the
cruising spacecraft can stay in the vicinity of the target orbit for a long time, and can
conduct close reconnaissance on and surveillance of all the spacecraft in the target
orbit.

Fig. 4.9 Value range of cruising velocity changing with cruising radius

Fig. 4.10 Spiral traversal cruising orbit
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We can take a target satellite in the GEO as an example. The abilities of the
spiral cruising orbit is explored in three aspects—the change of distance relative to
the target, the observation session, and the observation angle. The simulation result
is shown in Fig. 4.12.

Figure 4.12 shows the variation curve of the relative distance between the
cruising spacecraft and the target spacecraft. It can be seen that the general variation
tendency of their relative distance is that the cruising spacecraft slowly approaches
the target at first and then gradually moves away from it, without staying in the
vicinity of the target for a long time. Therefore it enjoys a high quality of
concealment.

Fig. 4.11 Relative distance between cruising spacecraft and target orbit (in 60 days)

Fig. 4.12 Distance between cruising spacecraft and target spacecraft
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Figure 4.13 shows the time distribution of the cruising spacecraft’s surveillance
of the target spacecraft. As is known from the figure, there are two surveillance
periods: the first one is [3 Jul 2007 00:20:18.255–3 Jul 2007 09:52:55.208], lasting
9.54 h; the second one is [3 Jul 2007 15:38:12.678–3 Jul 2007 20:00:09.206],
lasting 4.36 h. The total effective surveillance time of the cruising spacecraft of the
target is about 13.9 h, suggesting that the cruising spacecraft can conduct long-time
surveillance of a specific target.

Figure 4.14 shows the variation curve of the observation angle of the cruising
spacecraft relative to the target spacecraft. As is known from the figure, the
observation angle of the cruising spacecraft relative to the target spacecraft varies
within a range of −90°–5°, indicating that the observation angle of the cruising
spacecraft is large and that the target is comprehensively observed.

Fig. 4.13 Time period of cruising spacecraft’s surveillance of target spacecraft

Fig. 4.14 Observation angle of cruising spacecraft relative to target spacecraft
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The time needed for a cruising spacecraft to complete a traversal observation of
all the spacecraft in the GEO is:

T ¼ 2paT=V � 768 days

Close-range traversal research on all the spacecraft in the target orbit can be
achieved by spiral traversal cruising; and a favorable effect can be achieved on the
surveillance of multiple targets. Theoretically speaking, if the cruising mode does
not change and effects of factors such as perturbation on the cruising orbit con-
figuration can be neglected, in the process of traversal cruising, the cruising
spacecraft does not need to consume fuel, and its operation life is quite long. In
spiral traversal cruising, in addition, the traversal period for a high-orbit target is
relatively long. Therefore, it is more suitable for long-term on-orbit space target
surveillance.

4.4 Design of the Round-Trip Itinerant Orbit

A round-trip itinerant orbit is a spiral-shaped relative orbit along which a spacecraft
conducts multi-frequency round-trip surveillance of the target group within a
specific arc section of the target orbit. By exerting orbit control on the cruising
spacecraft from the boundary of the target group, the direction of the spiral cruise is
changed, generally presenting a closed spiral round-trip fly-around configuration as
Fig. 4.15 shows.

Similar to the spiral traversal cruising orbit, in designing a spiral round-trip
cruising orbit, such requirements as cruising range, observation ability and on-orbit
working life also need to be taken into consideration.

4.4.1 Design Method

In designing a spiral round-trip cruising orbit, firstly, the target set is precisely
described and the cruising range is defined; next, for the spiral round-trip cruising
orbit configuration itself, the cruising velocity and the cruising radius are designed.

Fig. 4.15 Spiral round-trip cruising orbit
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With regard to target groups in the same orbit, a certain satellite can be taken as
the reference. With relative state parameters, the target set can be described as:

rj;DL1;DL2; . . .;DLn
� �

Here, rj is the orbit element of the reference target j; DLn is the relative motion
state parameter of target n in the orbital coordinate system of target j.

If the target orbit is a GEO, and compared to the radius of the GEO, the distance
between two adjacent targets is an infinitesimal amount, then the following
approximation can be obtained:

yc0i ¼ yc0j þðLi � LjÞR ð4:57Þ

Here, yc0i and yc0j stand for the positions of targets i and j in the reference
coordinate system, respectively; Li and Lj stand for the geographic longitudes of
target satellites i and j, respectively; R is the semi-major axis of the target orbit.

The starting point ys and the terminal point ye of the spiral round-trip cruising
orbit can be approximately determined by the relative position of the target satellites
at the two ends of the target set. We suppose that the distance between the target
satellites at both ends is DLmax, then the round-trip distance DL can be approxi-
mately obtained:

DL ¼ 2 ye � ysj j ¼ 2DLmax ð4:58Þ

According to the relative motion dynamics model, the drift distance d for a
cruising spacecraft in one orbital period is:

d ¼ 3pxc0 ð4:59Þ

Then the time needed to complete one period of a spiral round-trip cruising can
be approximated to the number of orbital period as:

Tgo ¼ DL
d

ð4:60Þ

Based on the requirements of the spiral round-trip cruising model, the cruising
direction of a cruising spacecraft can be divided into two types: positive and
reverse. We suppose that the cruising distances in both directions are the same in
each period, and that orbit switch is only conducted on the boundary of the target
group without exerting any other control during the cruising process. It is known
from the relative motion characteristics of the cruising spacecraft that, its cruising
direction is related to the sign of xc0: when xc0\0, it is cruising in the positive
direction; when xc0 [ 0, it is cruising in the reverse direction. Therefore, the
cruising spacecraft switches its cruising direction mainly via orbit control and
changing the value of xc0 as Fig. 4.16 shows.
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After the transformation, xc0 can be described as:

xc0 ¼ 2_y0 þ 4nx0
n

ð4:61Þ

We suppose that the cruising spacecraft switches every time at the point where
x0 ¼ 0 (according to the relative motion characteristics of the cruising spacecraft,
that point always exists), then the following can be obtained:

_y0 ¼ 1
2
nxc0 ð4:62Þ

If, during every switch, only the cruising direction of the cruising spacecraft is
changed while its cruising distance in every period remains the same, then it is
known from the relative motion dynamics model of the cruising spacecraft that it
only needs to apply along-track impulse control to the cruising spacecraft to change
the sign of _y0 without changing its value. Thus the following can be obtained:

Positive direction cruising switch : DV1 ¼ nxc0
Reverse direction cruising switch : DV2 ¼ �nxc0


 �
ð4:63Þ

In one spiral round-trip cruising period, switches in both directions need to be
conducted. Therefore, the total velocity increment required in each cruising period
is:

DVtotal ¼ 2DV ¼ 2nd
3p

ð4:64Þ

It can be seen that the larger the drift distance d is, the greater the velocity
increment is required to complete a round-trip cruising period. Figure 4.17 shows
the relation between the drift distance of the cruising spacecraft’s relative motion
trajectory in each period and the velocity increment.

Fig. 4.16 Direction switch of spiral round-trip cruising
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4.4.2 Design Constraints

A spiral round-trip cruising orbit is, on the basis of a spiral traversal cruising orbit, a
closed relative motion trajectory formed by constantly exerting control on the
boundary of the target group and changing the direction of the spiral cruise. As a
result, the general constraints on designing a spiral traversal cruising orbit also need
to be taken into consideration in designing a spiral round-trip cruising orbit.

Different from the spiral traversal cruising orbit, in designing a spiral round-trip
cruising orbit, the constraint of the responsive ability on the orbit design is twofold:
one is the constraint of responsive time when the cruising spacecraft switches its
cruising mode, i.e., the design constraint of the cruising radius should be consid-
ered; the other is, in a round-trip cruise, the time interval between two adjacent
reconnaissance by the cruising spacecraft on the same target in a round-trip cruise,
or the requirement for the frequency of the cruising spacecraft’s surveillance of the
same target in a period of time, i.e., the design constraint on the size of the cruising
range of the cruising spacecraft should be considered.

Fig. 4.17 Relation between drift distance and velocity increment per period
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4.4.3 Simulation Analysis

In this section, three target satellites (Sat1, Sat2, Sat3) are taken as an example to
design a spiral round-trip cruising orbit. A target orbital coordinate system is cre-
ated with Sat1 as the origin. The target group is described as:

0; 1:4eþ 003 km; 2:3eþ 003 kmf g

It can be approximately determined that:

ys ¼ 0 ye ¼ 2:3eþ 003 km

If the maximum cruising radius of the cruising spacecraft is 120 km, then it is
known from Eq. (4.60) that the maximum drift distance of the cruising spacecraft
per day is dmax ¼ 753:98 km. If we set d = 700 km, the round-trip period T is:

T [ 2INTð yej j
d
Þ ) T [ 2INTð3:3519Þ

If we set eight days as the round-trip period T , then:

T ¼ 8 day; d ¼ 586:5750 km; xc0 ¼ 62:2375 km

It is known from Fig. 4.18 that the relative motion trajectory of the cruising
spacecraft is a closed curve consisting of eight drifting ellipses, and that the cruising
spacecraft takes round-trip cruises among the three target satellites, with a
round-trip period of eight days.

Figures 4.19, 4.20 and 4.21 are the change curves of the relative distances
between the cruising spacecraft and the three target satellites in one cruising period,
respectively. It can be seen that, the distance between the cruising spacecraft and the
target satellite changes periodically with time. In the figures, the value at the dotted
line is 120 km, meaning the farthest point at which a cruising spacecraft can per-
form detailed observation of the target. It is known from the simulation result that in
a spiral round-trip cruise, there always exists a certain period of time when the
cruising spacecraft can perform short-range surveillance of the three satellites.

Figure 4.22 shows the change curve of the relative distance between the cruising
spacecraft and the target orbit.

It is known from Fig. 4.22 that the relative distance between the cruising
spacecraft and the target orbit is always within 120 km, suggesting that in the
process of a spiral round-trip, the cruising spacecraft can also perform short-range
surveillance of other spacecraft in the same arc section.

The drift distance of the cruising spacecraft per day is 586.6 km. It is known
from Eq. (4.28) that in each period the velocity increment needed for the cruising
spacecraft to switch is 9.1 m/s.
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Fig. 4.18 Spiral round-trip cruising trajectory of cruising spacecraft

Fig. 4.19 Change curve of relative distance between cruising spacecraft and Sat1

4.4 Design of the Round-Trip Itinerant Orbit 119



Fig. 4.20 Change curve of relative distance between cruising spacecraft and Sat2

Fig. 4.21 Change curve of relative distance between cruising spacecraft and Sat3

120 4 Theory and Design Method of Spiral Cruising Orbit



The spiral round-trip cruising method can achieve multi-frequency and
short-range round-trip inspection of the target group in the target orbit region. When
the round-trip region is relatively small, its round-trip period is relatively short, and
the responsive ability is very good. However, orbit control is only applied to the
boundary of the target and no control adjustment is conducted during the process.
Therefore, with regard to a group of evenly distributed targets, a favorable
surveillance effect of every satellite by the cruising spacecraft can be achieved by
the reasonable design of the cruising orbit; as for a group of unevenly distributed
targets, the cruising spacecraft can only guarantee the intensive surveillance of a
few targets in the region, while having difficulty in ensuring the surveillance effect
of other targets.

4.5 Controllable Cruising Orbit: Design

Due to influences from factors such as the unevenness in the distribution of space
targets and orbit perturbation, it is difficult to obtain the ideal space target
surveillance effect by a single orbit configuration. For this purpose, this section will
propose a controlled cruising method.

The controllable orbit design combines relative orbit with absolute orbit and
applies the method of multiple orbit planning. The goal of the design is, in the
process of a spiral motion (one positive direction or reverse direction cruise), the

Fig. 4.22 Change curve of relative distance between cruising spacecraft and target orbit
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cruising spacecraft can conduct at least one or even multiple omnidirectional
surveillance of every target of the target group. This is shown in Fig. 4.23.

By adjusting the cruising velocity of the spiral round-trip orbit and the config-
uration of relative drifting elliptical trajectory, etc., every target is able to be kept on
the fly-around trajectory of the spiral round-trip cruising orbit, thus enabling the
cruising spacecraft in spiral motion to detect the target satellite at short range.
Additionally, in order to guarantee the stability of the imaging quality of the target
satellite, we should try our best to ensure that the target satellite is at the center of
the spiral fly-around region or in its vicinity so as to obtain the stable imaging
effect.

4.5.1 Spiral Ring: Design

We suppose that the number of target satellites needed to be monitored is N. When
the cruising spacecraft travels to the vicinity of target satellite i, if short-range
fly-around observation is to be performed on the target satellite, then the relative
trajectory should meet the following constraint conditions:

(1) The fly-around trajectory cannot enter the safety zone of the target satellite
(i.e., the flight forbidden zone) to avoid collision;

(2) The fly-around trajectory cannot exceed the effective action range of the
imaging payload of the cruising spacecraft.

We suppose that the radius of the target satellite’s flight forbidden zone is r1, and
the effective action distance of the platform’s imaging payload is r2. In a target
satellite orbital coordinate system, we can set the position of the aiming point as x0,
as Fig. 4.24 shows.

According to the constraint conditions, the following can be obtained:

r1 	 x0j j 	 r2 ð4:65Þ

If at moment t0, the position of aiming point A, i.e., xt0 , and the fly-around time
T (T is the fly-around time of the spiral ring, less than or equal to the orbital period

Fig. 4.23 Controllable spiral orbit
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of the target satellite) are given, by using the dynamics model to perform orbit
extrapolation, the spiral ring trajectory of the cruising spacecraft can be obtained.
The maximum relative distance between the cruising spacecraft and the aiming
point appears at the moment when t ¼ t0 þ 0:5T , and

hmax ¼ xt0 þ 0:5T � xt0j j ð4:66Þ

Here, hmax stands for the farthest distance between the cruising spacecraft and
the aiming point in the spiral ring. Therefore, for the minimum spiral ring, the
following constraint should be met:

h
 x0j j þ r1 ð4:67Þ

As for the maximum spiral ring, the following constraint should be met:

h	 x0j j þ r2 ð4:68Þ

The algorithm used to obtain the fly-around time constraint is a dichotomy that
solves the nonlinear equation. The flowchart is in Fig. 4.25.

We suppose that the target orbit is a GEO, the effective action distance of the
cruising spacecraft with payload is 120 km. Figure 4.26 shows, when the target
flight forbidden zones are 100, 500 m, 2, 10, 30, 50 km, respectively, the change
curves of the minimum fly-around time as it changes with the position distribution
of the aiming point.

We can take Fig. 4.26a as an example. If the peak of the fly-around approaches
the forbidden zone of the target satellite from the radial distance, then the minimum

Fig. 4.24 Schematic figure of round-trip imaging trajectory constraint
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fly-around period is about 24 h; if the radial distance of the fly-around peak is
120 km from the target satellite, the minimum fly-around period is about 9.7 h.

With different position distributions of the aiming point, the variation tendency
of the minimum fly-around configuration is shown in Fig. 4.27, in which the for-
bidden zone of the target is 50 km, the minimum fly-around times are 23.9344,
18.1850, and 15.7811 h, respectively.

It can be seen that, when the effective action distance of the cruising spacecraft
with payload is given, the shorter the radius of the target forbidden zone, the larger
the distance between the position of the aiming point and the target, then the less the
minimum fly-around time; the longer the radius of the target forbidden zone,
the smaller the distance between the position of the aiming point and the target, then
the more the minimum fly-around time. In extreme cases, when the aiming point is
on the boundary of the target forbidden zone, the minimum fly-around time reaches
its maximum value, which is also one orbital period of the target orbit.

4.5.2 Entry Corridor: Design

The goal in designing an entry corridor is to enable the cruising spacecraft to
perform omnidirectional observation of the target satellite in its vicinity in a natural
spiral fly-around way. It therefore does not require extra orbit control.

Fig. 4.25 Flow chart of minimum flight period
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(a) Radius of the target forbidden zone 100m (b) Radius of the target forbidden zone 500m

(c) Radius of the target forbidden zone 2km (d) Radius of the target forbidden zone 10km

(e) Radius of the target forbidden zone 30km (f) Radius of the target forbidden zone 50km

Fig. 4.26 Change curve of minimum fly-around time with changes in flight forbidden zones and
position distribution of aiming point
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When the cruising spacecraft performs fly-around observation of the target
satellite, its relative distance cannot exceed the working range of its payload; its
relative motion trajectory cannot enter the forbidden zones of the target satellite in
order to avoid collision. Therefore, when the cruising spacecraft performs spiral
fly-around surveillance of a certain target satellite, besides the constraint on the
peak of the relative position of the spiral fly-around, its relative initial velocity at the
peak of the fly-around must enable the spiral fly-around trajectory of the cruising
spacecraft to meet the constraint conditions.

Hence, the spiral fly-around surveillance by the cruising spacecraft of the target
satellite is an initial state set of position and velocity, i.e., the “entry corridor”. After
the cruising spacecraft completes its surveillance mission of target satellite i� 1,
planning of surveillance of target satellite i will begin. In approaching target
satellite i, once the cruising spacecraft captures the “entry corridor” of target
satellite i, it will be able to complete a comprehensive fly-around surveillance of
target satellite i with a natural relative fly-around.

The entry corridor can be described as:

Si ¼ [ ~rj; [ ð~vkÞ
� �

st
x2i ðtjÞþ y2i ðtjÞ
 r2jinqu
x2i ðtjÞþ y2i ðtjÞ	 r2zaihe

(

tj 2 0; Tj
� �

ð4:69Þ

Fig. 4.27 Minimum fly-around trajectory with different aiming points
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Here, Si stands for the entry corridor of target satellite i, a set of a series of initial
fly-around peaks ~rj and initial fly-around velocities ~vk. For any spiral fly-around
peak~vk, its fly-around period Tj must meet the following condition:

Tj 2 ½TminðjÞ;TmaxðjÞ�

Here,TminðjÞ stands for theminimumfly-around period of the cruising spacecraft at
~rj; TmaxðjÞ stands for its maximum fly-around period. xiðtjÞ; yiðtjÞ are the relative
positions of the cruising spacecraft at moment tj, satisfying the relative trajectory
constraint. As every spiral fly-around peak has a corresponding fly-around period
interval, according to the short-range relative motion dynamics model, a series of
initial relative fly-around velocities~vk at that peak can be obtained. The entire set of
positions and velocities [ ~rj; [ ð~vkÞ

� �
constitutes the entry corridor of target satellite i.

Based on the current state and mission requirements, the timing and size of the
next control impulse needs to be calculated. The key is that the cruising spacecraft
must, according to its predicted state, do iterative computation in real time to see
whether the spiral fly-around trajectory meets the mission requirement. Its defects
lie in the fact that a long time and a great deal of computing are needed for every
iterative computation. Therefore, its defect is that the GNC System sets high
requirements on the performance of the cruising spacecraft’s on-board computer.
Considering the target group monitored by the cruising spacecraft is quite fixed,
based on the features of the target group, the entry corridor of the target satellite can
be designed in advance to reduce the real-time computing of the cruising spacecraft.
The design pattern of the “entry corridor” table is shown in Table 4.3.

Here, ð _xij; _yijÞ stands for the initial velocity that the cruising spacecraft should
have at the spiral fly-around peak ri when the spiral fly-around period is Tj. In the
Table, the position of the fly-around peak ri and the fly-around period Tj can be
reasonably distributed according to actual requirements of the mission.

4.5.3 Single-Pulse Control Strategy

It can be known from Eq. (4.34) that in a relative motion coordinate system, the
drifting ellipse parameter b of the relative motion of the cruising spacecraft can be
described as:

Table 4.3 “Entry corridor” table

T1 ¼ Tmin T2 T3 … Tn ¼ Tmax

r1 ¼ rjinqu ð _x11; _y11Þ ð _x12; _y12Þ ð _x13; _y13Þ … ð _x1n; _y1nÞ
r2 ð _x21; _y21Þ ð _x22; _y22Þ ð _x23; _y23Þ … ð _x2n; _y2nÞ
r3 ð _x31; _y31Þ ð _x32; _y32Þ ð _x33; _y33Þ … ð _x3n; _y3nÞ
… … … … …

rm ¼ rzaihe ð _xm1; _ym1Þ ð _xm2; _ym2Þ ð _xm3; _ym3Þ ð _xmn; _ymnÞ
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b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 _y0
n

þ 3x0

� �2

þ _x0
n

� �2
s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 _y
n

þ 3x
� �2

þ _x
n

� �2
s

ð4:70Þ

The drift velocity of the center of the ellipse is:

V ¼ 1:5xc0n ¼ 6nx0 þ 3 _y0 ¼ 6nxþ 3_y ð4:71Þ

The distance covered by the cruising spacecraft per day is:

L ¼ 1:5xc0nT ¼ 12px0 þ 6p
_y0
n
¼ 12pxþ 6p

_y
n

ð4:72Þ

Here, ðx0; y0; _x0; _y0Þ is the initial relative motion state of the cruising spacecraft;
ðx; y; _x; _yÞ stands for the relative motion state of the cruising spacecraft at any one
moment.

In a relative motion coordinate system, the control impulses, which need to be
applied when the configuration parameters of the spiral orbit are changed according
to the requirements of the mission, can be classified into three types: along-track
direction Dvx, radial direction Dvy, and normal direction Dvz. When the impulses are
applied in different directions, their effect also varies remarkably. For the design of
a spiral controllable cruising orbit, due to the decoupling of the control in the
normal direction and the control in the target satellite plane, the relative motion
control in the normal direction of the target orbit can be designed separately.

(1) Impulse control in the along-track direction

If the velocity increment in the along-track direction is used to change the spiral
cruising orbit, for a near-circular target orbit, we differentiate b and the following
can be obtained:

Db ¼ D

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2_y
n

þ 3x
� �2

þ _x
n

� �2
s

¼ 2
nb

2_y
n

þ 3x
� �

D _y ð4:73Þ

When we substitute the expression of the solution of x and _y into Eq. (4.73), the
following can be obtained:

Db ¼ � 2D _y
n

sinðntþuÞ ð4:74Þ

Here: sin u ¼ �ð2 _y0n þ 3x0Þ; cos u ¼ _x0
nb ; u ¼ kpþ arctg �ð2 _y0 þ 3nx0Þ

_x0
. When

sin u[ 0 and cos u\0, k equals 1; when sin u\0 and cos u[ 0, k equals 0.
The following can be obtaied:
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x ¼ _x0
n

sin nt � 3x0 þ 2
_y0
n

� �
cos ntþ 2 2x0 þ _y0

n

� �

¼ b sin ðntþuÞþ 2 2x0 þ _y0
n

� �
ð4:75Þ

It can be known from Eq. (4.73) that Db is a sine function of time t. We suppose
D _yj j ¼ Dv, then the maximum value of Db is 2D _y

n and the minimum value is � 2D _y
n .

Therefore, under the effect of the same along-track impulses, the size of the ellipse
of the spiral cruising orbit can be adjusted by selecting the time to apply impulse
control.

It is known that if D _y ¼ Dv, Db ¼ � 2Dv
n sin ðntþuÞ, there will be the following

conditions:

(1) When ntþu ¼ 2kpþ 1
2 p, x ¼ bþ 2ð2x0 þ _y0

n Þ, i.e., at the highest point in the
radial direction of the relative trajectory, the variation of the semi-minor axis
of the spiral cruising orbit is Db ¼ � 2Dv

n ;

(2) When ntþu ¼ 2kpþ 3
2 p, x ¼ �bþ 2ð2x0 þ _y0

n Þ, i.e., at the lowest point in
the radial direction of the relative trajectory, the variation of the semi-minor
axis of the spiral cruising orbit is Db ¼ 2Dv

n ;

(3) When ntþu ¼ kp, x ¼ 2ð2x0 þ _y0
n Þ, i.e., at the midpoint in the radial direction

of the relative trajectory, the variation of the semi-minor axis of the spiral
cruising orbit is Db ¼ 0.

At this moment, xc0 ¼ 4xþ 2 ð_yþDvÞ
n , i.e., the variation of the ellipse center in the

radial direction is Dxc ¼ 2 Dv
n ; the cruising velocity is changed into V ¼

1:5xc0n ¼ 6nxþ 3ð _yþDvÞ, i.e., the variation of the cruising velocity is DV ¼ 3Dv;
while the variation of the cruising distance in one period is DL ¼ 6p

n Dv.

(2) Radial impulse control

If the radial velocity increment is used to change the spiral round-trip orbit, for a
near-circular target orbit, we differentiate b and the following can be obtained:

Db ¼ D

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2_y
n

þ 3x
� �2

þ _x
n

� �2
s

¼ _x
nb

D _x ð4:76Þ

When we substitute the expression of the solution of _x into Eq. (4.76), the
following can be obtained:

Db ¼ D _x sin ðntþ hÞ ð4:77Þ

Here: sin h ¼ _x0
nb ; cos h ¼ 2 _y0 þ 3nx0

nb ; h ¼ kpþ arctg _x0
2 _y0 þ 3nx0

. When
sin u[ 0 and cos u\0, k equals 1; when sin u\0 and cos u[ 0, k equals 0. The
following can be obtained:
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_x ¼ _x0 cos ntþ ð2 _y0 þ 3nx0Þ sin nt ¼ nb sin ðntþ hÞ ð4:78Þ

It can be known from Eq. (4.77) that Db is a sine function of time t. We suppose
D _xj j ¼ Dv, then the maximum value of Db is D _x and the minimum value is �D _x.
Therefore, under the effect of the same radial impulses, the size of the ellipse of the
spiral cruising orbit can also be adjusted by selecting the time to apply impulse
control.

It is known that when D _x ¼ Dv, Db ¼ Dv sinðntþuÞ, there are the following
conditions:

(1) When ntþ h ¼ 2kpþ 1
2 p, _x ¼ nb, €x ¼ 0; _y ¼ �ð3 _y0 þ 6nx0Þ, the variation of

the semi-minor axis of the spiral cruising orbit is Db ¼ Dv;
(2) When ntþ h ¼ 2kpþ 3

2 p, _x ¼ �nb, €x ¼ 0; _y ¼ �ð3 _y0 þ 6nx0Þ, the variation
of the semi-minor axis of the ellipse of the spiral cruising orbit is Db ¼ �Dv;

(3) When ntþ h ¼ kp, _x ¼ 0, the variation of the semi-minor axis of the spiral
cruising orbit is Db ¼ 0.

At this moment, the initial relative position of the center of the spiral cruising
orbit in the along-track direction will drift Dyc ¼ � 2

nDv; but the center distance of
the drifting ellipse in the radial direction, both the cruising velocity V and the
cruising distance in one period remain unchanged.

Based on the analysis above, in a spiral controllable cruising orbit, the effect of
the control of the drifting ellipse’s configuration parameters by applying impulses
can be concluded, thus the control strategy of a spiral controllable cruising orbit can
be obtained. The selection of the direction to apply impulses and the selection of the
control point are shown in Fig. 4.28:

In cases when only along-track control is used:

(1) When velocity increment is the same, along-track impulses are applied at the
highest point and the lowest point in the radial direction of the relative tra-
jectory, and the variation of the semi-minor axis of the spiral cruising orbit is
Dbj j ¼ 2Dv

n . When velocity increment is the same and along-track impulses are

Fig. 4.28 Selection of direction to apply impulses and selection of control point
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applied at the radial midpoint of the spiral cruising orbit, the semi-minor axis
of the spiral cruising orbit b is not changed.

(2) The variation of the radial center of the cruising orbit xc0 is proportional to the
along-track impulse, and Dxc ¼ 2 Dv

n .
(3) The variation of the cruising velocity and the cruising distance of the spiral

cruising orbit per period are proportional to the along-track impulse, and
DV ¼ 3D _y ¼ 3Dv, DL ¼ 6p

n Dv.
(4) The along-track impulse does not change the along-track initial relative

position of the center of the spiral cruising orbit.

In cases when only radial control is used:

(1) Radial impulse control does not change the cruising velocity V and the dis-
tance of the spiral precession per period L.

(2) The variation of the initial relative position of the spiral cruising orbit center in
the along-track direction is proportional to the radial impulse, i.e.,
Dyc ¼ � 2

nDv.
(3) The maximum variation of the semi-minor axis of the spiral cruising orbit

imposed by the radial impulse is Dbj j ¼ Dv. At the highest point and the
lowest point of the spiral cruising orbit in the radial direction, applying radial
impulse does not change the semi-minor axis of the spiral cruising orbit b.

(4) Radial impulse control does not change the radial initial relative position of the
spiral cruising orbit center xc.

In summary, for the impulse control method of the configuration parameter of a
drifting ellipse, the following control strategies can be adopted:

• When the semi-minor axis of the drifting ellipse is to be adjusted, radial or
along-tack control is needed, and the along-track control has better effect;

• When the drift velocity of the drifting ellipse center is to be adjusted, along-track
impulse control is needed;

• When the radial migration of the drifting ellipse center is to be adjusted,
along-tack impulse control is needed;

• When the along-track migration of the of the drifting ellipse center is to be
adjusted, radial impulse control is needed.

We can take adjusting the orbit parameters of a spiral cruising orbit by using
radial control as an example. We select three target satellites (as Fig. 4.29 shows),
and the target set is 0; 1:4eþ 003; 2:3eþ 003 kmf g. If a natural spiral method is
applied, the fly-around observation of target spacecraft 1 and target spacecraft 3 can
be achieved, without conducting the fly-around of target spacecraft 2. If the
fly-around trajectory of target spacecraft 2 is to be formed, relative orbit control
needs to be conducted before the fly-around.
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If we do not change the basic configuration parameters such as the cruising
radius of the cruising orbit, target 2 can also be included in the center of the
fly-around area of the cruising orbit via changing the along-track initial relative
position of the center of the spiral cruising orbit, as Fig. 4.30 shows.

Trajectory 1 is a natural spiral drift configuration without control, while tra-
jectory 2 is a spiral drift configuration with control.

According to the general principle of orbit control, applying impulse control at
the intersection of two trajectories can achieve the switch of trajectories. Therefore,
applying impulse control at intersection 332:2;�189:1ð Þ can achieve control switch
from trajectory 1 to trajectory 2; then applying impulse control at intersection
189:3;�189:3ð Þ can achieve control switch from trajectory 2 back to trajectory 1.
The velocity increment required for the control is 2.8 m/s, with the two controls
having opposite directions. After applying the above controls, the trajectory of the
spiral cruising orbit eventually obtained is shown in Fig. 4.31.

Fig. 4.30 Transfer control point from trajectory 2 to trajectory 1

Fig. 4.29 Natural spiral fly-around trajectory of target spacecraft 1 and 3
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4.5.4 Fast Cruising Control Strategy

When the natural drifting spiral trajectory method is applied to conduct fly-around
observation, relative motion control is easily achieved and the control quantity
required, i.e., the fuel consumed, is less; but the moment to apply control quantity
must be stipulated, and the time of the transition process of the control is long. In
the following part, the control method of adjustable transition time will be studied
to enhance the flexibility of the control method of relative motion and to reduce the
transition time of configuration control.

It can be known from Eq. (4.27) that when the target orbit is a near-circular
orbit, the matrix form of the relative motion equation solution of the cruising
spacecraft is:

~q
_~q

� �
¼ Uxx0 ¼ U11ðtÞ U12ðtÞ

U21ðtÞ U22ðtÞ
� �

~q0
_~q0

� �
ð4:79Þ

Equation (4.79) shows the influence that the initial relative position and the
relative velocity have on the relative position and the relative velocity at moment t,
i.e., the state transfer relation of the relative motion. For example, at moment −t, the
initial relative position and initial relative velocity can be solved according to the
relative position and the relative velocity:

~q0
_~q0

� �
¼ Ux0x ¼ U11ð�tÞ U12ð�tÞ

U21ð�tÞ U22ð�tÞ
� �

~q
_~q

� �
ð4:80Þ

It is obvious that:

Fig. 4.31 Trajectory curve of entire flight under single impulse control
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Uxx0 ¼ U�1
x0x ð4:81Þ

We can set time as t, the terminal position as �p2, and the terminal velocity as
zero, then the two velocity increments can be obtained as:

�p2 ¼ U�p�p�p0 þU�p _�p _�p1 ) _�p1 ¼ U�1
12 ð�p2 � U11�p0Þ ð4:82Þ

And then

D�v1 ¼ _�p1 � _�p0 ¼ U�1
12 ð�p2 � U11�p0Þ � _�p0 ð4:83Þ

_�p2 ¼ U21�p0 þU22 _�p1 ) D�v2 ¼ � _�p2 ¼ �ðU21�p0 þU22 _�p1Þ ð4:84Þ

The three target satellites in Fig. 4.29 are also taken as examples here.

(1) From target 1 to target 2: the position of the control starting point is the
intersection at the end of the fly-around trajectory for target 1; the position of
the terminal point is the intersection at the beginning of the fly-around tra-
jectory for target 2.

Starting point:

x1 ¼ Da� p cos ðu0 þDu� uÞ
y1 ¼ l� 1:5DaDuþ 2p sinðu0 þDu� uÞ
_x1 ¼ np sinðu0 þDu� uÞ
_y1 ¼ �1:5Danþ 2np cosðu0 þDu� uÞ

8>><
>>:

Terminal point:

x2 ¼ Da� p cosðu0 þ 4p� uÞ
y2 ¼ Dlþ l� 1:5Da4pþ 2p sinðu0 þ 4p� uÞ
_x2 ¼ np sinðu0 þ 4p� uÞ
_y2 ¼ �1:5Danþ 2np cosðu0 þ 4p� uÞ

8>><
>>:

We can set the transition time as 1 � 104 s, 3 � 104 s, 5 � 104 s, 7 � 104 s,
9 � 104 s, 11 � 104 s, respectively. The trajectory change curve of the two cor-
responding impulse control is shown in Fig. 4.32.

In the figure, as the transition time increases, the transition trajectory curve
gradually goes up. The corresponding control velocity consumption is shown in
Table 4.4.

It can be seen from Table 4.4 that, with different transition time, the corre-
sponding control velocity consumption is different. If the transition time is too
short, the corresponding velocity consumption will be huge; but the increase in
transition time may not necessarily reduce the velocity consumption. If a suitable
transition time is to be selected, then on the one hand, it should be less than the
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transition time of a single impulse control; on the other hand, the velocity con-
sumption should not be too much.

(2) From target 2 to target 3: the position of the control starting point is the
intersection at the end of the fly-around trajectory for target 2; the position of
the terminal point is the intersection at the beginning of the fly-around tra-
jectory for target 3.

Starting point:

x3 ¼ Da� p cosðu0 þ 4pþDu� uÞ
y3 ¼ Dlþ l� 1:5Dað4pþDuÞþ 2p sinðu0 þ 4pþDu� uÞ
_x3 ¼ np sinðu0 þ 4pþDu� uÞ
_y3 ¼ �1:5Danþ 2np cosðu0 þ 4pþDu� uÞ

8>><
>>:

Terminal point:

x4 ¼ Da� p cosðu0 þ 6p� uÞ
y4 ¼ l� 1:5Da6pþ 2p sinðu0 þ 6p� uÞ
_x4 ¼ np sinðu0 þ 6p� uÞ
_y4 ¼ �1:5Danþ 2np cosðu0 þ 6p� uÞ

8>><
>>:

We can set the transition time as 2 � 104 s, 3 � 104 s, 4 � 104 s, 5 � 104 s,
6 � 104 s, 7 � 104 s, respectively. The corresponding trajectory change curve is
shown in Fig. 4.33.

Table 4.4 Control velocity consumption corresponding to different transition time

Transition time (s) 1 � 104 3 � 104 5 � 104 7 � 104 9 � 104 11 � 104

Control velocity
consumption (m/s)

272.64 57.97 9.86 10.78 17.20 21.71

Fig. 4.32 Trajectory curve of transition from target 1 to target 2
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In the figure, as the transition time increases, the transition trajectory curve
gradually goes up. The corresponding control velocity consumption is shown in
Table 4.5.

It can be seen from Table 4.5 that, with different transition time, the corre-
sponding control velocity consumption is different. If the transition time is too
short, the corresponding velocity consumption will be huge; but the increase in
transition time may not necessarily reduce the velocity consumption.

In sum, the transition time from target satellite 1 to target satellite 2 is 5 � 104 s,
and the transition time from target satellite 2 to target satellite 3 is 4 � 104 s. The
trajectory curve of the entire flight is shown in Fig. 4.34.

Table 4.5 Control velocity consumption corresponding to different transition time

Transition time (s) 2 � 104 3 � 104 4 � 104 5 � 104 6 � 104 7 � 104

Control velocity
consumption (m/s)

60.41 22.85 4.18 6.14 11.48 14.27

Fig. 4.33 Trajectory curve of transition from target 2 to target 3

Fig. 4.34 Trajectory curve of entire flight
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4.6 Summary

Different from the traditional orbit design method, the spiral cruising orbit is an
orbit that takes the target orbit as the reference. Spacecraft operating in spiral
cruising orbit are low in energy consumption (less energy consumed in control) but
high in cost-effectiveness (with a single spacecraft being able to achieve the
detection of multiple spacecraft in the target orbit). It can carry out
multi-perspective (larger than 180°, able to reach 360°), short-range and
high-precision detection and is of great application value in the realm of space
target surveillance.

In this chapter, starting from different application goals, the design method of
three kinds of spiral cruising orbits (traversal orbit, round-trip orbit and controllable
orbit) are introduced; and detailed control methods are provided. Finally, combined
with typical cases, the feasibility and practicability of the design and control
methods of the spiral cruising orbit are analyzed by simulation.
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Chapter 5
Theory and Design Method
of Multi-Target Rendezvous Orbit Based
on Traversing Points

This chapter will propose a new concept—traversing point—to deal with the orbital
rendezvous of a servicing spacecraft and multiple target spacecraft. Based on the
new concept, it will provide the orbit rendezvous methods for coplanar multi-target
spacecraft and non-coplanar multi-target spacecraft. The focus will be on the latter.
This method, with the introduction of the concept “traversing point”, turns the
orbital rendezvous of non-coplanar multi-target spacecraft into the coplanar
multi-point orbital rendezvous. Therefore, it will provide a possibility for the fast
and energy-efficient orbit rendezvous of one servicing spacecraft and multiple target
spacecraft in different orbits.

5.1 Multi-Target Orbital Rendezvous:
Problem Description

As a kind of orbit maneuver, an orbital rendezvous refers to the course in which a
tracking spacecraft conducts rendezvous with a target spacecraft at a certain time
and place in space. Generally, orbit control is needed in an orbital rendezvous.
Thus, the degree of complexity in orbital control and its demand for energy and
time should be considered in order to achieve the orbit rendezvous. As we know,
among a variety of ways for orbit maneuver, changing the orbit plane requires huge
fuel consumption from the spacecraft and its control process is quite complex. So a
coplanar orbit plane is usually adopted as a way to achieve an orbit rendezvous. In
other words, if the tracking spacecraft and the target spacecraft are in the same orbit
plane, then the orbit rendezvous could be achieved simply by a coplanar orbital
maneuver of the tracking spacecraft.

With increasing types of space mission, the demand for the capability of an
orbital rendezvous is also growing. Because spacecraft manufacturing, launching
and operating management are costly, to save cost and improve efficiency, we need

© National Defense Industry Press and Springer Nature Singapore Pte Ltd. 2017
Y. Zhang et al., Theory and Design Methods of Special Space Orbits,
DOI 10.1007/978-981-10-2948-6_5

139



a servicing spacecraft capable of on-orbit serving as many target spacecraft as
possible. In other words, a “one-to-many” on-orbit service mode should be adopted.
According to statistics, the number of operational on-orbit spacecraft reached 1084
as of September 1, 2013. They are distributed in multiple orbit planes (Fig. 5.1). If
those abandoned on-orbit satellites were also included, then the number of orbit
planes could be even bigger. When the traditional method of coplanar orbital
rendezvous is adopted, even if a servicing spacecraft is able to serve multiple target
spacecraft in its own orbit plane, it is still necessary to launch numerous servicing
spacecraft into different orbit planes. This is apparently costly. Therefore, to better
meet the “one-to-many” on-orbit service requirements and improve its efficiency,
how to achieve the orbital rendezvous of multi-target spacecraft, especially those
non-coplanar ones, has become an important and urgent issue.

In this chapter, the problems in multi-target orbital rendezvous in space will be
divided into two parts: the orbital rendezvous of coplanar multi-target spacecraft
and the orbital rendezvous of non-coplanar multi-target spacecraft. On the one
hand, orbital rendezvous of coplanar multi-target spacecraft refers to the orbital
rendezvous of a servicing spacecraft and multiple target spacecraft in one orbit
plane, covering problems in the orbit design and orbit control of the rendezvous
orbit. On the other hand, orbital rendezvous of non-coplanar multi-target spacecraft
refers to the orbit design and orbit control of the rendezvous orbit when a servicing
spacecraft separately conducts rendezvous with multiple target spacecraft in other
orbit planes through orbit maneuver.

Generally, orbit design includes the design of a parking orbit and the rendezvous
orbit of the servicing spacecraft. Orbit control contains two parts: the first is the
orbit control of the servicing spacecraft from the parking orbit to the rendezvous
orbit; and the second is the orbit control between the rendezvous orbits of the
servicing spacecraft and each of the target spacecraft. It is obvious that, to make the
“one-to-many” on-orbit rendezvous mode feasible, the operation procedures of the
orbit control should be simplified and the energy consumed in the orbit maneuver
should be reduced as much as possible.

Generally speaking, the spacecraft’s operation orbit can be described by six orbit
elements ða; e; i;X;x; sÞ or geocentric coordinates ðx; y; zÞ. If we assume that the

Fig. 5.1 Distribution map of
on-orbit spacecraft orbit
inclinations
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orbit elements of the servicing spacecraft are ðaS; eS; iS;XS;xS; sSÞ, then its orbital
rendezvous positions with n target spacecraft can be written as:

P1 : ðt1; x1; y1; z1Þ
P2 : ðt2; x2; y2; z2Þ

..

.

Pn : ðtn; xn; yn; znÞ

Here, Piði ¼ 1; 2; � � � ; nÞ represents the time and positions of orbital rendezvous
between the servicing spacecraft and n target spacecraft. Apparently, these n posi-
tions with time attributes are supposed to be in the servicing spacecraft’s orbit.
Figure 5.2 shows what it will be like when n ¼ 3.

In Fig. 5.2, the rendezvous orbit conducts rendezvous with three target orbits at
points A, B and C, respectively. As we know, two random points in space can be
connected by an infinite number of orbits. But when there are three or more points,
the orbit which connects them all may not exist unless orbital maneuvers are
conducted. Therefore, in orbital design, it is highly unlikely for a rendezvous orbit
which can conduct rendezvous with more than three target orbits simultaneously to
exist. In that case, orbit control is needed.

For most rendezvous missions in space, a zero distance between the servicing
spacecraft and the target spacecraft is not required. It means that we only need to
send the servicing spacecraft to the vicinity of the target spacecraft (within a relative
distance from several dozens to hundreds of kilometers). Hence, the multi-target
orbital rendezvous method studied in this chapter is not only for multi-target ren-
dezvous missions, but also for multi-target orbit interception missions.

Fig. 5.2 Schematic figure of orbital rendezvous of servicing spacecraft and target spacecraft
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5.2 Traversing Point: Concept and Determination Method

5.2.1 Traversing Point: Concept

To reduce the complexity and the cost of orbit control in orbital rendezvous,
coplanar orbital maneuver, apparently, becomes a relatively ideal option. However,
if the target spacecraft are in different orbit planes, it is obviously impossible for the
servicing spacecraft to be coplanar with each target simultaneously. Actually, for an
orbital rendezvous to occur, the servicing spacecraft is not required to conduct
rendezvous with the target spacecraft’s entire orbit, but only with the target
spacecraft’s orbit at a certain point. That is, all we need is to make the rendezvous
point coplanar with the operational trajectory of the servicing spacecraft.

According to Kepler’s First Law, the orbit of every spacecraft rotating around the
Earth is in the plane passing through the Earth-center. So it is certain that any two
spacecraft’s orbit planes will intersect. Therefore, if the plane of the parking orbit of
the servicing spacecraft is taken as the reference plane, it will intersect all the target
orbit planes and the intersection points in the reference plane will be on their inter-
section lines. It is obvious that the intersection line passes through the Earth-center
and the intersection points are on both sides of the Earth-center, as Fig. 5.3 shows.

Figure 5.3 shows the intersection of two orbit planes. The target spacecraft
passes through the plane of the parking orbit of the servicing spacecraft (i.e., the
reference plane) and there are two intersection points on the intersection line of the
two planes. We call the intersection points “traversing points”.

Here, the one located in the northern hemisphere of the geocentric celestial sphere
is called the north traversing point, and the other in the southern hemisphere—the
south traversing point. The phase difference of the two traversing points is 180°.

Fig. 5.3 Conceptual figure of traversing points
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Clearly, in the orbit plane of the servicing spacecraft, two traversing points will
be formed by any target spacecraft that is not coplanar with the servicing spacecraft.
And the target spacecraft will continuously pass through the orbit plane of the
servicing spacecraft at the two traversing points.

That is, a large number of traversing points are scattered in the orbit plane of the
servicing spacecraft. These points are both in the orbit of the target spacecraft and in
the orbit plane of the servicing spacecraft. If these traversing points are set as the
rendezvous points of the target spacecraft and the servicing spacecraft, then the
servicing spacecraft can achieve orbital rendezvous with the target spacecraft by
conducting in-plane orbital maneuvers without having to change its orbit plane.

The method of conducting orbital rendezvous of the servicing spacecraft and
several target spacecraft at traversing points is what we propose in this chapter—the
non-coplanar multi-target orbital rendezvous method based on traversing points.

Using this method, a non-coplanar orbital rendezvous can be turned into a
coplanar one. For more than one target spacecraft, this method can also be applied
and completely meets the demands of the “one-to-many” orbital rendezvous mode.

In reality, the coplanar rendezvous points can also be taken as the traversing
points, as is shown in Fig. 5.4.

In Fig. 5.4, A, B, C, D, E and F are the rendezvous points of the rendezvous
orbit with target orbits 1, 2 and 3, respectively. These points can be taken as the
traversing points formed by the target spacecraft when it traverses the servicing
spacecraft orbit. Clearly, in a coplanar orbital rendezvous, it is the orbit of the
servicing spacecraft that the target spacecraft traverses and the traversing points are
in the orbit of the servicing spacecraft. However, in a non-coplanar orbital ren-
dezvous, it is the orbit plane of the servicing spacecraft that the target spacecraft
passes through and the traversing points are in the orbit plane of the servicing
spacecraft. So the traversing points in a coplanar orbital rendezvous can serve as a

Fig. 5.4 Traversing points in
coplanar multi-target orbital
rendezvous
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particular case of the traversing points in a non-coplanar orbital rendezvous. Taking
this into consideration, we will focus on the non-coplanar multi-target orbital
rendezvous method in this chapter.

5.2.2 Traversing Point: Determination Method

In general, the operation orbit of a spacecraft can be described by six orbit elements
ða; e; i;X;x; sÞ. Here, we can use two orbit elements i;X to solely determine the
orbit plane in which the spacecraft operates.

According to the definition of the traversing point, there will be two traversing
points formed by the orbit of each spacecraft in an appointed orbit plane. It means
that we need to first determine the plane through which the spacecraft will pass.

We assume that the orbit plane of the servicing spacecraft, denoted by orbit
elements ðis;XsÞ, is the rendezvous orbit plane. And we also suppose that a target
spacecraft passes through the plane and its orbit elements are ðat; et; it;Xt;xt; stÞ as
Fig. 5.5 shows.

In Fig. 5.5, A and A0 are the two rendezvous points of the target spacecraft’s
orbit and the rendezvous plane, namely, the north traversing point and the south
traversing point; point B is the ascending node of the orbit of the target satellite;
point C is the ascending node in the rendezvous orbit plane. The coordinates of the
traversing point in the rendezvous orbit plane can be denoted as ðt; r;/Þ. Here, t is
the time when the target spacecraft passes through the plane; r is the geocentric
distance of the traversing point; / is the argument of the ascending node of the
traversing point in the rendezvous orbit plane.

Fig. 5.5 Spatial geometric relationship diagram of traversing points in non-coplanar orbit
rendezvous
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Thus, the coordinates of north traversing point A are tN ; rN ;/Nð Þ. Here, tN is the
time when the target spacecraft passes through north traversing point A; rN ¼ OeA
is the geocentric distance of north traversing point A; /N ¼ \AOeC is the argument
of the ascending node of traversing point A in the rendezvous plane. Then a
spherical triangle is formed by points A, B and C in the geocentric celestial sphere.
Using the formula of spherical triangle, we obtain:

tg/N ¼
sinðXt�XSÞ

cosðXt�XsÞ cos is þ sin isctgð180��itÞ Xt [Xs

sinðXs�XtÞ
cosðXs�XtÞ cosð180��i2Þþ sinð180��i2Þctgit Xt\Xs

(
ð5:1Þ

Using the orbital equation, we obtain:

rN ¼ atð1� e2t Þ
1þ et cosðuN � xtÞ ð5:2Þ

Here, uN is the argument of the ascending node of north traversing point A in the
orbit plane of the target spacecraft, and

sin uN ¼ sin/N sin is
sin it

ð5:3Þ

Using Kepler Equation, we obtain:

tN ¼ ðEN � et sinENÞ
ffiffiffiffiffi
a3t
l

s
þ st ð5:4Þ

Here, EN is the eccentric anomaly of north traversing point A in the orbit plane of
the target spacecraft, and

tg
EN

2
¼

ffiffiffiffiffiffiffiffiffiffiffiffi
1� et
1þ et

r
tg
ðuN � xtÞ

2
ð5:5Þ

Given that north traversing point A is symmetric to south traversing point A0 with
respect to Earth-center Oe, the coordinates tS; rS;/Sð Þ of south traversing point A0 in
the rendezvous orbit plane can be obtained:

tS ¼ ðES � et sinESÞ
ffiffiffiffi
a3t
l

q
þ st

/S ¼ pþ/N

rS ¼ atð1�e2t Þ
1þ et cosðuS�xtÞ

8>><
>>: ð5:6Þ
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Here,

ES ¼ 2arctg
ffiffiffiffiffiffiffiffi
1�et
1þ et

q
tg ðuS�xtÞ

2

� �
uS ¼ pþ uN

(
ð5:7Þ

It is clear that, for the orbits of different target spacecraft in the same orbit plane,
they have the same argument of the ascending node of the north traversing point in
the rendezvous plane /N and the same argument of the ascending node of the south
traversing point in the rendezvous plane /S. They only differ in the distance rN ; rS,
which are related to the size, shape and perigee direction of the target spacecraft.

On the other hand, for traversing moment tN or tS, they are not the only moments
because the target spacecraft passes through the north traversing point and the south
traversing point respectively in every orbit period. And the time interval for
traversing is one operation period of the target spacecraft, namely,

tmN ¼ tN þmTt
tmS ¼ tS þmTt

�
m ¼ 0; 1; 2; . . . ð5:8Þ

In the above equation, Tt is the orbit period of the target spacecraft; tmN and tmS
are the moments when the target spacecraft passes through the north and the south
traversing points in its m-th orbit period respectively.

If it is to locate the traversing points in a coplanar orbital rendezvous, the method
will be easier, as is shown in Fig. 5.6.

We assume that the orbit elements of the servicing spacecraft and the target
spacecraft are ðas; es; is;Xs;xs; ssÞ and ðat; et; it;Xt;xt; stÞ respectively, and
is ¼ it
Xs ¼ Xs

�
.

The intersections (i.e., the traversing points) of their orbits are points A and
B. The geocentric distances of the traversing points satisfy:

Fig. 5.6 Schematic figure of traversing points in coplanar orbital rendezvous
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rAS ¼ rAt
rBS ¼ rBt

(

Using the orbital equation, we obtain:

atð1�e2t Þ
1þ et cos f At

¼ aSð1�e2SÞ
1þ eS cos f AS

atð1�e2t Þ
1þ et cos f Bt

¼ aSð1�e2SÞ
1þ eS cos f BS

8<
: ð5:9Þ

Based on it, we can obtain f At and f Bt , the true anomalies of traversing points A
and B in the target orbit respectively, and tA and tB, the time when the target
spacecraft passes through the two points respectively.

5.3 Orbital Rendezvous: Strategies Based on
Traversing Point

5.3.1 Design Principles Based on Traversing Point

In a non-coplanar orbital rendezvous based on traversing point, traversing points
formed by a target spacecraft orbit in the orbit plane of a servicing spacecraft are
taken as rendezvous points, thus turning the non-coplanar orbital rendezvous into a
coplanar one. In this way, the energy consumption in the non-coplanar orbital
rendezvous can be reduced. On the other hand, in a multi-target orbit rendezvous
based on traversing point, the servicing spacecraft achieves orbital rendezvous with
multiple target spacecraft at the traversing points by multiple maneuverings in its
orbit plane. Through sound orbit design and the control of the orbit rendezvous, the
servicing spacecraft can even achieve orbital rendezvous with multiple target
spacecraft in a single orbit period. Thus, rendezvous time and energy consumption
in the process can be greatly reduced.

For the lattermethodabove, the servicing spacecraft and the target spacecraft arenot
required to be in the same orbit plane, andmultiple target spacecraft are not required to
be coplanar, either. The main constraining factors are the number of the target space-
craft, the positions of traversing points, the orbital rendezvous time with the target
spacecraft and the energy constraint of orbital maneuver of the servicing spacecraft.

At present, on-orbit spacecraft are mainly located in three orbit regions—low
earth orbit (LEO; orbit altitude: 200–1500 km), medium earth orbit (MEO; orbit
altitude: 19,000–23,000 km) and high orbit (GEO; orbit altitude: 36,000 km).
According to the American UCS database,1 as of May 31, 2013, the number of

1Union of Concerned Scientists. UCS Satellite Database [EB/OL]. http://www.ucsusa.Org/nuclear-
weap-ons_and_global_security/space_weapons/technical_issues/ucs-satellite-database.html.
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on-orbit spacecraft was 1071, consisting of 523 LEO satellites, 75 MEO satellites,
435 GEO satellites, and 38 highly elliptical Earth orbit (HEO) satellites. Figure 5.7
shows the distribution of on-orbit spacecraft in different orbits.

Therefore, aiming at the target spacecraft in three different orbit regions (LEO,
MEO and GEO), we need to design the orbit of the servicing spacecraft separately.
For the multi-target orbit rendezvous method based on traversing point, the ser-
vicing spacecraft and the target spacecraft are not required to be coplanar. However,
if the servicing spacecraft is coplanar with the most important target spacecraft in
the target spacecraft group, the chances of the orbital rendezvous between the
servicing spacecraft and this target spacecraft will be increased.

5.3.2 Rendezvous Orbit: Design Method

Though the target spacecraft in different orbit regions are not coplanar with the orbit
plane of the servicing spacecraft deployed in the regions, according to the concept
of traversing point, it is certain that all the target spacecraft in this region will form
several pairs of traversing points in the orbit plane of the servicing spacecraft. To
achieve the orbital rendezvous of the servicing spacecraft and multiple target
spacecraft more effectively, the design of the rendezvous orbit of the servicing
spacecraft in this orbit plane should be optimized.

Traversing points are spatial points with time stamps. Therefore, besides passing
through these traversing points, the rendezvous orbit of the servicing spacecraft
should also pass through them at their marked time. If there are only two traversing
points to pass through, according to the Lambert Time Theorem, we can design a
rendezvous orbit that passes through them both and the time of passing will also
meet the requirement of the marked time. However, if the servicing spacecraft are
required to pass through three or more traversing points, then it would be difficult to
design a rendezvous orbit. In such a case, an orbit maneuver is needed for the
servicing spacecraft.

We assume that there are four target spacecraft, and they will form eight
traversing points in the orbit plane of the servicing spacecraft, as is shown in
Fig. 5.8.

To make the servicing spacecraft approach these traversing points as close as
possible, we first need to conduct orbit fitting for these traversing points. According

Fig. 5.7 Distribution of
on-orbit spacecraft in different
orbits

148 5 Theory and Design Method of Multi-Target Rendezvous Orbit …



to orbit dynamics, the fitting obit should be an elliptic cone curve and the
Earth-center should be on a focal point on the fitting curve, as is shown in Fig. 5.9.

After that, we calculate the time when the servicing spacecraft passes through
each traversing point respectively according to the fitting orbit. Then we compare
the time with the marked time when the target spacecraft pass through these
traversing points. By adjusting the initial phase of the servicing spacecraft or the
time when the servicing spacecraft passes through the perigee, we can ensure that
the servicing spacecraft passes through the traversing points at their marked time as

Fig. 5.8 Schematic figure of
four target spacecraft and
eight traversing points

Fig. 5.9 Rendezvous orbit
based on traversing point
fitting
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punctually as possible. If the servicing spacecraft cannot pass through some
traversing points at their marked time, or if it cannot pass through the traversing
points with one rendezvous orbit, then the orbital rendezvous at the traversing
points can only be achieved by orbit control in the orbit plane.

5.3.3 Orbital Rendezvous: Control Method

Based on a traversing point set, we can design an optimized rendezvous orbit by
curve fitting. However, as traversing points are special positions marked by time
stamps, and the optimized rendezvous orbit is designed to have the minimum sum
of total distances, we can only ensure that the rendezvous orbit is as close as
possible to the traversing point set. However, when the servicing spacecraft in the
rendezvous orbit passes through or nears a traversing point, we cannot ensure that
the target spacecraft can pass through the traversing point there on time. In general,
the target spacecraft is not controllable or even non-cooperative. Therefore, orbit
control of the servicing spacecraft is needed to ensure that it reaches the vicinity of
a traversing point on time when a target spacecraft passes through it.

In this section, according to the relative position difference of a traversing point
and a rendezvous orbit, we will propose three control methods for orbital ren-
dezvous—phase adjustment, time-fixed orbital maneuvering and separate ren-
dezvous trajectory.

(1) Method 1: Phase adjustment

This method is mainly used in multi-target orbital rendezvous missions in which
the rendezvous orbit passes through traversing points correctly and the rendezvous
time is not strictly required. It is shown in Fig. 5.10.

Fig. 5.10 Time and position
relationship among traversing
points and rendezvous orbit
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In Fig. 5.10, traversing points A and B are both in the rendezvous orbit. By
designing the time when the rendezvous orbit passes through the perigee, time t1
when the servicing spacecraft in the rendezvous orbit reaches point A can be made
equal to time tA when target spacecraft 1 passes through traversing point A. That is,
the orbital rendezvous of the servicing spacecraft and the target spacecraft 1 at
traversing point A can be achieved without an orbit control. However, time t2 when
the servicing spacecraft reaches traversing point B is different from time tB when
target spacecraft 2 passes through traversing point B. And there is a time difference
between them Dt ¼ t2 � tBð Þ. After t1, the servicing spacecraft moves along the
rendezvous orbit and reaches point B. If it still cannot conduct rendezvous with
target spacecraft 2, then orbit control of the servicing spacecraft is required.

By phase adjustment, the time when the servicing spacecraft passes through
traversing point B again can be adjusted to t02 ¼ t2 � Dt, as is shown in Fig. 5.11.

The method of phase adjustment shown above is to conduct orbit maneuver at
the apogee of the rendezvous orbit in order to make the servicing spacecraft go into
a phasing orbit with the same apogee. As the dotted line shows in Fig. 5.11, ta is the
time when the servicing spacecraft reaches the apogee before phasing, and t0a is the
time when the servicing spacecraft reaches the apogee after phasing. By means of
phasing, after completing a period in the phasing orbit, the servicing spacecraft
returns to the apogee and then goes back into the original rendezvous orbit through
maneuvering. The time when it returns to the apogee ensures that it will conduct
rendezvous with the target spacecraft when it moves along the rendezvous orbit and
reaches point B. In other words, the relation between time t02 when the servicing
spacecraft reaches point B and time tB when the target spacecraft reaches point B is:

t02 ¼ tB þ nT2 ð5:10Þ

Here, T2 is the orbit period of target spacecraft 2 and n is an integer that is equal
to or greater than 0.

According to the method above, the servicing spacecraft will need many times of
phase adjustment as the number of target spacecraft increases. In the most extreme
case, for N target spacecraft, the servicing spacecraft will need to conduct N−1

(a) 0tΔ > (b) 0<Δ t

Fig. 5.11 Schematic figure of phase adjustment. a Dt[ 0 b Dt\0
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times of phase adjustment. Apparently, it means more rendezvous time and multiple
times of control. As a result, a fast multi-target spacecraft orbital rendezvous is not
possible.

(2) Method 2: Time-fixed orbital maneuvering

This method is mainly applied in multi-target orbital rendezvous missions in
which the rendezvous orbit can pass through the traversing points correctly and
there are strict requirements for rendezvous time.

As is shown in Fig. 5.6, the rendezvous orbit passes through traversing points
A and B, and the servicing spacecraft conducts a rendezvous with target spacecraft 1
at t1 and at traversing point A. However, time t2 when the servicing spacecraft
reaches traversing point B is different from time tB when target spacecraft 2 passes
through traversing point B, meaning there is a time difference. If it is required by the
mission that the servicing spacecraft should conduct rendezvous with target
spacecraft 2 at t2, with Dt ¼ t2 � t1 not long enough for a phase adjustment, the
servicing spacecraft can only travel from traversing point A to traversing point
B along a time-fixed rendezvous orbit, as is shown in Fig. 5.12.

In Fig. 5.12, the dotted line is the trajectory of time-fixed orbital maneuvering.
According to this method, the servicing spacecraft will need multiple times of orbit
maneuver as the number of target spacecraft increases. In the most extreme case, for
N target spacecraft, the servicing spacecraft will need to conduct N−1 times of orbit
maneuver. Clearly, even though it is conducted in the orbit plane, the maneuver still
consumes more energy and needs more orbit control, thus inevitably increasing the
complexity of the orbit control.

(3) Method 3: Separate rendezvous trajectory

This method is mainly used in the multi-target orbital rendezvous missions when
the traversing points are not in the rendezvous orbit. In this method, it is necessary
to separate a rendezvous trajectory from the rendezvous orbit and make it connected

Fig. 5.12 Schematic figure
of time-fixed orbital
maneuvering
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to the traversing points which are far away from the rendezvous orbit, as is shown
in Fig. 5.13.

In Fig. 5.13, the separation points are in the rendezvous orbit and the trajectories
connecting the separation points with the traversing points are called rendezvous
trajectories. Here, the term “trajectory” means that it is not a closed curve but a part
of a conical curve separated from the rendezvous orbit.

Every traversing point has its time constraint. When separation points are
determined, a rendezvous trajectory can be solely determined by the Lambert Time
Theorem. Obviously, for a certain traversing point, different separation points will
have different rendezvous trajectories.

This method differs from the time-fixed orbital maneuvering method in the fact
that it aims at achieving the orbital rendezvous with traversing points that are not in
the rendezvous orbit.

5.4 Non-Coplanar Homogeneous Multi-Target
Rendezvous Orbit: Design Method

A non-coplanar homogeneous multi-target orbital rendezvous refers to the orbital
rendezvous of a servicing spacecraft and multiple target spacecraft that are with the
same orbit type and altitude and are evenly distributed in space. An example is the
case when the target spacecraft are the satellites in a certain Walker Constellation. It
is shown in Fig. 5.14.

In Fig. 5.14, target orbits 1 and 2 are orbits in the first and the second orbit
planes of a Walker Constellation N/P/F respectively. Point B is the ascending node
of target satellite 1 while point C is the ascending node of target satellite 2. When

Fig. 5.13 Schematic figure of rendezvous trajectory
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the first satellite in the first orbit plane is at point B, the last satellite in the second
orbit plane is at point A. When travelling along a rendezvous orbit from point B to
point D, a servicing spacecraft conducts a rendezvous with target satellite 1 at point
B, and with target satellite 2 at point D. Then a spherical triangle is formed by
points A, B and C.

We assume that A;B;C and a; b; c are the three angles and three sides of the
spherical triangle respectively, then:

C ¼ i
b ¼ 2p

S � 2p
N � F

a ¼ 2p
P

8<
: ð5:11Þ

In Eq. (5.11), i is the orbit inclination of the target orbit; N is the total number of
satellites in the Walker Constellation; P is the number of orbit planes in the Walker
Constellation; S is the number of satellites in each orbit plane in the Walker
Constellation; F is the phase factor.

Using the cotangent four-part formula, we obtain:

tgA ¼ sinC
ctga� sin b�cos b� cosC

tgB ¼ sinC
ctgb� sin a�cos a� cosC

(
ð5:12Þ

According to the properties of the Walker Constellation, the two target satellites
are both in circular orbits and they are at the same velocity and the following can be
obtained:

_
BD ¼ _

CD

Fig. 5.14 Spatial geometric
relationship among
rendezvous orbit and satellite
orbits in Walker Constellation
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In spherical triangle ABD:

]DBA ¼ ]DAB ¼ ]A

Then the orbit inclination of the rendezvous orbit is:

i1 ¼ ]DBC ¼ ]A� ]B

If we adjust the phase of the servicing spacecraft, the following can be obtained:

Df ¼ 2p
S

Then it can conduct rendezvous with adjacent target satellites which are coplanar
with the target satellites in the Walker Constellation.

Similarly, for a servicing spacecraft, with each phase adjustment of
mDf ð1�m� S� 1Þ, it will be able to conduct rendezvous with other target
satellites in the Walker Constellation. Therefore, when the servicing spacecraft
adjusts its phase for S� 1 times in the rendezvous orbit plane, it will conduct
rendezvous with 3 � S target satellites in three adjacent orbit planes in the Walker
Constellation. If each phase adjustment can be completed in one orbit period, then
the total time needed to achieve an orbital rendezvous will be:

T ¼ ðS� 1Þ � Tm þ S� Tm ¼ ð2� S� 1ÞTm ð5:13Þ

In Eq. (5.13), Tm is the orbit period of the target satellite. Here, we will take a
Walker Constellation as an example. Its constellation configuration is 24/4/1, with
an orbit inclination of 55° and an orbit altitude of 20,200 km. We will design a
rendezvous orbit which can conduct rendezvous with three target satellites—Sat 11,
Sat 26 and Sat 41—in the Constellation.

From Eq. (5.11), we know:

C ¼ 55�; a ¼ 90�; b ¼ 45�

When it is substituted into Eq. (5.12), the following can be obtained:

A ¼ 116:341�; B ¼ 39:3227�

So the inclination of the rendezvous orbit is:

i1 ¼ 77:01�

In sum, the orbit parameters of the servicing spacecraft are shown in Table 5.1.
The satellites in the Walker Constellation pass through the rendezvous orbit

plane and form six traversing points A, B, C, D, E and F. These traversing points
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are evenly distributed at 60° intervals in the rendezvous orbit of the servicing
spacecraft, as is shown in Fig. 5.15.

With software STK, we can simulate the design result of the rendezvous orbit.
The simulation period is 24 h. Figure 5.16 shows the variation in relative distance
between the servicing spacecraft and three target satellites in three adjacent orbit
planes in the Walker Constellation.

It is clear that, in one orbit period, there are two chances for the rendezvous
between the servicing spacecraft and three target satellites.

With a phase adjustment of 60° of the servicing spacecraft, an accurate ren-
dezvous with Sat 12, Sat 21, and Sat 42 can be achieved. Similarly, for each phase
adjustment of 60° of the servicing spacecraft, the orbital rendezvous of the servicing
spacecraft and three target satellites in three adjacent orbit planes can be achieved
respectively. Hence, by five phase adjustments, the servicing spacecraft can achieve
rendezvous in its rendezvous orbit plane with 18 target satellites in three orbit
planes in the Walker Constellation. If every phase adjustment can be conducted
within an orbit period, the total time needed for the orbital rendezvous is:

T ¼ 5� Tm þ 6� Tm ¼ 11Tm

Table 5.1 Design results of rendezvous orbit

Semi-major
axis (km)

Eccentricity Orbit
inclination (deg)

Right ascension of
ascending
node (deg)

Argument of
perigee (deg)

Initial
phase (deg)

Re+20,200 0 77.01 Same with sat 11 Same with
sat 11

Same with
sat 11

Fig. 5.15 Schematic figure
of distribution of traversing
points
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Here, Tm is the orbit period of the target satellite, namely, 12 h. That is to say,
the servicing spacecraft can achieve its orbital rendezvous with 18 satellites in the
Walker Constellation within 132 h.

5.5 Non-Coplanar Heterogeneous Multi-Target
Rendezvous Orbit: Design Method

A non-coplanar heterogeneous multi-target orbital rendezvous refers to the orbital
rendezvous of a servicing spacecraft and multiple target spacecraft which differ in
orbit parameters such as orbit plane, orbit type, and orbit altitude. An example is
when the target spacecraft are operating respectively in circular orbits and elliptical
orbits that are non-coplanar.

Fig. 5.16 Relative distance between servicing spacecraft and three target satellites
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5.5.1 Design Procedures

The design procedures of a non-coplanar multi-target rendezvous orbit are as
follows:

(1) Determine the rendezvous orbit plane and traversing points

As we know, an orbit plane is determined by its orbit inclination and the right
ascension of the ascending node. So, if the rendezvous orbit plane is previously
determined, we can use the target spacecraft’s orbits to directly determine the
traversing points of the target spacecraft in the rendezvous orbit plane. If the
rendezvous orbit is not previously determined, we then need to optimize the design
of the orbit inclination and the right ascension of the ascending node of the ren-
dezvous orbit.

(2) Determine the traversing point set

If no key target is specified particularly, for m target orbits, there will be 2 m
traversing points. Then the traversing point set can have 3m possibilities. For each
possibility, there are three likelihoods—the rendezvous orbit passes through both of
the two traversing points or either one of the traversing points, so we need to
explore every likelihood through a search method.

(3) Optimize the design of a rendezvous orbit

After we have the traversing point set ready and know the orbit is elliptical, we
can determine the shape of the rendezvous orbit by maximum likelihood estimation.
The fitting results are semi-major axis, eccentricity and perigee argument.

(4) Optimize the design of a rendezvous trajectory

For the traversing time of each traversing point, in designing the time of perigee
passage of a rendezvous orbit, it is necessary that the servicing spacecraft and the
target spacecraft reach a traversing point simultaneously. If the fitting rendezvous
orbit is quite far away from a certain traversing point, we then need to separate from
the rendezvous orbit a rendezvous trajectory which passes through the traversing
point. The design of this rendezvous trajectory should be based on the maneuvering
capability of the servicing spacecraft and the specific goals of an optimized design.
A general design goal could be time optimization or correction speed optimization,
or a weighted comprehensive combination of both.

5.5.2 Rendezvous Orbit: Design Method

In essence, rendezvous orbit design is to fit an elliptical orbit that satisfies Kepler’s
Laws based on traversing points formed by the target spacecraft in the rendezvous
orbit plane in order to make the sum of total distances from each traversing point to
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the elliptical orbit relatively small. This will ensure the servicing spacecraft’s
maximum approximation to the target spacecraft in space. Good timing needs to be
achieved through the design of the initial phase of the servicing spacecraft (see
Sect. 5.5.4).

We assume there are m traversing points in a certain rendezvous orbit plane, and
their position coordinates can be expressed as:

r1;/1ð Þ; r2;/2ð Þ; . . .; rm;/mð Þ

We suppose that the orbit parameters of the rendezvous orbit are a; e; i;X;x; sð Þ,
then the position coordinates of the m traversing points above can also be expressed
as:

r1;xþ f1ð Þ; r2;xþ f2ð Þ; . . .; rm;xþ fmð Þ

Here, / ¼ xþ f .
If the angles are expressed as relative parameters, then the coordinates of the

m traversing points above can also be written as:

r1;xþ f1ð Þ; r2;xþ f1 þDf2ð Þ; . . .; rm;xþ f1 þDfmð Þ

Here, fn ¼ f1 þDfnðn ¼ 2; � � � ;mÞ, as is shown in Fig. 5.17.
If the rendezvous orbit plane and the positions of the traversing points in the

plane are determined, according to two-body motion equations, the rendezvous
orbit parameters left to be designed are ða; e;xÞ, and

x ¼ /1 � f1 ð5:14Þ

Here: /1 is the argument of the ascending node of the first traversing point in the
rendezvous orbit plane; f1 is the corresponding true anomaly of the first traversing
point in the rendezvous orbit.

The position coordinates of the traversing points, r1;/1ð Þ; r2;/2ð Þ; . . .; rm;/mð Þ,
are given. In designing the rendezvous orbit, we let n ¼ ða; e; f1ÞT be the optimized
design parameter. That is, the 2 m traversing points will all satisfy:

2fΔ

3fΔ 1f
1r

2r

3r

Fig. 5.17 Schematic figure
of relative position
relationship among traversing
points in rendezvous orbit
plane
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rk ¼ f ðn; kÞ ¼ að1� e2Þ
1þ e cosðf1 þDfkÞ ð1� k� 2mÞ ð5:15Þ

The given iterative formula of maximum likelihood estimation is:

nnþ 1 ¼ nn � ðCTCÞ�1CTv nnð Þ ð5:16Þ

Here,

C nnð Þ ¼ rn; vTðnnÞ
� �T ¼

� rn; f Tðr1Þ½ �T
. . .

� rn; f TðrMÞ½ �T

2
4

3
5

rn ¼ @

@a
;
@

@e
;
@

@f1

� 	T

rn; f
TðrkÞ ¼

@rk
@a
@rk
@e
@rk
@f1

2
64

3
75 ¼

1�e2
1þ e cosðf1 þDfkÞ

aðe2�1Þ cosðf1 þDfkÞ
1þ e cosðf1 þDfkÞð Þ2 � 2ae

1þ e cosðf1 þDfkÞ
aeð1�e2Þ sinðf1 þDfkÞ
1þ e cosðf1 þDfkÞð Þ2

2
664

3
775

vðnnÞ ¼
r1 � f ðn; 1Þ½ �

. . .
rM � f ðn;MÞ½ �

2
4

3
5
M�1

In general, the traversing point closest to Earth-center can be approximately seen
as the perigee of the rendezvous orbit. The rendezvous orbit is approximately
circular, so the initial conditions of iteration are as follows:

a ¼ rk ¼ Min rið Þ
e ¼ 10�8

f1 ¼ �Dfk

8<
:

It should be noted that in the iterative procedure, the constraint conditions which
are needed to be satisfied are:

e	 0
0� f1 � 2p

�

The optimized design method of a rendezvous orbit with software MATLAB is
given in Appendix A.
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5.5.3 Traversing Point Set: Determination Method

According to their properties, traversing points usually appear in pairs with a polar
angle difference of 180°. That is, for m target orbits, there should be 2m traversing
points. The number of traversing points, n, available for use in the design of a
rendezvous orbit satisfies m� n� 2m. Apparently, when the number of traversing
point sets, n, is different, the rendezvous orbit designed on the basis of this number
is very likely to be different.

For example, three target orbits will form six traversing points in a rendezvous
orbit plane, as is shown in Table 5.2.

For a rendezvous orbit, we assume that its iteration precision of the semi-major
axis, the eccentricity and the perigee argument are 500 m, 1e�8 and 0:01�,
respectively. The optimized design result is:

n ¼ 7:72545e + 006 m; 0:00378887; 0:109803�ð ÞT

When the first five traversing points are selected, the optimized design result is:

n ¼ 7:6466eþ 006 m; 0:0191879; 0:711686�ð ÞT

Apparently, the rendezvous orbits designed on the basis of the two traversing
point sets above are different, as is shown in Fig. 5.18.

For one target orbit, there are two traversing points A and B, so there will be
three options for a traversing point set: (1) point A only; (2) point B only; (3) point
A and point B simultaneously. Similarly, when there are n target orbits, there will be
2n traversing points and 3n possibilities for traversing point sets.

When both of the traversing points of a certain target orbit are selected, the
rendezvous orbit to be designed will be closer to the two traversing points and
further away from other traversing points. Hence, when we need to determine the
traversing point set, the principles below are to be followed:

(1) For a key target orbit, its two traversing points can be included in the
traversing point set.

Table 5.2 Position Coordinates of six traversing points

Serial number of
traversing point

Altitude (m) Polar coordinate
angle (°)

1 1,200,000.0 30.0

2 1,300,000.0 120.0

3 1,400,000.0 200.0

4 1,250,000.0 250.0

5 1,500,000.0 180.0

6 1,500,000.0 0.0
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(2) For a general target orbit, just one of its traversing points is to be selected and
included in the traversing point set. The selection of two traversing points
depends on the minimum distance between the rendezvous orbit and other
traversing points.

(3) When the target orbits are of the same importance, for every target orbit, one
traversing point can be selected. Then the specific traversing point set can be
decided by the minimum sum of total distances between the rendezvous orbit
and each traversing point in the traversing point set.

5.5.4 Rendezvous Trajectory: Design Method

The design of a rendezvous orbit based on traversing point set can only determine the
size and shape of the rendezvous orbit and the direction of perigee. A complete ren-
dezvous orbit can be specified onlywhen the time of perigee passage, s, is determined.

As to the rendezvous with a single target spacecraft, i.e., when only one
traversing point rm; fm½ � is to be selected, the rendezvous orbit can pass through the
traversing point directly. By designing the time of perigee passage of the ren-
dezvous orbit, the servicing spacecraft can pass through the traversing point along
the rendezvous orbit exactly when the target spacecraft also passes through it. The
requirement is:

s ¼ tm � Em � e sinEm

n
ð5:17Þ

Fig. 5.18 Comparison of
design results of five
traversing points and six
traversing points
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Here, for the rendezvous orbit, a is its semi-major axis, e is its eccentricity, and
n ¼ ffiffiffiffil

a3
p

is its mean angular rate. Em is the eccentric anomaly of the traversing point
in the rendezvous orbit, and:

tg
Em

2
¼

ffiffiffiffiffiffiffiffiffiffiffi
1� e
1þ e

r
tg
fm
2

ð5:18Þ

However, it will be more complicated when it comes to the rendezvous with
multiple target spacecraft. Firstly, a single rendezvous orbit may not be able to pass
through all traversing points. Secondly, even if it can pass through them all, it may
not be able to meet the requirement for the traversing time. Hence, in this section,
the control method of orbital rendezvous by separating a rendezvous trajectory
proposed above will be adopted to determine the time of the perigee passage of the
rendezvous orbit. It is shown in Fig. 5.19.

Apparently, for every traversing point, numerous rendezvous trajectories can be
separated from any point of a rendezvous orbit. These trajectories differ from each
other only in separation velocity and separation time. If there is a constraint on the
separation velocity from the rendezvous orbit, some rendezvous trajectories can be
eliminated, yet there are still multiple rendezvous trajectories. In other words, as
long as the energy constraint is satisfied, there will be multiple rendezvous tra-
jectories between a point in the rendezvous orbit and a traversing point. And each
trajectory has its own separation time, i.e., it corresponds to a time of perigee
passage.

We assume a point k expressed as rk; fk; tk½ � in the rendezvous orbit, and a
traversing point i expressed as ri; fi; ti½ �. The rendezvous trajectory separated from
point k and then reaching traversing point i to conduct rendezvous is only related to
time difference Dtk ¼ ti � tk. We can design the rendezvous trajectory by Lambert

Fig. 5.19 Schematic figure of rendezvous trajectory
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Time Theorem, and figure out the velocity increment needed for separating from the
trajectory, namely,

D~vk ¼~vki �~vk

Here,~vk is the velocity vector of point k in the rendezvous orbit, and~vki is the
velocity vector of point k in the rendezvous trajectory.

If D~vk �DVmax and DVmax is the maximum separation velocity a servicing
spacecraft can provide, the rendezvous trajectory will be usable. Then corre-
sponding to tk , the time of perigee passage sk is:

sk ¼ tk � Ek � e sinEk

n
ð5:19Þ

Here, Ek is the eccentric anomaly of traversing point k in the rendezvous orbit, and

tg
Ek

2
¼

ffiffiffiffiffiffiffiffiffiffiffi
1� e
1þ e

r
tg
fk
2

ð5:20Þ

Similarly, if we find out all sk that meet the requirements above when
0� tk � Tp, we can construct a set ½sk� consisting of all rendezvous trajectories
which separate from point k in the rendezvous orbit and then conduct rendezvous
with traversing point i on time.

Therefore, for traversing point i, multiple rendezvous trajectories meeting the
requirement on energy constraint can be separated from any point in the rendezvous
orbit, i.e., there is a time set of perigee passage. They will form a time set of perigee
passage for traversing point i and can be written as:

½si� ¼ ½si1� [ ½si2� [ � � � [ ½sin�

Here, n is the number of separation points available in the rendezvous orbit.
It can be seen that for every traversing point in a traversing point set, there is a

time set of perigee passage ½si� i ¼ 1; � � � ;mð Þ. Here, m is the number of traversing
points in the traversing point set. The time of perigee passage when these traversing
points all appear is the intersection of these sets, namely,

½s� ¼ ½s1� \ ½s2� \ � � � \ ½sm�

Finally, from the intersection set, we can choose the time of perigee passage
which meets the requirements of the mission to the greatest extent.

Inversely, if s, the time of perigee passage of the rendezvous orbit, is given, we
can also figure out a separable arc section and its corresponding rendezvous
trajectory.

Next, we will illustrate the design method above with a simulation case. We
assume there are three target orbits. Their traversing point sets in the rendezvous
orbit plane are shown in Table 5.3.
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The goal of an optimized design is to minimize the sum of total velocity
increments for the rendezvous with the three traversing points, so the objective
function is:

J ¼ min
X3
i¼1

DVijDVi �VL

Here, VL ¼ 3000 m/s is the maximum separation velocity of each rendezvous
trajectory.

To search for possible solutions to the greatest extent, we include all the six
traversing points in the traversing point set to design a rendezvous orbit. The result is:

n ¼ ð7771008:7714; 3:4916e� 017; 4:6824ÞT

The optimized design result at the time of perigee passage is shown in Fig. 5.20.
It can be seen that the time of perigee passage of the optimal rendezvous orbit is

2045.26 s. The corrections of separation velocity of the rendezvous trajectories

Table 5.3 Three target orbits and their corresponding traversing points

Target
orbit

Traversing
point

Altitude (m) Angle measured in polar
coordinate (°)

Traversing
time (s)

1 1 1,500,000.0 30.0 500

2 1,500,000.0 210.0 7500

2 3 1,400,000.0 200.0 1000

4 1,400,000.0 20.0 7400

3 5 1,300,000.0 180.0 5000

6 1,300,000.0 0 12,500

Fig. 5.20 Search results of
objective function
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which conduct rendezvous with traversing points 1, 4 and 6 are 277.732, 965.089,
and 2058.28 m/s, respectively (Fig. 5.21).

5.6 Simulation Analysis and Method Correction

5.6.1 Simulation of Orbital Rendezvous Based
on Traversing Point

We assume that a servicing spacecraft is to conduct orbit rendezvous with three
satellites. The orbit parameters of the three target satellites are shown in Table 5.4.

Requirements of the design: the total rendezvous time with the three target
satellites is 24–26 h; the time interval is 2 h; the optimized goal is to minimize the
sum of total correction speeds.

We assume that the right ascension of the ascending node is 180° and the orbit
inclination of the rendezvous orbit is 45°. The six traversing points formed by the
three target orbits in the rendezvous orbit plane are shown in Table 5.5.

Fig. 5.21 Statistical graph of
velocity increments

Table 5.4 Orbital parameters of three target satellites

Serial
number

Perigee (km) Apogee (km) Orbit
inclination (°)

Right
ascension of
ascending
node (°)

Perigee
argument (°)

Time of
perigee
passage (s)

1 202 1041 97.8 30 270 0

2 264 1050 97.9 90 270 1800

3 200 1000 97.8 150 270 3600
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Firstly, we will design a rendezvous orbit based on the six traversing points
above. The design result is (Fig. 5.22):

n ¼ ð6:98556e + 006; 0:041125; 5:50577ÞT

Secondly, we will search for the time of perigee passage of the rendezvous orbit.
As the time of perigee passage is different, the separable arc section that can
conduct rendezvous with a traversing point along a rendezvous trajectory is also
different. Figure 5.23 shows how the separation arc of each traversing point
changes as the time of perigee passage varies.

It can be seen from Fig. 5.23 that it is not the case that every time of perigee
passage has a corresponding separation arc. Only the solution that covers at least

Table 5.5 Traversing points corresponding to target orbits

Serial
number

Geocentric
distance (m)

Argument (rad) Time when passing
through traversing
point (s)

Target orbit
period (s)

1 6.76565e+006 3.91172 878.891 5819.16

2 7.18142e+006 0.77013 3981.34 5819.16

3 6.73833e+006 4.8102 2457.2 5863.53

4 7.29589e+006 1.6686 5535.93 5863.53

5 6.78788e+006 5.66912 4562.67 5792.35

6 7.11597e+006 2.52753 7651.68 5792.35
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Fig. 5.22 Search results of
objective function
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three traversing points can meet the design requirements for conducting a ren-
dezvous with three target spacecraft separately.

Figure 5.24 shows, when there is a separation arc, the change in minimum
correction speeds needed to conduct a rendezvous with each traversing point within
the required rendezvous time.

It can be seen from Fig. 5.24 that when there is an appropriate intercepting orbit
for a target orbit, the interception of the other two target orbits will usually be poor.
Hence, we need to consider the interception as a whole. Figure 5.25 shows how the
total correction speed changes when there is a feasible solution for the rendezvous
trajectory of all six traversing points.

It can be seen from Fig. 5.25 that the range of feasible solutions is relatively
small, mainly between 2700 and 3500 s, and, at the same time, the total correction
speed is relatively high.

Fig. 5.23 Relationship
between time of perigee
passage of rendezvous orbit
and separable arc section

Fig. 5.24 Minimum
correction speeds of six
traversing points
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With all factors taken into account, we can specify that the time of perigee
passage corresponding to the optimal rendezvous orbit is 3079.56 s. The optimal
solution of the rendezvous trajectory is shown in Table 5.6.

5.6.2 Method Correction of Orbital Rendezvous Based
on Traversing Point

From the simulation results in Sect. 5.5, we know that in designing a rendezvous
orbit based on traversing point, though the rendezvous orbit is close to every

Fig. 5.25 Relationship
between total correction speed
and time of perigee passage

Table 5.6 Optimal solution of rendezvous trajectory

Points 2 Points 3 Points 5

Rendezvous trajectory parameters Semi-major axis (m) 9.86376 e6 6.99999 e6 6.86998 e6

Flight time (s) 1688.78 2870.2 2827.85

Geocentric angles (rad) 3.13035 3.05491 2.80862

Velocity of the orbit maneuver
point (m/s)

8791.56 7264.2 7422.62

Speed inclination of the
orbit maneuver point (rad)

0.480838 0.00818902 0.0798481

Correction speed (m/s) 4281.89 123.884 896.448

Geocentric distance of the
orbit maneuver point (m)

6.77034 e6 7.26614 e6 7.04765 e6

Geocentric distance of the
target point (m)

7.18142 e6 6.73833 e6 6.78788 e6

Separation time (s) 89,580 87,540 88,620
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traversing point, the correction speed needed is relatively high. The reasons are
analyzed below:

• The period of the rendezvous orbit is relatively close to that of the target orbit.
• Time range for the rendezvous is relatively small.

Hence, this section suggests that we correct the semi-major axis of the ren-
dezvous orbit to expand the time difference between the rendezvous orbit period
and the target orbit period and to expand the time range of the rendezvous. This can
help to expand the range of the separable arc section in the rendezvous orbit.

Based on the example in Sect. 5.5, we will increase the semi-major axis of the
rendezvous orbit by 300 km and the time range of the rendezvous to 10 h to
simulate the optimal design result of a rendezvous with three target satellites.

We assume that the right ascension of the ascending node of the rendezvous
orbit is 180° and the orbit inclination is 45°. We also increase the semi-major axis
of the rendezvous orbit by 300 km. After the correction, parameters of the ren-
dezvous orbit are:

n ¼ ð7:28556e + 006; 0:041125; 5:50577ÞT

Figure 5.26 shows the separable arc sections in the rendezvous orbit corre-
sponding to each traversing point. It is basically similar to the situation before the
semi-major axis is adjusted, yet the separable time for a single traversing point
increases.

Figure 5.27 shows, when there are separable arc sections, the minimum cor-
rection speed needed for the rendezvous with a target spacecraft passing through
every traversing point within the required rendezvous time. It can be seen that the
shape is basically similar to that before the correction of the semi-major axis.

Figure 5.28 shows, when conducting rendezvous with all target spacecraft, the
change of the total correction speed. It can be seen that there is a relatively large

Fig. 5.26 Separable arc
section of rendezvous orbit
when semi-major axis
increases by 300 km and time
range is 10 h
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range for the feasible solutions, which are mainly between 1200 and 4000 s.
Besides, compared with the time range of the rendezvous, i.e., 2 h, the range of
solutions increases considerably, and the total correction speed decreases greatly.

Based on the simulation result above, we can specify that the time of perigee
passage of the optimal rendezvous orbit is 2073.24 s. The optimal rendezvous
trajectory is shown in Table 5.7.

Table 5.8 shows the design results when time ranges are 2 and 10 h respectively
and the corrected semi-major axis are 100 and 300 km respectively.

It can be seen from Table 5.8 that, for the three non-coplanar target satellites in
Low-Earth-Orbit, the optimal rendezvous plan is to increase the semi-major axis of
the rendezvous orbit by 300 km under the 10 h rendezvous time constraint. At this
time, the total correction speed needed to conduct rendezvous with the three target

Fig. 5.27 Minimum
correction speed when
semi-major axis increases by
300 km and attack time range
is 10 h

Fig. 5.28 Total correction
speed of attack orbit when
semi-major axis increases by
300 km and attack time range
is 10 h
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spacecraft is 129.85 m/s. The rendezvous time with the three target spacecraft adds
up to 6913 s.

In addition, we also find out from Table 5.8 that, on the one hand, under the 2 h
rendezvous time constraint, when the semi-major axis of the rendezvous orbit
increases, the total midcourse guidance correction speed slightly decreases.
However, the change of the total interception time shows no significant regularity,
and the corresponding traversing points of rendezvous are different. On the other

Table 5.7 Optimal rendezvous trajectory when semi-major axis increases by 300 km and attack
time range is 10 h

Points 2 Points 4 Points 6

Rendezvous
trajectory
parameters

Semi-major axis (m) 7.2216 e6 7.14064
e6

7.28886
e6

Flight time (s) 1747.95 2806.61 2358.58

Geocentric angles (rad) 1.88574 2.88844 2.53695

Velocity of the orbit
maneuver point (m/s)

7642.86 7614.57 7406.67

Speed inclination of the
orbit maneuver point (rad)

0.0136209 0.0143401 0.0398347

Correction speed (m/s) 47.5991 72.5752 9.67316
Geocentric distance of the
orbit maneuver point (m)

7.01707
e6

7.00509
e6

7.27738
e6

Geocentric distance of the
target point (m)

7.18142
e6

7.29589
e6

7.11597
e6

Separation time (s) 95,340 120,000 121,140

Table 5.8 Comparison of design results when rendezvous time increases and when semi-major
axis is corrected

Time range of
rendezvous (h)

Increment in rendezvous orbit’s
semi-major axis (km)

Total correction
speed (m/s)

Total
rendezvous
time (s)

Serial number
of rendezvous
traversing point

2 0 5.3022e+003 7.3868e+003 2, 3, 5

100 4.9143e+003 7.4769e+003 1, 3, 6

300 4.1431e+003 5.4721e+003 1, 4, 6

10 0 4.8273e+003 7.4411e+003 1, 3, 5

100 2.8489e+003 7.8552e+003 2, 3, 6

300 129.8475 6.9131e+003 2, 4, 6
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hand, when the time range increases to 10 h, with the increased value of the
semi-major axis of the rendezvous orbit, the total midcourse guidance correction
speed will decline remarkably. However, the total interception time shows no
significant regularity, and the corresponding traversing points of rendezvous are
also different.

5.7 Summary

The concept proposed in this chapter, i.e., traversing point, is very effective in
solving the problems involved in non-coplanar multi-target orbital rendezvous. The
orbital rendezvous method based on traversing point turns the non-coplanar orbital
rendezvous problem in space into a coplanar one. This method does not impose any
restrictions on the position and the number of orbit planes of the target spacecraft. It
is a “one-to-many” orbit rendezvous mode in its real sense. In other words, a
servicing spacecraft can conduct orbit rendezvous with multiple non-coplanar target
spacecraft without changing its orbit plane. This method greatly reduces the cost of
multi-target rendezvous and improves the efficiency of orbital rendezvous. It has
broad applications.

According to the different orbit configurations of multiple target spacecraft, this
chapter proposes the multi-target orbital rendezvous method for both non-coplanar
homogeneous target spacecraft and non-coplanar heterogeneous target spacecraft.
Both methods achieve multi-target rendezvous by the traversing points formed by
the target spacecraft in the rendezvous orbit plane. For the rendezvous with multiple
satellites in the Walker Constellation, a specific design method of the rendezvous
orbit is given. For the non-coplanar heterogeneous multi-target orbital rendezvous,
after offering the design procedures of the rendezvous orbit, we propose the design
methods for the rendezvous orbit and the rendezvous trajectory. Finally, through the
analysis of a typical simulation case, we propose a correction method of
non-coplanar multi-target orbital rendezvous based on the traversing point. It is
achieved by extending the semi-major axis of the rendezvous orbit and the range of
rendezvous time. By correcting the rendezvous orbit, the demand for separation
velocity can be reduced effectively, thus making the method more practical.
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Chapter 6
Theory and Design Method of Initiative
Approaching Orbit

With the improvement of space resolution ratio and communication capacity, the
spacecraft is becoming heavier, and more costs in manufacturing and launching are
required. So on-orbit services for spacecraft have been put on the agenda.

Besides, human space activities are becoming more frequent and over 90 % of
space debris is ineffective or uncontrolled, which pose threats to on-orbit spacecraft.
Thus, a fast or slow approach to on-orbit cooperative or non-cooperative targets has
become the premise and foundation for space missions to carry out on-orbit services
and space debris cleaning.

6.1 Initiative Approaching Orbit: Concept

The National Aeronautics and Space Administration (NASA) summarize seven key
factors in on-orbit service research in On-Orbit Satellite Servicing Study Project
Report1: service category, executive body, rendezvous and docking, position, time
delay, target design and target attitude. Rendezvous and docking means how a
servicing spacecraft approaches its target spacecraft which is either cooperative or
non-cooperative (Fig. 6.1).

As the mission requires, the servicing spacecraft takes the initiative to approach
the target spacecraft through orbit and attitude control and this process is called
initiative approach. After this, space missions, such as rendezvous and docking,
space target surveillance, on-orbit service, are accomplished.

The initiative approach discussed in this section includes the approach phase in
the approaching orbit and the final approach phase in the final approaching orbit.
The two spacecraft involved are called the approaching spacecraft and the target
spacecraft respectively.

1NASA Goddard Space Flight Center. On-Orbit Satellite Servicing Study Project Report [EB/OL].
http://servicingstudy.gsfc.nasa.gov/, retrieved in October 2011.
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The approaching orbits include a phasing orbit and a long-distance approaching
orbit. The phasing orbit is used to reduce the orbit phase angle between the
approaching spacecraft and the target spacecraft. After phasing, the approaching
spacecraft is very close to the target orbit. Then the long-distance rendezvous can be
conducted. The long-distance approaching orbit shifts the approaching spacecraft to
the first position which is very close to the target spacecraft. This process is called
“target seeking”, which aims to further reduce orbit error.

The final approaching orbit is used to further reduce the relative distance
between the approaching spacecraft and the target spacecraft to meet the final
conditions of service. It should be noted that the non-centroid relative motion of the
target spacecraft should be considered in the final approaching phase. It not only
depends on the relative position of the spacecraft’s centroids, but also involves the
relative spacecraft attitude change.

6.2 Approaching Orbit: Design

6.2.1 Phasing Orbit

The phasing orbit can move the initiative approaching spacecraft to the vicinity of
the target spacecraft and reach the target. We suppose the approaching spacecraft
and the target spacecraft are located in different phases of the same orbit as Fig. 6.2.

It can be seen that there are two different relative positions for the target
spacecraft and the approaching spacecraft. Next, analyses of the target spacecraft’s
phases in Fig. 6.2 are conducted.

In the first case, when the approaching spacecraft is in the front of the target
spacecraft (in the direction of motion), there is the advanced angle. Define the phase
difference as positive, namely, a[ 0.

Fig. 6.1 Research scope of on-orbit service
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The phasing elliptical orbit is used to eliminate the phase difference between the
two spacecraft. Specifically, the approaching spacecraft is maneuvered to a phasing
elliptical orbit, the perigee of which is the initial orbit maneuver point. The geo-
centric distance of the apogee is larger than the radius R of the initial circular orbit.
We suppose dh (dh ¼ ra � R[ 0) is the difference in height between the apogee of
the phasing orbit and the initial circular orbit. When the approaching spacecraft
returns to the perigee after completing one circle in the phasing orbit, the operation
phase of target spacecraft along the initial circular orbit can be defined as 2pþ a. At
this point, an impulse is applied to the approaching spacecraft to make it return to
the initial circular orbit as Fig. 6.3.

In the second case, when the approaching spacecraft is behind the target
spacecraft, there is the receding angle. The phasing difference is negative, namely,
a\0.

The approaching spacecraft is first maneuvered onto a phasing elliptical orbit,
the apogee of which is the initial orbit maneuver point. The geocentric distance of
the perigee is smaller than the radius of the initial circular orbit. We suppose dh
(dh ¼ rp � R\0) is the difference in height between the phasing orbit’s perigee and
the initial circular orbit. When the approaching spacecraft returns to the apogee after
travelling one circle in the phasing orbit, the operation phase of the target spacecraft
along the initial circular orbit is 2pþ a. At this point, an impulse is applied to the
approaching spacecraft to make the spacecraft return to the initial circular orbit as
Fig. 6.4.

Following the two phasing methods above, the phase difference between the
approaching spacecraft and the target spacecraft can be eliminated after the

Fig. 6.2 Initial phase of
approaching spacecraft and
target spacecraft
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Fig. 6.3 Phasing elliptical
orbit used to eliminate
advance angle

Fig. 6.4 Phasing elliptical
orbit used to eliminate
receding angle
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approaching spacecraft completes one full circle in the phasing orbit. The time spent
in this process is exactly the same as the orbit period of the phasing elliptical orbit:

t ¼ 2p

ffiffiffiffiffi
a3

l

s
ð6:1Þ

Here, a is the semi-major axis of the phasing elliptical orbit. That is, a ¼ Rþ dh
2 ,

and

t � n ¼ aþ 2p ð6:2Þ

Here, n is the operation angular velocity of the target spacecraft in the initial
circular orbit, namely, n ¼ ffiffiffiffil

R3

p
.

If we combine Eq. (6.1) with Eq. (6.2), the following Eq. (6.3) can be obtained:

dh ¼ 2R � 1þ a
2p

� �2
3�2R ð6:3Þ

The total velocity increment needed here is:

DV ¼ 2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l

2
R
� 2
2Rþ dh

� �s
�

ffiffiffi
l
R

r !
ð6:4Þ

With the approaching spacecraft and the target spacecraft both in theGeostationary
Earth Orbit (GEO), the total velocity increment and the responsive time needed to
eliminate the same advance and receding angles are shown in Fig. 6.5.

It can be seen that, when the advance angle is equal to the receding angle, more
velocity increment and time are needed to eliminate the advance angle than to
eliminate the receding angle.

Fig. 6.5 Difference in
phasing time and velocity
increment to eliminate same
advance and receding angles
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6.2.2 Short-Range Approaching Orbit

After the distance between the approaching spacecraft and the target spacecraft is
reduced to a certain extent, the relative motion of these two spacecraft can be
described with the following state equation:

~r
~v

� �
¼ Urr Urv

Uvr Uvv

� �
~r0
~v0

� �
ð6:5Þ

The parameters here have been defined in Sect. 4.2.4.
If the initial states~r0;~v0� and the final states~r1;~v1þ are given, then an impulse

D~v1 is first applied to the spacecraft at the initial point~r1. After a period of time T,
the spacecraft reaches the position ~r1 where an impulse D~v2 is applied again to
eliminate the terminal velocity error. The solution is as follows:

~r1
~v1�

� �
¼ ~r1

~v1þ � D~v2

� �
¼ Urr Urv

Uvr Uvv

� �
~r0

~v0� þD~v1

� �
ð6:6Þ

When we solve Eqs. (6.6), (6.7) can be obtained:

D~v1 ¼ U�1
rv ð~r1 � Urr�r0Þ �~v0

D~v2 ¼~v1þ � Uvr~r0 � Uvv~v0þ

	
ð6:7Þ

D~v1, which is obtained from the CW equation, is the velocity increment in the
target spacecraft’s relative motion coordinate system. When the coordinates are
transformed into the J2000 coordinate system, the velocity increment needed in the
J2000 coordinate system can be obtained as the following equation shows:

D~v ¼ MJ2000D~v1 ð6:8Þ

We suppose that the operating state of the target spacecraft in the Earth-centered
inertial coordinate system is (~Xe; ~Ve), and the normal direction of the orbital plane is
~He ¼ ~Xe � ~Ve. According to the definition of the target spacecraft’s relative motion
coordinate system, the transfer matrix MJ2000r is:

MJ2000r ¼
ðXe � HeÞ0x X0

ex H0
ex

ðXe � HeÞ0y X0
ey H0

ey

ðXe � HeÞ0z X0
ez H0

ez

2
64

3
75 ð6:9Þ

Due to the gravitational difference between the approaching spacecraft and the
target spacecraft, a small included angle exists between the direction of theoretical
thrust and the direction of velocity increment, as Fig. 6.6.
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It indicates that the thrust is needed to eliminate the gravitational difference’s
component in the direction which is perpendicular to the velocity increment, and
that is:

D~G ¼ D~GORS � D~GT arg et

DGp ¼ D~G� D~v0

D~Gv ¼ D~G� D~Gp
~Pv ¼ �D~Gv

h ¼ sin�1 Pv
P


 �

8>>>>><
>>>>>:

ð6:10Þ

Thus the resultant force in the direction of the velocity increment is:

F ¼ P cos h� DGp ð6:11Þ

The calculation formula of variable mass velocity increment is known as:

Dv ¼ Isp ln
m

m� _mDt
ð6:12Þ

Then the thrust’s duration time is:

Dt ¼ m
_m

1� 1
eDv=Isp

� �
ð6:13Þ

Here, Isp is the engine’s impulse.

6.3 Dynamics Model of Relative Position and Attitude

We suppose that the approaching spacecraft and the target spacecraft are both rigid
bodies. Their relative position in the final approach phase is shown in Fig. 6.7.

Symbols in Fig. 6.7 are defined as follows:
x0y0z0 � CM0 represents the body coordinate system which is fixedly connected

with the target spacecraft, while x1y1z1 � CM1 is the body coordinate system which
is fixedly connected with the approaching spacecraft. However, the three axes of

Δv

ΔG vΔG

pΔG
P

θ
vP

pP

Fig. 6.6 Schematic figure of
thrust direction
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these two coordinate systems are not required to coincide with the corresponding
three-inertia principal axes.

P j
0 denotes the position vector of a certain point in the target spacecraft in the

x0y0z0 � CM0 system. Assume P j
0 is the optimal capture point in the target

spacecraft by the approaching spacecraft, and also the point where the approaching
spacecraft detects the target spacecraft.

Pi
1 is the position vector of a certain point in the approaching spacecraft in the

x1y1z1 � CM1 system. We suppose Pi
1 is the front end of the approaching space-

craft’s robot arm, and is mounted with a detector.
q is the position vector of the approaching spacecraft’s centroid relative to the

x0y0z0 � CM0 system.
qij is the position vector of Pi

1 in the approaching spacecraft relative to P j
0 in the

target spacecraft.
We suppose that the target spacecraft rotates at a certain angular velocity. Then

in the final approach toward the target without attitude control, the approaching
spacecraft needs to keep the attitude tracking to the target spacecraft and qij should
be reduced constantly to zero. It can be seen from Fig. 6.2 that qij is not only related
to q, but also to the relative attitude between these two spacecraft. Therefore, the
relative attitude motion and the relative position motion under such circumstance
should be analyzed.

6.3.1 Dynamics Model of Relative Attitude

We suppose that the target spacecraft’s angular velocity is x0, and the approaching
spacecraft’s angular velocity is x1. Then their relative angular velocity is:

Fig. 6.7 Relative position of approaching spacecraft and target spacecraft
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x ¼ x1 � x0 ð6:14Þ

In the inertial system, the differential form of Eq. (6.14) is:

dECIx
dt

¼ dECIx1

dt
� dECIx0

dt
ð6:15Þ

The equation above in the target’s body coordinate system can be expressed as:

dECIx
dt

� �
0
¼ D

dx1

dt

� �
1
� dx0

dt

� �
0

ð6:16Þ

Here, D is the coordinate transfer matrix from the approaching spacecraft’s body
coordinate system to the target spacecraft’s body coordinate system.

The change rate of x observed in the inertial system is the sum of the change rate
of x in the target’s body coordinate system and the vector product x0 � x as
Eq. (6.17) shows:

dECIx
dt

¼ dx
dt

þx0 � x ð6:17Þ

When we substitute Eq. (6.16) into Eq. (6.17), Eq. (6.18) can be obtained:

dx
dt

¼ D
dx1

dt

� �
1
� dx0

dt

� �
0
�x0 � x ð6:18Þ

The spacecraft’s attitude dynamical equation in its body coordinate system is
known as:

_x ¼ �I�1½x� ðIxÞ�þ I�1ðTþTdÞ ð6:19Þ

In Eq. (6.19), I is the spacecraft’s rotation inertia matrix, T is the spacecraft’s
control torque, and Td is the torque of the interference force applied to the
spacecraft. Thus the attitude dynamical equations of the approaching spacecraft and
the target spacecraft in their own body coordinate systems are denoted as
Eqs. (6.20) and (6.21), respectively.

dx0

dt

� �
0
¼ �I�1

0 ½x0 � ðI0x0Þ� þ I�1
0 T0 ð6:20Þ

dx1

dt

� �
1
¼ �I�1

1 ½x1 � ðI1x1Þ� þ I�1
1 T1 ð6:21Þ

If we substitute Eqs. (6.15) and (6.21) into Eqs. (6.18) and (6.22) can be
obtained:
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dx
dt

¼ DI�1
1 T1 � x1 � ðI1x1Þ½ � � I�1

0 T0 � x0 � ðI0x0Þ½ � � x0 � x ð6:22Þ

Therefore the relative attitude dynamical equation in the target’s body coordinate
system can be expressed as:

dx
dt

¼ DI�1
1 T1 � DTðx0 þxÞ � I1DTðx0 þxÞ� 
� I�1

0 T0 � x0 � ðI0x0Þ½ �
� x0 � x ð6:23Þ

6.3.2 Dynamics Model of Relative Position

It can be seen from Fig. 6.7 that the relationship of q, qij, P
j
0 and Pi

1 in the target’s
body coordinate system is:

P j
0 þ qij ¼ qþPi

1
_P j
0 þ _qij ¼ _qþ _Pi

1

€P
j
0 þ €qij ¼ €qþ €P

i
1

8><
>: ð6:24Þ

Meanwhile:

_P j
0 ¼ 0

€P
j
0 ¼ 0
_Pi
1 ¼ x� Pi

1
€P
i
1 ¼ _x� Pi

1 þx� ðx� Pi
1Þ

8>>><
>>>:

ð6:25Þ

Hence, Eq. (6.24) can be turned into Eq. (6.26):

qij ¼ qþPi
1 � P j

0

_qij ¼ _qþ _Pi
1 � _P j

0 ¼ _qþx� Pi
1

€qij ¼ €qþ €P
i
1 � €P

j
0 ¼ €qþ _x� Pi

1 þx� ðx� Pi
1Þ

8><
>: ð6:26Þ

We suppose that the rotational angular velocity in the target’s body coordinate
system relative to the target’s orbit coordinate system is approximately x0, and the
transfer matrix from the target’s orbit coordinate system to the target’s body
coordinate system is H, then,

HTOFq ¼ q

HTOF _q ¼ _qþx0 � q

HTOF€q ¼ €qþ _x0 � qþ 2x0 � _qþx0 � ðx0 � qÞ

8<
: ð6:27Þ
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Equation (6.28) can be obtained based on Eqs. (6.27) and (6.26):

_qij ¼ HTOF _q� x0 � qþx� Pi
1

€qij ¼ HTOF€q� _x0 � q� 2x0 � _q� x0 � ðx0 � qÞþ _x� Pi
1 þx� ðx� Pi

1Þ
	

ð6:28Þ

It can be turned into a state matrix as follows:

_qij
€qij

" #
¼ H 0

0 H

� � TOFqij
TOF _qij

" #

þ �x0 � qþx� Pi
1

� _x0 � q� 2x0 � _q� x0 � ðx0 � qÞþ _x� Pi
1 þx� ðx� Pi

1Þ

" #

ð6:29Þ

The C-W state equation is known as:

_X ¼ AXþBu ð6:30Þ

Its transfer matrix A is:

A ¼

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 2n
0 n2 0 0 0 0
0 0 3n2 �2n 0 0

2
6666664

3
7777775
¼ 0 I

A21 A22

� �
ð6:31Þ

The input matrix B is:

B ¼

0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 1

2
6666664

3
7777775
¼ 0

I

� �
ð6:32Þ

Then in the target orbit coordinate system,

TOF _qij
TOF€qij

� �
¼ A

TOFqij
TOF _qij

� �
þ 0

TOFc

� �
ð6:33Þ

We can substitute Eq. (6.33) into Eq. (6.29), and obtain Eq. (6.34):
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_qij
€qij

� �
¼ S1 þ S2 þ S3 ð6:34Þ

Here,

S1 ¼ H 0
0 H

� �
0 I
A21 A22

� �
TOF _q
TOF€q

� �

S2 ¼ �x0 � qþx� Pi
1

� _x0 � q� 2x0 � _q� x0 � ðx0 � qÞþ _x� Pi
1 þx� ðx� Pi

1Þ
� �

S3 ¼ H 0
0 H

� �
0

TOFc

� �

8>>>>>><
>>>>>>:

ð6:35Þ

According to Eq. (6.27), S1 in Eq. (6.35) can be further transformed into:

S1 ¼ 0 H
HA21 HA22

� �
HTq

HT _qþHTðx0 � qÞ
� �

¼ _qþx0 � q

HA21HTqþHA22ðHT _qþHTðx0 � qÞÞ
� �

ð6:36Þ

We suppose that the two vectors’ vector product can be transformed into dot
product using the following method:

a� b ¼ ða�Þb ¼
0 �ax ay
az 0 �ax
�ay ax 0

2
4

3
5b ð6:37Þ

Equation (6.38) can be derived from Eq. (6.26) and Eqs. (6.35)–(6.37):

_qij
€qij

" #
¼ 0 I

HA21HT þHA22HTðx�
0 Þ � ð _x�

0 Þ � ðx�
0 Þðx�

0 Þ
� �

HA22HT � 2ðx�
0 Þ

� �� �
qij

_qij

" #

þ

0f g
�HA21HTðPi

1 � P j
0Þ �HA22HTðx� Pi

1Þ �HA22HTðx�
0 ÞðPi

1 � P j
0Þ

þ ð _x�
0 ÞðPi

1 � P j
0Þþ 2ðx�

0 Þðx� Pi
1Þþ ðx�

0 Þðx�
0 ÞðPi

1 � P j
0Þ

þ _x� Pi
1 þx� ðx� Pi

1Þ

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

2
666666664

3
777777775

þ 0

HTOFc

� �

ð6:38Þ
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6.4 Ultimate Approaching Orbit: Design

In the final approach phase, the non-centroid relative motion of the target spacecraft
needs to be considered. It not only depends on the relative position of the space-
craft’s centroids, but also involves the spacecraft’s relative attitude change. There
are mainly two cases:

1. The target spacecraft with attitude control
Currently, most of the spacecraft which are worthy of on-orbit repair are
three-axis-stabilized, in addition, their attitude change rate is usually not higher
than 0.1°/s. The final approach strategy for the cooperative rendezvous of those
three-axis-stabilized target spacecraft is generally the V-bar straight-line
approximation or the R-bar straight-line approximation, like the final
approach towards the International Space Station (ISS) by American space
shuttles, European ATV and Japanese HTV. However, the target spacecraft may
not be able to provide effective information for cooperation in some space
missions like on-orbit service and maintenance. For this kind of non-cooperative
autonomous rendezvous, straight-line approximation in random directions
should be considered and docking and capture should be conducted within a
certain range around the capture point.

2. The target spacecraft without attitude control
The target spacecraft without attitude control is commonly a piece of space
debris or some dysfunctional satellites with a faulty attitude and orbit control
system. The uncontrolled target spacecraft rotates around its largest inertia
principal axis. Its attitude change rate is usually not lower than 1°/s. For these
targets, the approaching spacecraft should achieve the tracking and control of
the attitude and position relative to the target spacecraft simultaneously, and
reduce the relative angular velocity to zero. Meanwhile, the approaching
spacecraft should gradually approach the capture point along a certain capturing
axis in the target spacecraft’s body coordinate system. However, for those
spacecraft with a higher rotating angular velocity and without attitude control,
the straight-line approximation along the target’s rotation axis can be adopted.

6.4.1 The Final Approach for Three-Axis-Stabilized Target
Spacecraft

As is shown in Fig. 6.8, the approaching spacecraft in the target’s orbit coordinate
system is in the initial position r0 when t ¼ 0, and then arrives at the capture and
docking point within the transfer time T (when t ¼ T).

In Fig. 6.8, the dotted line from r0 to rT is the reference trajectory of the
straight-line approximation, which is denoted with the vector q, while the real
trajectory (the bold solid line in Fig. 6.8) under the control thrust may change back
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and forth around the reference trajectory. r represents the position of the
approaching spacecraft at the time t in the target’s orbit coordinate system, and
q ¼ r� rT .

We suppose that the target spacecraft is three-axis-attitude-stabilized, and the
approaching spacecraft is ultimately to dock at a certain point in the vicinity of the
target spacecraft, so this section only discusses the control of the approaching
spacecraft’s relative position.

With the sliding-mode variable structure control, the switching function can be
expressed as:

si ¼ k1ðr� rdÞþ k2 _r ð6:39Þ

Here, r is the position vector of the approaching spacecraft in the target’s orbit
coordinate system, and rd represents the expected position vector in the target’s
orbit coordinate system and is same as rT , the position vector of the capture and
docking point after the final approach is completed. r and _r can be obtained based
on the C-W equation. If components of control parameters k1 and k2 in the target’s
orbit coordinate system are both positive, then Eq. (6.39) will satisfy:

lim si _si ¼ 0
sið0; � � � ; 0Þ ¼ 0

	
ð6:40Þ

It indicates that the sliding-mode motion is asymptotic stable.
The external force acceleration ci in the C-W equation is set as the following

switching control acceleration constants:

ci ¼
�T ; si [ 0
0; si ¼ 0
T ; si\0

8<
: ð6:41Þ

Fig. 6.8 Schematic figure of straight-line approximation for three-axis-stabilized target spacecraft
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We suppose that a thrust can be applied to all of the three axes in the target’s
orbit coordinate system. If the component of the approaching spacecraft’s relative
position vector r in the x axis is larger than the expected value (si [ 0), then the
control thrust should be applied along the x axis in the negative direction. If the
component of the approaching spacecraft’s relative position vector r in the x axis is
equal to the expected value, then no thrust is applied along the x axis. If the
component of the approaching spacecraft’s relative position vector r in the x axis is
smaller than the expected value, then the control thrust is applied along the x axis in
the positive direction.

According to the above analysis, the Simulink model of the straight-line
approximation under sliding-mode control can be constructed in MATLAB as is
shown in Fig. 6.9.

In Fig. 6.9, the C-W module is the relative motion model constructed based on
the C-W equation; the Simulink module is the model under sliding-mode control
constructed based on Eq. (6.39); and the Switch module switches the control
acceleration based on the value of si in Eq. (6.39).

The straight-line approximation simulation conditions for three-axis-stabilized
target spacecraft are set as:

1. The angular velocity of the target orbit:

n ¼ 7:292� 10�5 rad/s;

r0 ¼ ½ 104 10 60 �T m;

_r0 ¼ ½ 0 0 0 �T m/s;

rd ¼ ½ 5 0 2 �T m:

Fig. 6.9 Simulink model under sliding-mode control
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2. Control parameters:

k1 ¼ diagð 0:2 0:2 0:2 Þ;
k2 ¼ diagð 5 5 5 Þ;
T ¼ 0:1 ms�2:

3. Simulation time: 1000 s.

The variation of the relative velocity and position with time is shown in
Fig. 6.10.

It can be seen from Fig. 6.10 that the change curve of the relative velocity and
the relative position under sliding-mode control can converge quickly in the first
300 s. When it arrives at rd around the 140th second, the approaching spacecraft’s
velocity is nearly zero in the target’s orbit coordinate system. Ultimately, the
approaching spacecraft can keep in the expected docking position. When we extract
data of the relative position and draw a three-dimensional curve, then the
straight-line approximation simulation trajectory of the approaching spacecraft in
the final approach phase can be obtained as Fig. 6.11.

Figure 6.11 shows that, except the initial phase, the approaching spacecraft can
approach the docking point along the straight line trajectory in the final approach
phase. Therefore the sliding-mode variable structure control discussed in this sec-
tion can achieve the straight-line approximation and control for the high-orbit,
three-axis-stabilized and non-cooperative target spacecraft in the final approach
phase of autonomous rendezvous.

Fig. 6.10 Change curve of relative velocity and position under sliding-mode control with time
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6.4.2 Final Approach to the Target Without Attitude Control

The control process of the position and attitude tracking and approaching in the
final approach phase is: firstly, according to the estimation of the relative position
and attitude, we suppose the current values of the relative attitude, the relative
attitude angular velocity, the relative position and the relative velocity are obtained.
Then, by comparing the current values with the nominal values, the deviation value
between them is obtained. Finally, based on the feedback control law, the control
quantity is generated to eliminate the difference.

For the controlled targets with relatively large inertia, the dynamic characteristics
in system adjustment can be improved via Proportion-Differentiation Control (PD
control). The transfer function under PD control is:

GcðsÞ ¼ KP þKPss ð6:42Þ

Here, KP is the proportional coefficient, and s is the differential time constant.
The output signal of the PD controller can be denoted as:

uðtÞ ¼ KPeðtÞþKPs
deðtÞ
dt

ð6:43Þ
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Fig. 6.11 Final approaching trajectory of approaching spacecraft under sliding-mode control
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1. Relative attitude and tracking control

We suppose all of the unknown quantities in the relative attitude motion are
interference torque Td, and then Eq. (6.25) can be reduced to:

dx
dt

¼ DI�1
1 T1 � DI�1

1 x1 � I1x1 � Td ð6:44Þ

Therefore, the law of the attitude tracking PD control of the approaching
spacecraft to the target spacecraft can be expressed as follows:

Tc ¼ x1 � I1x1 � I1DTðK1DqþK2xÞ ð6:45Þ

According to Eqs. (6.20) and (6.21), the Simulink model of spacecraft’s attitude
dynamics can be constructed as shown in Fig. 6.12.

Figure 6.12 shows the attitude dynamic model of the approaching spacecraft,
which can ultimately output the approaching spacecraft’s angular velocity x1.
Similarly, the attitude dynamic model of the target spacecraft can also be obtained.
It should be noted that Tc in Fig. 6.12 is the control torque output of the attitude
tracking PD controller in Eq. (6.45) and can be obtained from the Simulink model
in Fig. 6.14. However, there is no corresponding input in the target spacecraft’s
attitude dynamic model.

Based on the Simulink model in Fig. 6.11 and Eq. (6.23), the Simulink model of
relative attitude calculation can be constructed as Fig. 6.13.

Five inputs are needed in the model in Fig. 6.13. Input 1 is the attitude dynamics
of the target spacecraft; input 2 is the attitude dynamics of the approaching
spacecraft; input 3 is the direction cosine form of the target spacecraft’s angular
velocity; input 4 is the direction cosine form of the approaching spacecraft’s angular
velocity, and D in Fig. 6.13 is the coordinate transfer matrix from the approaching
spacecraft’s body coordinate system to the target spacecraft’s body coordinate
system; input 5 is the angular velocity of the target spacecraft. According to
Eq. (6.10), the relative attitude dynamics in the target system can be acquired with
these five inputs above.

cT

1I 1Inv(A)
(3x3)

Cross
Product
C=AxB

A

B
C

Fig. 6.12 Simulink model of approaching spacecraft’s attitude dynamics
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Based on Eq. (6.45) and the Simulink model in Fig. 6.13 and 6.12, the Simulink
model of the approaching spacecraft’s relative attitude tracking PD controller can
be constructed. The model can output the control torque Tc to control the
approaching spacecraft’s attitude dynamics as Fig. 6.14.

2. Relative position and tracking control

We suppose that the unknown quantities in the relative position motion are also
interference factors, and that the target spacecraft is in slow rotation. To simplify
the problem, if the relative attitude has already been already tracked, through
controlling the relative position of the approaching spacecraft’s centroids, the rel-
ative position motion between the robot arm’s front end Pi

1 and the capture point P j
0

can be realized indirectly. Thus Eq. (6.38) can be further simplified as:

_qij
€qij

� �
¼ 0 I

HA21HT HA22HT

� �
qij
_qij

� �
þ 0

HTOFc

� �
ð6:46Þ

Then the law of the relative position tracking PD control of the approaching
spacecraft to the target spacecraft is:

Fig. 6.13 Simulink model of relative attitude dynamics calculation

Fig. 6.14 Simulink model of relative attitude tracking PD control
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cC ¼ �A21HTqij � A22HT _qij �HTðK1Dqij þK2 _qijÞ ð6:47Þ

The Simulink model of the approaching spacecraft’s relative position tracking
control is shown in Fig. 6.15.

6.4.3 Simulation and Realization

We suppose that there is a capture axis in the target spacecraft fixedly connected
with its body coordinate system. In its tracking and approaching under the closed
loop control, the approaching spacecraft needs to conduct the final approach along
this axis from 50 meters away. In its final approach, the spacecraft’s relative
velocity is 0:1 m/s and it keeps a stable relative attitude.

We also set the target spacecraft’s orbit angular velocity
n ¼ 7:292� 10�5rad=s, its angular velocity of rotation is 1�=s, and

P0 ¼ ð 2 4 0 ÞT m

P1 ¼ ð 3 4 5 ÞT m

I0 ¼ ½ 100 0 0 ; 0 50 0 ; 0 0 50 �T kgm2

I1 ¼ ½ 10 0 0 ; 0 10 0 ; 0 0 10 �T kgm2

With the Simulink model above, we set 500 s as the simulation time and 0.1 s as
the step size, then several curves can be obtained (as is shown in Figs. 6.16, 6.17
and 6.18), including the variations of the target spacecraft’s attitude Euler angle,

Fig. 6.15 Simulink model of relative position tracking control
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relative angular velocity, relative position, relative velocity, the approaching
spacecraft’s control acceleration and control torque.

It can be seen from the curve of the target attitude that the target spacecraft is not
motionless but rolls and rotates around the x axis of its body coordinate system. The
curve of the relative angular velocity in Fig. 6.16 indicates that the relative angular
velocity of the approaching spacecraft and the target spacecraft converges to nearly
zero ultimately, and attitude tracking is achieved.

It can be seen from Fig. 6.17 that the relative position can finally converge to
about zero, indicating that the front end of the approaching spacecraft’s robot arm
reaches the capture point. The initial fluctuation of the curve is caused by the
limiting of the control acceleration. The relative velocity of the approaching
spacecraft and the target spacecraft converges finally and keeps at about 0.1 m/s.

Figure 6.18 shows that, with the convergence of the relative position and the
synchronization of the attitude, the control acceleration reduces from around
0:1m/s2 to about 0:01m/s2. The control torque first varies from �1Nm to about
1Nm, and then converges to around zero.

To create a simulation scene in STK, it’s necessary to set up the target space-
craft’s attitude and orbit data. Meanwhile, according to the simulation data about
the relative position and relative attitude, an approaching spacecraft is also set up to
conduct visual simulation. This is shown in Fig. 6.19.

In Fig. 6.19, the target spacecraft is rotating around the grey dotted line in bold
—the rotation axis, the red fine dotted line here is the capture axis fixedly connected

Fig. 6.17 Variation curves of relative position and relative velocity

Fig. 6.16 Variation curves of target spacecraft’s attitude Euler angle and relative angular velocity
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with the target’s body coordinate system, and it also rotates around the target
spacecraft’s rotation axis. The blue solid line in bold is the final approach trajectory
of the approaching spacecraft in the target orbit coordinate system.

In the final approach phase, the approaching spacecraft approaches the target
spacecraft along the capture axis in the target’s body coordinate system, forming a
trajectory of encircling approach to the target capture point in the target’s orbit
coordinate system. It shows that the approaching spacecraft successfully tracks and
approaches the target without attitude control and reaches the effective capture point.

6.5 Summary

In the initiative approaching process, an approaching spacecraft, with a target
spacecraft being the target, through the maneuver control of the relative orbit and
relative attitude, finally approaches the target in a specific way. The design of the
initiative approaching orbit is an important part in the research on debris clearance
and on-orbit services.

Fig. 6.18 Variation curves of control acceleration and control torque

Fig. 6.19 STK simulation of
position and attitude tracking
and approaching

196 6 Theory and Design Method of Initiative Approaching Orbit



This chapter first introduces the concept of the initiative approaching orbit, and
then presents the target approaching orbit from two aspects: the design of the
phasing orbit and the short-range approach. Furthermore, specific algorithms of
orbit control are provided. Finally, dynamic models of the relative attitude and
relative position between the approaching spacecraft and the target spacecraft are
constructed, and for the three-axis-stabilized target spacecraft and the target
spacecraft without attitude control, strategies for attitude and orbit control are put
forward. Besides, simulation and analysis are conducted to verify the correctness
and feasibility of them.
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Chapter 7
Theory and Design Method
of Responsive Orbit

An orbit which meets the demands of fast responsive missions is called a fast
responsive orbit. Fast responsive missions mainly aim at emergent geological
hazard, earthquake, nuclear leakage, and military conflict. These emergencies are
generally unexpected and very destructive and cause huge losses if we cannot get
information timely and act decisively. This chapter will start with the concept of the
responsive orbit, and then focus on the theories and design methods of several
typical responsive orbits such as the fast access orbit and the fast phasing orbit.

7.1 Fast Responsive Orbit: Concept

A response is a system’s reaction to incentives. It starts when the system receives
incentives and ends when the system responds. In aerospace application, the
responsive time is usually defined as the period of time from the proposal of the
mission to the moment the mission’s demands are satisfied.

Due to the constraint from the Keplerian orbit, once the spacecraft’s orbit is
determined, its operation law in space and its motion relative to the ground are both
fixed. Many natural and man-made disasters are highly unexpected. For example,
the sea to the east of Miyagi-ken, a prefecture in northeastern Japan, was struck by a
9.0-magnitude earthquake on March 11, 2011, triggering a mega tsunami and
causing mass casualties. Consequently, power outage occurred successively in the
six units of the Fukushima Daiichi Nuclear Plant. Alternate diesel-generators were
destroyed, the cooling systems were no longer effective, and then reactors exploded
in succession. Because the resultant nuclear leakage damaged the environment
seriously, the detection personnel could hardly enter the disaster-stricken area. In
addition, owing to the territorial sky and sea restrictions, some countries directly
involved in this disaster, like China, had no access to first-hand data. If a fast
responsive spacecraft was available then, near real-time information of high
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accuracy could be obtained, providing firsthand data to aid in the fast formulation of
counter-measures.

This is the case in the civil field. The same is true in the military field. As a
matter of fact, the concept of “the responsive space” was first put forward by the
U.S. military. In 1999, the United States Air Force (USAF) introduced the concept
of “the responsive space” for the first time in its Operational Responsive Space-lift
Mission Needs Statement, or ORSMNS in short. Afterwards, this concept was
constantly modified and enriched. In the memorandum of the Deputy Secretary of
Defense on July 9, 2007, the ORS is defined as “assured space power focused on
timely satisfaction of Joint Force Commanders’ needs, the capability of fast and
accurate deploying in space and near space, and the operation of national and
military assets with affordable costs.”

The ORS strikes a balance between the emergent space requirements of the Joint
Force Commanders and the requirements of other users. Meanwhile, the ORS
provides “capacity to respond to unexpected loss or degradation of selected func-
tions and/or to provide timely availability of tailored or new capabilities”
(NSPD-40, American Space-lift Strategy). The strategic or long-term demand is not
the focal point of ORS, however.

According to the U.S. Joint Space Operation Regulations, the ORS synchronizes
and integrates space technologies and other forces available to the Joint Force
Commanders in a timely and proactive way.

The advantages include:

• Rapid response to the new or improved space technologies required by Joint
Force Commanders.

• Fast improvement and strengthening of existing space technologies as desired.
• Fast restructure or complement of key space technologies to ensure the opera-

tion, and provide continuous space forces for Joint Force Commanders.

The limitations are:

• The shortened time limit which presents challenges to all aspects of the
development and deployment process, and also increases risks.

• The Congress limits maximum expenses and requires detailed explanation of
Joint Force Commanders’ needs, which may lead to a technical scheme that is
“just adequate”.

An orbit that meets the demand of a fast responsive mission is called a fast
responsive orbit. The foremost goal in the design of a responsive orbit is to
accomplish the mission quickly. The design also takes into account the Keplerian
orbit constraint, the service life and the follow-up application of the spacecraft.

The fast responsive orbits designed for different responsive missions can be
divided into several categories. This chapter will mainly introduce the fast
fly-around orbit and the fast access orbit.
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1. Fast fly-around orbit

Flying around means a spacecraft travels around another spacecraft. These two
spacecraft are called the flying-around spacecraft and the target spacecraft,
respectively. The period of the natural flying around is usually equal to the orbital
period of the target spacecraft. For example, it takes 24 h for the target spacecraft in
the earth-synchronous orbit to fly in a complete circle around the Earth. This natural
flying around is designed on the basis of the orbit’s mechanical characteristics and
the short-range relative motion equation. Relevant studies have recently matured.

The period of the natural flying around is equal to the orbital period of the target
spacecraft, which is inconvenient in practical uses such as in the comprehensive
observation of GEO satellites and the fast checking and maintenance of space
stations. With the natural flying around, 24 h is needed for a 360° observation of
the GEO satellite. Owing to the characteristics of the GEO, the spacecraft is in the
shadow area for a while (a few minutes to an hour), so the visible light camera can’t
form images. With the fast flying around, only a few hours is needed to finish the
observation and the shadow area can also be avoided. This can even be done in tens
of minutes. So the fast flying around method is more practical.

In addition, to inspect and maintain the space station quickly, the inspecting
spacecraft is required to fly around the target in a very short time so that the
problem can be fixed rapidly. The XSS-10 satellite of the US XSS plan is a typical
case of the fast flying around method.

The XSS plan aims to develop a micro satellite under fully-autonomous control.
This kind of satellite can be used for on-orbit inspection, rendezvous and docking,
and short-range maneuver around the on-orbit target. The XSS satellite will ulti-
mately enhance the ability of the US Air Force Space Command (AFSPC) in space
repair and maintenance, and other special space missions. The XSS-10 satellite, the
first micro satellite of the XSS plan, was launched into orbit by the Delta-2 rocket
on January 29, 2003. The XSS-10 satellite was in service for only 24 h and mainly
worked to demonstrate and verify the short-range inspection between spacecraft and
the autonomous navigation technology. It successfully conducted the demonstration
and verification test of the fast flying around in the 10-minute period (Fig. 7.1).

2. Fast access orbit

If there is an emergency but no appropriate spacecraft to deal with it, a new
spacecraft must be launched from the ground. That is to say, the spacecraft must be
tested and launched into orbit as soon as possible and then arrive at the region of
interest or the vicinity of the target spacecraft at the appointed time so that it can
obtain highly accurate information and support the decision making on the ground.
For instance, the responsive orbit in Fig. 7.2 can be applied in covering the
Fukushima area in Japan. After being launched into the responsive orbit, the
satellite can arrive at the space over Fukushima and conduct the first reconnaissance
within ten minutes and then the second reconnaissance after one and a half hours.
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Fig. 7.1 Mission of XSS-10

Fig. 7.2 Responsive orbit designed for Fukushima

202 7 Theory and Design Method of Responsive Orbit



The reconnaissance result can be transmitted back to the ground in real time using
the data relay satellite and provide decision support for the formulation of coun-
termeasures on the ground.

7.2 Circular Fast Flying-Around Orbit

Generally speaking, a natural fly-around doesn’t need an external force and the
fly-around relative trajectory is elliptical. The fly-around period is also fixed (equal
to the orbital period of the target spacecraft). However, a circular fast fly-around
requires an external force. In this case, the fly-around spacecraft can fly with the
target spacecraft periodically along the circular fly-around trajectory within a short
designated time.

7.2.1 Circular Fast Flying-Around Orbit: Design

When the initial state of the fly-around spacecraft meets certain conditions, the
elliptical natural flying around the target spacecraft can be achieved. But it takes an
orbital period to fly a circle. If the fly-around spacecraft needs to fly around the
target spacecraft in a shorter time, or must keep a constant distance to the target
spacecraft for some special reasons, the circular fast fly-around method is adopted.
It can be divided into in-plane circular fast fly-around and out-of-plane circular fast
fly-around.

1. In-plane circular fast fly-around

The in-plane circular fast fly-around means that the fly-around trajectory of the
fly-around spacecraft is in the orbit plane of the target spacecraft and the trajectory
is circular.

As is shown in Fig. 7.3, rfa is the fly-around radius, _afa is the fly-around angular
velocity, and afa ¼ _afat.

faα&

far

V-bar

R-bar

faα

0x
Fig. 7.3 Schematic figure of
in-plane circular fast
fly-around
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We assume that the in-plane clockwise circular fly-around starts from the −V-
bar, and the motion equations are:

x ¼ �rfa cosð _afatÞ
z ¼ rfa sinð _afatÞ

�
ð7:1Þ

The fly-around spacecraft needs to meet the following condition at the initial
fly-around point.

x0 z0 _x0 _z0ð Þ ¼ �rfa 0 0 rfa _afað Þ ð7:2Þ

If we ignore the influence of perturbation, the thrust acceleration applied to the
fly-around circle is:

cx ¼ �rfa _afað2x� _afaÞ cosð _afatÞ
cz ¼ �rfað _a2fa � 2x _afa þ 3x2Þ sinð _afatÞ

�
ð7:3Þ

Here, x is the angular velocity of the target spacecraft’s orbit. The instantaneous
velocity at any point on the fly-around circle is:

_x ¼ rfa _afa sinð _afatÞ
_z ¼ rfa _afa cosð _afatÞ

�
ð7:4Þ

Given that the fly-around radius r is 120 m, and the angular velocity of the fast
fly-around is k (k = 2, 3, 4) times that of the target’s orbit, the change curve of the
thrust acceleration with time can be shown in Fig. 7.4.

It can be seen that the variation of the thrust with time follows a periodical sine
curve, and the period is 1

k that of the target’s orbit. Meanwhile, as the value of

Fig. 7.4 Relation between
thrust acceleration and
fly-around velocity in in-plane
circular fly-around
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k becomes bigger, the maximum and minimum values of the thrust acceleration
within a fly-around period will both increase.

We suppose k = 2, namely, the fly-around velocity is twice the angular velocity
of the target spacecraft’s orbit. With different fly-around radiuses (100, 120, and
150 m), the change curves of the thrust acceleration with time can be shown in
Fig. 7.5.

It is clear that, with the increase of the fly-around radius, the maximum value of
the thrust within a period becomes bigger.

2. Out-of-plane circular fast fly-around

In the out-of-plane circular fast fly-around, there is an included angle between
the fly-around trajectory of the fly-around spacecraft and the orbit plane of the target
spacecraft, and the trajectory is circular.

We assume that the initial point of the out-of-plane circular fly-around is on the
+R-bar, the distance between it and the target is rfa, the fly-around angular velocity
is _afa, and the fly-around angle (the angle the fly-around spacecraft travels on the
fly-around circle from the initial point) is afa. The fly-around trajectory intersects
with the R-bar, and the included angle between the fly-around plane and the
x–z plane is h.

As the geometrical relationship in Fig. 7.6 shows, the motion equations of the
fly-around spacecraft in the target orbit coordinate system can be expressed as:

x ¼ rfa cos h sinðafaÞ
y ¼ rfa sin h sinðafaÞ
z ¼ rfa cosðafaÞ

8<
: ð7:5Þ

Then the fly-around spacecraft needs to satisfy the following condition at the
initial point:

Fig. 7.5 Relation between
thrust acceleration and
fly-around radius in in-plane
fly-around
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x0 y0 z0 _x0 _y0 _z0ð Þ ¼ 0 0 rfa rfa cos h rfa sin h 0ð Þ ð7:6Þ

A continuous thrust must be imposed onto the spacecraft, and the thrust accel-
eration is:

cx ¼ �rfa _a2faðcos h sinð _afatÞ � 2n cosð _afatÞÞ
cy ¼ �rfa sin h sinð _afatÞð _a2fa sin hþ n2Þ
cz ¼ �rfa cosð _afatÞð _a2fa � 2n cos hþ 3n2Þ

8><
>: ð7:7Þ

The instantaneous velocity at any point on the fly-around circle is:

_x ¼ rfa _afa cos h cosð _afatÞ
_y ¼ rfa _afa sin h cosð _afatÞ
_z ¼ �rfa _afa sinð _afatÞ

8<
: ð7:8Þ

We suppose that the included angle between the fly-around plane and the
x–z plane is 30°, the fly-around radius r is 120 m, and the angular velocity of the
fast fly-around is k (k = 2, 3, 4) times that of the target’s orbit. The variation curve
of the thrust acceleration with time is shown in Fig. 7.7.

As revealed in Fig. 7.7, in the out-of-plane fly-around, the fly-around velocity
has little effect on the thrust acceleration. This is mainly because the thrust accel-
eration is used to support the out-of-plane motion, namely, the motion in the
Z direction. Figure 7.8 shows the relation between the thrust acceleration in the
Z direction and the fly-around velocity.

We suppose k = 2, namely, the fly-around velocity is twice that of the target
spacecraft. With different fly-around radiuses (100, 120, and 150 m), the change
curve of the combined thrust acceleration with time is shown in Fig. 7.9.

Fig. 7.6 Schematic figure of
out-of-plane fast circular
fly-around
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Fig. 7.7 Relation between
thrust acceleration and
fly-around velocity in
out-of-plane circular fast
fly-around

Fig. 7.8 Relation between
thrust acceleration in Z
direction and fly-around
velocity in out-of-plane
fly-around

Fig. 7.9 Relation between
thrust and fly-around radius in
out-of-plane fly-around
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It is clear that, as the fly-around radius increases, the maximum value of the
thrust in a period will also increase, but the change is small.

7.2.2 Target Forbidden Zone: Definition

The target forbidden zone, also known as the safety zone of the target spacecraft, is
an important factor in determining whether the fly-around trajectory is safe or not.
The target forbidden zone can be expressed by a sphere with the target spacecraft as
its center. Its radius rKOZ observes the following condition:

rSR � rKOZ � rTE þ 2ðrSE þDGNC þDPMÞ ð7:9Þ

Here, rSR is the valid detection scope of the fly-around spacecraft’s detection
payload. rTE is the maximum one among the extended radiuses of the target
spacecraft’s body, its solar array and the parabolic antenna. rSE is the fly-around
spacecraft’s envelope radius. DPM is the fly-around spacecraft’s position measuring
precision. DGNC is the control precision of the fly-around spacecraft’s GNC system.

If the spherical forbidden zone is projected into the x–z plane of the target orbit
coordinate system, a corresponding circular forbidden zone can be obtained. It is
shown in Fig. 7.10.

We can take the TDRS-1 satellite in the GEO as an example. The extended
lengths of its solar array and parabolic antenna are about 11 m and 7 m, respec-
tively. Therefore, assumptions about the factors which influence its target forbidden
zone can be made, as is shown in Table 7.1.

When we substitute the values in Table 7.1 into Eq. (7.9), then the value range
of rKOZ is: 20 km� rKOZ � 47m.

Due to the strong sensitivity of the high-orbit environment to collisions, the
target forbidden zone should have adequate safety boundaries. Thus the target
forbidden zone’s radius in high-orbit fast circular fly-around orbit is usually
designed as: rHKOZ ¼ 2rKOZ .

SRr

x

z

)2( SE GNC PMr + Δ + Δ

CZr

TEr

Fig. 7.10 Schematic figure
of circular forbidden zone
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7.2.3 Safety Analysis

It is known from the fly-around radius that, to achieve safe fly-around in the
x–z orbit plane, the following condition must be satisfied:

x2 þ z2 � r2KOZ ð7:10Þ

If a continuous thrust is applied according to Eq. (7.7), the fast circular
fly-around can achieve active safety. To test the passive safety of this fast circular
fly-around, the situation of whether the fly-around spacecraft will enter into the
target forbidden zone after the thrust disappears should be considered.

We suppose that the thruster fails after the fly-around spacecraft arrives at a
certain point on the fly-around circle. At this moment, the angle the spacecraft has
covered is afailure. According to Eqs. (7.1) and (7.4), the state of the fly-around
spacecraft at the thrust failure point can be expressed as follows:

Xfailure ¼
�rfa cosðafailureÞ
rfa sinðafailureÞ
_afarfa sinðafailureÞ
_afarfa cosðafailureÞ

2
664

3
775 ð7:11Þ

According to the state above, the free flight trajectory of the fly-around space-
craft after the thruster fails is:

Xfree ¼ Ux�zðsÞXfailure ð7:12Þ

The free flight trajectory after the thruster fails is simulated and calculated with
MATLAB. In the reference trajectory of the circular fly-around, eight points, from
0° and at an interval of 45°, are selected as the failure points. We assume the radius
of the target forbidden zone is 100 m, the fly-around radius is 120 m, and the
angular velocity of the circular fly-around is still n. Ignoring the influence of
perturbation, the simulation result is shown in Fig. 7.11.

It can be seen that, if the angular velocity of the circular fly-around is n, the
trajectory is closed only when afailure ¼ 0�; 180�. In this case, the closed trajectory
enters into the target forbidden zone, so its safety is low. However, at other failure
points, it can always stay far away from the reference trajectory, and its safety is
guaranteed. But it is not easy for the fly-around spacecraft to return to the reference
trajectory after the problem is solved.

Table 7.1 Assumptions about factors that influence TDRS-1 target forbidden zone

rTE rSR DPM DGNC rSE
12 m 20 km 5 m 5 m 8 m
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Below, the impact of different fly-around angular velocities on the free trajec-
tories when afailure ¼ 0�; 45�; 90�; 135� will be analyzed. It is shown in Fig. 7.12.

It is clear from Fig. 7.12 that, when the fly-around angular velocity _afa ¼ 2n, the
trajectories of the failure points are all elliptical. Next, a mathematical derivation of
this case will be conducted.

The free flight trajectories when afailure ¼ 180�; 225�; 270�; 315� are cen-
trosymmetric with those when afailure ¼ 0�; 45�; 90�; 135�. So the analysis will not
be repeated.

We suppose that the angular velocity of the circular fly-around is:

_afa ¼ 2n ð7:13Þ

Fig. 7.11 Trajectory simulation after thruster fails at failure points in fast circular fly-around
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When we expand Eq. (7.12), the following can be obtained:

xfree ¼ 3rfa cosðafailureÞþ 2rfa sinðafailureÞ sinðnsÞ � 4rfa cosðafailureÞ cosðnsÞ
zfree ¼ rfa sinðafailureÞ cosðnsÞþ 2rfa cosðafailureÞ sinðnsÞ

�
ð7:14Þ

When we reorganize Eq. (7.14), the following can be obtained:

xfree�3rfa cosðafailureÞ
2rfa

¼ sinðafailureÞ sinðnsÞ � 2 cosðafailureÞ cosðnsÞ
zfree
rfa

¼ sinðafailureÞ cosðnsÞþ 2 cosðafailureÞ sinðnsÞ

(
ð7:15Þ

If we square both sides of the above equations and add them, the following can
be obtained:

ðxfree � 3rfa cosðafailureÞÞ2
ð2rfaÞ2

þ ðzfreeÞ2
ðrfaÞ2

¼ 1þ 3 cos2ðafailureÞ ð7:16Þ

Fig. 7.12 Free trajectories with different failure points as fast fly-around angular velocity
increases
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It can be seen from Eq. (7.16) that, when the angular velocity of the circular
fly-around is 2n, the free trajectory is always elliptical wherever the thruster of the
fly-around spacecraft fails in the fast fly-around circle. It accords with the simu-
lation result. Therefore, the free trajectory in such a case is called a “free ellipse”.

The center of the free ellipse is on the V-bar. Its x coordinate is 3rfa cosðafailureÞ.
The semi-major axis is 2rfa

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 3 cos2ðafailureÞ

p
, and the semi-minor axis is

rfa
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 3 cos2ðafailureÞ

p
. The free ellipse is tangent to the reference trajectory, and

the coordinates of the tangency point are:

xtan
ztan

� �
¼ �rfa cosðafailureÞ

�rfa sinðafailureÞ
� �

ð7:17Þ

Equation (7.17) shows that, if afailure ¼ 0; p, then there is only one tangency
point within a single period between the free ellipse and the reference trajectory,
and it is ð rfa 0 Þ or ð�rfa 0 Þ. If afailure 6¼ 0; p, then there are two tangency points
within a single period between the free ellipse and the reference trajectory.

It can be seen from the above analysis that, because the free ellipse is tangent to
the reference trajectory of the circular fly-around, as long as the reference trajectory
is designed according to Eq. (7.10), the free ellipse can also satisfy Eq. (7.10). In
this way, the passive safety of the fly-around spacecraft along the trajectory can be
guaranteed even if the thruster fails at any point.

Once the fly-around spacecraft is restored and back to normal, it can return to the
reference trajectory utilizing this tangency relationship if a continuous thrust is
imposed on the position denoted by Eq. (7.17). It can be derived from Eq. (7.3) that
the continuous thrust only has a component in the radial direction and it is:

cz ¼ �3rfan2 sinðafailure þ 2ntÞ ðreturn at afailureÞ
3rfan2 sinðafailure � 2ntÞ ðreturn at 2p� afailureÞ

�
ð7:18Þ

It can be seen that, if the fly-around angular velocity is twice that of the target
spacecraft’s orbit, the balance between safety, fuel and time can be achieved, that is:

• Its fly-around period is only half of the natural fly-around period, and the
fly-around spacecraft can keep a constant distance to the non-cooperative target
(s) so that the detector can work in a stable way.

• The reference trajectory will not enter into the target forbidden zone. Once the
thruster fails, the free trajectory of the fly-around spacecraft is an ellipse tangent
to the reference circle and will not enter into the target forbidden zone. In this
way both active and passive safety are achieved.

• The fly-around spacecraft doesn’t need to move far away before it conducts
maneuver and returns. It can go back to the pre-set circular fly-around mission
through the tangency point between the free ellipse and the reference circle.
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Similar to the in-plane fly-around, to achieve the safe out-of-plane fly-around,
the following condition is required:

x2 þ y2 þ z2 � r2KOZ ð7:19Þ

Likewise, we can assume the thruster of the fly-around spacecraft fails at a
certain point on the fly-around circle and the angle it has covered at this time is
afailure. The state of the fly-around spacecraft at the failure point can be obtained
according to Eqs. (7.5) and (7.8).

rfa cos h sinðafailureÞ
rfa sin h sinðafailureÞ
rfa cosðafailureÞ
rfa _afa cos h cosðafailureÞ
rfa _afa sin h cosðafailureÞ
�rfa _afa sinðafailureÞ

2
6666664

3
7777775

ð7:20Þ

According to Eq. (7.20), the free trajectory after the thruster fails is:

Xfree ¼ UxyzðsÞXfailure ð7:21Þ

To ensure the passive safety of the free trajectory at the failure point, the fol-
lowing condition is required:

x2free þ y2free þ z2free � r2KOZ ð7:22Þ

The free trajectory after the thruster fails is also simulated and computed with
MATLAB. In the fast fly-around reference trajectory, eight points from 0° at an
interval of 45° are selected as failure points. We suppose the radius of the target
forbidden zone is 100 m, h is 45°, the fast fly-around radius is 120 m, and the
angular velocity of the fast fly-around is still n. Ignoring the influence of pertur-
bation, the simulation result is shown in Fig. 7.13.

It can be seen that, the trajectories in the out-of-plane fly-around are far more
complex than those in the in-plane fly-around. It is hard to obtain from Fig. 7.13 the
relation between the free trajectory and the target forbidden zone after thrust failure.
So next, the relative distances between free trajectories and the target forbidden
zone (100 m) after the thrust failure at different angular velocities will be illustrated
in Fig. 7.14.

According to Fig. 7.14, when h ¼ 45�, the free trajectory can stay out of the
target forbidden zone within two orbital periods as the fly-around angular velocity
increases. In such cases, the out-of-plane fast circular fly-around enjoys relatively
high passive safety.
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As revealed in Eq. (7.20), if rfa is determined, the trajectory after the thruster
fails at a point in the out-of-plane fast circular fly-around is related to _afa, h and
afailure. Obviously, their relationship is quite complicated. We know the failure point
cannot to be predicted. The free trajectory of the fly-around spacecraft enters into

Fig. 7.13 Trajectory simulation with different failure points in out-of-plane fast circular
fly-around

Fig. 7.14 Relative distances at different fly-around angular velocities when h ¼ 45�
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the target forbidden zone as long as the thruster fails at a certain point on the
fly-around circle, namely,

qin ¼ min
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2free þ y2free þ z2free

q
� rKOZ

� �
\0 ð7:23Þ

The fast fly-around circle cannot be considered passively safe. Hence, we need
to analyze the passive safety of the fly-around spacecraft’s free trajectories with
different values of _afa and h.

Therefore, if rfa is determined, a triple-loop structure can be designed, and the
loops from the outside to the inside are: the first one is the for loop of the fast
fly-around angular velocity _afa from low to high; the second one is the for loop of
the included angle between the fly-around plane and the x� z plane from low to
high; the last one is the for loop of afailure from low to high. The flow chart of this
process is as follows Fig. 7.15.

It should be noted that this is similar to the in-plane fly-around. When the value
of afailure varies from 0° to 360°, the free trajectory in the first half 180° is sym-
metric with that in the second half 180° relative to the origin of the TOF coordinate
system. When the value of h varies from 0° to 360°, the free trajectory in the first
half 180° is symmetric with that in the second half 180° relative to the x–z plane.
Hence, we only need to consider the cases when the values of afailure and h vary
from 0° to 180°.

In simulation and computing, the fly-around radius rfa is 120 m, and the target’s
orbit angular velocity is 7:292� 10�5 rad=s. Ignoring the influence of perturbation,
the free flight trajectory after the thruster fails is expanded by two orbital periods.
According to the final results, a surface color map and a plane color map are drawn
as Figs. 7.16 and 7.17 show respectively.

In Figs. 7.16 and 7.17, each color block indicates how far the free trajectory
determined by the corresponding _afa and h enters into the forbidden zone, namely,
qin in Eq. (7.23). The bigger the color block’s value, the smaller the value of qin.
This indicates that the free trajectory enters more deeply into the target forbidden
zone and the passive safety of the fly-around circle is lower. It can be seen that,
when rfa ¼ 120 m, the bigger the angular velocity of the fast fly-around and the
included angle between the fly-around plane and the x–z plane, the higher the
passive safety of the fast fly-around. However, the free trajectory may enter into the
target forbidden zone when the thruster fails under some circumstances, which is
denoted by the color blocks of high value in Figs. 7.16 and 7.17. Therefore, _afa and
h corresponding to the color blocks of small value should be selected in practical
application.

There is a precondition for the above analysis, i.e., rfa ¼ 120 m. If the fly-around
radius changes, the values of qin brought about by different _afa, h and afailure should
also be calculated. The results are as follows Fig. 7.18.

It can be seen that, as the fly-around radius constantly increases, the value of qin
becomes bigger and the less the free trajectory enters into the target forbidden zone.
rfa is proportional to qin as follows:
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Fig. 7.15 Flow chart designed to determine whether free trajectory enters into target forbidden
zone
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Fig. 7.16 Surface color map the free trajectory enters into target forbidden zone when
rfa ¼ 120m

Fig. 7.17 Plane color map the free trajectory enters into target forbidden zone when rfa ¼ 120m
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qin ¼ 0:00675rfa � 99:975 ð7:24Þ

Thus in the high-orbit non-cooperative autonomous rendezvous, we should try to
make qin � 0. In other words, only when the value of rfa is bigger than 14.8 km can
we guarantee that the fly-around spacecraft in the fast circular fly-around will not
enter into the target forbidden zone under any circumstances.

7.3 Fast Access Orbit

When disasters like earthquakes, nuclear leakages and military conflicts happen, to
have a timely understanding of the emergency, some new spacecraft need to be
launched from the ground. If the spacecraft can reach the space orbit rapidly, the
observation data regarding the region of interest can be obtained as quickly as
possible. Therefore, the most salient feature of a fast access orbit is its rapid
responsiveness. After an emergency occurs, a fast access orbit can transmit the
information to users within just a few hours.

The response time of the fast access orbit is defined as:

TResponse ¼ TPrepare þ TWaitWindow þ TLaunchTime þ TOrbitMission ð7:25Þ

Here, TPrepare is the launch preparation time; TWaitWindow is the waiting time for
launch window; TLaunchTime is the time from launching the spacecraft to its entering

Fig. 7.18 Depths to which free trajectory enters into target forbidden zone as rfa changes
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into the predetermined orbit; TOrbitMission is the orbit response time which starts
when the spacecraft enters into the orbit and ends when the ground receives the first
batch of data, or the communication and navigation services begin.

7.3.1 Low-Earth-Orbit Fast Access Orbit: Design

The Low-Earth-Orbit (LEO) fast access orbit was first put forward by Microcosm,
which aimed to acquire firsthand information as soon as possible in order to
respond timely to an emergency. The LEO fast access orbit is mainly used for
reconnaissance on sensitive regions. Its design principle is shown in Table 7.2.

For any launch site, if the launching azimuth is not considered, two fast access
orbits can be designed to cover any point on Earth. One is anterograde and the other
is retrograde as shown in Fig. 7.19.

For an appointed target, the orbit can be determined by selecting a launching
azimuth. The major steps are:

• Set a launch site and obtain its longitude and latitude;
• Select a target and obtain its longitude and latitude;
• Determine the observation requirements, including the resolution of ground

imaging and the regression period. Determine the altitude and eccentricity of the
orbit.

• According to the launch time TLaunchTime, and the positions of the launch site and
the target, obtain the orbit elements of the LEO fast access orbit.

We can use an example here. If the launch site is in Xichang, China, the target is
Fukushima, Japan, and the orbit is a recursive circular orbit with 15 days as a
period, then the design is shown in Fig. 7.20.

Limited by the minimum elevation in optical reconnaissance (30°), the fast
access orbit thus designed covers the target area as Fig. 7.21.

It can be seen that the satellite in the fast access orbit can cover the target area
twice a day, satisfying the design requirements.

Table 7.2 Design principle of LEO fast access orbit

Serial
number

Design principle Method

1 Cover the target within 90 min after
being launched

Enters into the orbit covering the target in
the first circle

2 Repeatedly observe per day Via recursive orbit

3 Observe twice a day if possible Observed once when the orbit ascends
and once when it descends
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Fig. 7.19 Coverage of any point on Earth from any launch site

Fig. 7.20 Fast access orbit designed for Fukushima
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7.3.2 Cobra Orbit: Design

The Cobra orbit was first brought up by John Draim, aiming to provide highly
efficient communication support for middle-longitude regions. Through reasonable
design, a Cobra orbit can cover regions of specific longitude and latitude at a specific
communication time. The Cobra orbit has big eccentricity (800 km � 27,000 km).
Its orbit inclination is the critical inclination 63:4�ð Þ, so its apogee and perigee do not
revolve. Hence the Cobra orbit can keep stable for a long time.

We can take the communication coverage of China as an example. The design
steps of a Cobra orbit is as follows:

• Design the orbit: the altitudes of the apogee and the perigee are 27,000 and
800 km, respectively; the orbit inclination is 63.4°;

• Determine the region of interest, and set the orbit’s apogee over this region;
• Set the time when the satellite passes the apogee as the expected time.

Following the steps above, the Cobra orbit used to provide communication
coverage for China can be designed as Figs. 7.22, 7.23.

We suppose that the minimum elevation required in communication is 10°. The
spacecraft in the Cobra orbit can support the communication for seven hours in an
eight-hour orbital period (Fig. 7.24).

According to the Cobra orbit’s coverage, a network formed by three to four
spacecraft in the Cobra orbit can achieve continuous coverage of China, so it is very
practical.

Fig. 7.21 Time on observing Fukushima
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Fig. 7.22 Cobra orbit designed to provide communication coverage for China

Fig. 7.23 Ground track of Cobra orbit
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7.4 Summary

The fast responsive orbit significantly shortens the response time at the cost of some
traditional performance indexes like coverage and service life, which makes it
superior in carrying out emergent space missions. The fast responsive orbit is
directly related to space missions, so it is highly oriented. This chapter mainly
focuses on two such responsive orbits, i.e., the fast fly-around orbit and the fast
access orbit. There are other types not dealt with here. Readers can come up with
other fast responsive orbits according to their practical demands.

Fig. 7.24 Coverage of China from spacecraft in Cobra orbit (within one period)
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Chapter 8
Theory and Design Method of Earth
Pole-Sitter Orbit

During the late 1970s and the early 1980s, inspired by the science fiction work Two
Planets, Driver described a spacecraft which was able to hover over the Earth’s
poles for a long time, and the earth pole-sitter orbit is exactly the orbit designed for
this spacecraft.

8.1 Earth Pole-Sitter Orbit: Concept

An earth pole-sitter is a spacecraft that hovers over the South Pole or the North Pole
of the Earth and flies in the earth pole-sitter orbit. The ground track of the spacecraft
is always around the South Pole or the North Pole, and in this way, the spacecraft
achieves the long-time coverage of the South Pole or the North Pole.

The spacecraft operating in the earth pole-sitter orbit are on the rotation axis of
the Earth. Seen from space, the spacecraft seems to be residing on the South Pole or
the North Pole of the Earth. If the distance between the spacecraft and the South
Pole or the North Pole remains unchanged, then in the Earth-fixed coordinate
system, the spacecraft will remain static.

At present, the continuous coverage of the Earth’s surface is mainly achieved by
the GEO. But as the orbit inclination of the GEO is 0�, the coverage of high latitude
regions and Polar Regions is unrealizable. Therefore, with regard to the coverage of
Polar Regions, multiple low and medium-orbit satellites with a large inclination are
often used to constitute a constellation to achieve the coverage. However, the arc of
the satellite when it is passing through the observation region is limited, so when
the number of satellites in the constellation is restricted, continuous coverage is not
able to be achieved and the frequency of the coverage depends on the number of

Matteo Ceriotti, Colin R. McInnes. An Earth Pole-Sitter Using Hybrid Propulsion [C]. AIAA/
AAS Astrodynamics Specialist Conference. Canada: AIAA/AAS Astrodynamics Specialist
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satellites in the constellation and the configuration of the constellation. Moreover, if
the constellation consists of imaging satellites, in order to obtain the observation
result with a full field of view, the reconstruction of multiple images must be done.

If the earth pole-sitter orbit is adopted, one spacecraft will be enough to achieve
the continuous coverage of the Polar Regions. It is not only beneficial to real-time
reconnaissance, monitoring and communication with a full field of view, but also
provides weather observation data with moderate precision, instead of the tradi-
tional periodic data, to the meteorological departments.

8.2 Earth Pole-Sitter Orbit: Design Method

8.2.1 Dynamic Model in Circular Restricted
Three-Body Problem

The circular restricted three-body problem is to study the motion of an object (the
spacecraft) with a very small mass under the universal gravitation of two large
celestial bodies, i.e., the circular motion around the centers of mass of the two
celestial bodies. This model ignores the gravitation of the spacecraft to the two large
celestial bodies.

We assume that the masses of the two large celestial bodies P1 and P2 are m1 and
m2 respectively, and they move in a circular motion around each other with a
rotational angular velocity of x. Now we define the centroid rotation coordinate
system as Oxyz, which is shown in Fig. 8.1.

• The origin represents the centroid of the two-body system consisting of two
large celestial bodies P1 and P2;

• x� y Plane represents the motion planes of P1 and P2;
• x axis is fixed with the line connecting P1 and P2, points to the smaller celestial

body P2, and does a circular motion with it.
• z axis is consistent with the rotation axis of the system;

€rþ 2x� _rþx� x� rð Þ ¼ �rV þ a ð8:1Þ

Fig. 8.1 Centroid rotation
coordinate system in
restricted three-body problem
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Here: r is the position vector; a is the non-gravitational acceleration, such as the
thrust; V is the gravitational potential function of the large celestial bodies, and

V rð Þ ¼ � 1� l
r1

þ l
r2

� �
; l ¼ m2

m1 þm2
ð8:2Þ

Then, the gravitational constants of the two celestial bodies are:

Gm1 ¼ 1� l

Gm2 ¼ l

Here: G represents the universal gravitational constant.
We will use a normative dimensionless form in the following equations, i.e., we

assume x ¼ 1 and the unit of distance is the distance between the two celestial
bodies. In this way, the coordinate of m1 on X axis is �l, that of m2 is 1� l. If the
large celestial body m1 represents the Sun and m2 represents the Earth, then l ¼
3:0404� 10�6 and r1; r2 are the radius vectors of the spacecraft to the two large
celestial bodies m1;m2, then

r1 ¼ rþ 0 0 l½ �T
r2 ¼ r� 0 0 1� l½ �T

�
ð8:3Þ

If we define U rð Þ ¼ � 1
2 x2 þ y2ð Þ, then x� x� rð Þ ¼ rU; and if we let

U ¼ V þU, then Eq. (8.1) can be changed into:

€rþ 2x� _r ¼ �rUþ a ð8:4Þ

It is already known that the spacecraft in the earth pole-sitter orbit remains on the
rotation axis of the Earth during the whole mission. If the Earth’s pole shift and
nutation are ignored, then the rotation axis of the Earth will not go through rotation
and other changes when the Earth revolves around the Sun. Hence, in the rotation
coordinate system mentioned above, the rotation axis of the Earth rotates at a
velocity opposite to that of the three-body system, and the rotational angular
velocity is �x. In this way, after a one-year rotation, the rotation axis of the Earth
will form a cone as is shown in Fig. 8.2.

In order to keep the spacecraft on the rotation axis of the Earth all the time, we
assume that at the moment when t0 ¼ 0, the spacecraft is at the winter solstice point
in Fig. 8.2, then the position vector of the spacecraft can be described as:

rðtÞ ¼
dðtÞ sin deq cosxtþ 1� lð Þ

�dðtÞ sin deq sinxt
dðtÞs cos deq

2
4

3
5 ð8:5Þ

Here: dðtÞ represents the distance between the center of the Earth and the
spacecraft, and is often a continuous function of time. When we substitute Eq. (8.5)

8.2 Earth Pole-Sitter Orbit: Design Method 227



into Eq. (8.4), the value and the direction of the controlling acceleration required in
completing the earth pole-sitter orbit control can be obtained.

8.2.2 Design of Earth Pole-Sitter Orbit with Fixed
Residence Distance

We assume that the combination control by SEP/solar sail is adopted, the initial
position of the spacecraft is at the winter solstice point, the initial mass is 1000 kg,
and the geocentric distance is 0.01AU. Then we use the dynamic model of the
spacecraft in the earth pole-sitter orbit formulated in the previous section to sim-
ulate the operation of the spacecraft in one year. The simulation result is shown in
Fig. 8.3.

Figure 8.3 illustrates the controlling accelerations (the illumination of the solar
sail b0 ¼ 0:05) needed for a one-year earth pole-sitter mission. The black bold
arrows, which are in proportion, represent the value and direction of the acceler-
ation needed to stay in the orbit; the green arrows represent the normal direction of
the solar sail’s surface. As the solar sail adopted in the calculation is not ideal, the
direction is not totally consistent with the direction of the controlling force (the blue
arrows) produced in practice by the solar sail; the black arrows represent the
acceleration provided by the solar electric propulsion.

From Fig. 8.3, it can be seen that on the whole, the gravitational accelerations
point to the �ẑ axis, so the thrust imposed has to be in the opposite direction;
the direction of the accelerations provided by the solar sail has a component in the
direction of the þẑ axis, and obviously, it has a component in the direction of the
þx̂ axis (i.e., the direction of the line connecting the Sun and the spacecraft).
Therefore, the direction of the accelerations provided by SEP mainly supplements
the acceleration in the direction of the þẑ axis, and offsets the remaining com-
ponents in the direction of ŷ.

Fig. 8.2 Motion of Earth’s
rotation axis in three-body
system
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Figure 8.4 illustrates the value of the acceleration (the dotted line) provided by
the solar sail and SEP. In the figure, the line with circles represents the value of the
acceleration needed to complete the earth pole-sitter mission; b0 ¼ 0 indicates that
the acceleration provided by the solar sail is 0 and there is only SEP to provide the
controlling acceleration; the green line represents the controlling acceleration pro-
vided by the solar sail and SEP when b0 ¼ 0:05; the red line represents the con-
trolling acceleration provided by the solar sail and SEP when b0 ¼ 0:1.

From Fig. 8.4, it can be seen that the controlling acceleration needed from SEP
around summer solstice (t 2 100; 250½ �) is relatively big.

Figure 8.5 illustrates the changes in the mass of the spacecraft, mainly the
consumption of propellant during the propulsion control by SEP.

Figure 8.6 illustrates the influence of the residence distance of the spacecraft (the
distance between the spacecraft and the earth center) on propellant consumption.
From Fig. 8.6, it can be seen that as the residence distance becomes shorter, the
gravitation of the Earth starts to take the leading role and fuel consumption

Fig. 8.3 Controlling
acceleration needed for
one-year earth pole-sitter
mission

Fig. 8.4 Thrust acceleration
provided by SEP and solar
sail
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increases sharply. And when the geocentric distance d ffi 0:017AU, the consump-
tion of propellant reaches the lowest point.

8.2.3 Design of Earth Pole-Sitter Orbit with Unfixed
Residence Distance

If there are fewer constraints on the residence distance and an inclined orbit is
adopted, the solar sail might be better utilized and thus we can decrease propellant
consumption and extend residence time.

We assume the residence geocentric distance of the spacecraft at the winter
solstice point is d1 and that at the summer solstice point is d2, the changes in
residence height in one year is shown in Fig. 8.7.

Fig. 8.5 Changes in
spacecraft’s mass

Fig. 8.6 Residence distance
and propellant consumption
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With regard to the residence method mentioned above, the following equations
can be obtained:

dðtÞ ¼ d1 þ d2 � d1ð Þ cos xtþ pð Þþ 1
2

ð8:6Þ

rðtÞ ¼
dðtÞ sin de cosxtþ 1� lð Þ

�dðtÞ sin de sinxt
dðtÞs cos de

2
4

3
5 ð8:7Þ

We assume d1 ¼ 0:01AU, d2 ¼ 0:015AU. Through simulation, the controlling
acceleration (b0 ¼ 0:05) needed for a one-year earth pole-sitter mission can be
obtained as Fig. 8.8 shows.

The accelerations provided by the solar sail and SEP respectively in one year are
shown in Fig. 8.9. In the figure, the dotted line represents the acceleration provided

Fig. 8.7 Changes in
residence position

Fig. 8.8 Controlling
acceleration needed for
one-year residence (with
changing residence heights)
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by SEP and the line with circles represents the total controlling acceleration needed
in completing the earth pole-sitter mission.

It can be seen that the controlling acceleration needed from SEP decreases
substantially around summer solstice and this can save the propellant remarkably.

Figure 8.10 illustrates the changes in the spacecraft’s mass along with time.
Compared with the situation when the residence height is unchanged, the propellant
is quite obviously saved.

It is worth noting that the saving in propellant is not because the residence height
becomes higher during the summer only. The more important fact is that inclined
residence is adopted. Generally, with regard to the north pole-sitter mission,
keeping shorter residence distance in winter and longer residence distance in
summer will save more propellant.

Fig. 8.9 Thrust acceleration
provided by SEP and solar
sail (with changing residence
heights)

Fig. 8.10 Changes in
spacecraft’s mass (with
changing residence heights)
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8.3 Optimization Design of Earth Pole-Sitter Orbit

It can be known from the above analysis that, by means of designing the residence
distance of the spacecraft, the propellant needed in the control of the earth
pole-sitter spacecraft can be saved effectively. In practical application, we should,
on the basis of the specific requirement of the payload on the spacecraft, choose
between the fixed residence height and the changing residence height. If the
requirement of the payload is not considered, then an optimal change law of the
spacecraft’s residence distance can be found through optimization in order to save
the propellant as much as possible.

We take b0 ¼ 0; 0:05; 0:1 and dmax ¼ 0:1AU, and pick 60 sampling points in
one year to optimize them. The variation in the geocentric distance of the spacecraft
when energy is saved most is shown in Fig. 8.11.

Figure 8.12 illustrates the variation of the spacecraft’s geocentric distance under
three conditions, i.e., b0 ¼ 0; 0:05; 0:1. Under the first condition, the spacecraft is

Fig. 8.11 Optimal paths
when b0 ¼ 0; 0:05; 0:1

Fig. 8.12 Variation of the
spacecraft’s geocentric
distance
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solely propelled by SEP (i.e., b0 ¼ 0), the optimal path is symmetric in summer and
winter, and as b0 increases, the residence orbit becomes closer to the geo-center in
winter and becomes farther from the geo-center in summer; when b0 ¼ 0:1, the
distance in summer is two times of that in winter.

Figures 8.13 and 8.14 illustrate the controlling acceleration needed from the
solar sail and SEP with the optimal path and the variation in the spacecraft’s mass
respectively.

From Fig. 8.13, it can be known that under the sole control of SEP (i.e., b0 ¼ 0),
the controlling acceleration includes two regions: one passes the summer solstice
point and one passes the winter solstice point. In the two regions, the controlling
acceleration provided by SEP is almost constant. The two regions are divided by
two narrow V shapes at the vernal equinox and the autumnal equinox. In the two
V-shaped regions, the controlling acceleration needed from SEP becomes very
small, the motion of the spacecraft along the direction of the ẑ axis will reverse, i.e.,
the minimum controlling acceleration appears when the spacecraft is farthest from
the geo-center.

If b0 ¼ 0:05, less acceleration provided by SEP will be needed in the V-shaped
regions. Meanwhile, the thrust region around the summer solstice point becomes
smaller and the two regions with weaker thrust become larger.

If b0 ¼ 0:1, the thrust region around the summer solstice point disappears, the
two ballistic arcs merge, i.e., from spring all the way to autumn.

From Fig. 8.14, it can be known that adopting the solar sail can reduce the
consumption and loss of propellant effectively. We can take one year as a period,
and it can be seen that the control solely by SEP consumes 158 kg of propellant.
But if a solar sail of b0 ¼ 0:05 is adopted, the propellant consumption is reduced to
97 kg.

Table 8.1 provides the parameter comparison of the three optimal paths when
b0 ¼ 0; 0:05; 0:1.

Here, Tmax is the maximum control force provided by SEP.

Fig. 8.13 Controlling
acceleration provided by solar
sail and SEP with optimal
path
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8.4 Summary

The geostationary orbit (GEO) is not able to achieve the coverage of high latitude
regions and Polar Regions. So generally, in order to achieve the continuous cov-
erage of these regions, multiple spacecraft should be used to form a constellation
and the number of the spacecraft has to be large. The earth pole-sitter orbit uses
orbit control to achieve the long-term residence of the spacecraft at the Earth’s
poles. Therefore, with only one spacecraft, the coverage of the high latitude regions
in the northern or southern hemisphere (including the North Pole or the South Pole)
can be achieved. This has significant application values in navigation, communi-
cation, meteorological reconnaissance, and other areas.

Of course, from the above analysis, it can be seen that the defects of this orbit are
also quite obvious. As the orbit is very far from the Earth’s surface, it is difficult for
it to be used in reconnaissance that has a high demand for precision and in other
fields.

Fig. 8.14 Variation of
spacecraft’s mass with
optimal path

Table 8.1 Parameter comparison of three optimal paths when b0 ¼ 0; 0:05; 0:1

b0 min
t

dðtÞ; AU max
t

dðtÞ; AU mf ; kg mprop =m0 Tmax; N

0.0 0.015675 0.020332 843.430417 0.156570 0.180648

0.05 0.013116 0.023422 901.896219 0.098104 0.141085

0.1 0.011896 0.028363 925.192867 0.074807 0.134256
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Appendix A
Optimization Design of Rendezvous Orbit
with MATLAB

We assume that there are n target spacecraft whose orbits are all circular orbits,
which means they will form 2n traversing points in the rendezvous orbit plane.
According to the determination method of traversing points, the positions of the 2n
traversing points can be expressed as:

ðr1;/1Þ; ðr1;/1 þ pÞ; ðr2;/2Þ; ðr2;/2 þ pÞ; . . .; ðrn;/nÞ; ðrn;/n þ pÞ

And the positions are shown in Fig. A.1.
Fig. A.1 illustrates four pairs of traversing points, i.e., eight traversing points

formed when the four orbits of the target spacecraft passing through the rendezvous
orbit plane, and they are ðA1;A10Þ, ðA2;A20Þ, ðA3;A30Þ, ðA4;A40Þ respectively. The
phase angles of these points relative to the direction of the ascending node of the
rendezvous orbit are ð/1;/1 þ pÞ, ð/2;/2 þ pÞ, ð/3;/3 þ pÞ, ð/4;/4 þ pÞ
respectively. Obviously, through curve fitting, an elliptical curve can be fitted and it
is realizable to require one of the focuses on the elliptical curve to be at the
spherical center of the Earth. The relation between the direction of the perigee and
the direction of the ascending node is shown in Fig. A.2.

If the orbit plane of the rendezvous orbit is determined, which means the two
orbit elements of the rendezvous orbit, i.e., the orbit inclination i and the right
ascension of the ascending node X, are already known. Then, the remaining orbit
elements needed to be determined are the size, the shape and the direction of the
rendezvous orbit in the orbit plane, i.e., the semi-major axis a, the eccentricity e and
the argument of perigee x.

According to Kepler’s First Law, it can be known that the rendezvous orbit is an
elliptical curve and the Earth is at one of the focuses of the ellipse. We define a
two-dimensional reference coordinate system o� xy and a two-dimensional
translational coordinate system o0 � x0y0 in the rendezvous orbit plane. Here, ox
points to the direction of the ascending node. And then, we define another coor-
dinate system o0 � x00y00 along the rendezvous orbit, with o0 � x00 pointing to the
direction of the perigee of the rendezvous orbit. This is shown in Fig. A.3.
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It can be seen that the included angle w between the ox axis and the o0x00 axis is
the argument of perigee x of the elliptical orbit. When we assume the semi-major
axis of the ellipse is a, the semi-minor axis is b, and the coordinates of the ellipse’s
center in o� xy are ðxc0; yc0Þ, then the following equation can be obtained:

a2 � b2 ¼ c2 ¼ x2c0 þ y2c0 ðA:1Þ

It is already known that in the o0 � x00y00 coordinate system, the rendezvous orbit
can be described by the following elliptic equation:

Fig. A.1 Distribution of traversing points in rendezvous orbit plane

Fig. A.2 Schematic figure of parameters of rendezvous orbit
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x00

a2
þ y00

b2
¼ 1 ðA:2Þ

Now we convert Eq. (A.2) into the o� xy coordinate system, and the conversion
relationship is:

x00

y00

� �
¼ cosðwÞ sinðwÞ

� sinðwÞ cosðwÞ
� �

x� xc0
y� yc0

� �
ðA:3Þ

When we rearrange the equations, the following constraint conditions can be
obtained:

w ¼

arctan yc0
xc0

� �
; xc0 [ 0; yc0 [ 0

pþ arctan yc0
xc0

� �
; xc0\0; yc0 [ 0

pþ arctan yc0
xc0

� �
; xc0\0; yc0\0

2pþ arctan yc0
xc0

� �
; xc0 [ 0; yc0 [ 0

8>>>>>><
>>>>>>:

ðA:4Þ

We now substitute Eq. (A.3) into Eq. (A.2), and the following can be obtained:

A0x2 þB0y2 þC0xyþD0xþE0yþF0 ¼ 1 ðA:5Þ

Here:

A0 ¼ cos2 w
a2 þ sin2 w

b2 ; B0 ¼ sin2 w
a2 þ cos2 w

b2 ; C0 ¼ 2 cosw sinw 1
a2 � 1

b2
� �

D0 ¼ 1
a2 �2xc0 cos2 w� 2yc0 cosw sinwð Þþ 1

b2 �2xc0 sin2 wþ 2yc0 cosw sinw
� �

E0 ¼ 1
a2 2xc0 cosw sinw� 2yc0 sin2 w
� �þ 1

b2 2xc0 cosw sinw� 2yc0 cos2 wð Þ
F0 ¼ 1

a2 x2c0 cos
2 wþ y2c0 sin

2 wþ 2xc0yc0 cosw sinw
� �

þ 1
b2 x2c0 sin

2 wþ y2c0 cos
2 w� 2xc0yc0 cosw sinw

� �

8>>>>><
>>>>>:

Fig. A.3 Schematic figure of
rendezvous orbit
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It can be seen that A0;B0;C0;D0;E0;F0 contain five parameters (a; b;w; xc0; yc0).
When we let

A ¼ A0

1� F0 ; B ¼ B0

1� F0 ; C ¼ C0

1� F0 ; D ¼ D0

1� F0 ; E ¼ E0

1� F0

the rendezvous orbit can be expressed in the general form of an elliptic equation:

Ax2 þBy2 þCxyþDxþEy ¼ 1 ðA:6Þ

And when we combine Eq. (A.1) with Eq. (A.4), it can be found that the
A;B;C;D;E in Eq. (A.6) are only related to three parameters (b; xc0; yc0).

Based on different mission requirements and the distribution of traversing points,
various rendezvous orbits can be designed. In this section, we take the minimum
sum of total distances between every traversing point and the rendezvous orbit as
the optimization index to design an optimal rendezvous orbit. The design method is
as follows.

We assume that there is a group of given traversing points ðx1; y1Þ. . .ðxn; ynÞ, and
record the minimum distance between the i-th traversing point and the rendezvous
orbit as Li, then the question can be described as.

Find a rendezvous orbit, i.e., find a group of A;B;C;D;E where min
Pn

i¼1 Li. As
A, B, C, D, E are the functions of parameters b; xc0; yc0ð Þ, the question is now
transformed into looking for a group of parameters b; xc0; yc0ð Þ where min

Pn
i¼1 Li.

In other words, the optimization design of a rendezvous orbit is the optimization
design of multiple parameters under constraint conditions.

Here we take the four low-orbit satellites as an example and try to find a
rendezvous orbit by which fast approaching detection can be achieved according to
the above design method. The orbit parameters of the four target satellites are
shown in Table A.1.

We assume the orbit inclination of the rendezvous orbit plane is 45° and the right
ascension of the ascending node is 100°, then the traversing points of the four target
satellites formed in the rendezvous orbit plane are shown in Table A.2.

Table A.1 Orbit parameters of four target satellites

Serial
number

Orbit
altitude (km)

Orbit
inclination

Right ascension of ascending
node

1 715 57° 30°

2 800 63° 40°

3 850 99° 60°

4 1100 63° 70°
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Now we use the optimization toolbox in MATLAB and take the minimum sum
of total distances between the traversing points and the rendezvous orbit as the
optimization index to design the orbit parameters of the rendezvous orbit in the
orbit plane. The orbit parameters are shown in Table A.3.

If we convert the parameters into orbit elements and combine them with the
parameters of the rendezvous orbit plane, then the orbit parameters of the ren-
dezvous orbit are shown in Table A.4.

Table A.2 Coordinates of traversing points in rendezvous orbit plane

Traversing
point 1

Traversing
point 2

Traversing
point 3

Traversing
point 4

Geocentric distance r (km) 7093.1 7178.1 7228.1 7478.1

Argument of ascending
node / (deg)

76.976 89.554 315.481 296.756

Traversing
point 5

Traversing
point 6

Traversing
point 7

Traversing
point 8

Geocentric distance
r (km)

7093.1 7178.1 7228.1 7478.1

Argument of ascending
node / (deg)

25.6.976 26.9.554 135.481 116.756

Table A.4 Orbit elements of rendezvous orbit

Orbit
inclination i

Right ascension of
ascending node X

Argument of
perigee x

Semi-major
axis a

Eccentricity
e

45 deg 100 deg 327.898 deg 7209.903 km 0.00249

Table A.3 Parameters of rendezvous orbit in orbit plane

Semi-major axis a Semi-minor axis b x_c0 y_c0 Argument of perigee x

7209.903 km 7209.88 km 15.18 km −9.63 km 327.898 deg
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The distribution of the eight traversing points in the rendezvous orbit plane and
the optimal rendezvous orbit designed are shown in Fig. A.4.

The rectangular coordinates of the eight traversing points in the rendezvous orbit
plane and their minimum distances to the rendezvous orbit are shown in Table A.5.

Fig. A.4 Schematic figure of traversing points and rendezvous orbit

Table A.5 Minimum distances between traversing points and rendezvous orbits

Serial
number

Traversing point Coordinates of traversing point (km) Minimum
distance (km)

1 Traversing point 1 (1598.5, 6910.6) 110.8348

2 Traversing point 2 (5587.5, 7177.9) 22.24078

3 Traversing point 3 (5153.8, −5068.0) 0.6784

4 Traversing point 4 (3366.6, −6677.4) 252.752

5 Traversing point 5 (−1598.5, −6910.6) 122.7575

6 Traversing point 6 (−5587.5, −7177.9) 41.2657

7 Traversing point 7 (−5153.8, 5068.0) 35.8368

8 Traversing point 8 (−3366.6, 667.74) 283.6231
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