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Preface

Thanks to the advances in micromachining fabrication technologies and significant
cost reduction due to mass production, miniature sensors of angular rate, or
gyroscopes, found their way into the everyday life of every user of modern gadgets,
such as smart phones, tablets or even wristwatches. Often without realising, many
of us are carrying in our pockets fully equipped with all necessary sensors complete
inertial navigation systems that not so long ago were available only for advanced
vehicles in sea, land, air or space. Accelerometers and gyroscopes are found in
specifications of any gadget supposed to react to user movements. And one of the
most commonly used type of gyroscopes used to developed these systems is
Coriolis vibratory gyroscope (CVG).

Needless to say that such a progress is a rewarding result of still ongoing
research and development work of many scientists around the world. There are
many books on design and fabrication of micromachined inertial sensors published
by now, covering many important aspects of creating miniature inertial sensors.
This book is intended to complete them with such aspects of gyroscopes devel-
opment as theoretical analysis, mathematical modelling and analytical design, when
desired performances are achieved by mathematical model analysis, rather than by
trial and error in prototyping. Mathematical models and theoretical analysis are
used both for optimal design of sensitive elements, as well as development of signal
processing and control.

Chapter 1 gives an overview and classification of the most commonly used
designs of CVG sensitive elements. Chapter 2 deals with deriving sensitive
elements motion equations, and combining them into a single set of equations,
covering most of the sensitive elements types. In Chap. 3 these generalised motions
equations are solved for terms that can be used for angular rate measurements.
Chapter 4 covers all aspects of CVG mathematical modelling in terms of demod-
ulated envelope signals, thus providing the means for efficient analysis of sensitive
elements dynamics as well as control and signal processing systems development.
Calculation of major CVG performances is demonstrated in Chap. 5, along with an
analytical approach to sensitive element design. The final Chap. 6 covers signal
processing and control systems development. The latter Chaps. 5 and 6 are based on
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the results from previous chapters, and are the only two chapters that can be read
independently of each other.

This book requires from the reader at least basic knowledge of higher mathe-
matics, mechanics and control systems theory. So unfortunately, not everyone
interested in vibratory gyroscope theory would be an intended reader, but rather
graduate students and higher. At the same time, readers will not be required to
follow the references and obtain additional information elsewhere as there are no
references in this book. Many results presented in the book could be referenced to
the previous publications of the author, but these references were intentionally
omitted in order to relieve the reader from the burden of searching for important
information on the subject elsewhere. Nevertheless, a time ordered list of recom-
mended important publications on Coriolis vibratory gyroscopes is given at the end
for those who may need it.

Finally, there is no finish line in research, development and writing books about
them. So feel free to express your opinions, give suggestions and ask questions.
Hope you will have plenty of them.
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Chapter 1
Introduction

It is commonly accepted that the conventional gyroscope, as an instrument for
determining orientation, was inspired by a top, known to practically all ancient
civilisation. When a top rotates, it preserves its vertical orientation even if the base
is tilted. This natural behaviour was used since eighteenth century A.D. to imple-
ment artificial horizon. The technical term gyroscope was introduced by Léon
Foucault, when in 1852 he used a fast spinning rotor inside gimbals to demonstrate
the Earth’s rotation. The word gyroscope consists of two Greek words:
gyros—“rotation” or “circle” and scopeo—“to see” or “observe”. Although he did
not invent the gyroscope itself, 1 year earlier, in 1851, he used a pendulum, known
as Foucault pendulum, to demonstrate the Earth’s rotation in another experiment.
Curiously enough, this pendulum is commonly considered nowadays as a prototype
to modern Coriolis vibratory gyroscopes.

1.1 Principle of Operation and Classification

Conventional mechanical gyroscope consists of a rotor mounted inside a two-frame
gimbal that provides the rotor with two angular degrees of freedom in addition to
one, corresponding to its own rotation. Such design is often referred to as a free
gyroscope. Free gyroscope preserves orientation of axis of its own rotation rela-
tively to the inertial reference frame, usually assumed to be fixed to stars. This
phenomenon is used to determine orientation of the user relatively to the inertial
frame when direct observation of orientation is impossible. When outer frame of a
free gyroscope is removed and the remaining one provides only one angular degree
of freedom, and when the base starts to rotate, the spinning rotor moves to align the
axis of its own rotation with the axis of the external angular rate. This phenomenon
is used to build such gyroscopic instruments as artificial horizons and gyroscopic
compasses, where the external angular rate is provided by the Earth’s rotation itself.
However, if a spring is attached to the remaining gimbal frame, thus preventing the
alignment between rotor and angular rate axes, the final deflection of the frame is
linearly related to the magnitude of the external rate and allows its measurement.
Such an instrument is called angular rate sensor. It turned out that using angular
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rate sensors instead of free gyroscopes is a cheaper, although less accurate, way to
build inertial navigation instruments. Many different designs of angular rate sensors
were developed since, and among them vibratory gyroscopes occupy niche of
modern electro-mechanical sensors.

The main idea behind vibratory gyroscopes is to replace continuously spinning
rotor with vibrating structure, and make use of the Coriolis effect, causing sec-
ondary motion that is related to the external angular rate. This type of angular rate
sensors is commonly referred to as Coriolis vibratory gyroscopes (CVG).

In most of Coriolis vibratory gyroscopes, the sensitive element can be repre-
sented as an inertia element m and elastic suspension with two prevalent degrees of
freedom: vertical and horizontal, as shown in Fig. 1.1.

Massive inertia element m is often called proof mass, similarly to the term used
in accelerometers. The sensitive element is driven to oscillate at one of its modes
with prescribed amplitude. This motion is usually called primary mode or primary
motion. When the sensitive element rotates about a particular fixed-body axis,
which is called sensitive axis (out-of-plane axis in Fig. 1.1), the so-called Coriolis
effect causes the proof mass to move in an orthogonal direction, thus resulting in
secondary motion. This effect is quantified by a fictitious Coriolis force

~FC ¼ �2 � m � ~X�~v: ð1:1Þ

Here,~v is the vector of the primary motion and ~X is the external angular rate. In
fact, we have two motions that are dynamically coupled via Coriolis effect. If there
is no external angular rate (X ¼ 0), secondary motion is absent, since there is no
Coriolis coupling.

In vibratory gyroscopes, this primary motion is designed to be oscillatory. As a
result, secondary motion becomes oscillatory as well. Hereafter, excited oscillations
are referred to as primary oscillations and oscillations caused by angular rate are
referred to as secondary oscillations or secondary mode.

Primary 
motion

m

Ω

Secondary 
motion

Fig. 1.1 Principle of CVG
operation
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Contrary to the classical angular rate sensors based on gimballed
electro-mechanical gyroscopes, information about external angular rate is contained
in the amplitude of these secondary oscillations, rather than any gimbal deflection.

Utilising oscillatory motion instead of rotation as in conventional gyroscopes
allows to avoid problems related to undesired motions caused by friction in gimbal
bearing. It also significantly simplifies design of the sensitive element, since there
are no electrical motors, which also makes vibratory gyroscopes amenable to
miniaturisation.

It is also important to note that CVG can operate in two modes: as an angular
rate sensor, measuring external angular rate, or in a so-called “whole-angle-mode”,
producing, in fact, angle of rotation, which is integrated angular rate. The latter can
be achieved either by special sensitive element design, resulting in negligible
damping, or by means of a specifically designed feedback control system.
Ironically, although integrating CVG are considered as more advanced and complex
compared to angular rate sensors, the very first vibratory gyroscope, namely
Foucault pendulum, was an integrating CVG itself.

1.2 CVG Classification

In general, it is possible to design gyroscopes with different types of primary and
secondary oscillations. For example, a combination of translation as primary
oscillations and rotation as secondary oscillations was implemented in a so-called
tuning fork gyroscope. It is worth mentioning that the nature of the primary motion
does not necessarily have to be oscillatory but could be rotary as well. Such
gyroscopes are called rotary vibratory gyroscopes. However, it is typically more
convenient for the vibratory gyroscopes to be implemented with the same type and
nature of primary and secondary oscillations.

With respect to the number of inertia elements used, the nature of primary and
secondary motions of the sensitive element, classification of the vibratory gyro-
scopes can be represented as shown in Fig. 1.2.

Top-level separation is done based on the nature of the sensitive element motion.
In our case, it can be either oscillatory or rotary. Classical dynamically tuned
gyroscope (DTG) is an example of a rotary vibratory gyroscope.

Next level involves consideration of the general approach to design the sensitive
element. In particular, design of the vibratory sensitive element can be based on
continuous vibrating media or discrete (lumped masses). Corresponding mathe-
matical models are based either on partial differential equations, namely modified
wave equation, or systems of ordinary differential equations.

Third level affects the discrete masses branch of the classification and is based on
a number of vibrating lumped masses (single or multiple).

Finally, CVG sensitive elements can be classified based on the combination of
types of motions, utilised in primary and secondary motions: translational (linear)
and rotational. In order to designate types of primary and secondary motions, the

1.1 Principle of Operation and Classification 3



following abbreviations are commonly accepted: “L” for linear and “R” for rota-
tional. For example, if sensitive element utilises linear motion both for primary and
secondary oscillations, it is designated as “LL”.

The suggested here classification not only helps to apply proper mathematical
modelling methods, but also serves as a guiding decision tree in the process of
developing new types of CVG sensitive elements.

1.3 Sensitive Element Designs

Reasonable desire to miniaturise gyroscopes in order to expand the range of its
applications resulted in utilising fabrication techniques from micro-electronics and
micromachining to produce CVG sensitive elements. Such CVG elements are often
referred to as micromechanical or MEMS (micro-electro-mechanical systems)
gyroscopes. Because of quite strict limitations to the complexity of mechanical
structures that can be produced using micromachining processes, the majority of the
modern designs of micromechanical gyroscopes make use of a simple structure that
consists of a single or multiple massive elements connected to the base by means of
elastic suspension. The main purpose of the elastic suspension is to provide proof
masses with at least two orthogonal degrees of freedom allowing primary and

Oscillatory

Rotary

Primary 
motion

Continuous

Discrete

Mass 
distribution

Multiple

Single

Number of 
masses

Tuning Fork

HRG
Ring 

Cylinder

Beam
Single mass

DTG

Gimballed
Wheel

LL

RR

Fig. 1.2 CVG classification
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secondary oscillations. Another task, which is usually assigned to the design of
elastic suspension, is to provide sufficient mechanical decoupling between primary
and secondary oscillations, thus reducing so-called quadrature errors.

Let us now have a closer look at the specified in the classification above sensitive
element designs. And we shall proceed not in the order of appearance in the
classification, but with the most simple one.

1.3.1 Single Mass and Vibrating Beam

Conventional single-mass CVG sensitive element design originated from the very
first vibratory gyroscope, namely Foucault pendulum. One could also soundly
argue that the nature itself came out with this design; since owned by majority of
flying insects, halters are just simple vibrating beam gyroscopes, allowing insects to
control its flight.

There are few examples of such a single discrete mass gyroscope design. The
first is a simple proof mass attached to the base by means of elastic stem that can
deflect in two orthogonal directions (see Fig. 1.3).

Primary oscillations of such an inverted pendulum are excited along one
direction, and when the base rotates around vertical axis, proof mass starts to
oscillate in an orthogonal, secondary direction. As long as the CVG sensitive
element consists of a single elastically suspended proof mass and no other essential
masses are present in the design, such a design is referred to as a single-mass CVG.

In order to simplify fabrication process, the single-mass sensitive element can be
produced in a form of square or triangular beams, as shown in Fig. 1.4.

Despite the fact that the beam itself has all the features of a continuous media
vibratory sensor, its dynamics and operation as an angular rate sensor are

2
1

Ω
Fig. 1.3 Single-mass CVG
(1 primary motion,
2 secondary motion)
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sufficiently well described in terms of ordinary differential equations. Therefore,
this design has been placed in the discrete branch of the classification rather than
distributed.

There are many different ways to drive and to detect motion of the
beam-sensitive element. However, if the beam is made out of quartz, piezoelectric
and piezoresistive phenomena are usually used to build driving and detecting
systems.

Although vibrating beam is an easier to fabricate structure than inverted pen-
dulum in Fig. 1.3, when micromachining technologies are involved, the preferred
design for the sensitive element would be planar. If all structural components of a
sensitive element are located in a single plane, it would be easier to fabricate them
from a single silicon wafer, for instance. Example of such a planar single-mass
design is shown in Fig. 1.5. Here, primary oscillations of the central proof mass
m are excited usually by means of an electrostatic comb drive in an in-plane
direction (1), and when the base starts to rotate, the secondary out-of-plane oscil-
lations (2) are detected and used to measure the angular rate. Since both motions are
translational, such a design would be labelled as “LL” (linear primary and linear
secondary) according to the classification in Fig. 1.2.

Elastic suspension for the proof mass can be also designed allowing both pri-
mary and secondary motions to occur in a single plane (replicating schematics in
Fig. 1.1). In this case, out-of-plane angular rate will be detected. Combining this

Ω

2

1

Fig. 1.4 Vibrating beam
CVG (1 primary motion,
2 secondary motion)

2

Ω

1
m

Fig. 1.5 Planar single-mass
CVG (1 primary motion,
2 secondary motion)
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design with the one in Fig. 1.5, complete three orthogonal axis sensors set can be
fabricated in a single planar silicon wafer.

1.3.2 Single Mass with Decoupling Frame

Simplicity of the single-mass CVG design, however, does not come without a price.
Since a single set of flexible beams is used to facilitate both primary and secondary
motions, even a small fabrication error, resulting in non-orthogonal elastic axes of
the suspension beam, may cause a serious error, when secondary motion appears
not due to the external angular rate, but is produced directly by the driving system
via elastic cross-coupling. In order to overcome this problem, decoupling frame is
added separating beams responsible for primary and secondary motions (Fig. 1.6).
Proof mass m1 is placed inside the decoupling frame m2 and connected to it by
means of flexible beams that allow the proof mass to move along the secondary
direction only. The decoupling frame is fixed to the base via another set of beams
that facilitate only primary motion for the decoupling frame. In case of both primary
and secondary motions in-plane with the sensitive element, out-of-plane (vertical)
angular rate is measured. Out-of-plane secondary motion for the proof mass can be
provided by accordingly designed inner beams, and then in-plane angular rate can
be measured.

Similar to the previous design, this sensitive element represents LL gyroscope
too. However, if bending flexible beams of elastic suspension are replaced with the
torsional elastic elements, thus providing rotational motion both for primary and
secondary oscillations, this design can be transformed to RR gyroscope as shown in
Fig. 1.7, and often referred to as gimballed CVG, since the decoupling frame
resembles the gimbals from conventional gyroscopes. Here, both primary and

1

Ω

2
m1m2

Fig. 1.6 Single-mass LL CVG with decoupling frame (1 primary motion, 2 secondary motion)
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secondary motions are rotational oscillations occurring around axes of corre-
sponding torsional beams. Out-of-plane angular rate is measured when secondary
rotational oscillations are detected. In order to create additional angular inertia
properties for the central proof mass m1, the massive inertia elements are usually
added to it.

These additional inertia elements could have different shapes, such as brick (as
shown in Fig. 1.7), sphere, cylinder, etc. The choice of the shape is driven by the
desire to provide certain optimal relationships between moments of inertia for the
sensitive element, but also depends on available fabrication technology.

1.3.3 Wheel Gyroscope

Another CVG sensitive element design that is based on rotational both primary and
secondary motions is the so-called wheel gyroscope (see Fig. 1.8).

Massive disc is driven to primary rotational oscillations around vertical,
out-of-plane axis. Two mutually orthogonal in-plane components Xx and Xy of the
external angular rate can be sensed when secondary angular oscillations of the disc
are detected around corresponding axes. Sensitive element of the wheel CVG
represents more complicated from the fabrication point of view structure, if com-
pared with the considered earlier single mass and gimballed gyroscopes. Designers
are presented with the problem of providing capability for the disc to vibrate around
three orthogonal axes. What comes in hand is the close resemblance of the wheel
CVG with dynamically tuned gyroscopes, where rotor suspension structure solves
essentially the same problem.

1

Ω

2

m2 m1

Fig. 1.7 Gimballed CVG (RR sensitive element) (1 primary motion, 2 secondary motion)
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1.3.4 Tuning Fork Gyroscopes

After we have considered branches of single-mass gyroscopes according to the
classification in Fig. 1.2, let us now move on to the branch of multiple proof
masses. Classical tuning fork design is shown in Fig. 1.9.

Here, tines are driven to oscillate in the opposite directions, but along the same
axis. When external rotation around vertical axis is applied, the secondary motion
of tines occurs in opposite directions as well. In addition to this, Coriolis forces at
each tine, being combined, produce harmonic torque around vertical axis. As a
result, if the root stem allows rotation, the whole structure may as well start to
oscillate around vertical axis.

Depending on the principle of the secondary motion detection, either secondary
deflection of tines or rotation of the whole structure may be used to measure
external angular rate.

The reason to have two, or more, proof masses instead of one is to be able to
implement differential measurement scheme, when signals from detected secondary

1 

Ωx Ωy

2x 2y

Fig. 1.8 Gimballed CVG
(RR sensitive element)
(1 primary motion,
2 secondary motion)

ΩFig. 1.9 Conventional tuning
fork (dashed arrows primary
motion, dotted secondary
motion)
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motions of each tine are combined (usually simply subtracted) in order to eliminate
additive components in these signals. At the same time, useful part of the signals
will be doubled. One could note that the same differential measurement could be
implemented using two single-mass CVG, which are simply driven in opposite
phases. However, due to the elastic coupling via common root stem, the tines will
naturally synchronise its mutual motions, resulting in perfect counter-phase oscil-
lations. It is more difficult to achieve the same tuning for two different, not coupled,
single-mass sensitive elements.

To produce more possibilities to beneficially combine signals from different
sources and make use of self-tuning, even more tines are added to the sensitive
element (see Figs. 1.10 and 1.11). Additional tines also amplify the resulting
Coriolis effect and allow more different modes of driving–sensing combinations as
well.

Ω

12

Fig. 1.10 Double tuning fork
(dashed arrows primary
motion, dotted secondary
motion)

1 2 

ΩFig. 1.11 Multiple tines
tuning fork (dashed arrows
primary motion, dotted
secondary motion)
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Similar to the simple vibrating beam, such tuning forks are usually fabricated
from quartz allowing piezoelectric effect to be used for driving and sensing.
However, if fabrication technologies from micro-electronics are to be utilised, then
these designs have certain limitations due to the relative complexity of its
three-dimensional structure. Certainly, simple planar design would preferable from
the micromachining point of view. One of the examples of such designs is shown in
Fig. 1.12.

Here, two proof masses m1 and m2 are driven to oscillate in opposite directions,
and secondary motion, which is rotation of the common frame m3 around sensitive
axis (axis of the external angular rate), is detected in out-of-plane direction. Flexible
beams of the proof masses are designed in such a way that they allow only primary
motion of the proof masses to occur.

Since primary motion of the proof masses is translational and secondary is a
rotation of the common frame, this design would be designated as LR according to
our classification.

1.3.5 Hemispherical Resonating Gyroscope

One of the most well-known examples of the oscillatory gyroscope with continuous
vibrating media is a hemispherical resonating gyroscope (HRG). HRG sensitive
element design usually is based on the resonating shell that has a hemispheric or
so-called “wine-glass” shape (see Fig. 1.13).

Primary oscillations are provided by a standing wave excited in the rim of the
shell. In case of no external angular rate, there is no motion at nodes of the wave,
which are located at 45° from the primary axis 1. If the sensitive element rotates
around sensitive axis, which is orthogonal to the plane of the wave, Coriolis effect
causes the wave to shift around the rim. As a result, oscillations can be now

Ω

m2

m1

m3

Fig. 1.12 Planar tuning fork CVG design (dashed primary motion, dotted secondary motion)
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detected at the nodes, and these secondary oscillations are related to the external
angular rate. Despite high performances provided by the conventional HRG,
complexity and high cost of fabricating perfect vibrating hemisphere prohibits its
massive usage, including civil applications. In order to reduce the cost along with
acceptable degradation of performances, several simplified designs were intro-
duced. In particular, the hemispherical shape of the shell has been replaced with a
thin cylinder (Fig. 1.14) or ring (Fig. 1.15). All these designs are aimed at providing
vibrating capability for the ring-shaped continuous medium with possibility to drive
and detect oscillations in this ring.

The latter ring-shaped design is also suitable for applying micromachining and
has certain potential for miniaturisation. The major shortcoming of this simplifi-
cation comes from the imperfections of the resonator. As a result, comparatively
high damping and secondary oscillations that are not caused by the external angular
rate significantly reduce performances of these gyroscopes.

However, there are plenty of not so-demanding applications where these low
grade sensors can be successfully used.

Ω

1 

2 

Fig. 1.13 Hemispherical
resonating gyroscope
(dashed primary motion,
dotted secondary motion)

Ω

2

1 

Fig. 1.14 Cylindrical CVG
(dashed primary motion,
dotted secondary motion)
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Resume
The difference between most of all modern Coriolis vibratory gyroscopes lays
mainly in designs of the mass itself and the elastic suspensions rather than operation
principle and its mathematical model. Needless to say that such difference is driven
almost solely by specific features of chosen fabrication process. Therefore, math-
ematical models and design methodologies presented later in this book can be
directly applied to the analysis of all Coriolis vibratory gyroscopes. In case of
continuous media sensors, the results still can be applied to a certain extent, pro-
vided lumped mass mathematical representation is used.

Ω

2

1

Fig. 1.15 Ring-shaped CVG
(dashed primary motion,
dotted secondary motion)
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Chapter 2
Motion Equations of Coriolis Vibratory
Gyroscopes

The first and one of the most important steps in analysis of any mechanical system
is to derive its motion equations. Such equations, being solved either numerically or
in a closed form, allow all forms of dynamics analysis and design optimisation to be
performed on the system under consideration. The central mechanical part of any
Coriolis vibratory gyroscope is its sensitive element. No matter what specific design
has been utilised, the sensitive element must be capable of providing at least two
forms of mechanical oscillations: primary and one or more secondary. While the
former is intentionally induced into the mechanical structure, the latter will appear
due to the Coriolis force when the sensitive element is rotated.

In this chapter, we shall derive differential motion equations for sensitive ele-
ments of all commonly used designs and then generalise them to obtain a single set
of equations suitable for different CVG designs.

2.1 Translational Sensitive Element Motion Equations

Translational motion sensitive element utilises translational motion for both primary
and secondary oscillations. It is also commonly accepted to refer to the translational
sensitive element as an LL-gyro (linear primary and linear secondary motion).

Figure 2.1 shows the schematic representation of the structure implementing
translational type of kinematics. In the most generalised form, sensitive element
consists of the proof mass (m2), the decoupling frame (m1) and two sets of elastic
elements (“springs”) connecting masses to each other and to the base. In addition to
that, let us introduce the right-handed orthogonal and normalised reference frame
OXYZ, in which primary oscillations are excited along the axis Y , then the sec-
ondary oscillations occur along the axis X and therefore the third axis Z is con-
sidered as a sensitive axis. The latter means that in an ideal case, external rotation
around this axis will be sensed by the sensitive element.

Let us define position ~X1 of the decoupling frame and position ~X2 of the proof
mass in the reference frame OXYZ as
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V. Apostolyuk, Coriolis Vibratory Gyroscopes,
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~X1 ¼ f0; x1; 0g;
~X2 ¼ fx2; x1; 0g:

ð2:1Þ

Here x1 is the displacement of the decoupling frame relatively to the fixed base,
and x2 is the displacement of the proof mass relatively to the decoupling frame.
Hereinafter, subscripts 1 and 2 stand for primary and secondary motions of the
sensitive element and should not be confused with the axis number.

For the sake of generality, let us assume that the sensitive element rotation is
given by an arbitrary angular rate vector ~X, which is defined by its projections on
the introduced above reference frame as ~X ¼ fXx;Xy;Xzg.

In order to derive motion equations of the sensitive element, let us use the
Lagrange equation in the following form:

d
dt

@L
@ _xi

� �
� @L
@xi

¼ Qi: ð2:2Þ

Here L ¼ Ek � Ep is the Lagrange’s function, Ek and Ep are the total kinetic and
potential energies of the sensitive element, Qi is the generalised force acting on the
sensitive element, and subscript i ranges from 1 for the primary motion to the
number secondary motions under consideration.

So to use the Lagrange Eq. (2.2), proper expressions for the kinetic and potential
energies for the sensitive element must be obtained.

O X

Y

Z

m2

m1

Ω

Fig. 2.1 Translational
sensitive element of CVG

16 2 Motion Equations of Coriolis Vibratory Gyroscopes



In the most generalised case, kinetic energy of a moving point mass m is

Ek ¼ m
2
ð~V � ~VÞ; ð2:3Þ

where v
!

is the absolute velocity vector that can be expressed in terms of the point

mass position X
!

and angular rate X
!

of the reference frame rotation as

~V ¼ _~X ¼
~d
dt
~X þ ~X�~X: ð2:4Þ

Here
~d
dt
~X ¼ f _Xx; _Xy; _Xzg is the local derivative of the vector ~X in the rotating

frame. Velocities vectors for the decoupling frame and the proof mass positions
(2.1) calculated using (2.4) are

~V1 ¼ f�x1Xz; _x1; x1Xxg;
~V2 ¼ f�x1Xz þ _x2; x2Xz þ _x1; x1Xx � x2Xyg:

ð2:5Þ

Corresponding to (2.5), kinetic energies for primary and secondary motions are
as follows:

Ek1 ¼ m1

2
½ _x21 þ x21ðX2

x þ X2
z Þ�;

Ek2 ¼ m2

2
½ð _x1 þ x2XzÞ2 þ ð _x2 � x1XzÞ2 þ ðx1Xx � x2XyÞ2�;

Ek ¼ Ek1 þ Ek2:

ð2:6Þ

Here Ek is the total kinetic energy of the CVG sensitive element as a sum of the
respective kinetic energies of the decoupling frame and the proof mass.

The second term in the Lagrange function is the total potential energy of springs
in the elastic suspension of the sensitive element

Ep ¼ k1
2
x21 þ

k2
2
x22; ð2:7Þ

where k1 is the total stiffness of the elastic suspension along the axis Y (primary
motion) and k2 is the total stiffness along the axis X (secondary motion).

Combining expressions (2.6) and (2.7) into the Lagrange function and using the
result with the Lagrange Eq. (2.2) gives us the following system of two differential
equations, describing the motion of the CVG sensitive element:

ðm1 þ m2Þ€x1 þ ½k1 � ðm1 þ m2ÞðX2
x þ X2

z Þ�x1 þ m2ððXxXy þ _XzÞx2 þ 2Xz _x2Þ ¼ Q1;

m2€x2 þ ½k2 � m2ðX2
y þ X2

z Þ�x2 þ m2ð�2Xz _x1 þ ðXxXy � _XzÞx1Þ ¼ Q2:

8<
:
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These equations can now be rewritten by dividing both parts of the equations by
its corresponding higher order derivative terms coefficients (m1 þ m2 for the first
equation and m2 for the second). The result is

€x1 þ ðx2
1 � X2

x � X2
z Þx1 þ 2dXz _x2 þ dðXxXy þ _XzÞx2 ¼ q1;

€x2 þ ðx2
2 � X2

y � X2
z Þx2 � 2Xz _x1 þ ðXxXy � _XzÞx1 ¼ q2;

(
ð2:8Þ

where x2
1 ¼ k1= m1 þ m2ð Þ and x2

2 ¼ k2=m2 are the squared natural frequencies of
the primary and secondary motions, respectively, d ¼ m2= m1 þ m2ð Þ is the
dimensionless inertia asymmetry factor, q1 ¼ Q1= m1 þ m2ð Þ, q2 ¼ Q2=m2 are the
generalised accelerations from different external forces that act along respective
axes.

Equation (2.8) describes the motion of the generalised CVG with translational
sensitive element. Note that if we simply assume that the mass of the decoupling
frame is zero (m1 ¼ 0), then d ¼ 1, and we can obtain motion equations for the
single-mass CVG without decoupling frame, which, for example, corresponds to a
vibrating beam design.

Finally, Eq. (2.8) must be completed by adding damping forces terms, producing
translational sensitive element motion equations

€x1 þ 2f1x1 _x1 þ ðx2
1 � X2

x � X2
z Þx1 þ 2dXz _x2 þ dðXxXy þ _XzÞx2 ¼ q1;

€x2 þ 2f2x2 _x2 þ ðx2
2 � X2

y � X2
z Þx2 � 2Xz _x1 þ ðXxXy � _XzÞx1 ¼ q2:

(
ð2:9Þ

Here f1 and f2 are the dimensionless damping factors that correspond to the
primary and secondary motions of the sensitive element.

Equation (2.9) contain all components of the angular rate vector ~X, but only
component Xz is present as a first-order angular rate term and therefore will be
properly measured by translational CVG. Let us now assume that the angular rate
coincides with the axis Z, which means ~X ¼ f0; 0;Xg. This assumption leads to the
simpler form of motion equations as

€x1 þ 2f1x1 _x1 þ ðx2
1 � X2Þx1 ¼ q1 � 2dX _x2 � d _Xx2;

€x2 þ 2f2x2 _x2 þ ðx2
2 � X2Þx2 ¼ q2 þ 2X _x1 þ _Xx1:

(
ð2:10Þ

Taking a closer look at (2.10), one can see that in case of an ideal elastic
suspension, where there is no cross-coupling between the decoupling frame and the
proof mass, primary and secondary motions in the system are coupled only by
means of the angular rate X. It means that given the absence of any external forces
acting on the proof mass along generalised coordinate x2 (e.g. q2 ¼ 0), any forced
displacements in this direction will be caused by the angular rate alone. At the same
time, angular rate in the Eq. (2.10) is unknown and, generally speaking, varies in
time. This means that although the obtained system of sensitive element motion
equations is linear, it contains unknown time-dependent coefficients. Needless to
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say that it is quite a complicated task to find a closed-form analytical solution for
such system. However, the good news is that in order to analyse CVG dynamics
and being able to optimise its performances, we do not need to solve these equa-
tions with respect to the sensitive element displacements x1 and x2.

2.2 Rotational Sensitive Element Motion Equations

Contrary to the translational sensitive element, rotational design utilises rotation for
both primary and secondary oscillations. For this reason, it is often referred to as a
RR-gyro (rotational primary and rotational secondary motion).

Similar to the translational sensitive element, Fig. 2.2 demonstrates rotational
CVG sensitive element kinematics.

Linear (translational) springs are replaced with the rotational elastic torsions, and
generalised coordinates now represent angles rather than translational displace-
ments. Here a1 corresponds to the angle between base and the decoupling frame,
and a2 corresponds to the angle between decoupling frame and the proof mass
element. These angles are commonly referred to as Euler angles. Transformations
of the reference frame axes after each of these rotations (primary and secondary) are
demonstrated in Fig. 2.3.

Here reference frame OX1Y1Z1 is the result of rotating the reference frame OXYZ
around Y axis by the angle a1, and is fixed to the decoupling frame. Similarly,
reference frame OX2Y2Z2 is obtained by rotating frame OX1Y1Z1 by the angle a2,
and is fixed to the proof mass element.

O X

Y

Z m1

m2

Ω

α1

α2

Fig. 2.2 Rotational sensitive
element of CVG
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In order to derive rotational CVG sensitive element motion equation, we need to
start again with the proper expressions for kinetic and potential energies.

The difference with the previous case is that the motion is rotational now, and the
corresponding kinetic energy is expressed in terms of angular rate instead of
velocities and moments of inertia instead of mass:

Ek ¼ I
2
X2: ð2:11Þ

Here I is the moment of inertia of the rotating element around axis, which
coincides with the direction of the angular rate vector ~X. Apparently, this case is
slightly more complicated comparing to the translational motion of the CVG sen-
sitive element, since proper moments of inertia are applied to components of the
angular rate in different reference frames.

Initially, external angular rate vector ~X is defined by its components ~X ¼
fXx;Xy;Xzg in the reference frame OXYZ. Transformation of its components into
the reference frame OX1Y1Z1, fixed to the decoupling frame, are given by the
following expressions:

Xx1 ¼Xx cos a1 � Xz sin a1;

Xy1 ¼Xy þ _a1;

Xz1 ¼Xx sin a1 þ Xz cos a1:

ð2:12Þ

Further transformation of the angular rate into the reference frame OX2Y2Z2
assigned to the proof mass element is performed in a similar way:

O X

Y, Y1

Z

α1

α2

Z1

X1, X2

α1

α1

Z2

Y2

α2

α2

Fig. 2.3 Axes
transformations due to the
primary and secondary
motion
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Xx2 ¼ Xx1 þ _a2;

Xy2 ¼ Xy1 cos a2 þ Xz1 sin a2
Xz2 ¼ �Xy1 sin a2 þ Xz1 cos a2:

ð2:13Þ

Kinetic energy (2.11) can now be expressed in terms of different angular rates
components (2.12) and (2.13) as

Ek ¼ 1
2

I1xX
2
x1 þ I1yX

2
y1 þ I1zX

2
z1 þ I2xX

2
x2 þ I2yX

2
y2 þ I2zX

2
z2

� �
: ð2:14Þ

Here Iix, Iiy, Iiz are the moments of inertia of the ith element (i = 1 corresponds to
the decoupling frame, i = 2 corresponds to the proof mass element) around
respective axis of the corresponding reference frame.

Potential energy of the sensitive element is similar to the case of translational
motions except for the angular stiffness of the torsions instead of the springs:

Ep ¼ k1
2
a21 þ

k2
2
a22: ð2:15Þ

Here ki are the angular spring constants of the elastic suspension.
Substituting obtained expressions for the kinetic (2.14) and potential (2.15)

energies in the Lagrange Eq. (2.2) results in rather big equations that are difficult to
analyse. At the same time, these equations are nonlinear due to the presence of sine
and cosine functions of the generalised variables a1 and a2.

However, taking into consideration that elastic suspensions usually do not allow
big angular deflections, it is reasonable to assume that angles a1 and a2 are small.
Hence, obtained motion equations can be linearized using Taylor series expansion
that results in the following linear in terms of angles equations:

ðI1y þ I2yÞð€a1 þ _XyÞ þ ½k1 þ ðI1x � I1z þ I2x � I2zÞðX2
x � X2

z Þ�a1
þ ðI2x þ I2y � I2zÞXz _a2 � ðI2y � I2zÞðXxXy � _XzÞa2
þ ðI1x � I1z þ I2x � I2zÞXxXz ¼ Q1;

I2xð€a2 þ _XxÞ þ ½k2 þ ðI2y � I2zÞðX2
y � X2

z Þ�a2
� ðI2x þ I2y � I2zÞXz _a1 þ ðI2y � I2zÞXxXya1 � I2x _Xza1
� ðI2y � I2zÞXyXz ¼ Q2:

8>>>>>>>>>><
>>>>>>>>>>:

ð2:16Þ

Here Q1 and Q2 are the generalised torques acting around primary and secondary
rotations. Let us now divide both sides of the equations by the corresponding
highest derivative coefficients:
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€a1 þ _Xy þ k1
I1y þ I2y

þ I1x � I1z þ I2x � I2z
I1y þ I2y

ðX2
x � X2

z Þ
� �

a1

þ I2x þ I2y � I2z
I1y þ I2y

Xz _a2 � I2y � I2z
I1y þ I2y

ðXxXy � _XzÞa2

þ I1x � I1z þ I2x � I2z
I1y þ I2y

XxXz ¼ Q1

I1y þ I2y
;

€a2 þ _Xx þ k2
I2x

þ I2y � I2z
I2x

ðX2
y � X2

z Þ
� �

a2

� I2x þ I2y � I2z
I2x

Xz _a1 þ I2y � I2z
I2x

XxXya1 � _Xza1

� I2y � I2z
I2x

XyXz ¼ Q2

I2x
:

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

ð2:17Þ

The following new variables can now be introduced in order to simplify
Eq. (2.17):

q1 ¼ Q1=ðI1y þ I2yÞ, q2 ¼ Q2=I2x—are the generalised angular accelerations
from the corresponding external torques, x2

1 ¼ k1=ðI1y þ I2yÞ and x2
2 ¼ k2=I2x—are

the squared natural frequencies of the primary and secondary motions corre-
spondingly, g1 ¼ ðI2x þ I2y � I2zÞ=ðI1y þ I2yÞ and g2 ¼ ðI2x þ I2y � I2zÞ=I2x—are
the gyroscopic Coriolis coefficients, d1 ¼ ðI1x � I1z þ I2x � I2zÞ=ðI1y þ I2yÞ,
d2 ¼ ðI2y � I2zÞ=I2x, d3 ¼ ðI2y � I2zÞ=ðI1y þ I2yÞ—are the coefficients that can be
seen as sensitive element design parameters along with the gyroscopic coefficients.
All these coefficients allow to rewrite Eq. (2.17) as follows:

€a1 þ 2f1x1 _a1 þ ½x2
1 þ d1ðX2

x � X2
z Þ�a1 þ g1Xz _a2

� d3ðXxXy � _XzÞa2 þ d1XxXz þ _Xy ¼ q1;

€a2 þ 2f2x2 _a2 þ ½x2
2 þ d2ðX2

y � X2
z Þ�a2 � g2Xz _a1

þ d2XxXya1 � _Xza1 � d2XyXz þ _Xx ¼ q2:

8>>>><
>>>>:

ð2:18Þ

Here damping terms were also added that are characterised by the dimensionless
damping factors f1 and f2. Finally, similarly to the case of translational CVG
sensitive element, we can assume that angular rate coincides with the axis Z (e.g.
~X ¼ f0; 0;Xg). This gives us the much simpler form of the Eq. (2.18):

€a1 þ 2f1x1 _a1 þ ðx2
1 � d1X

2Þa1 ¼ q1 � g1X _a2 � d3 _Xa2;

€a2 þ 2f2x2 _a2 þ ðx2
2 � d2X

2Þa2 ¼ q2 þ g2X _a1 þ _Xa1:

(
ð2:19Þ

Rotational CVG sensitive element motion equations in the form (2.19) have
exactly the same structure as the Eq. (2.10) for the translational CVG. The only
difference is in the coefficients and meaning of the generalised coordinates, which
describe either translational or rotational motion. This fact will allow us later to
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produce a single set of CVG sensitive element motion equations, leading to unified
analysis of both types of designs.

2.3 Tuning Fork Sensitive Element Motion Equations

We have already derived motion equations for CVG sensitive elements utilising
either translational or rotational motion for both primary and secondary modes. Let
us now move on to the design that uses combination of translational and rotational
motions, namely “tuning fork” CVG. Kinematics scheme of the tuning fork sen-
sitive element is shown in Fig. 2.4.

Tuning fork sensitive element consists of two identical proof masses m1 and m2

attached using linear springs to the common frame m3, which is attached to the base
by means of elastic torsions. Proof masses are able to move along axis Y, and when
the sensitive element rotates around axis Z, due to the Coriolis force the whole
sensitive element starts to rotate around axis Z (angle a). For the sake of simplicity,
it is also assumed that the external angular rate is perfectly aligned with the axis
Z (~X ¼ f0; 0;Xg. Position of the proof masses in the reference frame fixed to the
common frame are given by the following two vectors:

~X1 ¼f0;�r þ y1; 0g;
~X2 ¼f0; r þ y2; 0g:

ð2:20Þ

O 

X 
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Z

Ω

m1 m2

α

m3

Fig. 2.4 Tuning fork
sensitive element
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Here r is the constant distance from the axis Z to the centres of the proof masses
when they are not moving, and the motion is described by the displacements y1 and
y2. Total angular rate of the frame rotation is

~X3 ¼ f0; 0;Xþ _ag: ð2:21Þ

Corresponding to (2.20) velocity vectors are as follows:

~V1 ¼ fðr � y1ÞðXþ _aÞ; _y1; 0g;
~V2 ¼ f�ðr þ y2ÞðXþ _aÞ; _y2; 0g:

ð2:22Þ

Total kinetic energy of the sensitive element obtained using velocities (2.22) for
the expression (2.3) (translational motion) and angular rate (2.21) for the expression
(2.11) (rotational motion) is

Ek ¼m1

2
ðr � y1Þ2ðXþ _aÞ2 þ _y21
h i

þ m2

2
ðr þ y2Þ2ðXþ _aÞ2 þ _y22
h i

þ I3z
2
ðXþ _aÞ2:

ð2:23Þ

Here I3z is the moment of inertia of the common frame around axis Z. Potential
energy of the elastic suspension is

Ep ¼ k1
2
y21 þ

k2
2
y22 þ

k3
2
a2: ð2:24Þ

Finally, substituting energies (2.23) and (2.24) into the Lagrange Eq. (2.2)
results in the following tuning fork sensitive element motion equations:

m1€y1 þ ðk1 � m1X
2Þy1 þ 2m1rX _aþ m1rX

2 ¼ Q1;
m2€y2 þ ðk2 � m2X

2Þy2 � 2m2rX _a� m2rX
2 ¼ Q2;

Iz€aþ k3a� 2rðm1 _y1 � m2 _y2ÞX� 2rðm1y1 � m2y2Þ _Xþ Iz _X ¼ Q3:

8<
: ð2:25Þ

Here Iz ¼ I3z þ ðm1 þ m2Þr2 is the total moment of inertia of the sensitive ele-
ment around Z axis, Qi are the generalised forces for translational variables and
torque for rotational, respectively. Also note that motion Eq. (2.25) are the linear
part of the original equations, obtained from (2.2).

Let us now divide both sides of the equations by the corresponding highest
derivative coefficients and add the damping terms:

€y1 þ ðx2
1 � X2Þy1 þ 2rX _aþ rX2 ¼ q1;

€y2 þ ðx2
2 � X2Þy2 � 2rX _a� rX2 ¼ q2;

€aþ x2
3a� 2

r
Iz
ðm1 _y1 � m2 _y2ÞX� 2

r
Iz
ðm1y1 � m2y2Þ _Xþ _X ¼ q3:

8>>><
>>>:

ð2:26Þ
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Here x2
1 ¼ k1=m1, x2

2 ¼ k2=m2 and x2
3 ¼ k3=Iz are the squared natural fre-

quencies of the corresponding motions; q1 ¼ Q1=m1, q2 ¼ Q2=m2 and q3 ¼ Q3=Iz
are the accelerations from the external forces, acting on the corresponding elements
of the sensitive element.

System of Eq. (2.26) can be further simplified if the new variable y ¼ y1 � y2 is
introduced and proof masses along with its elastic suspensions are assumed to be
identical (m1 ¼ m2 ¼ m, k1 ¼ k2 ¼ k). As a result, first two equations are reduced
to one, and the tuning fork sensitive element motion equations become

€yþ 2fyxy _yþ ðx2
y � X2Þyþ 2rXð2 _aþ XÞ ¼ qy;

€aþ 2f3x3 _aþ x2
3a� 2m

r
Iz
ðX _yþ y _XÞ þ _X ¼ q3;

8<
: ð2:27Þ

where qy ¼ q1 � q2, x2
y ¼ k=m, fy and f3 are the dimensionless damping factors of

the added damping terms.
Analysis of the motions Eq. (2.27) shows that provided masses are set to

oscillate in the opposite phases, angular motion of the sensitive element becomes
dependent on the external angular rate, which allows its measurement.

2.4 Ring-Shaped Sensitive Element Motion Equations

While all previously considered designs use lumped masses to sense Coriolis
acceleration, distributed masses are also used and provide excellent performances in
numerous applications. As an example of the distributed masses design, let us
consider ring-shaped sensitive element of CVG, shown in Fig. 2.5.

Ring-shaped sensitive element is set to oscillate along axes X and Y (primary
ring displacement x1). These oscillations could be also viewed as a standing wave
excited in the ring. When there is no external rotation applied to the sensitive

O X

Y

Z

Ω

x1

x1

x2

x2

45°

Fig. 2.5 Ring-shaped CVG
sensitive element
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element, primary wave has four nodes, where the ring displacement is zero. These
nodes are located at 45° between axes X and Y.

When the sensitive element rotates around axis Z, the primary wave starts to shift
around the ring due to the Coriolis force. As a result, secondary oscillations (ring
displacement x2) start to appear in the nodes, thus allowing measurements of the
external angular rate ~X.

Despite the fact that there are no lumped masses in the ring sensitive element, its
motion equations in terms of the primary and secondary displacements x1 and x2
still could be written in a lumped form as

€x1 þ 2fx _x1 þ ðx2 � X2Þx1 ¼ q1 � 2cX _x2 � c _Xx2;

€x2 þ 2fx _x2 þ ðx2 � X2Þx2 ¼ q2 þ 2cX _x1 þ c _Xx1:

(
ð2:28Þ

Here x is the natural frequency of the ring, f is the dimensionless damping
factor, X is the projection of the external angular rate to the axis Z, c is the
gyroscopic coupling factor (Brian coefficient), q1 and q2 are the effective acceler-
ations from external forces acting along primary and secondary displacements,
respectively. Apparently, motion Eq. (2.28) are quite similar to the translational
sensitive element equations in case when there is no decoupling frame.

2.5 Generalised Motion Equations

It is no coincidence that motion equations of all considered above sensitive element
designs look so similar, since they are all based on the same principle—Coriolis
acceleration measurement by vibrating structures. Let us now write down CVG
sensitive element motion equations in a form that is applicable to all designs:

€x1 þ 2f1x1 _x1 þ ðx2
1 � d1X

2Þx1 ¼ q1 � g1X _x2 � d3 _Xx2;

€x2 þ 2f2x2 _x2 þ ðx2
2 � d2X

2Þx2 ¼ q2 þ g2X _x1 þ d4 _Xx1:

(
ð2:29Þ

Here x1 and x2 are the generalised displacements describing primary and sec-
ondary motion of the sensitive element, either translational or rotational; x1 and x2

are the natural frequencies, f1 and f2 are the damping factors of the primary and
secondary motions correspondingly; q1 and q2 are the accelerations (either trans-
lational or rotational) from external forces/torques, X is the external angular rate,
orthogonal to the primary and secondary motions. Remaining coefficients are the
functions of the sensitive element design parameters and are given in the Table 2.1.

Note that in order to make tuning fork motion Eq. (2.27) compatible with the
generalised form (2.29), certain terms were dropped. However, these modifications
do not make the generalised form less applicable to analysis of the tuning fork
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sensitive element, since its effect is either negligibly small or removed by the
demodulation of the secondary oscillations.

Let us now finally look at the most simplified form of the generalised equations
when the external angular rate X is small comparing to natural frequency and
slowly varying, e.g. X2 � 0, X � const, and _X � 0. As a result, we obtain the most
commonly known form of CVG motion equations

€x1 þ 2f1x1 _x1 þ x2
1x1 ¼ q1 � g1X _x2;

€x2 þ 2f2x2 _x2 þ x2
2x2 ¼ q2 þ g2X _x1;

(
ð2:30Þ

where only Coriolis terms are present. Although system (2.30) is good enough to
describe CVG principles of operations, we shall use Eq. (2.29) to analyse sensitive
element motion, and to design signal processing and control algorithms. Needless to
say that if any results obtained for the Eq. (2.29), they are applicable to CVG of any
discussed above design.

Resume
Derived in this chapter, the generalised motion equations of Coriolis vibratory
gyroscopes allow us to analyse motion and optimise the design of sensitive ele-
ments and the results can be equally applicable to different designs. For apparent
reasons, not all possible designs were included in the Table 2.1. However, as
demonstrated above, motion equations for any sensitive element design could be
derived using Lagrange method, and then its essential terms can be related to the
corresponding terms in the generalised form (2.29). As soon as proper entries to
the Table 2.1 are identified, all the results and methodologies can be applied to the
specific CVG design.

Table 2.1 Design-dependent generalised equations coefficients

Design: Beam LL-gyro RR-gyro Tuning fork Ring

g1 2 2m2
m1 þm2

I2x þ I2y � I2z
I1y þ I2y

4r 2c

g2 2 2 I2x þ I2y � I2z
I2x

2mr
Iz

2c

d1 1 1 I1x � I1z þ I2x � I2z
I1y þ I2y

1 1

d2 1 1 I2y � I2z
I2x

0 1

d3 1 m2
m1þm2

I2y � I2z
I1y þ I2y

0 c

d4 1 1 1 2mr
Iz

c
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Chapter 3
Sensitive Element Dynamics

After CVG sensitive element motion equations were obtained in the previous
chapter, the next step would be to find solutions of these equations. As it has been
already mentioned, obtained equations are not quite suitable for analysis in a closed
form in terms of the primary and secondary coordinates due to the presence of the
unknown and variable angular rate as a coefficient. However, given certain
assumptions and using the fact that useful information in vibratory gyroscopes is
present in amplitudes and phases of oscillations, solutions suitable for analysis still
can be obtained.

Analysis of the sensitive element dynamics on a fixed and rotating base will be
presented in this chapter. Solutions in terms of amplitudes and phases of the pri-
mary and secondary oscillations will be obtained. Sensitive element motion tra-
jectory analysis will be presented as well. Finally, methodology of realistic
numerical simulation of CVG dynamics will be explained in detail.

3.1 Primary Motion of the Sensitive Element

Sometimes it is more convenient to view at the angular rate sensing by means of a
Coriolis vibratory gyroscope as an amplitude modulation. Indeed, output secondary
oscillations are the primary oscillations modulated by the external angular rate. This
is apparent from the analysis of the generalised motion Eq. (2.29). First equation
describes primary oscillations that are induced by the excitations system and is
coupled with the second motion equation via Coriolis term, which is linearly related
to the external angular rate.

If there is no external rotation (X ¼ 0) the motion equations become indepen-
dent set of two unconnected equations

x1
:: þ 2f1x1 _x1 þ x2

1x1 ¼ q10 sinðxtÞ;
x2
:: þ 2f2x2 _x2 þ x2

2x2 ¼ 0:

�
ð3:1Þ

Here there are no external forces are applied to the secondary motion, and q10 is
the amplitude of the accelerations from the excitations system, x is the excitation

© Springer International Publishing Switzerland 2016
V. Apostolyuk, Coriolis Vibratory Gyroscopes,
DOI 10.1007/978-3-319-22198-4_3

29

http://dx.doi.org/10.1007/978-3-319-22198-4_2


frequency. From Eq. (3.1) it is apparent that without external rotation secondary
motion is absent, and only the first equation needs to be solved.

Closed form solutions for Eq. (3.1) are

x1ðtÞ ¼C1e
�f1t sin tx1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f21

q
þ u1

� �

þ q10ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2
1 � x2

� �2 þ 4x2
1f

2
1x

2
q sin x t þ cð Þ;

x2ðtÞ ¼ 0:

ð3:2Þ

Phase shift c of the resulting primary oscillations is given by

tg cð Þ ¼ � 2f1x1x

x2
1 � x2

;

and constants C1 and u1 are determined from the initial conditions.
Analysis of the obtained solutions (3.2) shows us that settled oscillations of the

CVG sensitive element occur with an amplitude that is proportional to the excita-
tion force after natural oscillations disappear due to the damping (see Fig. 3.1).

At the same time proof mass remains motionless, and output signal from the
sensor will be zero.

Furthermore transient time of the natural oscillations will determine start-up time
of CVG, when only settled oscillations of the sensitive element remain and occur
with the constant amplitude.
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Fig. 3.1 Primary oscillations (ω1 = 1000 Hz, ω1 = ζ2 = 0.025, Ω = 0)
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A10 ¼ q10ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2
1 � x2

� �2 þ 4x2
1f

2
1x

2
q : ð3:3Þ

Since primary oscillations are the carrier that is modulated by the external
angular rate, in order to perform reliable measurements, the carrier must be highly
stable in terms of amplitude and frequency and its amplitude must be as high as
possible.

The natural way to achieve the highest amplitude of the primary oscillations is to
excite them in resonance with its eigenfrequency

x ¼ x1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2f2

q
: ð3:4Þ

In case of resonance primary amplitude (3.3) becomes

A10 ¼ q10

2f1x
2
1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f21

q : ð3:5Þ

Analysis of the expression (3.5) shows that the primary amplitude is higher
when damping f1 is lower, as well as the natural frequency x1 of the primary
oscillations.

3.2 Sensitive Element Motion on a Rotating Base

Having looked at the primary oscillations of the sensitive element and methods of
their efficient excitation, let us move on to the secondary oscillations. Studying
solutions (3.2), one could see that if external angular rate is absent then secondary
oscillations are absent as well.

Let us study now behaviour of the CVG sensitive element on the base that
rotates with constant angular rate, e.g. _X ¼ 0. Motion Eq. (2.29) takes slightly
simpler form

x1
:: þ 2f1x1 _x1 þ ðx2

1 � d1X
2Þx1 ¼ q1 � g1X _x2;

x2
:: þ 2f2x2 _x2 þ ðx2

2 � d2X
2Þx2 ¼ q2 þ g2X _x1:

(
ð3:6Þ

Unlike the set of Eq. (3.1) here we have a system of equations that are
cross-coupled by gyroscopic terms with the angular rate. Most importantly it
becomes a system of ordinary differential equations with constant coefficients.

If no external forces affect secondary motion (q2 ¼ 0) and assuming ideal elastic
suspension with no coupling, secondary motion will depend only on the angular
rate X.
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We are also interested in the forced solution of the system (3.6) since it is
responsible for the angular rate measurement, while natural solution describes
transient processes.

If excitation of the primary oscillation is harmonic, acceleration from the exci-
tation forces could be represented in a complex form as

q1 tð Þ ¼ Re q10e
ixt

� 	
: ð3:7Þ

Here ω is the excitation frequency and phase is assumed zero. Primary and
secondary oscillations of the proof mass and the decoupling frame we shall search
as a particular solution of the system (3.6) in the following form

x1ðtÞ ¼ Re A1e
ixt

� 	
;

x2ðtÞ ¼ Re A2e
ixt

� 	
:

ð3:8Þ

We search here for the forced oscillations occurring at the excitation frequency
ω, and parameters of these oscillations are described by the constant complex
primary and secondary amplitudes A1 and A2 as

A1 ¼ A10e
iu10 ;

A2 ¼ A20e
iu20 :

ð3:9Þ

Here A10, A20, u10, and u20 are the constant real amplitudes and phases of the
primary and secondary oscillations, respectively. Substituting suggested solutions
(3.8) into Eq. (3.6) we obtain the following system of algebraic equations in terms
of complex amplitudes instead of differential equations:

ðx2
1 � d1X

2 � x2 þ 2f1x1ixÞA1 þ g1ixXA2 ¼ q10;
ðx2

2 � d2X
2 � x2 þ 2f2x2ixÞA2 � g2ixXA1 ¼ 0:



ð3:10Þ

Solutions of the system (3.10) with respect to complex amplitudes are

A1 ¼ q10ðx2
2 � d2X

2 � x2 þ 2f2x2ixÞ
D

;

A2 ¼ g2q10ix
D

X;

D ¼ðx2
1 � d1X

2 � x2Þðx2
2 � d2X

2 � x2Þ
� ðg1g2x2X2 þ 4f1f2x1x2x

2Þ
þ 2ix f1x1ðx2

2 � d2X
2 � x2Þ þ f2x2ðx2

1 � d1X
2 � x2Þ� � ð3:11Þ

Using of the complex amplitude method, which is modification of the method of
averaging, results in possibility to analyse amplitudes and phases of the sensitive
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element motion instead of analysing in terms of its displacements x1 and x2. The
former are of great interest from the angular rate sensing point of view.

Looking at (3.11) one can see that the amplitude of the secondary oscillations is
almost linear function of the unknown angular rate. However, amplitudes (3.11) are
the complex valued quantities. Conversion from the complex amplitudes to the real
amplitudes and phases is performed as follows:

Ai0 ¼ Aij j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re2Ai þ Im2Ai

p
;

tanui0 ¼
ImAi

ReAi
:

ð3:12Þ

Here subscript i ¼ 1; 2 for the primary and secondary amplitude and phase.
Applying transformations (3.12) to the complex amplitudes (3.11) results in

A10 ¼
q10

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2

2 � d2X
2 � x2Þ2 þ 4f22x

2
2x

2
q

Dj j ;

A20 ¼ g2q10x
Dj j X;

ð3:13Þ

where

Dj j2 ¼ ðx2
1 � d1X

2 � x2Þðx2
2 � d2X

2 � x2Þ�
�x2ðg1g2X2 þ 4f1f2x1x2Þ

�2
þ 4x2 f1x1ðx2

2 � d2X
2 � x2Þ þ f2x2ðx2

1 � d1X
2 � x2Þ� �2

:

The real phases of the primary and secondary oscillations are given by the
following expressions:

tg /1ð Þ ¼ 2x ðx2
2 � d2X

2 � x2Þb1 þ x2f2b2
� �

ðx2
2 � d2X

2 � x2Þb2 � 4x2f2x2b1
;

tg /2ð Þ ¼ ðx2
1 � d1X

2 � x2Þðx2
2 � d2X

2 � x2Þ � x2ð4f1f2x1x2 þ g1g2X
2Þ

2x x1f1ðx2
2 � d2X

2 � x2Þ þ x2f2ðx2
1 � d1X

2 � x2Þ� � ;

ð3:14Þ

where

b1 ¼ x1f1ðx2
2 � d2X

2 � x2Þ þ x2f2ðx2
1 � d1X

2 � x2Þ;
b2 ¼ ðx2

1 � d1X
2 � x2Þðx2

2 � d2X
2 � x2Þ � x2ð4f1f2x1x2 þ g1g2X

2Þ:
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Using formulae (3.13) and (3.14) we can now study how CVG sensitive element
responds to the external angular rate and how it could be measured with the highest
possible efficiency.

Amplitude of secondary oscillations A20 (or secondary amplitude), as a function
of the excitation frequency x, is shown in Fig. 3.2.

It is apparent that maximum response to the constant angular rate is achieved
when resonance with the lower natural frequency occurs. At the same time, the
lower is damping, the higher are peaks of the secondary amplitude.

As it becomes apparent from (3.13) and (3.14), amplitude-related performances
of a CVG are strongly related to such parameters of its sensitive element as natural
frequencies and damping factors, as well as type related coefficients di. In order to
make analysis of the CVG sensitive element motion more intuitive, let us introduce
the following new variables: k ¼ x1 is the natural frequency of the primary motion,
δk = ω2/ω1 is the relative natural frequency of the secondary motion, dx ¼ x=k is
the relative excitation frequency, δΩ = Ω/k is the relative angular rate, which is
apparently small in comparison to primary natural frequency (Ω ≪ k, δΩ ≪ 1). In
terms of these new variables, expressions (3.13) for the primary and secondary
amplitudes can be rewritten as

A10 ¼
q10k2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðdk2 � d2dX

2 � dx2Þ2 þ 4f22dk2dx2
q

Dj j ;

A20 ¼ g2q10dx
Dj j dX;

ð3:15Þ
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Fig. 3.2 Secondary amplitude as a function of the excitation frequency (ω1 = 3000, ω2 = 3200,
ζ1 = ζ2 = 0.01, Ω = 1)
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and squared denominator is

Dj j2 ¼ k8 ð1� d1dX
2 � dx2Þðdk2 � d2dX

2 � dx2Þ�
�dx2ðg1g2dX2 þ 4f1f2dkÞ

�2
þ 4k8dx2 f1ðdk2 � d2dX

2 � dx2Þ þ f2dkð1� d1dX
2 � dx2Þ� �2

:

Expressions (3.15) can be simplified even further, if small relative angular rate is
assumed, e.g. δΩ ≪ 1 and δΩ2 ≈ 0:

A10 � q10

k2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� dx2Þ2 þ 4f21dx2

q ;

A20 � g2q10dx

k2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðdk2 � dx2Þ2 þ 4f22dk2dx2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� dx2Þ2 þ 4f21dx2

q dX

� g2A10dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðdk2 � dx2Þ2 þ 4f22dk2dx2

q dX:

ð3:16Þ

Expressions for the phases (3.14) are also can be rewritten in terms of relative
sensitive element parameters. In case of small relative angular rate they become

tg u1ð Þ ¼ 2dxf1
1� dx

;

tg u2ð Þ ¼ dk2 � ð1þ 4f1f2dk þ dk2Þdx2 þ dx4

2dkdxðf2 þ f1dkÞ � 2dx3ðf1 þ f2dkÞ
:

ð3:17Þ

Expressions (3.16) and (3.17) allow to analyse motion of the CVG sensitive
element in the presence of external rotation using dimensionless parameters, which
gives a certain level of generalisation of obtained results.

Another important aspect of motion equation analysis is the characteristic
equation that gives eigenfrequencies of the sensitive element. In order to obtain
characteristic equation, the differential operator s ¼ d=dt is used to transform the
motion Eq. (3.6) to the following form:

s2x1 þ 2f1x1sx1 þ ðx2
1 � d1X

2Þx1 ¼ q1 � g1Xsx2;

s2x2 þ 2f2x2sx2 þ ðx2
2 � d2X

2Þx2 ¼ q2 þ g2Xsx1:

(
ð3:18Þ

This transformed equation can be then rewritten in a matrix form as

A � x1
x2

� 
¼ q1

q2

� 
: ð3:19Þ
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where A is the principal system matrix given defined by the Eq. (3.18) terms as

A ¼ s2 þ 2f1x1sþ x2
1 � d1X

2 g1Xs
�g2Xs s2 þ 2f2x2sþ x2

2 � d2X
2

� 
: ð3:20Þ

Characteristic equation is defined as

detA ¼ 0: ð3:21Þ

Substituting expressions (3.20) into Eq. (3.21) yields the characteristic equation
as

s4 þ a3s
3 þ a2s

2 þ a1sþ a0 ¼ 0: ð3:22Þ

where coefficients aj are

a3 ¼ 2s3ðf1x1 þ f2x2Þ;
a2 ¼ s2ðx2

1 � d1X
2 þ x2

2 � d2X
2 þ 4f1x1f2x2 þ g1g2X

2Þ;
a1 ¼ 2s½f1x1ðx2

2 � d2X
2Þ þ f2x2ðx2

1 � d1X
2Þ�;

a0 ¼ ðx2
1 � d1X

2Þðx2
2 � d2X

2Þ:

Characteristic Eq. (3.22) allows analysis of stability of the sensitive element
oscillations by using Routh criteria as

a1a2a3 � a21 � a23a0 [ 0;

aj [ 0:
ð3:23Þ

Coefficients of the characteristic Eq. (3.22) are functions of the angular rate,
damping factors and natural frequencies of the system, and only angular rate is
unknown. All other parameters are subjects to design in accordance to the stability
conditions (3.23). Analysing coefficients of (3.22) one can find that stable sec-
ondary oscillations occur when the external angular rate is less than natural fre-
quency of primary oscillations:

�x1 \X\x1: ð3:24Þ

Relationships (3.24) usually are satisfied, since external angular rate is much less
than the natural frequency of primary oscillations.

Closed form solution of the complete fourth-order Eq. (3.22) is quite compli-
cated and therefore useless for subsequent analysis. However, if damping is
assumed to be negligibly small (f1 ¼ f2 ¼ 0), then all odd order terms will dis-
appear and characteristic Eq. (3.22) becomes bi-quadratic, which is being rewritten
using dimensionless variable introduced earlier, is as follows:
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s4 þ s2k2ð1� d1dX
2 þ dk2 � d2dX

2 þ g1g2dX
2Þ

þ k4ð1� d1dX
2Þðdk2 � d2dX

2Þ ¼ 0:
ð3:25Þ

Roots of Eq. (3.25) are relating to the relative eigenfrequencies dxj0 of the
primary and secondary oscillations as

s1;2 ¼ �ikdx10;

s3;4 ¼ �ikdx20:
ð3:26Þ

Solving Eq. (3.25) results in the following expressions for the eigenfrequencies:

dX2
j0 ¼

1
2

1þ dk2 � ðd1 þ d2 � g1g2ÞdX2� �
þ �1ð Þ j

2
4ðdk2 � d1dX

2Þðd2dX2 � 1Þ



þ 1þ dk2 � ðd1 þ d2 � g1g2ÞdX2� �2�1=2

ð3:27Þ

Graphic plot of the frequencies (3.27) as a functions of the external angular rate
is shown in Fig. 3.3, where relative natural frequency is dk ¼ 1:05.

When there is no external rotation, eigenfrequencies become equal to corre-
sponding natural frequencies. When external rotation is applied, these frequencies
start to shift due to the angular rate. Although this dependence does not appear to be
linear, it becomes very close to linear when natural frequencies are equal (dk ¼ 1).
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Fig. 3.3 Relative eigenfrequencies (dashed primary, solid secondary)
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Such a frequency modulation could be considered as complementary to amplitude
modulation, demonstrated by (3.15), and used to improve angular rate measure-
ments.

3.3 Modelling Proof Mass Motion Trajectory

It is possible to view the CVG sensitive element as a two-dimensional pendulum. In
presence of the constant external angular rate, trajectory of its centre of gravity
forms an ellipse, as shown in Fig. 3.4.

In this figure, a and b are the big and small half-axes of the ellipse, θ is the angle
of the ellipse rotation relatively to the axes of primary x1 and secondary x2 oscil-
lations. It is well known that these parameters (namely half-axes and angle of
rotation) depend on amplitudes and phases of primary and secondary oscillations,
which in turn depend on parameters of the sensitive element design and unknown
angular rate.

The problem, which is to be addressed in this section, is to develop and analyse a
mathematical model of the ellipse parameters as a function of the sensitive element
design and its parameters.

Without loss of generality, primary and secondary coordinates of the CVG
sensitive element in its steady motion can be represented as

x1ðtÞ ¼ A10 cosxt;

x2ðtÞ ¼ A20 cosðxt þ uÞ ¼ A20½cosxt cosu� sinxt sinu�; ð3:28Þ

x2 

x1 

a 
b 

θ

Fig. 3.4 Sensitive element
motion trajectory
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where A10 and A20 are the primary and secondary amplitudes, φ is the phase shift
between the primary and secondary oscillations, ω is the oscillations circular
frequency.

First of all, we have to exclude terms containing oscillation phase ωt from
Eq. (3.28). In order to achieve this, we express sine and cosine of the ωt from the
first equation and substitute them into the second one, yielding

x1
A10

cosu� x2
A20

¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x21

A2
10

s
sinu: ð3:29Þ

Squaring both sides of the Eq. (3.29) results in

x21
A2
10
þ x22
A2
20
� 2x1x2 cosu

A10A20
¼ sinu2: ð3:30Þ

Assuming X1 and X2 as the coordinates of the sensitive element centre of gravity
in the coordinate system that is rotated by the angle θ, it is easy relating them to the
original coordinates as

x1 ¼ X1 cos h� X2 sin h;

x2 ¼ X1 sin hþ X2 cos h:
ð3:31Þ

In terms of these coordinates ellipse equation has its conventional form

X2
1

a2
þ X2

2

b2
¼ 1:

Substituting (3.31) into (3.30) results in

X2
1
A2
20 cos

2 h� A10A20 cosu sin 2hþ A2
10 sin

2 h

A2
10A

2
20

þ X1X2
ðA2

10 � A2
20Þ sin 2h� 2A10A20 cosu cos 2h

A2
10A

2
20

þ X2
2
A2
10 cos

2 hþ A10A20 cosu sin 2hþ A2
20 sin

2 h

A2
10A

2
20

¼ sin2 u: ð3:32Þ

Apparently, in order to transform Eq. (3.32) to the conventional form, the second
term must disappear. This will occur if θ satisfies the following condition

h ¼ 1
2
tan�1 2A10A20 cosu

A2
10 � A2

20
: ð3:33Þ
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If angle θ is defined be (3.33), then half-axes of the ellipse will be given by the
following expressions:

a ¼ A10A20 sinuffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2
20 cos2 h� A10A20 cosu sin 2hþ A2

10 sin
2 h

q ;

b ¼ A10A20 sinuffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2
10 cos

2 hþ A10A20 cosu sin 2hþ A2
20 sin

2 h
q :

ð3:34Þ

Now we have to express half-axes a and b of the ellipse, and its angle of rotation
θ in terms of the sensitive element parameters and external angular rate.

In perfectly tuned CVG, where primary and secondary eigenfrequencies are
perfectly matched, phase shift is zero (u ¼ 0). This allows us to approximate
expressions (3.33) and (3.34) with the linear terms of its Taylor series represen-
tation around zero phase shift:

a � A10A20u
A20 cos h� A10 sin h

;

b � A10A20u
A10 cos hþ A20 sin h

:

ð3:35Þ

One should note that in approximations (3.35) zero phase shift results in zero big
half-axis a, which apparently is not acceptable in trajectory analysis applications.
Let us have a close look at the dependencies (3.34) for the elliptical trajectory of the
CVG sensitive element. Obviously, expression for the big half-axis has a peculiarity
in vicinity of the zero phase shift, when the denominator of the formula may
become zero. However, far from the zero phase, this function is quite smooth and
has no such peculiarities. From the extensive analysis of this dependency the fol-
lowing simple approximation is suggested:

a � A10 þ A2
20

4
ð1þ cos 2uÞ: ð3:36Þ

Dimensionless relative error of the approximation (3.36) is shown in Fig. 3.5.
Observable singularities along the zero phase shift in Fig. 3.5 demonstrate that

approximation is more relevant than the initial formula. It is easy to see that
approximation (3.36) is certainly accurate enough for small phase shifts and small
relative secondary amplitudes, which are typical for the CVG sensitive element
motions.

Let us now analyse how elliptical trajectory parameters depend on the external
angular rate and sensitive element characteristics.
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One should note that the sensitive element trajectory parameters depend on the
phase shift u ¼ u2 � u1 between primary and secondary phases. Most importantly,
based upon (3.17), phases do not depend on the angular rate.

In case of primary resonance (dx ¼ 1), sine and cosine of this phase shift can be
calculated as

sinu ¼ 1� dk2

R
;

cosu ¼ 2f2dk
R

;

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dk4 � 2ð1� 2f22Þdk2 þ 1

q
:

ð3:37Þ

Expressions (3.16) and (3.17) along with the phase shift representations (3.37)
can now be used to analyse parameters of the actual trajectory of the CVG sensitive
element.

Let us now substitute expressions (3.16) and (3.37) into the formula for the big
half-axis approximation (3.36):

a ¼ q10ð4k2R2f1 þ g22q10dX
2Þ

8k4R2f21
:

Fig. 3.5 Relative error of the big half-axis approximation
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Remembering that the relative angular rate is small (dX2 � 0Þ, big half-axis, as
expected, becomes the primary amplitude:

a � q10
2k2f1

¼ A10jdX¼1: ð3:38Þ

Small half-axis of the sensitive element trajectory after substitution is

b ¼ q10g2ð1� dk2Þffiffiffi
2

p
k2Rf1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ g22dX

2 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R4 � 2g22ðR2 � 8f22dk2ÞdX2 þ g42dX

4
qr dX;

and dropping higher powers of the angular rate results in

b ¼ q10g2ð1� dk2Þ
2k2f1½1� 2ð1� 2f22Þdk2 þ dk4� dX: ð3:39Þ

Analysing formula (3.39) is apparent that small half-axis is absent in either of
two cases: perfect match of the natural frequencies (dk ¼ 1) or absence of the
external angular rate (dX ¼ 0).

Finally, the last but not the least, angle of the trajectory rotation θ can be
calculated using the following expression:

h ¼ 1
2
arctan

4g2f2dkdX

1� 2ð1� 2f22Þdk2 þ dk4

" #
: ð3:40Þ

Similarly to the previous case, we can linearly approximate formula (3.40) for
small angular rates:

h � 2g2f2dk

1� 2ð1� 2f22Þdk2 þ dk4
dX: ð3:41Þ

Or, in case of perfectly matched primary and secondary natural frequencies
(dk ¼ 1), (3.41) becomes

h � g2
2f2

dX: ð3:42Þ

Both accurate expression (3.40) and its linear approximation (3.42) are shown in
Fig. 3.6.

From the graphs in Fig. 3.6 one can see that trajectory rotation angle is almost
linear function of the unknown angular rate, which allows to use it to measure
angular rate.
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Figure 3.7 demonstrates how trajectory approximations (3.38), (3.39) and (3.42)
related to the realistically simulated trajectory, based on the numerical solution of
the original motion equations.

Here the solid line demonstrates steady motion trajectory of the simulated CVG
sensitive element, and the dashed line corresponds to the trajectory, generated from
the obtained trajectory parameters.

Comparison with the results of numerical simulation demonstrates high accuracy
of the obtained mathematical model of the sensitive element motion trajectory.
These dependencies allow not only further analysis of the sensitive element motion,
but efficient synthesis of many different control loops improving overall CVG
performance as well.
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3.4 Numerical Simulation of CVG Dynamics Using
Simulink®

Accurate numerical simulation of CVG is essential for proper verification of the
developed mathematical models. Generalised Simulink model for CVG simulation
in an open-loop operation mode is presented in Fig. 3.8.

Here block “Angular Rate” provides angular rate as an input to the system, block
“Excitation” provides sinusoidal signal to the primary mode input, “Process Noise”
can be added to the secondary mode input, and the “Sensor Noise” can be added to
the CVG output. Secondary coordinate x2 must be demodulated by the “Secondary
Detector” to remove primary carrier signal.

To make the simulation results as realistic as possible, the following most
generalised sensitive element motion Eq. (2.29) simplified for small angular rates
(X2 � 0) will be used:

x1
:: þ2f1x1 _x1 þ x2

1x1 ¼ q1 � g1X _x2 � d3 _Xx2;

x2
:: þ2f2x2 _x2 þ x2

2x2 ¼ q2 þ g2X _x1 þ d4 _Xx1:

(
ð3:43Þ

Corresponding simulation model (contents of the “Sensitive Element Dynamics”
subsystem block in Fig. 3.8) is shown in Fig. 3.9.

Primary and secondary dynamics in this model is simulated using transfer
function block “Transfer Fcn” from Simulink. Parameters of the sensitive element
are replaced with the following variables: k1 ¼ x1, k2 ¼ x2, h1 ¼ f1, h2 ¼ f2, etc.

Demodulation of the secondary output is performed by the synchronous
demodulator (“Secondary Detector” block in Fig. 3.8) as shown in Fig. 3.10.

Secondary output is multiplied by the sinusoidal signal at the excitation fre-
quency and the result is passed through the low-pass eighth-order Butterworth filter.
Filter output is multiplied with the factor, which scales it to the rate-like output.

Excitation

Sensor Noise

x Rate

Secondary Detector CVG Output

Angular Rate

Process Noise

Rate

q1

q2

x1

x2

Sensitive Element
Dynamics

Fig. 3.8 CVG simulation model
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Resume
As demonstrated in this chapter, solutions of the CVG motion equations not only
give useful insights into how the sensitive element reacts to the external rotation,
but also allow us to calculate and optimise the main performances of these types of
gyroscopes.

Attentive readers may notice that we did not actually solve the original motion
equations, but obtained steady state solutions for amplitudes, phase, and eigenfre-
quencies related to the external angular rate. This was done due to the fact that
closed formed solutions of the original equations in terms of primary and secondary
motions, which are oscillatory, are complicated and therefore useless for further
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Fig. 3.10 Secondary detector model
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Fig. 3.9 Sensitive element dynamics model
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analysis. The good news is we do not need them, since all the important depen-
dencies from angular rate express themselves in amplitudes and phases, rather than
actual sensitive element motions. However, steady state solutions, related to con-
stant angular rate, do not allow analysis of the sensitive element behaviour when
angular rate varies in time. And this problem is yet to be solved in the next chapter.
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Chapter 4
CVG Dynamics in Demodulated Signals

In the previous chapter we analysed dynamics of the CVG sensitive element in
terms of generalised coordinates x1 and x2 that describe harmonic primary and
secondary motion correspondingly.

Being based on sensing of Coriolis acceleration due to the rotation in oscillating
structures, CVGs have a lot more complicated mathematical models, compared to
the conventional types of gyroscopes. One such complication is a result of the
useful signal proportional to the external angular rate being modulated with the
intentionally excited primary oscillations. From the mathematical modelling point
of view, this leads to necessity to “demodulate” the solution in terms of the sen-
sitive element displacements to obtain practically feasible insights into CVG
dynamics and errors. From the control systems point of view, conventional rep-
resentation of CVGs incorporates primary oscillation excitation signal as an input to
the dynamic system, and unknown angular rate as a coefficient of its transfer
functions. As a result, dynamics of CVGs has been analysed mainly in steady state,
while transient process analysis has been omitted due to its apparent complexity.

4.1 Motion Equations in Demodulated Signals

Simplified with respect to small angular rates (X2 � 0) generalised motion equa-
tions of CVG (2.29) take the following form:

x1
:: þ 2f1x1 _x1 þ x2

1x1 ¼ q1 � g1X _x2 � d3 _Xx2;

x2
:: þ 2f2x2 _x2 þ x2

2x2 ¼ q2 þ g2X _x1 þ d4 _Xx1:

(
ð4:1Þ

In the motion Eq. (4.1), angular rate X is included as an unknown and variable
coefficient rather than an input to the double oscillator system. Conventional control
systems representation of such a dynamic system is shown in Fig. 4.1.

In order to identify the angular rate one must detect secondary oscillations of the
sensitive element and measure its amplitude, which is approximately directly
proportional to the angular rate, and phase, which gives the sign.

© Springer International Publishing Switzerland 2016
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Compatible with the most control problems, CVG dynamics representation
should have the unknown angular rate as an input and its measured value as an
output.

Motion Eq. (4.1) can be further simplified by assuming that rotational and
Coriolis accelerations, acting along the primary oscillation coordinate, are negli-
gible in comparison to the accelerations from driving forces

g1X _x2 þ d3 _Xx2 � q1 tð Þ ð4:2Þ

This assumption corresponds to cutting the feedback from secondary oscillations
towards primary in Fig. 4.1. Assumption (4.2) results in the following simplified
CVG motion equations:

x1
:: þ2f1x1 _x1 þ x2

1x1 ¼ q1;

x2
:: þ2f2x2 _x2 þ x2

2x2 ¼ g2X _x1 þ d4 _Xx1:

(
ð4:3Þ

Here we also assumed that no external driving forces are affecting the secondary
oscillations, which means that q2 tð Þ ¼ 0. System of Eq. (4.3) is now perfectly
suitable for further transformations towards the desired representation in terms of
the unknown angular rate.

By means of a proper chosen phase shift of the excitation voltage applied to the
sensitive element, the excitation force could be shaped to the perfect harmonic
form. Using exponential representation of complex numbers, such a driving force
q1 tð Þ could be represented as

12
111

2 )2( −ω+ωζ+ ss
q1

q2

Ω−Ω− 31 dsg

Ω+Ω 42 dsg

x2

x1

12
222

2 )2( −ω+ωζ+ ss

Fig. 4.1 Conventional representation of CVG in control systems
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q1 tð Þ ¼ q10 sinðxtÞ ¼ Imfq10ejxtg ð4:4Þ

Here x is the excitation frequency given in radians per second, q10 is the con-
stant excitation acceleration amplitude.

Non-homogeneous solutions of the motion Eq. (4.3) for primary and secondary
oscillations are searched similar to (3.8) and (3.9) to form

x1 tð Þ ¼ ImfA1ðtÞejxtg;
A1ðtÞ ¼ A10ðtÞeju1ðtÞ;

x2 tð Þ ¼ ImfA2ðtÞejxtg;
A2ðtÞ ¼ A20ðtÞeju2ðtÞ;

ð4:5Þ

where A10 and A20 are the primary and secondary oscillation amplitudes, u10 and
u20 are the corresponding phase shifts relative to the excitation force. Although
these quantities are real (non-imaginary), they are combined in complex amplitude–
phase variables A1 and A2. Note that contrary to the (3.8) and (3.9) these amplitudes
and phases now vary in time.

Substituting expressions (4.4) and (4.5) into Eq. (4.3) results in the following
motions equations in terms of the complex amplitude–phase variables rather than
real generalised coordinates:

A1

::

þ2ðf1x1 þ jxÞ _A1 þ ðx2
1 � x2 þ 2jxx1f1ÞA1 ¼ q10;

A2

::
þ2ðf2x2 þ jxÞ _A2 þ ðx2

2 � x2 þ 2jxx2f2ÞA2

¼ ðjxg2Xþ d4 _XÞA1 þ g2 _A1X:

8>><
>>: ð4:6Þ

Equation (4.6) describes variations of the amplitude and phase of the primary
and secondary equations in time with respect to the unknown non-constant angular
rate XðtÞ. This allows conducting analysis of the Coriolis vibratory gyroscope
dynamics without constraining the angular rate to be constant or slowly varying.

Analysing system (4.6), one can see that the first equation can be solved sepa-
rately from the second one. After homogeneous solutions of the first equation faded
out, only non-homogenous solution remains. In this case, steady amplitude of the
primary oscillations is

A1 ¼ q10
x2
1 � x2 þ 2jx1f1x

; ð4:7Þ

and it is constant in time, yielding A1

::
¼ _A1 ¼ 0. Indeed, most of the time mea-

surements of the angular rate are performed when primary oscillations have already
settled. As a result, only equation for the secondary oscillations remains, in which
the complex primary amplitude A1 is just a constant parameter given by (4.7):
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A2

::
þ2ðf2x2 þ jxÞ _A2 þ ðx2

2 � x2 þ 2jxx2f2ÞA2 ¼ ðjxg2Xþ d4 _XÞA1: ð4:8Þ

Equation (4.8) now describes amplitude and phase of the secondary oscillations
with respect to the settled primary oscillations.

4.2 CVG Transfer Functions

Having CVG sensitive element motion equation in the form (4.8), allows analysis
of its transient processes in amplitudes and phases with respect to arbitrary angular
rates applied to the system. Application of the Laplace transformation to Eq. (4.8)
with respect to zero initial conditions for all time-dependent variables results in the
following expressions:

½ðsþ jxÞ2 þ 2f2x2ðsþ jxÞ þ x2
2�A2ðsÞ ¼ A1½d4sþ jg2x�XðsÞ: ð4:9Þ

Solution of the algebraic Eq. (4.9) for the secondary amplitude–phase Laplace
transform is

A2ðsÞ ¼ A1ðd4sþ jg2xÞ
ðsþ jxÞ2 þ 2f2x2ðsþ jxÞ þ x2

2

XðsÞ: ð4:10Þ

Considering the angular rate as an input, the system transfer function for the
secondary amplitude–phase is

W2ðsÞ ¼ A2ðsÞ
XðsÞ ¼ A1ðd4sþ jg2xÞ

ðsþ jxÞ2 þ 2f2x2ðsþ jxÞ þ x2
2

¼ q10ðd4sþ jg2xÞ
½ðsþ jxÞ2 þ 2f2x2ðsþ jxÞ þ x2

2�½x2
1 � x2 þ 2jxx1f1�

:

ð4:11Þ

One should note that transfer function (4.11) has complex coefficients, which
results in the complex system outputs as well. Although it is somewhat unusual, it
still enables us to analyse CVG dynamics and transient processes due to the angular
rate in an open-loop dynamic system.

Transfer function (4.11) describes demodulated dynamics of CVG in case of
arbitrary changing secondary amplitudes. However, if angular rate is slowly varying
compared to the primary oscillations, which is true for most of CVG applications,
secondary amplitude can be considered slowly varying as well. This assumption
allows us to neglect higher order derivatives of the secondary amplitude in
Eq. (4.8), e.g. €A2 � 0. Neglecting the second-order derivative yields
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2ðf2x2 þ jxÞ _A2 þ ðx2
2 � x2 þ 2jxx2f2ÞA2 ¼ ðjxg2Xþ d4 _XÞA1; ð4:12Þ

and the corresponding angular rate transfer function becomes

W2ðsÞ ¼ q10ðd4sþ jg2xÞ
½2f2x2sþ x2

2 � x2 þ j2xðf2x2 þ sÞ�½x2
1 � x2 þ 2jxx1f1�

: ð4:13Þ

Complex transfer function (4.13) is simpler in comparison to the function (4.11)
and could replace it in certain specific problems when slowly-varying angular rate
analysis is required.

While simulating dynamics of CVG based on the complex amplitude–phase
transfer functions (4.11) or (4.13) one could have problems dealing with complex
coefficients of these transfer functions. One way to avoid this problem is to consider
real and imaginary parts of complex amplitude as separate signals, which are then
combined together to produce real amplitude and phase. In order to obtain transfer
functions for such signals let us represent primary and secondary amplitudes as:

A1 ¼ A1R þ jA1I ;

A2 ¼ A2R þ jA2I :
ð4:14Þ

Primary oscillations components can be easily found by means of substituting
expressions (4.14) into formula (4.7) thus resulting

A1R ¼ q10ðx2
1 � x2Þ

ðx2
1 � x2Þ2 þ 4x2

1f
2
1x

2
;

A1I ¼� 2q10jxx1f1
ðx2

1 � x2Þ2 þ 4x2
1f

2
1x

2
:

ð4:15Þ

At the same time, substituting expressions (4.15) into the motion Eq. (4.8), and
applying Laplace transformation with zero initial conditions gives

ðx2
2 � x2 þ 2x2f2sþ s2ÞA2RðsÞ � 2xðx2f2 þ sÞA2IðsÞ

¼ ðA1Rd4s� A1Ig2xÞXðsÞ;
ðx2

2 � x2 þ 2x2f2sþ s2ÞA2IðsÞ þ 2xðx2f2 þ sÞA2RðsÞ
¼ ðA1Id4sþ A1Rg2xÞXðsÞ:

8>>>><
>>>>:

ð4:16Þ

Resolving algebraic system (4.16) with respect to the unknown real and imag-
inary parts of the secondary complex amplitude results in
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A2RðsÞ ¼A1RMRRðsÞ þ A1IMRIðsÞ
PðsÞ XðsÞ;

A2IðsÞ ¼A1RMIRðsÞ þ A1IMIIðsÞ
PðsÞ XðsÞ:

ð4:17Þ

Here the numerator polynomials from the real and imaginary parts of primary
amplitudes are given by the following expressions:

MRRðsÞ ¼ sðx2
2 þ 2x2f2sþ s2Þ � x2ðd4s� 2g2ðsþ x2f2ÞÞ;

MRIðsÞ ¼ x½2d4sðsþ x2f2Þ � g2ðx2
2 � x2 þ 2x2f2sþ s2Þ�;

MIIðsÞ ¼ 2x2g2ðsþ x2f2Þ þ d4sðx2
2 � x2 þ 2x2f2sþ s2Þ�;

MIRðsÞ ¼ x½g2ðx2
2 � x2 þ 2x2f2sþ s2Þ � 2d4sðsþ x2f2Þ�;

PðsÞ ¼ 4ðsþ x2f2Þ2x2 þ ðx2
2 � x2 þ 2x2f2sþ s2Þ2:

ð4:18Þ

Obtained expressions (4.15), (4.17), and (4.18) allow analysis of CVG dynamics
in control system without necessity to involve complex-valued signals.

4.3 Amplitude and Phase Responses

In order to calculate the amplitude response of the system using transfer function
(4.11), Laplace variable s must be replaced with the Fourier variable jk, where k is
the frequency of the angular rate oscillations:

W2ðjkÞ ¼ jq10ðd4kþ g2xÞ
½x2

2 � ðkþ xÞ2 þ 2jf2x2ðkþ xÞ�½x2
1 � x2 þ 2jxf1x1�

: ð4:19Þ

Absolute value of the complex function (4.19) is the amplitude response of the
secondary oscillations amplitude to the harmonic angular rate, and the corre-
sponding phase of the complex function is the phase response:

AðkÞ ¼ q10ðd4kþ g2xÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðx2

2 � ðkþ xÞ2Þ2 þ 4f22x
2
2kþ xÞ2�½ðx2

1 � x2Þ2 þ 4f21x
2
1x

2�
q ;

uðkÞ ¼ tan�1 ½x2
2 � ðkþ xÞ2�½x2

1 � x2� � 4x1x2f1f2xðkþ xÞ
2½x2f2ðkþ xÞðx2

1 � x2Þ þ x1f1xðx2
2 � ðkþ xÞ2Þ�

( )
:

ð4:20Þ

One should note that assuming constant angular rate (k ¼ 0) in the expressions
(4.20) the derived earlier expressions for the amplitude and phase of the secondary
oscillations could be obtained.
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Analysis of the expressions (4.20) shows that effect from the oscillating angular
rate is practically equivalent to shift of the excitation frequency by the frequency of
the angular rate. This causes CVGs, especially those with high Q-factor, to loose its
resonant tuning, which in turn results in significant variation of its scale factor
(dynamic error). Solution of this problem by means of proper choice of natural
frequency split and damping will be considered later in this book.

4.4 Stability and Transient Process Optimisation

Both stability and unit-step transient process quality depend on position of the
system poles in the real–imaginary plane. CVG operation in demodulated signals is
described by the derived earlier system transfer function (4.11).

Poles of the transfer function (4.11) are as follows:

s1;2 ¼ �x2f2 � jx2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f22

q
� jx: ð4:21Þ

Analysing expressions (4.21), it is easy to see that CVGs are inherently stable.
Indeed, if the relative damping coefficient f2 � 1, then real parts of the poles are

�x2f2\0

If the relative damping coefficient f2 [ 1, then real parts are

�x2ðf2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
f21 � 1

q
Þ\0

Ideal (half-oscillatory) unit-step angular rate transient process in secondary
oscillations amplitude is achievable if imaginary parts of the poles (4.21) are zero.
One pole has large imaginary part

�x2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f22

q
� x\0;

which is always way below zero, and corresponds to high frequency oscillations in
the envelope. The second pole is responsible for the low frequency oscillations, and
is the most essential for the transient process. For this pole the ideal transient
process condition has the following form:

x2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f22

q
� x ¼ 0 ) x2 ¼ xffiffiffiffiffiffiffiffiffiffiffiffiffi

1� f22

q : ð4:22Þ
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For example, if primary oscillations are excited in pure resonance for better
sensitivity, Eq. (4.22) is transformed to

x2 ¼ x1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2f21
1� f22

s
: ð4:23Þ

As a result, in order to provide ideal transient process for the secondary oscil-
lations amplitude, one should design sensitive element of CVG with the natural
frequency of the secondary oscillations according to (4.23).

Another important performance feature of a system transient process is its set-
tling time, which is defined by the real part of the system poles and can be
approximated as

T ¼ � lnðeÞ
x2f2

: ð4:24Þ

Here ε is the error tolerance (ε = 0.01 for 1 % tolerance). From this dependence
one can see, that in order to minimise settling time, denominator x2f2 must be
maximised. Since sensitivity of CVG is inversely related to its natural, reducing its
damping along with the natural frequencies will increase its transient process set-
tling time.

Another consequence of the presented above analysis of the system poles and its
transient process is that actual amplitude of the secondary oscillations is mainly
defined by the low frequency pole, while effect from the high frequency pole can be
neglected, since it will be removed during demodulation process. In other words,
predominant behaviour is a slow variation of the amplitude and phase, which is
represented by the system transfer function (4.13). Single pole of this transfer
function is

s1 ¼� x2
2 � x2 þ 2jxf2x2

2ðf2x2 þ jxÞ

¼ � x2f2
x2
2 þ x2

2ðf22x2
2 þ x2Þ þ j

x2
2x� 2x2

2f
2
2x� x3

2ðf22x2
2 þ x2Þ : ð4:25Þ

Ideal unit-step transient process achieved when imaginary part of the (4.25)
equals to zero, which in turn gives

x ¼ x2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2f22

q
: ð4:26Þ

which apparently is the eigenfrequency of the secondary oscillations. However, as it
has been mentioned earlier, better sensitivity is achieved when the sensitive element
is driven in the primary resonance, which means

54 4 CVG Dynamics in Demodulated Signals



x ¼ x1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2f21

q
:

In this case

x2 ¼ x1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2f21
1� 2f22

s
: ð4:27Þ

Although this formula is somewhat different from the obtained earlier depen-
dence (4.23), actual values are quite close. If the secondary natural frequency is
chosen accordingly to (4.27) then the pole (4.25) becomes

s1 ¼ �x1f2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2f21
1� 2f22

s
¼ �x2f2: ð4:28Þ

Obviously, unit-step settling time is still given by the expression (4.24), and all
the hints to the settling time minimization remain the same.

Let us now demonstrate, by means of numerical simulations, how the suggested
here choice of the excitation frequency and damping affects a unit-step angular rate
transient process. Realistic numerical simulation is based on the approach described
in Sect. 3.4. In addition to that, we would like to demonstrate how to run simu-
lations using real and imaginary transfer functions (4.18) and to verify its perfor-
mances in comparison to realistic sensitive element simulations. Simulink model,
used to simulate CVG with real and imaginary transfer functions, is shown in
Fig. 4.2.

Simulation results for these models are shown in Figs. 4.3 and 4.4, where solid
line corresponds to the realistic model output, dotted line corresponds to the
“realistic” reference output, and dashed line shows the input angular rate.
Parameters of the simulations are as follows: x1 ¼ 1000p, x2 ¼ 1:05x1,
f1 ¼ f2 ¼ 0:025, x ¼ x1 for the non-optimised transient process, and x2 ¼
0:987x1 for the optimised in Fig. 4.4.

In the first case in Fig. 4.3, transient process for the non-optimised CVG is
expressing significant overshoot and clear oscillatory behaviour. In the second case,

1

Output
Rate

SF

Scale 
Factor

Mri(s)

P(s)

RealA1I

Primary
Amplitude

sqrt

u2

u2

Mii(s)

P(s)

Imaginary

1

Input 
Rate

Fig. 4.2 Real and imaginary transfer functions model
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secondary natural frequency is chosen according to (4.23), which resulted in
half-oscillation transient process as expected.

From the graphs in Figs. 4.3 and 4.4, one can also see that “realistic” transient
process is somewhat different from the “complex” (based on real and imaginary
transfer functions) one. This is believed to be the result of demodulation with the
fixed phase shifted signal, while the actual phase shift varies in time. At the same
time, “complex” output is much closer to the real secondary oscillations envelope,
than the demodulated “realistic”.
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Fig. 4.3 Non-optimised transient process. (solid real and imaginary transfer functions model,
dashed input angular rate, dotted realistic simulations output)
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Fig. 4.4 Non-optimised transient process. (solid real and imaginary transfer functions model,
dashed input angular rate, dotted realistic simulations output)
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4.5 Simplified CVG Transfer Function and Its Accuracy

There is quite an important special case, when complex transfer functions transform
to the simple real-valued one. Assuming equal primary and secondary natural
frequencies (x1 ¼ x2 ¼ k), equal damping ratios (f1 ¼ f2 ¼ f), resonance excita-

tion (x ¼ k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2f2

p
), and constant angular rate, one can easily obtain

A20ðsÞ ¼ g2q10
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2f2

p
4fk2ð1� f2Þðsþ kfÞXðsÞ: ð4:29Þ

In this case, secondary amplitude (4.29) is related to the input angular rate by
means of the following transfer function:

W20ðsÞ ¼ A20ðsÞ
XðsÞ ¼ q10g2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2f2

p
4k2fð1� f2Þðsþ kfÞ : ð4:30Þ

As one can see, the simplified CVG transfer function (4.30) describes a simple
first-order system with exponential (non-oscillatory) transient process.

When damping is small, e.g. f2 � 1, transfer function (4.30) can be rewritten as
follows:

W20ðsÞ � q10g2
4k2fðsþ kfÞ : ð4:31Þ

Finally, transfer function (4.31) relates angular rate to the secondary oscillations
amplitude. However, more appropriate would be to consider transfer function
relating unknown input angular rate to the measured angular rate, which can be
easily obtained from (4.31) by dividing it on the steady state scale factor. The
resulting transfer function is

WðsÞ ¼ kf
sþ kf

: ð4:32Þ

Transfer function (4.32) represents a CVG system, shown in Fig. 4.5.
Here X�ðsÞ is the measured by CVG external angular rate.
Needless to say, that possibility to use transfer functions (4.30)–(4.32) for

“non-tuned” CVG as well is highly desired. Therefore, let us evaluate accuracy of
the function (4.32) in representing general case of CVG sensitive element
dynamics.

In order to do that, let us compare transient processes produced by the simplified
transfer function and by a numerical solution of Eq. (4.1) with subsequent
demodulation. As a performance criterion the following integral function is used:
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Jðdk; dfÞ ¼
ZT
0

½A20ðtÞ � A�
20ðtÞ�2dt: ð4:33Þ

Here dk ¼ x2=x1 is the ratio of the natural frequencies, df ¼ f2=f1 is the ratio
of the relative damping ratios, A�

20ðtÞ is the demodulated secondary amplitude
produced by the “realistic” model. Graphic plot of the functional (4.33) is shown
below in Fig. 4.6.

Here, the central darker area corresponds to the perfectly tuned device (dk ¼ 1,
df ¼ 1). One can see that wide range of sensitive elements with varying ratio of the
natural frequencies and ratio of relative damping still could be represented by the
transfer function (4.32) with acceptably low integral error (4.33).

4.6 Trajectory Rotation Transfer Function

In the previous chapter, it has been shown that in general case motion trajectory of
the CVG sensitive element is an ellipse. Angle of the trajectory rotation in steady
state is proportional to the angular rate. After simplified transfer functions of CVG
sensitive element were derived, let us now derive transfer functions for trajectory
angle of rotation and analyse corresponding transient processes.

As has been demonstrated in the previous section, Laplace transformation of the
secondary amplitude with respect to settled primary oscillations and in case of the
small damping is

)(sΩ
)(sW

)(s∗Ω

Fig. 4.5 CVG in control systems

Fig. 4.6 Integral error
of the transient process
representation
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A20ðsÞ ¼ q10g2
4k2fðsþ kfÞXðsÞ: ð4:34Þ

Constant real amplitude of the primary oscillations from (4.7) is

A10 ¼ q10ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2

1 � x2Þ2 þ 4x2
1f1x

2
q ; ð4:35Þ

Trajectory angle of rotation, given by (3.23) is

h ¼ 1
2
tan�1 2A10A20 cosu

A2
10 � A2

20
;

where

cosu ¼ 2fdkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dk4 � 2ð1� 2f2Þdk2 þ 1

q :

Substituting expressions (4.34) and (4.35) into (3.23) results in the following
expression for the trajectory angle of rotation in Laplace domain:

hðsÞ ¼ 1
2
tan�1 4g2kðsþ kfdkÞ cosu

½4ðsþ kfdkÞ2 � g22k
2dX2ðsÞ� dXðsÞ

" #
: ð4:36Þ

Here dk ¼ x2=x1, k ¼ x1, dXðsÞ ¼ XðsÞ=x1. Apparently, expression (4.36) is
non-linear in terms of the input angular rate. However, taking into account that
relative angular rate is small (dX � 1), expression (4.36) can be linearised with
respect to the small dX as follows:

hðsÞ � g2kfdk

ðsþ kfdkÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dk4 � 2ð1� 2f2Þdk2 þ 1

q dXðsÞ: ð4:37Þ

Finally, remembering that dk ¼ 1 as was assumed for (4.34), expression (4.37)
can be further simplified to

hðsÞ � g2k
2ðsþ kfÞ dXðsÞ: ð4:38Þ

Steady state of the obtained expression (4.38) is in a perfect agreement with the
previously published steady state expressions for the motion trajectory angle of
rotation (3.32).

Corresponding to (4.38) transfer functions from the relative angular rate to the
trajectory rotation angle is as follows:

4.6 Trajectory Rotation Transfer Function 59

http://dx.doi.org/10.1007/978-3-319-22198-4_3
http://dx.doi.org/10.1007/978-3-319-22198-4_3
http://dx.doi.org/10.1007/978-3-319-22198-4_3


WX
h ðsÞ ¼

hðsÞ
dXðsÞ ¼

g2k
2ðsþ kfÞ : ð4:39Þ

Transfer functions (4.39) can now be used to synthesise systems to control
sensitive element motion trajectory as well as to implement advanced methods of
the angular rate measurements.

Numerical simulation of the sensitive element motion trajectory based on
Eq. (4.1) is shown in Fig. 4.7.

Primary oscillations are assumed to be already settled and constant angular rate
is applied. Corresponding simulations for the angle of trajectory rotation are shown
in Fig. 4.8.

Here dashed line corresponds to the simplified approximation (4.38). One can
see that significant steady state error is present, which reduced usability of the
derived simplified model (4.38).

Analysing expression (4.38) one can see that in steady state (s = 0) value of the θ
angle is given by the simple ratio g2=2f. From the numerical simulation in Fig. 4.8
(dashed line) it is apparent that this value is not sufficiently accurate, while dynamic
part appears to be acceptable. More accurate steady state value can be obtained
directly from the expression (4.36), which results in the following improved
approximation:

hðsÞ ¼ 1
2
tan�1 4g2fdkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

dk4 � 2ð1� 2f2Þdk2 þ 1
q

2
64

3
75 fkdk
sþ fkdk

dXðsÞ: ð4:40Þ
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Fig. 4.7 CVG sensitive
element motion trajectory
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Or in case of the sensitive element with matching natural frequencies

hðsÞ ¼ 1
2
tan�1 4g2ffiffiffi

2
p

� �
fk

sþ fk
dXðsÞ: ð4:41Þ

Dotted line in Fig. 4.8 represents transient process simulated using (4.41).
Apparently, these improved approximations are closer to the results of the direct
simulations.

The following transfer function can be written similarly to (4.39):

Wh
XðsÞ ¼

hðsÞ
dXðsÞ ¼

1
2
tan�1 4g2ffiffiffi

2
p

� �
fk

sþ fk
: ð4:42Þ

Obtained transfer functions for measured angular rate and for the angle of
sensitive element trajectory rotation can now be used to develop signal processing
systems as well as sensitive element control loops.

Resume
Mathematical model of CVG sensitive element in terms of demodulated signals led
us to the important results, namely CVG transfer functions, where the external
angular rate is no longer a coefficient, but an input to the system. More importantly,
we can now analyse CVG sensitive element dynamics in terms of variable envelope
amplitudes, instead of oscillatory primary and secondary motions. The simplicity of
the obtained models allows efficient calculation and optimisation of main CVG
performances, and, what is even more important, to synthesise signal processing
and control systems using conventional methodologies.

0.00 0.05 0.10 0.15 0.20
0.0

0.2

0.4

0.6

0.8

t, s

, r
ad

θ

Fig. 4.8 Transient process simulations. (solid accurately simulated, dashed simplified approx-
imation, dotted improved approximation)
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Chapter 5
Sensitive Element Design Methodologies

Analysis of CVG-sensitive element motion equations and its solutions studied
earlier allows us to derive expressions for major measurement performances and
errors of CVG. This, in turn, makes possible to optimise performances by proper
selection of the sensitive element parameters, as well as to reduce or even eliminate
CVG measurement errors.

5.1 Optimal Excitation of the Primary Oscillations

Coriolis vibratory gyroscopes fabricated in miniature sizes by means of microma-
chining technologies, as well as many of the modern microelectromechanical
systems (MEMS), use interdigitated microstructures both as an actuating and
sensing component. A photograph of the typical interdigitated microstructure,
which is part of the micromechanical gyroscope excitation system and often
referred to as an electrostatic comb drive, is shown in Fig. 5.1.

Currently developed theories of the interdigitated microstructures that enable the
analysis of non-linear effects are quite complicated. As a result, designers of MEMS
still have the tendency to use numerical finite element method (FEM) simulations in
order to model microsystems with electrostatic comb drives. Despite increased
computational capabilities of the modern computers, complete FEM calculations
still remain extremely time-consuming. Nevertheless, numerical approaches do not
allow analytical analysis of the comb drive-based excitation systems. Hence the
problem of creating a simple approximate approach to analyse the comb
drive-based excitation systems to account for the essential for micromechanical
gyroscope performances non-linear effects is addressed in this section.

Let us first consider operation of the primary oscillation excitation system.
Circuit in Fig. 5.2 can describe general method of the resonator driving by means of
a comb drive.

Here V1 is the voltage applied to stators (fixed parts) of the comb drives 1 and 2,
V0 is the bias voltage applied to the inner moving mass, u is the phase shift between
voltages applied to the first and second comb drives. Total electrostatic force acting
on the mass along the X-axis in this case can be determined as
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Fx ¼ ðV1ðsþ uÞ � V0Þ2
2

dC1

dx
þ ðV1ðsÞ � V0Þ2

2
dC2

dx
; ð5:1Þ

where C1 and C2 are the capacitances of the comb drives 1 and 2 (Fig. 5.2)
respectively, x is the displacement of the mass along the corresponding axis, τ is the
phase of the driving voltage V1. In case of the symmetrical and linear comb drives,
where capacitances at the tips are negligible

dC1

dx
� � dC2

dx
¼ dC

dx
� const;

and the force (5.1) will become

Fx ¼ 1
2
½ðV1ðsþ uÞ � V0Þ2 � ðV1ðsÞ � V0Þ2� dCdx : ð5:2Þ

Fig. 5.1 Comb drive of
micromechanical gyroscope

V0V1

ϕ

1

2

X

Fig. 5.2 Resonator driving
principle

64 5 Sensitive Element Design Methodologies



In micromechanical vibratory gyroscopes we usually want to have primary
oscillations to have harmonic shape to make demodulation process as accurate as
possible. We can assume therefore that V1 ¼ V sinðxtÞ, V0 ¼ VdV . As a result,
expression (5.2) becomes

Fx ¼ V2

2
½ðsinðxt þ uÞ � dVÞ2 � ðsinðxtÞ � dVÞ2� dC

dx
: ð5:3Þ

It is apparent that the only parameter capable of affecting the shape of the
excitation force (5.3) is the phase shift u between voltages on the comb drives. Let
us determine this phase shift from the maximum efficiency criterion. If the driving
force does not depend on the displacement x, efficiency of the comb drive can be
evaluated as

P dV ;uð Þ ¼
Z2p
0

FxðsÞ½ �2ds

¼ p
2
ð1þ 8dV2 þ cosðuÞÞ sin2 u

2

� �
� V2 dC

dx

� �2

:

ð5:4Þ

Graphic plot of the numerically calculated performance criterion (5.4) is shown
in Fig. 5.3.

Analysing the graph in Fig. 5.3, one should clearly see different optimal modes
of excitation corresponding to different values for bias voltage dV . Let us identify
these modes.

Maximum efficiency values for the phase shift u and the voltage ratio dV as a
parameter can be determined from the following equation

dPðdV ;uÞ
du

¼ 0 ) ð4dV2 þ cosuÞ sinu ¼ 0: ð5:5Þ

Fig. 5.3 Comb drive
efficiency
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Solving Eq. (5.5) yields maximum efficiency phases given by the following
equations:

u ¼ arccosð�4dV2Þ; dV\
1
2

� �
;

u ¼ p; dV � 1
2

� �
; ð5:6Þ

u ¼ p
2
; dV ¼ 0ð Þ:

Efficiency plot for the maximum efficiency modes given by the different bias
voltages in expressions (5.6) is shown in Fig. 5.4.

It is apparent that there are two different optimal phase shifts for different values
of the bias dV , leading to the two essentially different driving modes for the primary
excitation: without bias voltage (grounded mass), and with bias, which is larger
than a half of the driving voltage amplitude.

Total electrostatic forces acting on the mass in these modes will be determined
by means of the following formula:

Fx ¼ DðtÞ dC
dx

: ð5:7Þ

Here DðtÞ is the driving function, which is different for the two modes and can
be calculated as
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Fig. 5.4 Efficiency at different bias voltages (solid dV ¼ 0:5, dashed dV ¼ 0)
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DðtÞ ¼ 2V2dV sinðxtÞ; dV � 1
2
;

DðtÞ ¼ V2

2
cosð2xtÞ; dV ¼ 0:

ð5:8Þ

It has to be noted that “biased” mode (dV � 1=2) results in a larger driving force
(higher efficiency) comparing with “grounded” mode (dV ¼ 0). At the same time,
driving force in the “grounded” mode will actuate with doubled frequency
regarding to driving voltage frequency (see Fig. 5.5).

This effect of doubling frequency leads to possibility to separate excitation
voltage from the sensing in the frequency domain. As a result, better signal to noise
ratios can be achieved.

During all derivations presented above it was assumed that force does not
depend on mass displacement. It means that dC=dx � const, which is almost true
for the small displacements. But in some applications of the comb drives it is
necessary to achieve large displacement of the mass. The latter is often the case
with the micromechanical gyroscopes, when higher amplitude of primary oscilla-
tions leads to higher sensitivity to the angular rate. In this case capacitance deriv-
ative is no longer constant and depends on displacements in a non-linear way.

Let us calculate capacitance for the comb structure cell that is shown in Fig. 5.6.
There are four basic capacitances in this structure: Cix and Ciy—between stator

(i = 1) and mass (i = 2) in the X and Y direction respectively. Other dimensions are
Li, Bi and H—length, width and height of the comb drive finger. Initial position of
the mass in the shown reference system will be defined by means of four gaps Gix

and Giy. If displacement of the mass relatively to stator will be defined by two
variables x and y then corresponding capacitances will be

C1x ¼ ee0B1H
G1x � x

; C2x ¼ ee0B2H
G2x � x

;

C1y ¼ ee0 L0 þ xð ÞH
G1y þ y

; C2y ¼ ee0 L0 � xð ÞH
G2y � y

:

ð5:9Þ
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Here L0 is the initial overlapping length, such as L0 ¼ L2 � G1x ¼ L1 � G2x.
Total capacitance between mass and stator will be a sum of all capacitances:

Cðx; yÞ ¼ C1x þ C2x þ C1y þ C2y

¼ nee0H
B1

G1x � x
þ B2

G2x � x

�
þ L0 þ x
G1y þ y

þ L0 þ x
G2y � y

�
:

ð5:10Þ

Here n is the total number of the elementary cells in the comb drive. Such
capacitance will be no longer linear function of the displacements. Dependence of
the capacitance from the displacements in x direction is presented in Fig. 5.7.

Apparently, for large displacements both along x and y coordinates we observe
non-linearity in the capacitance, given by the expression (5.10). In Fig. 5.8 one can
see the section of the graph in Fig. 5.7 along the x-axis.

Here dashed line corresponds to the “linear” capacitance, where tip widths B1

and B2 in (5.10) were neglected (set to zero). From this graph one can see that
“linear” capacitance approximation is noticeably different from the actual one.

With respect to (5.10), capacitances C1 and C2 in (5.1) for the symmetrical comb
drive will be

G1y

G2y

1

2

G1x

G2x

X

Y

Fig. 5.6 Elementary comb drive cell

Fig. 5.7 Capacitance as
a function of x and
y displacements
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C1 x; yð Þ ¼ C x; yð Þ;
C2 x; yð Þ ¼ C �x; yð Þ; ð5:11Þ

and hence correspondent derivatives for the force (5.1) can be represented as
follows

dC1

dx
¼ Hnee0

B1

G1x � xð Þ2 þ
B2

G2x � xð Þ2 þ
1

G1y þ y
þ 1
G2y � y

�
;

"

dC2

dx
¼ �Hnee0

B1

G1x þ xð Þ2 þ
B2

G2x þ xð Þ2 þ
1

G1y þ y
þ 1
G2y � y

�"
:

ð5:12Þ

Looking at the expressions (5.12) one can see that the displacements in the x
direction will result in changes of the force in y direction as well. For some
applications, such as comb driven micromechanical gyroscopes with double folded
proof mass suspension, this will cause significant bias.

What else is important to note, is the absence of the overlapping length L0 in the
expression (5.11). This means, that actuation force does not depend on the over-
lapping length, while it is still present in the side force derivatives (5.12). From this
point of view, introducing overlap diminishes influence of the primary oscillations
on the quadrature mass motion.

Let us consider now force in the x direction for the non-linear capacitance comb
drive. For the small displacements in x direction we can approximate derivatives in
(5.11) by linear dependencies

dC1

dx
� nHee0 a0 þ a1xð Þ;

dC2

dx
� �nHee0 a0 � a1xð Þ:

ð5:13Þ
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Here the coefficients are given by the following expressions:

a0 ¼ B1

G2
1x
þ B2

G2
2x
þ 1
G1y þ y

þ 1
G2y � y

;

a1 ¼ 2
B1

G3
1x
þ B2

G3
2x

� �
:

Thus net force acting on the mass in case of harmonic excitation with respect to
(5.1) and (5.13) will be

Fx ¼ nHV2ee0
2

ða0 þ a1xÞðdV � sinðxt þ uÞÞ2
h
�ða0 � a1xÞðdV � sinðxtÞÞ2

i
:

ð5:14Þ

Results of the efficiency analysis of the non-linear comb drive are similar to
those considered earlier. The graph in Fig. 5.9 demonstrates accuracy of the
approximation (5.13) in comparison with the more accurate expressions (5.11) with
respect to the sum of the capacitance derivatives for both comb drives.

One should certainly note that the accuracy of the linear approximation is quite
limited to the relatively small displacements.

Again there will be two optimal modes with the same phase shift. For the
“biased” excitation mode

Fx ¼ nHV2ee0½2a0dV sinðxtÞ þ a1ðdV2 þ sin2ðxtÞÞx�; ð5:15Þ

and for the “grounded” mode

Fx ¼ nHV2ee0
2

a1xþ a0 cosð2xtÞ½ �: ð5:16Þ

6 4 2 0 2 4 6
0.6

0.4

0.2

0.0

0.2

0.4

0.6

d
(C

1+
C

2)
/d

x,
[ 

  F
/m

]

x, [   m]μ

μ

Fig. 5.9 Capacitance
derivatives approximation
(solid non-linear derivative,
dashed linear approximation)

70 5 Sensitive Element Design Methodologies



It has to be noted that for the biased excitation with large voltage ratio dV
non-linearity of the capacitances will cause significant natural frequency shift that
cannot be neglected for some applications. In order to reduce influence of the
non-linear effects it is necessary to increase gaps in the x direction in comparison
with the corresponding displacements.

Linear in terms of the displacement x force essentially perturbs the natural
frequency of the primary oscillation mode. For the “grounded” mode force given by
the (5.16), the natural frequency receives a constant shift as

k� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � nHV2ee0a1

2m

r
; ð5:17Þ

where k is the initial natural frequency related to the spring constant of the elastic
suspension, m is the mass of the sensitive element. Actual force acting on the
sensitive element is shown in Fig. 5.10.

In case of the “biased” mode force (5.15), the natural frequency will be variable
in time:

k� ¼ k2 � nHV2ee0a1
m

ðdV2 þ sin2ðxtÞÞ
� �1

2

: ð5:18Þ

Actual force in significantly non-linear mode for the “biased” excitation mode is
shown in Fig. 5.11.

Although forces in Figs. 5.10 and 5.11 are far from being harmonic, after they
are applied to the spring–mass–damper system of the sensitive element, the
resulting oscillations are not that much different from the harmonic shape. This is
the result of the natural filtering properties of the oscillator. Nevertheless, if almost
ideal harmonic excitation is desired, the gaps between tips of the combs Gix must be
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chosen 3–5 times larger than the expected amplitude of primary oscillations, and
excitation frequency must be adjusted according to the (5.17) and (5.18).

Developed above mathematical model of the comb drive-based excitation sys-
tem allows analytical analysis of the micromechanical gyroscopes dynamics
without necessity for the time-consuming numerical simulations.

5.2 Scale Factor and Its Linearity

After we learned how to provide harmonic excitation to the primary mode of the
sensitive element, let us look at the secondary mode and its crucial characteristics
affecting measurement performances. When primary oscillations settled and occur
with constant amplitude, they provide a carrier signal that will be modulated with
the external angular rate to produce secondary oscillations. As follows from (3.15),
the amplitude of secondary oscillations is related to the angular rate

A20 ¼ g2q10dx
Dj j dX ð5:19Þ

where squared denominator is

Dj j2 ¼ k8 ð1� d1dX
2 � dx2Þðdk2 � d2dX

2 � dx2Þ	
�dx2ðg1g2dX2 þ 4f1f2dkÞ


2
þ 4k8dx2 f1ðdk2 � d2dX

2 � dx2Þ þ f2dkð1� d1dX
2 � dx2Þ	 
2

:

One could note that although amplitude of the secondary oscillations A20 appears
to be linearly related to the angular rate, it is actually not. Angular rate is also
present in the expression for the denominator in Dj j. While this non-linearity is
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negligible for small angular rates, it starts to limit measurement range in case of
high angular rates. Graphic plot of secondary amplitude as a function of angular rate
is shown in Fig. 5.12 (k ¼ 1Hz, f1 ¼ f2 ¼ 0:025, dk ¼ 1, dx ¼ 1).

Chosen in Fig. 5.12 range of angular rates is extremely wide and has no practical
meaning (remember that angular rate is dimensionless and related to the primary
natural frequency). However, this figure demonstrates how non-linear this depen-
dence actually is. It is apparent that secondary amplitude A20 is close to being
linearly related to the angular rate only for the very small angular rates (dX � 0:05
as for the case in Fig. 5.12). This is demonstrated in Fig. 5.13.

In order to build a successful angular rate sensor, we need this response to be as
linear as possible. In an ideal case, it should be related to the external angular rate as

A�
20 ¼ SX � X; ð5:20Þ

where A�
20 is the ideal CVG output, and SX is the scale factor, which in this case

relates angular rate to the ideal secondary amplitude, and is constant and depends
on the sensitive element design parameters only.
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However, having looked at the expression (5.19) it is apparent that the actual
scale factor depends on the angular rate as well. Ideal scale factor can be obtained
from the expression (5.19) as a tangent to the actual dependence of the secondary
amplitude taken at zero angular rate as

SX ¼ @A20

@X

����
X!0

¼ g2q10dx

k3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� dx2Þ2 þ 4f21dx

2
h i

ðdk2 � dx2Þ2 þ 4f22dx
2dk2

h ir ð5:21Þ

Scale factor (5.21) describes how sensitive is CVG to the angular rate. The
higher the scale factor, the more CVG is sensitive to the angular rate. Analysing
(5.21) one can see that scale factor depends on such sensitive element parameters as
natural frequency ratio dk and relative driving frequency dx. Dependence of the
scale factor from these parameters is shown in Fig. 5.14. The lighter the colour on
the plot, the higher is scale factor. Apparently, maximum scale factor is achieved
when all frequencies are perfectly matched, e.g. dk ¼ 1 and dx ¼ 1.

One can also clearly see two directions in Fig. 5.14 along which sensitivity is
less dependent on parameters variations: dx ¼ 1 and dx ¼ dk. Sections of the
surface from Fig. 5.14 along these two directions are shown in Fig. 5.15.

Moreover, taking into account cubic primary natural frequency k3 in the
denominator of (5.21), it is apparent that for better sensitivity natural frequency of
primary oscillations has to be as low as possible. On the other hand, however,
lowering primary natural frequency also reduces measurement range due to the
non-linearity, as shown in Fig. 5.13.

Fig. 5.14 CVG scale factor
as a function of design
parameters
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In order to properly account for the scale factor non-linearity, let us introduce a
dimensionless non-linearity factor as

L ¼ 1� A20

A�
20
: ð5:22Þ

Graphic plot of the non-linearity factor (5.22), expressed in percents, as a
function of the relative angular rate is shown in Fig. 5.16.

Assuming certain maximum acceptable value for non-linearity (5.22), it is
possible to find such an angular rate, at which this non-linearity is reached. The
following approximate expression can be used to calculate this relative angular rate:

dX� ¼
L0 ðdk2 � dx2Þ2 þ 4dk2dx2f22

h i
� ð1� dx2Þ2 þ 4dx2f21

h i
ðdx2 � 1ÞD0 þ 4dx2 g1g2dkdx

2f1f2 � d1f
2
1ðdk2 � dx2Þ	 


8<
:

9=
;

1
2

: ð5:23Þ
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Here

D0 ¼ dk2 � dx2� 
d1 þ d2dk

2 � d1 þ d2 � g1g2ð Þdx2� þ 4d2dk2dx
2f22;

and L0 is the assumed acceptable level of non-linearity.
Expression (5.23) can be further simplified if driving occurs at the primary

natural frequency, e.g. dx ¼ 1:

dX� ¼ L0f2 1þ dk4 � 2dk2ð1� 2f21Þ
	 


g1g2dkf1 � d1f2ðdk2 � 1Þ

( )1
2

: ð5:24Þ

Thus, when an acceptable level of non-linearity is chosen along with the mea-
surement range, minimum possible primary natural frequency can be calculated
using (5.23) or (5.24) as

kmin ¼ Xmax

dX� : ð5:25Þ

For example, if LX ¼ 0:01 (or 1 %) and Xmax ¼ 1Hz then minimal value for the
natural frequency of primary oscillations will be kmin � 281Hz. Although this
value is relatively low, implying that the lower limit will, in fact, be determined by
other factors, but nevertheless there is no reason to design CVG sensitive element
with higher primary frequency, since it is reducing its sensitivity.

5.3 Resolution and Dynamic Range

There are many different techniques used to detect secondary displacements of the
proof mass. Among them are capacitive, piezoresistive, piezoelectric, magnetic,
optical, etc. Needless to say that the simplest to implement and the most widely
spread among micromechanical devices is, of course, capacitive. Assuming that one
uses capacitive detection of the secondary oscillations, resolution of the Coriolis
vibratory gyroscope can be obtained be means of given minimal capacitance
changes, which the system is capable of detecting. Let us denote this minimal
change of capacitance as DCmin. Since capacitance C is a function of proof mass
displacement x, we can write

CðxÞ ¼ Cð0Þ þ @Cð0Þ
@x

xþ Oðx2Þ:
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For the small displacements x, which is true for the secondary oscillations, we
can neglect the Oðx2Þ terms and the capacitance change will be given as

DC xð Þ ¼ C xð Þ � C 0ð Þ � dC 0ð Þ
dx

x: ð5:26Þ

In case of differential measurement, which are quite commonly accepted in
capacitance measurements, the resulting capacitance change is produced by sub-
traction of two separately measured capacitances C1 and C2 as follows:

DC xð Þ ¼ C1 xð Þ � C2 xð Þ � 2
dC 0ð Þ
dx

x: ð5:27Þ

Change in capacitance of two parallel conductive plates, for instance, caused by
displacements of the proof mass in case of differential measurement (5.27) can be
calculated as

DC ¼ ee0S
x0 � x

� ee0S
x0 þ x

� 2
ee0S
x20

x: ð5:28Þ

Here, x0 is the base gap between the electrodes, x is the displacement of the
electrodes, S is the overlapped area, e is the relative dielectric constant of the proof
mass environment and e0 is the absolute dielectric constant of vacuum. The shift of
the electrodes caused by changes of the angular rate DX is given by

x ¼ r0SXDX; ð5:29Þ

where SX is determined by expression (5.21), r0 is the distance from the rotation
axis to the centre of electrode for the rotary sensitive element and unity for the
translational sensitive element.

Thus, combining Eqs. (5.28) and (5.29), we can obtain the resolution of a single
mass micromechanical vibratory gyroscope that is given by

DXmin ¼
DCmink3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dk2 � dx2� 2 þ 4dk2dx2f22

� �
1� dx2� 2 þ 4dx2f21

� �r

2 dC 0ð Þ
dx r0g1q2dx

:

ð5:30Þ

Here the best resolution corresponds to a minimal DXmin. Note that formula
(5.30) represents the resolution with a capacitive differential readout. However, the
same procedure can be applied to any readout principle using expression (5.21) for
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the scale factor. The resolution, which is given by formula (5.30), is related to the
dynamics of the sensitive element and is fundamental from the design point of
view. The real resolution of the gyroscope cannot be better than the one determined
by the dynamics of its sensitive element. Unfortunately, the resolution can be worse
since it is also affected by noise.

The resolution alone would never give to the user complete understanding of the
measuring capabilities of a CVG gyroscope since it is tightly linked to the mea-
surement range. The same resolution over different measurement ranges will cor-
respond to gyroscopes with entirely different performances. Therefore, another
characteristic is widely used to describe measuring capabilities of sensors, namely
dynamic range, which in case of an angular rate sensor is defined as follows:

R ¼ 20 log10
Xmax � DXmin

DXmin
: ð5:31Þ

Here the dynamic range R is expressed in dB, DXmin is given by expression
(5.30), assuming that the sensor threshold is equal to its resolution, Xmax is the
maximum angular rate that can be measured with acceptable errors, which can be
calculated from (5.25) as

Xmax ¼ dX�k; ð5:32Þ

where k is the natural frequency of the primary oscillations. Graphic plot of the
dynamic range as a function of the primary natural frequency is shown in Fig. 5.17.

Looking at Fig. 5.17, one can see that the lower the primary natural frequency is
the higher will be dynamic range of a CVG. Needless to say that for any reasonable
required dynamic range the corresponding sensitive element can be designed even
without vacuum packaging (solid line in Fig. 5.17). Despite this obvious fact,
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micromechanical CVGs are still referred to as a low-grade angular rate sensor. The
reason for that is usage of micromachining for the fabrication of the gyroscopes in
particular and the approach towards development of “miniature” sensors in general.
As soon as designers try to develop a “micromechanical” gyroscope they make it
extremely small in size, comparing to the conventional angular rate sensors. The
overall size of the sensitive element in every direction varies from 100 to 5000 μm.
As a result, the natural frequency of the primary oscillations ends up in a range from
5 to 100 kHz. Apparently, in order to produce any, not mentioning high grade,
angular rate sensing with such devices extremely high vacuum packaging is nec-
essary. On the other hand, if one will try to design a gyroscope with low primary
frequency, this will require making huge proof mass and very thin and long springs
of the elastic suspension. This is quite a complicated task if micromachining is
used, especially considering very high relative tolerances of this fabrication process.

5.4 Bias

Bias in micromechanical gyroscopes can be the result of many different factors. Let
us consider sources of bias concerned with the sensitive element and its dynamics.
One of these is vibration at the excitation frequency. The interference of vibrations
at other frequencies will be small and can be filtered. It is obvious that for the
translational gyroscopes, only translational vibration will have an effect, and for
rotational gyroscopes only angular vibrations will be relevant. Therefore, in the case
of vibrations at operation frequency, the motion equations of the sensitive element
will be

x1
:: þ 2f1x1 _x1 þ x2

1 � d1X
2
3

� 
x1 þ g1X3 _x2 ¼ q1 tð Þ þ w1 tð Þ;

x2
:: þ 2f2x2 _x2 þ x2

2 � d2X
2
3

� 
x2 � g2X3 _x1 ¼ w2 tð Þ:

(
ð5:33Þ

Here w1 tð Þ and w2 tð Þ are components of the acceleration vector that represents
the motion of the base reference system. By representing the vibrations as
wi ¼ wi0 cos xtð Þ, we can obtain the solution on the amplitude of secondary
oscillations in dimensionless form

AW2 ¼
g2q1dxdXþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w2
20 1� dX2 � dx2� 2þ dx2 2f1w20 þ g2dXw10ð Þ2

q
k2D

;

ð5:34Þ

If we denote the amplitude without vibrations as A20, which is given by (5.19),
then the relative error caused by vibration at excitation frequency is given by
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dAW ¼ AW2 � A20

A20

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w2
20 1� d1dX

2 � dx2
� 2 þ dx2 2f1w20 þ g2dXw10ð Þ2

q
g2q1dxdX

:

ð5:35Þ

Let us note that the error arising from vibration does not depend on the ratio
between the natural frequencies but depends on the relative drive frequency. This
dependency is shown in Fig. 5.18.

It can easily be proven that the minimal value for this error achievable at driving
frequency that is a solution of the following equation:

1� dx2 � d2dX
2 ¼ 0 ) dx ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d2dX

2
q

� 1: ð5:36Þ

This result also ensures that it is preferable to drive the primary oscillations at
their resonance.

Another source of bias is a misalignment between elastic and readout axes. This
is most typical for the translation sensitive elements. The linearised motion equa-
tions in this case will be as follows:

x1
:: þ2f1x1 _x1 þ x2

1 � d1X
2� 
x1 þ g1X _x2 � 2hDx2

1x2 ¼ q1 tð Þ;
x2
:: þ2f2x2 _x2 þ x2

2 � d2X
2� 
x2 � g2X _x1 þ 2hDx2

2x1 ¼ 0:

(
ð5:37Þ

Here h is the misalignment angle, Dx2
2 ¼ k2 � k1ð Þ=2M2, Dx2

1 ¼
k1 � k2ð Þ=2M1, where k1 and k2 are stiffness coefficients, corresponding to primary
and secondary oscillations respectively, M1 and M2 are inertia factors that for
translational motion M1 ¼ m1 þ m2, M2 ¼ m2, and for rotational motion
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M1 ¼ I11 þ I22, M2 ¼ I22. The amplitude of the secondary oscillations in this case
will be

A20 ¼
q10

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g22dx

2dX2 þ 4h2dDx4
2

q
x2

0Dh
; ð5:38Þ

where

D2
h ¼ dk2 � d2dX

2 � dx2� 
1� d1dX

2 � dx2� 	
�dx2 4dkf1f2 þ g1g2dX

2� 
2
þ 4dx2 dkf2 1� d1dX

2 � dx2� þ f1 dk2 � d2dX
2 � dx2� 	

� 2dXh dDx2
1 þ dDx2

2

� 
2
:

It is apparent that if h ¼ 0 then there is no error arising from misalignment.
Moreover, this error will also be absent in the following case

Dx2
2 ¼

k1 � k2
2m2

¼ 0 ) k1 ¼ k2: ð5:39Þ

Here ki are the stiffness coefficients of the elastic suspension and m1 is the
effective mass of secondary oscillations. In addition, we can represent the amplitude
(5.39) as a sum of two components, namely, one arising from the angular rate and
the other caused by misalignment. In this case we can determine the relative error
from such misalignment as

dAh ¼ Ah

A20
¼ h2dDx4

2

g2dx
2dX2 ; X 6¼ 0ð Þ: ð5:40Þ

On the other hand, we can find an acceptable tolerance for the misalignment hmax

with respect to the given acceptable relative bias dXmax and under the condition of
no rotation as

hmax ¼ dXmaxdx

dDx2
2

: ð5:41Þ

Formula (5.41) also gives us an angle of misalignment if bias is known. This
value can be used for algorithmic bias compensation. If we can obtain information
about external accelerations at the operation frequency the bias can be compensated
based on dependence (5.35).

A generalised approach to compensation of bias caused by elastic and damping
alike cross-coupling using signal processing will be described in the next chapter.
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5.5 Dynamic Error and Bandwidth

By definition, dynamic error is the error in angular rate measurements due to
varying in time angular rate. To simplify dynamic error analysis, angular rate is
usually assumed to be harmonic, e.g. oscillating in time with some frequency k.
Dynamic error of CVG can by defined in terms of the amplitude and phase
responses to this harmonic angular rate. Expressions for these responses were
derived in the previous chapter and are

AðkÞ ¼ q10ðd4kþ g2xÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðx2

2 � ðkþ xÞ2Þ2 þ 4f22x
2
2ðkþ xÞ2�½ðx2

1 � x2Þ2 þ 4f21x
2
1x

2�
q ;

uðkÞ ¼ tan�1 ½x2
2 � ðkþ xÞ2�½x2

1 � x2� � 4x1x2f1f2xðkþ xÞ
2½x2f2ðkþ xÞðx2

1 � x2Þ þ x1f1xðx2
2 � ðkþ xÞ2Þ�

( )
:

ð5:42Þ

In an ideal case, amplitude and phase of the secondary oscillations for the
harmonic angular rate must by the same as for the constant one. This allows
defining the dynamic error both for the amplitude and phasing as follows:

EA ¼ AðdkÞ
Að0Þ ;

Eu ¼ uðdkÞ
uð0Þ :

ð5:43Þ

Here dk ¼ k=x1 is the relative frequency of angular rate oscillations. Errors
(5.43) are dimensionless and are equal to 1 in an ideal case. More importantly,
dynamic errors allow to define important CVG performance, which is bandwidth, as
a range of angular rate frequencies, where dynamic errors are within given
tolerance.

Let us first study the phase dynamic error. Except of the relative angular rate
frequency, phase dynamic error depends on such design parameters of the sensitive
element as relative excitation frequency dx ¼ x=x1, natural frequency ratio
dk ¼ x2=x1, relative damping ratio df ¼ f1=f2, and damping factor of the primary
oscillations f ¼ f1. As has been shown earlier, it is advantageous to excite the
sensitive element at the natural frequency of primary oscillations (dx ¼ 1). In this
case graphic plot of the phase dynamic error for different primary damping factors
is shown in Fig. 5.19.

Analysis of this graph suggests that although it appears that the best case is the
absence of damping at all, the presence of even a small amount of damping sig-
nificantly increases the phase dynamic error. At the same time, increasing the
damping causes the error to approach the ideal case.
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Let us now study the amplitude dynamic error. Substituting the amplitude from
(5.42) into the (5.43) gives the expression for the amplitude dynamic error:

EAðdkÞ ¼ ðdkþ g2dxÞ½ðdk2 � dx2Þ2 þ 4dk2f2df2dx2�1=2
n
	 ½ð1� dx2Þ2 þ 4f2dx2�1=2

o
= g2dx½ðdk2 � ðdkþ dxÞ2Þ2
n

þ 4dk2f2df2ðdkþ dxÞ2�1=2½ð1� ðdkþ dxÞ2Þ2 þ 4f2ðdkþ dxÞ2�1=2g
ð5:44Þ

Note that amplitude dynamic error, given by (5.44), does not explicitly depend
on the primary natural frequency. Maximisation of CVG sensitivity requires small
natural frequency of the primary oscillations, due to the k3 term in the denominator
of the scale factor (5.21). Providing the necessary bandwidth of the sensor requires
keeping the amplitude dynamic error as low as possible (ideally equal to 1) within
that bandwidth. Graphic plot of the amplitude dynamic error as function of the
primary oscillations damping coefficient f and relative frequency of the angular rate
is shown in Fig. 5.20.

From this graph one could see that decreased damping results in significant
dynamic error even for the small frequencies of the angular rate. On the other hand,
increased damping causes the drop between peaks to diminish, thus providing low
values for the dynamic error.

Amplitude dynamic error has two maximums and one local minimum along the
rate frequency axis that are clearly visible on Fig. 5.20, especially in the case of low
damping. Positions of these extremes can be found from the following equation:

d
dðdkÞEAðdkÞ ¼ 0: ð5:45Þ
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Fig. 5.19 Phase dynamic error (solid line f ¼ 0:02, dashed line f ¼ 0, dk ¼ 1:1, dx ¼ 1, df ¼ 1)
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General solution of Eq. (5.45) is quite difficult to analyse. However, in case of
zero damping it can be significantly simplified and its solutions could be found
from the following equation:

ðdkþ dxÞ½1þ dk2 � 2ðdkþ dxÞ2�½dk2 � ðdkþ dxÞ2�½ðdkþ dxÞ2 � 1� ¼ 0:

ð5:46Þ

Three positive roots of Eq. (5.46) are

dk1 ¼ 1� dx;

dk2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dk2

2

r
� dx; ð5:47Þ

dk3 ¼ dk � dx:

Here the first and the last roots correspond to maximums, and the second one to
the minimum.

In general terms, optimization of the bandwidth means providing the same ideal
level of the amplitude dynamic error at each of three extremes in vicinity of the
given by (5.47) frequencies of the angular rate. Amplitude dynamic error level at
the second maximum, which corresponds to dk3, can be controlled by the damping
ratio df, provided it is a root of the following equation:

EAðdk3Þ ¼ 1: ð5:48Þ

Positive solution of Eq. (5.48), assuming dx ¼ 1, is

Fig. 5.20 Amplitude dynamic error (dk ¼ 1:1, dx ¼ 1, df ¼ 1)
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df ¼ ðdk2 � 1Þðdk þ g2 � 1Þ=dk½g22ðdk2 þ dk6

� 4f2 þ 2dk4ð2f2 � 1ÞÞ � 4f2ðdk � 1Þ2 � 8g2f
2ðdk � 1Þ�1=2:

ð5:49Þ

Now let us find the damping f that satisfies the equation

EAðdk2Þ ¼ 1; ð5:50Þ

where df is given by the expression (5.49). In this case Eq. (5.50) will depend only
on natural frequencies ratio and unknown damping f. Full expression for Eq. (5.50)
is quite large to be shown here, however, it could be easily solved numerically.
Graphic plot of the amplitude dynamic error as a function of damping f and with
respect to the optimal damping ratio (5.49) is shown in Fig. 5.21.
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Fig. 5.22 Optimised amplitude dynamic error
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Fig. 5.21 Minimal dynamic error damping (solid dk ¼ 1:05, dashed dk ¼ 1:1)
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For example, optimal damping parameters for dk ¼ 1:05, are f ¼ 0:018,
df ¼ 0:921. Amplitude dynamic error for this case is shown in Fig. 5.22.

One should also note that achieved level of the amplitude dynamic error could be
further improved if the objective level of the dynamic error in Eqs. (5.48) and (5.50)
is set to 1� e instead of 1, where e is the acceptable value of the dynamic error
(dynamic error tolerance).

Based on the presented above analysis of the dynamic errors of the CVGs,
necessary bandwidth can be achieved by means of proper choice not only of the
natural frequencies ratio, which affects position of the second peak according to
(5.47), but by providing proper damping of the primary and secondary oscillations
as well.

In order to provide necessary bandwidth, natural frequencies ratio could be
chosen based on the position of the second maximum in the amplitude response:

dk ¼ dk� þ dx: ð5:51Þ

Here dk� is the required bandwidth in the dimensionless form, related to the
natural frequency of primary oscillations. After the natural frequency ratio is cal-
culated using (5.51), the result is used to calculate necessary damping for the
primary oscillations. The latter problem can be solved either numerically or even
analytically for some simplified cases. Having now calculated proper frequency
ratio and primary damping, corresponding secondary damping is calculated using
the ratio (5.49).

Considering the fact that providing necessary damping in the CVGs is not an
easy task, optimal values can be implemented via creating “electrical damping” by
using closed-loop feedback control both for the primary and secondary oscillations.

Resume
In this chapter we covered calculation and optimisation of main CVG perfor-
mances. It is always beneficial to choose parameters of a sensitive element based on
direct calculations by given dependencies, than finding them by costly, not men-
tioning requiring a lot of efforts, trial and error in prototyping. One could note that
there is no universal recipe to design a perfect CVG-sensitive element. It is always a
balance between different trade-offs, when one performance is sacrificed in favour
of another. And being able to estimate the results of such trade-offs tremendously
improves the design process.
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Chapter 6
Signal Processing and Control

Performances of Coriolis vibratory gyroscopes can be improved not only by proper
sensitive element design, but by subsequent signal processing as well. Noises and
disturbances can be either completely filtered out or reduced by means of static or
dynamicfiltering andwell-modelled errors can be compensated using bothmodulated
and demodulated signal processing and control. In this chapter, we study different
algorithms of signal processing aimed at the improvement of CVG performances.

6.1 Process and Sensor Noises in CVG

Performances of CVG can be affected by uncontrolled stochastic influences in two
ways: as a “sensor noise”, which is added to the output of the system, and as a
“process noise” or disturbances, which are added to the input of the system. The
latter could be also treated as “rate-like” disturbances. Figure 6.1 demonstrates how
these two noises are influencing the CVG system.

Here WðsÞ is the system transfer function that represents the CVG-sensitive
element dynamics which is studied in detail earlier in Chap. 4:

WðsÞ ¼ kf
sþ kf

ð6:1Þ

and GðsÞ represents some filter, improving CVG performances, ψ is the stochastic
disturbance and φ is the sensor noise. X0 is the actual angular rate and X is the
angular rate measured by CVG.

Sensor and process noises are usually modelled as different stochastic processes
given by its power spectral densities.

One of the most widely used models is the Gaussian white noise that is described
by the following constant power spectral density expressed in Laplace domain:

SwðsÞ ¼ r2: ð6:2Þ
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This stochastic process has zero mean and r is its standard deviation. In order to
relate noise power to the power of the angular rate in our later derivations, the
noise-to-signal ratio c can be added to (6.2) as

SwðsÞ ¼ c2r2: ð6:3Þ

Another widely used noise representation is Brownian noise or random walk
noise, which is defined as an integral of the white noise. It has the following power
spectral density:

SbðsÞ ¼ c2r2

�s2
: ð6:4Þ

In case when noise is present only in a certain bandwidth, it can be modelled by
the following low-pass spectral density

SlðsÞ ¼ c2r2B2

B2 � s2
; ð6:5Þ

where B is the cut-off frequency, or by its complimentary high-pass spectral density

ShðsÞ ¼ � c2r2s2

B2 � s2
: ð6:6Þ

Spectral densities (6.2)–(6.6) can now be used to synthesise different filters that
reduce its influence on CVG performances.

6.2 Sensor Noise Optimal Filtering

There are essentially two kinds of optimal filtering approaches that can be used to
reduce the effect of the sensor noise in CVG. One is static filtering and the other one
is dynamic. The former means that fixed structure filter is designed that is repre-
sented by its transfer function, and this function does not vary in time. Optimal
static filters are derived using the Wiener approach. Dynamic filtering, on the
contrary, is an algorithm that runs on a microcomputer and can adjust its parameters

W(s) G(s) ΩΩ 0

ϕψ

Fig. 6.1 Process and sensor noises in CVG
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and/or structure to achieve maximum filtering performance. As an example, one
could consider the digital Kalman filter which can be effectively used to remove
sensor noise in CVG. Both of these approaches have their advantages and short-
comings. For instance, static filter does not require any microcomputer and can be
implemented within an application-specific integrated circuit (ASIC) that is fabri-
cated along with the sensitive element. At the same time, dynamic filtering can
provide better and adjustable performances.

Let us now consider a static filter attached to the output of CVG system as
shown in the Fig. 6.2.

Here GðsÞ is the optimal static filter transfer function, producing output x, which
is filtered from the sensor noise u measured angular rate X.

General algorithm of the optimal filter synthesis for the system in Fig. 6.2 has
been developed by Wiener for the stationary stochastic sensor noise and is as
follows.

Error of the system is defined as a difference between the actual output of the
system X and the ideal output which is the given by the desired transformation HðsÞ
of the input as

e ¼ X� HðsÞ � X0: ð6:7Þ

It is also assumed that signals Ω and X0 are the centred (zero mean) stochastic
processes defined in terms of system transfer functions and known spectral densities
of the input angular rate and sensors noises.

Performance criterion for the system is assumed to be in the form of the fol-
lowing functional:

J ¼ Efe0 � eg ¼ 1
j

Zj1
�j1

SeeðsÞds: ð6:8Þ

Here SeeðsÞ is the error spectral density which can be calculated from the system
transfer functions and signal spectral densities using Wiener–Khinchin theorem as
follows:

SeeðsÞ ¼ ðGW � HÞSXðW�G� � H�Þ þ ðGW � HÞSuXG�
þ GSXuðW�G� � H�Þ þ GSuG�;

ð6:9Þ

W(s) G(s)0Ω Ω

ϕ

Fig. 6.2 Static sensor noise filtering
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where asterisk designates complex conjugate, SXuðsÞ and SuXðsÞ are the
cross-spectral densities between input angular rate and additive sensor noise which
in general are assumed to be known.

By means of introducing new variables defined as

D � D� ¼ WSXW� þWSuX þ SXuW� þ Su;

C � C� ¼ R;

G0 ¼ C � G � D;
T ¼ C � H � ðSXW� þ SuXÞD�1

� ;

ð6:10Þ

and substituting power spectral density (6.9) into (6.8), first variation of the per-
formance criterion (6.8) with respect to the unknown filter-related function G0 will
become

dJ ¼ 1
j

Zj1
�j1

½ðG0 � TÞdG0 þ dG0�ðG0� � T�Þ�ds: ð6:11Þ

Minimum of the performance criterion (6.8) is achieved when the first variation
(6.11) turns to zero. Apparently, this is achieved when

G ¼ C�1ðT0 þ TþÞD�1: ð6:12Þ

Here T0 is the integer part of the function T, and Tþ is the part of the function
T that contains only poles with negative real parts (stable poles) and is the result of
the Wiener-Hopf separation procedure.

Using optimal solution (6.12) and assuming some spectral density for the
angular rate and for the sensor noise, we can now derive corresponding static
optimal filter transfer function.

The angular rate spectral must be selected which properly describes dynamics of
the moveable object, where CVG is used. For most of the moveable objects, the
following low-pass spectral density can be used:

SXðsÞ ¼ r2B2

B2 � s2
: ð6:13Þ

Here B is the moveable object cut-off frequency, and σ is the standard deviation
of the angular rate.

For the sake of simplicity, let us now neglect the cross-spectral densities between
angular rate and noise (SuXðsÞ ¼ SXuðsÞ ¼ 0).

If sensor noise is a white noise and its spectral density is given by (6.3), the
optimal filter can be calculated using (6.12) and will have the following transfer
function
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GðsÞ ¼ ½B
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ c2

p
ðsþ fkÞ�=½cs2

þ s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cðB2cþ f2k2cþ 2fkB

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ c2

p
Þ

q
þ fkB

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ c2

p
�:

ð6:14Þ

Transfer function (6.14) here has been also renormalized to remove steady-state
error.

If the sensor noise is assumed to have high-pass spectral density (6.5), then the
optimal filter transfer function is

GðsÞ ¼ Bðsþ fkÞ
s2cþ s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fkcð2Bþ fkcÞp þ Bfk

: ð6:15Þ

Depending on which of the senor noise model is found to be the most appro-
priate, either filter (6.14) or filter (6.15) can be used.

One should note that the obtained optimal filters (6.14) and (6.15) are static, and
being expressed in terms of transfer functions can be easily implemented using
simple analogue electronics at a low-level integrated circuitry. Contrary to static
filtering, using filtering based on Kalman filter algorithm requires a microprocessor,
which might not be feasible as in terms of cost efficiency as well as not providing
sufficiently small high sampling frequency.

Let us now study the performances of the obtained optimal sensor noise filters by
means of numerical simulations of the realistic CVG. Input angular rate is assumed
to be in a form of square pulses. Results of numerical simulations of the “white”
sensor noise filtering are shown in the Fig. 6.3.

These simulations were carried out for the γ = 0.1 and bandwidth of the angular
rate B = 3 Hz. One should observe the good performance of the synthesised filter
which efficiently removes the white sensor noise.
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Fig. 6.3 Sensor noise filtering simulation (dashed input angular rate, grey noised output, black
filtered output)
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6.3 Process Noise Optimal Filtering

While sensor noise can be effectively removed by means of both static and dynamic
optimal filtering, removing process noise, or rate-like disturbances, is somewhat
more difficult. Disturbances are acting on CVG in the same way as the unknown
angular rate, which makes them essentially undistinguishable from it (see Fig. 6.4).

Here in Fig. 6.4, WðsÞ is the system transfer function given by (6.1), ψ is the
process noise (stochastic disturbance), X0 is the input angular rate, GðsÞ is the
optimal filter yet to be developed, Ω is the filtered output of the system, which in an
ideal case is equal to the angular rate X0.

One way to separate output resulting from the angular rate, from the output
generated by the disturbances ψ is to take into account additional information about
both angular rate and disturbances, and its spectral densities.

Let us assume, for example, that CVG is installed on a moveable object, such as
aircraft or land vehicle, and power spectral density of the angular rate is given by
(6.13). Process noise can be assumed to be a white noise with the spectral density
(6.3) or a high-pass stochastic process described by (6.6). Apparently, the latter
means better separation of the disturbances from the angular rate.

In order to synthesise process noise optimal filter, we can use the same Wiener
approach described by (6.8)–(6.12). Sensor noise u, as shown in Fig. 6.2, is the
process noise ψ transformed by the CVG transfer function:

uðsÞ ¼ WðsÞ � wðsÞ: ð6:16Þ

Power spectral density of the sensor noise given by (6.16) is calculated using
Wiener–Khinchin theorem as follows. For the white noise like disturbances (6.3) it
is given by

SuuðsÞ ¼ WXðsÞj j2SwðsÞ ¼ c2r2k2f2

�s2 þ k2f2
; ð6:17Þ

and for the case of high-pass disturbances (6.6) it is

SuuðsÞ ¼ c2r2k2f2s2

ð�s2 þ k2f2Þð�s2 þ B2Þ : ð6:18Þ

W(s) G(s)0 ΩΩ

ψ

Fig. 6.4 CVG with added “rate-like” disturbances
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Spectral densities (6.17) and (6.18) along with the suggested angular rate
spectral density (6.13) can now be used to derive optimal filters based on the
described above Wiener approach. After performing transformations according to
(6.10), the optimal filters for the white noise disturbances is

GðsÞ ¼ B
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ c2

p
ðsþ fkÞ

fkðcsþ B
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ c2

p
Þ ; ð6:19Þ

and for the high-pass disturbances is given by

GðsÞ ¼ Bðsþ fkÞ
fkðBþ csÞ : ð6:20Þ

Depending on which of the disturbance model is found to be the most appro-
priate, either filter (6.19) or filter (6.20) should be used.

Results of numerical simulations of the filter (6.19) in case of the white noise
disturbances and constant angular rate are shown in the Fig. 6.5.

These simulations are performed for the high-level disturbances (γ = 1) and low
bandwidth of the angular rate (B = 0.5 Hz). When the bandwidth of the angular rate
is increased, the disturbances filtering efficiency degrades.

Let us have a look at the efficiency of filtering as a function of the angular rate
bandwidth B and the noise-to-rate ratio γ. These dependencies are shown in the
Figs. 6.6 and 6.7.

Here, solid lines correspond to γ = 1 and the dotted lines to γ = 0.5. The lower the
level of the standard deviation ratio σ/σ0, the better filtering quality. One should
note that when the standard deviation ratio is higher than one, filtering does not
improve the quality of the angular rate measurements.

At the same time, while the bandwidth of the angular rate is lower than the
bandwidth of CVG, the filters still can improve the characteristics of the sensors.
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Fig. 6.5 Disturbances filtering simulations (thin unfiltered, thick filtered)
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6.4 Optimal Kalman Filter Synthesis

Despite the excellent performance of the Wiener filter in case of the stationary
stochastic noises and disturbances, non-stationary noises still would require us to
use adaptive Kalman filtering along with the corresponding computational hard-
ware. Let us now demonstrate how to synthesise adaptive Kalman filter using
demodulated dynamics of CVG.

In order to implement Kalman filter, we have to derive the difference model of
the CVG dynamics in the following form:

Xn ¼ F � Xn�1 þ wn�1;

Zn ¼ C � Xn þ vn:

(
ð6:21Þ

Here Xn is the sampled state vector X ¼ fX X 0g0, Zn is the measured state
vector, C ¼ ½ 1 0 � is the state measurement matrix, wn and vn are the process and
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sensor noises, respectively, and F is the state transition matrix, which can be
obtained using the well-known dependency

F ¼ L�1fðI � s� AÞ�1g: ð6:22Þ

Here L�1 is the inverse Laplace transformation, A is the system matrix, which in
case of the simplified system representation (6.1) is given as

A ¼ �kf kf
0 0

� �
: ð6:23Þ

Note, that while deriving (6.23), the input angular rate X0 was assumed to be a
random walk (integrated white noise), which is the reason of zeroes in the second
row of the matrix A. Substituting (6.23) into (6.22) results in

F ¼ e�kft 1� e�kft

0 1

� �
: ð6:24Þ

In order to verify state observability for the simplified model (6.23), let us
calculate observability matrix as

QO ¼ C
C � F

� �
¼ 1 0

e�kft 1� e�kft

� �
: ð6:25Þ

Observability matrix (6.25) has full rank equal to 2, which satisfies the condition
for state observability.

Governing equations for the discrete Kalman filter are as follows. Estimation of
the system state X�

n and error covariance matrix P�
n are predicted as

X�
n ¼ F � X̂n�1;

P�
n ¼ F � P̂n�1 � F0 þ Q:

ð6:26Þ

where Q is the process noise wn covariance. Next we calculate Kalman gain Kn , the
corrected estimations of the system state X̂n, and the error covariance matrix P̂n

using the following expressions:

Kn ¼ P�
n � H0 � ðH � P�

n � H0 þ RÞ�1;

Xn ¼ X�
n þ Kn � ðZn � H � X�

n Þ;
P̂n ¼ ðI � Kn � HÞ � P�

n :

ð6:27Þ

Here R is the sensor noise vn covariance. Calculated using (6.27) estimations of
the system state and error covariance matrix are then used in (6.26) to make their
next step prediction.
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In order to verify Kalman filter performance, the same realistic CVG dynamics
simulation is used, as in the previous simulations, but the Kalman filter block from
the Signal Processing Blockset (Simulink/Matlab) is attached to the already
demodulated output rate. Input angular rate has the shape of squared pulses with
1 rad/s amplitude. White noise is added to the output rate prior to being fed to the
Kalman filter block. The results of the numerical simulations are shown in Figs. 6.8
and 6.9.

The following parameters of the CVG were used in simulations: k ¼ 500Hz,
f ¼ 0:025. Zero initial conditions were chosen for the state vector and the identity
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Fig. 6.8 Angular rate measurements (grey noised output, dotted actual output without noise, solid
output estimation)
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Fig. 6.9 State estimations over time (solid input angular rate, dashed output angular rate)
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matrix has been used as an initial for the error covariance. Other parameters of the
filter are as follows:

Q ¼ 0 0
0 2 � 10�6

� �
; R ¼ 0:01:

Analysing the graphs in Figs. 6.8 and 6.9, one can see that the added sensor
noise has been successfully removed from the output, while the input angular rate
has been estimated with some errors, however closer to the actual square pulse
shape than measured output.

Let us now consider the case that angular rate is produced by the moving
vehicle. In this case it can be modelled by means of a low-pass system described by
the following equation:

_X ¼ �B � Xþ B � d; ð6:28Þ

where B is the vehicle bandwidth, d is the white noise. System matrix (6.23) and
corresponding transition matrix (6.24) now become

A ¼ �kf kf
0 �B

� �
; ð6:29Þ

and

F ¼ e�kft e�kft�e�Bt

B�kf kf
0 e�Bt

� �
ð6:30Þ

correspondingly. One should note, that if B ¼ 0 then matrices (6.29) and (6.30)
become the ones from the previous model.

Simulation results for the state estimations of the low-pass angular rate case are
shown in Fig. 6.10.

Sensor noise covariance matrices were taken the same with the previous case,
and bandwidth has been chosen B = 1 Hz .

From the graph in Fig. 6.10 one can see that introducing bandwidth of the
angular rate does not deliver any essential improvements to the quality of the input
estimation. Moreover, as extensive analysis has demonstrated, increasing band-
width introduces steady-state errors to the input angular rate estimation.
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6.5 Cross-Coupling Compensation

An important performance parameter for a vibratory gyroscope is its zero-rate
output or zero bias. Geometrical imperfections in the vibrating mechanical structure
and/or the sense and drive electrodes as well as electrical coupling between these
electrodes can cause an output signal in the absence of rotation. Specifically for
shell gyroscope designs, cross-damping of the vibrating structure can also cause a
rate-like output when there is no rotation.

In view of these problems, development of the efficient decoupling system for
Coriolis vibratory gyroscopes is highly desired.

In order to solve the problem of the undesired cross-coupling compensation for
CVGs, we have to determine the structure of the decoupling loop and identify its
transfer functions.

6.5.1 Coupled Motion Equations and System Structure

In the most generalised form, motion equations of the CVG-sensitive element were
previously derived in the form (6.29) as:

x1
:: þ2f1x1 _x1 þ ðx2

1 � d1X
2Þx1 ¼ q1 � g1X _x2 � d3 _Xx2;

x2
:: þ2f2x2 _x2 þ ðx2

2 � d2X
2Þx2 ¼ q2 þ g2X _x1 þ d4 _Xx1:

(

Both equations here are solely coupled by the angular rate X, which results in the
fundamental capability of such a system to measure external rotation. However, in a
more realistic system, other cross-coupling will be present, manifesting itself as a
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Fig. 6.10 State estimations for the low-pass angular rate (solid input angular rate, dashed output
angular rate)
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cross-damping and cross-stiffness. Assuming small and quasi-constant angular rate
(X2 � 0 and _X � 0), incorporating cross-coupling terms, sensitive element motion
equations will then be

x1
:: þ2f1x1 _x1 þ x2

1x1 ¼ q1ðtÞ � g1X _x2 � d12 _x2 � c12x2;

x2
:: þ2f2x2 _x2 þ x2

2x2 ¼ q2ðtÞ þ g2X _x1 þ d21 _x1 þ c21x1;

(
ð6:31Þ

where d12 and d21 are the undesired cross-damping coefficients, c12 and c21 are the
undesired cross-stiffness coefficients. These cross-coupling coefficients must be
compensated, while the crucial term with the angular rate must be preserved.

By applying Laplace transformation to both sides of the system (6.31) with
respect to zero initial conditions, we can obtain

ðs2 þ 2f1x1sþ x2
1Þx1ðsÞ ¼ q1ðsÞ � ðg1Xsþ d12sþ c12Þx2ðsÞ;

ðs2 þ 2f2x2sþ x2
2Þx2ðsÞ ¼ q2ðsÞ þ ðg2Xsþ d21sþ c21Þx1ðsÞ:

(
ð6:32Þ

The sensitive element of CVG as an element of control systems and governed by
the Eq. (6.32) can be represented by means of the structural scheme shown in
Fig. 6.11.

Transfer functions in Fig. 6.11 are defined as

W1ðsÞ ¼ 1
s2 þ 2f1x1sþ x2

1
;

W2ðsÞ ¼ 1
s2 þ 2f2x2sþ x2

2
;

C1ðsÞ ¼ ðg1Xþ d12Þsþ c12;

C2ðsÞ ¼ ðg2Xþ d21Þsþ c21:

ð6:33Þ

W1(s)
q1

W2(s)q2

C1(s)

C2(s)

x2

x1
Fig. 6.11 Structural diagram
of coupled CVG
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For this system its outputs can be found from the following system of algebraic
equations:

x1ðsÞ ¼ W1ðsÞ½q1ðsÞ � C1ðsÞx2ðsÞ�;
x2ðsÞ ¼ W2ðsÞ½q2ðsÞ þ C2ðsÞx1ðsÞ�:

(
ð6:34Þ

Thus, solving system (6.34) and omitting Laplace variable “s”, one can find
outputs of CVG as:

x1 ¼ W1

1þ C1C2W1W2
q1 � C1W1W2

1þ C1C2W1W2
q2;

x2 ¼ W2

1þ C1C2W1W2
q2 þ C2W1W2

1þ C1C2W1W2
q1:

ð6:35Þ

One should note, that in an ideal case of only useful Coriolis cross-coupling are
present in the system

C1ðsÞ ! C10ðsÞ ¼ g1Xs;

C2ðsÞ ! C20ðsÞ ¼ g2Xs:
ð6:36Þ

Corresponding ideal system outputs can be obtained by substituting expressions
(6.36) into expressions (6.35).

6.5.2 Decoupling System Synthesis

Let us consider the structure shown in Fig. 6.12 that is added to the outputs of the
CVG-sensitive element as shown in Fig. 6.11.

W1(s)
q1

W2(s)
q2

C1(s)

C2(s)

x2

x1

G1(s)

G2(s)

y1

y2

H1(s)

H2(s)

Fig. 6.12 CVG with added decoupling structure
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Here transfer functions H1, H2, G1 and G2 are unknown and yet to be deter-
mined. Outputs of this system can be calculated as

y1ðsÞ ¼ H1ðsÞx1ðsÞ þ G1ðsÞx2ðsÞ;
y2ðsÞ ¼ H2ðsÞx2ðsÞ � G2ðsÞx1ðsÞ:

ð6:37Þ

Substituting (6.35) into (6.37) yields

y1 ¼ H1W1 þ C2G1W1W2

1þ C1C2W1W2
q1 þ G1W2 � C1H1W1W2

1þ C1C2W1W2
q2;

y2 ¼ H2W2 þ C1G2W1W2

1þ C1C2W1W2
q2 � G2W1 � C2H2W1W2

1þ C1C2W1W2
q1:

ð6:38Þ

Assuming that outputs (6.38) after the decoupling system must be identical to
ideal system output, and comparing the corresponding transfer functions (coeffi-
cients in front of q1 and q2), the following system of equations can be produced:

H1W1 þ C2G1W1W2

1þ C1C2W1W2
¼ W1

1þ C10C20W1W2
;

G1W2 � C1H1W1W2

1þ C1C2W1W2
¼ � C10W1W2

1þ C10C20W1W2
;

H2W2 þ C1G2W1W2

1þ C1C2W1W2
¼ W2

1þ C10C20W1W2
;

�G2W1 � C2H2W1W2

1þ C1C2W1W2
¼ C20W1W2

1þ C10C20W1W2
:

8>>>>>>>>>>><
>>>>>>>>>>>:

ð6:39Þ

System (6.39) can now be solved for the unknown transfer functions H1, H2, G1

and G2, resulting in

G1 ¼ ðC1 � C10ÞW1

1þ C10C20W1W2
;

G2 ¼ ðC2 � C20ÞW2

1þ C10C20W1W2
;

H1 ¼ 1þ C10C2W1W2

1þ C10C20W1W2
;

H2 ¼ 1þ C20C1W1W2

1þ C10C20W1W2
:

ð6:40Þ

Finally, substituting expressions (6.33) and (6.36) into solutions (6.40) results in
the CVG decoupling system transfer functions:
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G1ðsÞ ¼ ðc12 þ d12sÞðs2 þ 2f2x2sþ x2
2Þ

DðsÞ ;

G2ðsÞ ¼ ðc21 þ d21sÞðs2 þ 2f1x1sþ x2
1Þ

DðsÞ ;

H1ðsÞ ¼ 1þ g1sðc21 þ d21sÞ
DðsÞ X;

H2ðsÞ ¼ 1þ g2sðc12 þ d12sÞ
DðsÞ X:

ð6:41Þ

Here the denominator is given by the following expression:

DðsÞ ¼ ðs2 þ 2f1x1sþ x2
1Þðs2 þ 2f2x2sþ x2

2Þ þ g1g2s
2X2:

Since it has been already assumed that angular rate X is small (e.g. X2 � 0),
expressions (6.41) can be further simplified as

G1ðsÞ ¼ c12 þ d12s
s2 þ 2f1x1sþ x2

1
;

G2ðsÞ ¼ c21 þ d21s
s2 þ 2f2x2sþ x2

2
;

H1ðsÞ ¼ 1þ g1sðc21 þ d21sÞ
ðs2 þ 2f1x1sþ x2

1Þðs2 þ 2f2x2sþ x2
2Þ
X;

H2ðsÞ ¼ 1þ g2sðc12 þ d12sÞ
ðs2 þ 2f1x1sþ x2

1Þðs2 þ 2f2x2sþ x2
2Þ
X:

ð6:42Þ

Analysis of the expressions (6.41) and (6.42) reveals the well-expected fact, that
if all undesired cross-couplings, such as damping and stiffness, are absent, then
these transfer functions are reduced to G1 ¼ G2 ¼ 0, H1 ¼ H2 ¼ 1. However, one
could also note, that these transfer functions depend on the unknown angular rate X,
which requires some additional steps to be undertaken to make the decoupling
system viable.

6.5.3 Partial Decoupling System

Taking into consideration the fact that secondary oscillations are usually signifi-
cantly smaller than primary oscillations, it is justifiable to assume that the influence
of secondary oscillations on primary is negligibly small. Besides, only secondary
oscillations output is used to measure angular rate. Hence, decoupling system can
be simplified as shown in Fig. 6.13.
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Here transfer function G2 is given by (6.42). An important feature of the system
shown in Fig. 6.13 is that it does not depend on the unknown angular rate.

Let us evaluate the performance of this system by means of numerical simula-
tion. Measured angular rate with and without partial decoupling system is shown in
Fig. 6.14.

Here d12 ¼ �d21 ¼ 0:5, c12 ¼ c21 ¼ 50;000. One can see that even partial
decoupling system significantly improves the performance of CVG.

W1(s)
q1

W2(s)
q2

C1(s)

C2(s)

x1

G2(s)

x2

CVG sensitive element

Fig. 6.13 CVG with the partial decoupling system
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Fig. 6.14 Results of numerical simulations (dotted input angular rate, dashed without decoupling,
solid with decoupling)
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6.5.4 Linearised Complete Decoupling System

Although the above-considered partial decoupling system somewhat decouples
CVG from undesired couplings, it still might not be sufficient for the
high-performance devices. At the same time, complete decoupling system based
upon transfer functions (6.41) is not feasible due to the presence of the unknown
angular rate as a coefficient in its transfer functions. However, in the linearised
expressions (6.42), angular rate is present only as an additional input to the
decoupling system. Such peculiarity allows us to build the decoupling system by
means of feeding decoupled angular rate back to the decoupling system, as shown
in Fig. 6.15.

Here, in Fig. 6.15, block “CVG Sensitive Element” has been already shown in
Fig. 6.11, block “Secondary Demodulator” demodulates secondary oscillations and
produces measured angular rate as its output. Finally, feedback transfer function
H20ðsÞ is given by the following expression:

H20ðsÞ ¼ g2sðc12 þ d12sÞ
ðs2 þ 2f1x1sþ x2

1Þðs2 þ 2f2x2sþ x2
2Þ
: ð6:43Þ

Expression (6.43) is derived directly from (6.42) as a coefficient to the angular
rate in the expression for the transfer function H2ðsÞ.

In order to evaluate the performance of the linearised decoupling system in
comparison with the partial decoupling system, let us numerically simulate the
operation of a realistic CVG with these two systems. The essential part of a unit
step transient process is shown in Fig. 6.16.

Although the system presented in Fig. 6.15 is nonlinear, its performance is
apparently better than the performance of the partial decoupling system.

Studied here, the decoupling system, its structure and transfer functions allows
considerable improvement of the CVG performances by means of practical elimi-
nation of undesired cross-couplings. Partial decoupling system is suggested for the

CVG
Sensitive
Element

q1

H20(s)

q2

x

Ω

1

G2(s)

x2
Secondary 

Demodulator

Fig. 6.15 Linearised
complete decoupling system
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devices with low accuracy requirements due to its simplicity. For the
high-performance sensors, usage of the linearised complete decoupling system can
be justified. Both these approaches improve bias and scale factor stability of CVG.

6.6 Temperature Errors Compensation

One of the well-recognised major sources of bias instabilities in CVGs is temper-
ature variations. It affects practically all performances of CVGs. The following
figures demonstrate significant temperature-related zero-rate output that has been
observed during experimental tests of CVG. For the temperature profile, shown in
Fig. 6.17, and zero angular rate, uncompensated CVG output is shown in Fig. 6.18.

It is believed that the temperature variations cause this bias through the
temperature-dependent cross-damping. In this case, the excited primary oscillations
of the sensitive element are capable to induce secondary (output) oscillations even
without external rotation being applied to the sensor.

6.6.1 Cross-Damping Transfer Function

Let us have a look at the CVG-sensitive element motion equations when
temperature-related cross-damping is present in the system:

x1
:: þ2f1x1 _x1 þ ðx2

1 � d1X
2Þx1 þ ðg1Xþ 2f21x2Þ _x2 þ d3 _Xx2 ¼ q1ðtÞ;

x2
:: þ2f2x2 _x2 þ ðx2

2 � d2X
2Þx2 � ðg2Xþ 2f12x1Þ _x1 � _Xx1 ¼ q2ðtÞ:

(
ð6:44Þ
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Fig. 6.16 Decoupling systems performance comparison (dotted input angular rate, dashed partial
decoupler, solid linearised complete decoupler)
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Here f12 and f21 are the relative cross-damping coefficients. Indeed, even if there
is no external rotation (X ¼ 0), secondary oscillations linearly related to f12 will
still be registered.
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Fig. 6.17 Temperature profile
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Constant cross-coupling through the damping can be removed by calibration.
However, calibration is unable to deal effectively with the varying in time damping
f12 due to the temperature variations.

Let us now derive mathematical model for the temperature caused output.
Following the demonstrated in Chap. 4 method of analysing CVG-sensitive element
dynamics in demodulated signals, we can represent complex secondary amplitude
in Laplace domain as:

A2ðsÞ ¼ WX
2 ðsÞ � XðsÞ þW f

2ðsÞ � f12ðsÞ: ð6:45Þ

Here transfer function are given by the following expressions:

WX
2 ðsÞ ¼

q10ðjxg2 þ d4sÞ
½ðsþ jxÞ2 þ 2f2x2ðsþ jxÞ þ x2

2�ðx2
1 � x2 þ 2jx1f1xÞ

;

W f
2ðsÞ ¼

2jxx2

½ðsþ jxÞ2 þ 2f2x2ðsþ jxÞ þ x2
2�ðx2

1 � x2 þ 2jx1f1xÞ
:

ð6:46Þ

It is important to remember that part of the secondary amplitude due to the
cross-damping will be undistinguishable from the one caused by the angular rate.
Let us, therefore, derive the transfer function relating input cross-damping to the
output angular rate as

XfðsÞ ¼ W f
XðsÞ � f12ðsÞ; ð6:47Þ

where XfðsÞ is the measured erroneous angular rate caused by the cross-damping.
Apparently, transfer function W f

XðsÞ can be expressed using transfer functions from
(6.46) as

W f
XðsÞ ¼

W f
2ðsÞ

WX
2 ðs ! 0Þ ¼

2x2ðx2
2 � x2 þ 2jx2xf2Þ

g2ðx2
2 � x2 þ 2x2f2sþ 2jxðsþ x2f2ÞÞ

: ð6:48Þ

Transfer function (6.48) can be further simplified using assumptions, similar to
those used in Chap. 4. Namely, we can assume that the natural frequencies are equal
(x1 ¼ x2 ¼ k) as well as relative damping coefficients (f1 ¼ f2 ¼ f), and primary

oscillations excitation frequency is x ¼ k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2f2

p
. With these assumptions, the

transfer function (6.48) becomes

W f
XðsÞ ¼

2k2f
g2ðsþ kfÞ : ð6:49Þ
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The transfer function (6.49) allows efficient analysis of errors due to the
cross-damping, which not only is present in the system, but can vary due to dif-
ferent reasons.

6.6.2 Empirical Modelling of Cross-Damping

Assuming that the cross-damping coefficient is a function of the temperature shift
T from the calibration temperature, it can be approximated using polynomial as

f12 ¼ f12ðTÞ �
Xn
i¼0

fTi T
i: ð6:50Þ

Temperature-related coefficients fTi can be determined experimentally when
ambient temperature is known (measured) and angular rate is absent (see the
Figs. 6.17 and 6.18). However, in most of the cases, we observe angular rate as
the gyro output. In order to relate angular rate to the input cross-damping, let us use
the steady state of the transfer function (6.49) as

XðTÞ ¼ W f
Xðs ! 0Þf12ðTÞ �

2k
g2

Xn
i¼0

fTi T
i ¼

Xn
i¼0

XT
i T

i: ð6:51Þ

Parameters XT
i of the cross-damping model (6.51) can now be identified from the

experimental data and found to have the following values: XT
0 ¼ 10:0792� 10�3,

XT
1 ¼ �40:631� 10�5, XT

2 ¼ 70:7044� 10�7, XT
3 ¼ �50:8598� 10�9.

Influence of the higher order components found to be negligible. In order to
validate the cross-damping model (6.51), obtained temperature-related angular rate
can be subtracted from the gyroscope output, producing compensated output as
shown in Fig. 6.18 (compensated line). As one can see, model (6.51) successfully
compensates bias for the steady temperature, while performs only fair during
temperature transitions.

6.6.3 Temperature Compensation System

In order to deal successfully with the transient processes in CVG dynamics due to
temperature, let us synthesise the temperature compensation system using the
cross-coupling compensation technique described in this chapter earlier in the
previous section. The structure of a simple partial decoupling system is shown in
Fig. 6.13. In case of temperature-related cross-damping compensation, transfer
function G2ðsÞ in the decoupling system is given by
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G2ðsÞ ¼ 2f12x1s
s2 þ 2f2x2sþ x2

2
: ð6:52Þ

Here f12 is the temperature-dependent cross-damping coefficient given by (6.50).
By taking temperature measurements from the temperature sensor, one can now
combine these readings with the measured primary oscillations to implement
low-level (before demodulation) temperature compensation as shown in the
Fig. 6.19.

Results of numerical simulations of this system operation are shown in Fig. 6.20.
In these numerical simulations, temperature has a sinusoidal shape ranging from

−50 to 50 °C and period of 1 s. One can see that the proposed temperature
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CVG sensitive element

Temperature
Sensor & Model

d / dt

Fig. 6.19 Low-level temperature compensation system
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Fig. 6.20 Temperature compensation system simulation (dashed line input angular rate, thin line
uncompensated output, thick line compensated output)
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compensation system successfully removed the effect of cross-damping variations
due to temperature. However, this system still requires temperature sensor being
used in the system.

6.6.4 Optimal Filtering of Temperature Errors

Analysing (6.45) one could note that temperature influences the output of a CVG
exactly like an angular rate and the temperature-related output is undistinguishable
from the angular rate measurements:

XðsÞ ¼ WðsÞ � X0ðsÞ þWfðsÞ � f12ðsÞ: ð6:53Þ

Here WðsÞ is the system transfer function given by (6.1), and WfðsÞ is the
cross-damping transfer function given by the expression (6.49). In this sense,
temperature influence could be treated as a process noise or disturbance to the CVG
system, as shown in Fig. 6.4. This allows us to derive optimal process noise filter
using the method, studied earlier, to produce a temperature error compensation
system that does not require temperature measurements, but uses statistical char-
acteristics of temperature variations to minimise temperature errors.

By utilising similarities in transfer functions WðsÞ and WfðsÞ; we can define
disturbances as

wðsÞ ¼ 2k
g2

f12ðsÞ: ð6:54Þ

Assuming that CVG is installed on a manoeuvrable object, such as an unmanned
aerial vehicle, for example, or land vehicle, its power spectral density can be
represented as a low-pass model, similar to the one used earlier:

SXðsÞ ¼ r2B2

B2 � s2
: ð6:55Þ

It is apparent that the temperature variations are slow and therefore could be
adequately represented by the following random walk model

SfðsÞ ¼ c2r2

�s2
: ð6:56Þ

Power spectral densities (6.55) and (6.56) can now be used to synthesise optimal
filter, reducing errors caused by the temperature variations.

In terms of the Wiener algorithm for calculating optimal process noise filters
studied in Sect. 6.3, and spectral density SuuðsÞ can be calculated from (6.55) using
Wiener–Khinchin theorem as follows:
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SuuðsÞ ¼ WXðsÞj j2SwðsÞ

¼ WXðsÞj j24k
4

g22
SfðsÞ

¼ 4c2r2k4f2

�s2g22ð�s2 þ k2f2Þ :

ð6:57Þ

Spectral density (6.57) along with the spectral density (6.55) can now be used to
derive optimal filters based on the formula (6.12). After performing all necessary
transformations, the optimal filter is found in the following form:

GðsÞ ¼ 2Bkcðkfþ sÞ
kfð2Bkcþ s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g22B

2 þ 4k2c2
p

Þ : ð6:58Þ

Optimal temperature errors filter (6.58) can be used to reduce effect of the
temperature variations on CVG performances. It is also important to note that filter
(6.58) is a static transfer function and therefore does not require computational
devices, and can be implemented using analogue electronics as an
application-specific integrated circuit.

6.7 Whole-Angle Force Rebalance Control

The necessity to measure the angle of rotation instead of angular rate (whole-angle
measurement mode) led to specifically designed sensitive elements, behaving
similarly to Foucault pendulum. In this section, a different approach is considered
when a conventional angular rate sensing CVG is provided with a feedback con-
troller providing similar whole-angle operation while restraining the rate sensing
output of the sensitive element.

In terms of the demodulated (envelope) signals, CVG along with the negative
feedback loop can be represented as a control system shown in Fig. 6.21.

Here X—is the actual output of the gyroscope (measured angular rate), X0—is
the unknown angular rate (system input) and WðsÞ is the CVG transfer function
given by (6.1). The goal is to design such a feedback controller GðsÞ, producing
output y, which is being modulated and applied to the secondary mode of the
CVG-sensitive element will limit the actual output of the gyro. At the same time,
signal y itself must represent integrated angular rate, e.g. angle of rotation.

W (s)

G(s)

0

y

q2Ω Ω

Fig. 6.21 CVG with the feedback controller

6.6 Temperature Errors Compensation 111



The transfer function from the input angular rate X0 to the feedback output y is
as follows:

WyðsÞ ¼ WðsÞ � GðsÞ
1þWðsÞ � GðsÞ : ð6:59Þ

In order to perform the required task of the integrated angular rate measurement
(“whole angle” mode), transfer function (6.59) must be equal to the simple inte-
grator 1=s, which results in the following equation:

WðsÞ � GðsÞ
1þWðsÞ � GðsÞ ¼

1
s
: ð6:60Þ

Substituting (6.1) into the Eq. (6.60) and solving this equation for the unknown
feedback transfer function GðsÞ results in

GðsÞ ¼ fk þ s
fkðs� 1Þ : ð6:61Þ

It is important to remember that the transfer function (6.61) is derived in terms of
the demodulated envelope signals. It means, that in order to apply its output as an
actuation to the secondary mode of the sensitive element (acceleration q2), it must
be modulated with the differentiated output of the primary mode as follows to make
it identical to the Coriolis force, acting along the secondary motion coordinate:

q2ðtÞ ¼ g2 � yðtÞ � _x1ðtÞ: ð6:62Þ

Applying signal (6.62) to the sensitive element results in reduction of its dis-
placements, while the feedback output y becomes the new output of the gyro,
implementing the whole-angle operation.

Simulation schematics of CVG with the feedback controller is shown in
Fig. 6.22.

Here subsystem “CVG dynamics” simulates sensitive element dynamics based
on the complete generalised equations. Figure 6.23 demonstrates demodulated
signals produced by the simulation: input angular rate (dashed), highly noised
measured angular rate (grey) and the compensated actual output of the CVG.

One could note that the actual output of the gyro (solid line) is actually less than
the input angular rate. At the same time, output of the feedback controller (shown in
Fig. 6.24) produces integrated angular rate (angle of rotation) while reducing the
effect from the noise in the feedback loop.

Presented here is the synthesis of a feedback controller result in a system, which
being applied to a conventional CVG allows to implement the whole-angle force
rebalance mode for the gyro. The obtained controller reduces the sensitive element
deflections and the influence of the measurement noise on the output angle of
rotation as well.
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Resume
One could always design the best possible sensitive element given the required
performances. But it is almost impossible to fabricate the sensitive element to the
same level of perfection at which it has been designed. Plenty of imperfections will
certainly be introduced during fabrication, sometimes rendering to nothing all the
advantages of the optimised design. Improving the fabrication process to a higher

Fig. 6.22 Simulating CVG control operation in Simulink
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Fig. 6.23 CVG signals: solid secondary output in the force rebalance mode, grey noised
secondary output, dashed input angular rate
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level of tolerances is one way, but it significantly increases fabrication cost. Another
way, and it is believed to be preferable, is to compensate the effect of imperfections
by properly synthesised signal processing and control.
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Fig. 6.24 Integrated (whole angle) CVG feedback output
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