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Foreword

PURPOSE AND RATIONALE

Students and professionals have many choices of text and reference books for
the sustainability engineering disciplines: reliability, maintainability, and sup-
portability. Available books range from theoretical treatises on the mathemati-
cal theory of reliability, applied maintainability and logistics modeling, studies
in reliability physics, and books devoted to systems management. But there’s
still something missing: there is a need for an exposition of the sustainability
engineering activities that systems engineers need to carry out, which explains
the purposes and benefits of the activities without necessarily explaining how
to do them all in detail. This book fills that need.

Several decades of experience in sustainability engineering and manage-
ment in the telecommunications industry and additional experience in research
and teaching have led me to these relevant observations.

1. Few publications in the sustainability disciplines focus on the core sys-
tems engineering tasks of creating, managing, and tracking requirements
for these disciplines specifically.

2. The small number of degree-granting programs in sustainability engi-
neering means that many systems engineers have no exposure to these
ideas until they are assigned to deal with them in the work environment.

3. The gap between what is known and available in the research literature
and what is routinely practiced in day-to-day sustainability engineering is
large and growing. Many sustainability engineers use oversimplified
models and tools to deal with sustainability engineering tasks and conse-
quently miss opportunities to develop more thorough and informative
product management and improvement plans at lower cost.

4. Systems engineers, in particular, because of the broad scope of their
responsibilities, need support from those with specialized expertise to
write good sustainability requirements, understand the results provided
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to them by sustainability engineering specialists, and track compliance
with stated sustainability requirements. Consequently, they need enough
background knowledge in these areas to be good suppliers and customers
for the specialist teams.

5. Many software tools essential for executing complex sustainability engineer-
ing tasks often (silently) incorporate simplifying assumptions, rely on the user
to discern when results are reasonable or not, and do not give the user good
insight into what to expect from the tool and what not to expect from the tool.

Sustainability engineering and management is not an obscure, arcane branch
of knowledge. It is a human endeavor that can readily be carried out systemati-
cally and on the basis of a manageable number of principles. The purpose of
this book is to provide that basis for systems engineers in particular. Certainly,
few have as much influence on a product’s design as do systems engineers. The
creation of appropriate sustainability requirements is a key step to developing
a system whose realized reliability, maintainability, and supportability meet the
needs and desires of the system’s customers while promoting success and profit
to the vendor. Conversely, incomplete, unfocused, or inappropriate require-
ments lead to customer dissatisfaction with the system they purchase and use
and cost the vendor more in warranty costs, maintenance of an extensive repair
business, and lost goodwill. Our purpose here is to provide systems engineers
with the principles and tools needed to craft sustainability requirements that
make the product or system successful in satisfying the customers’ needs and
desires for reliability, maintainability, and supportability while keeping costs
manageable. Our purpose is also to provide methods and tools systems engi-
neers can use to determine whether sustainability requirements are being met
satisfactorily by understanding and analysis of data from field installations.
Finally, the book discusses enough quantitative modeling for reliability, main-
tainability, and supportability to support systems engineers in their engineer-
ing, management, validation, and communication tasks.

It is important to note that this book is not intended as a textbook in the
mathematical theory of reliability (or the mathematical underpinnings of maintain-
ability or supportability). Rather, our intention is to provide systems engineers
with knowledge about the results of these theories so that, while they may some-
times construct needed reliability, maintainability, and supportability models on
their own, it is more important that they be able to successfully acquire and use
information provided to them by specialist engineers in these disciplines. The
customer—supplier model provides a useful context for this interaction:

¢ Systems engineers act as suppliers in providing specialist engineers with
clear and effective reliability, maintainability, and supportability require-
ments for the product.

¢ Systems engineers act as customers for the reliability, maintainability, and
supportability models, data analysis, and so on, provided by specialist
engineering teams during development.
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Therefore, systems engineers need a good grasp of the language and concepts
used in these areas, while not necessarily needing to be able to carry out
extensive modeling or data analysis themselves. While this book is careful to
describe the necessary language and concepts correctly and in appropriate
contexts, it makes no attempt to provide mathematical proofs for the results
cited. References are provided for those interested in pursuing details of the
mathematical theory of reliability, but those details are not within the scope or
purpose of this book.

GOALS

I hope this book will enable systems engineers to lead the development of
systems (which we will interpret broadly in this book as encompassing
products and services) whose reliability, maintainability, and supportability
meet and exceed the expectations of their customers and provide success
and profit to their employers. My intention is that systems engineers will
themselves be able to employ, and encourage their sustainability engineer-
ing specialists to employ, the best practices discussed here in an orderly,
systematic fashion guided by customer needs. I recognize that systems engi-
neers have a very broad range of responsibilities, and it may not be possible
for them to deal with every responsibility at equal depth. Therefore, it is
important that their sustainability engineering and management responsi-
bilities be supported by as straightforward and systematic a program as
possible. I emphasize the thought processes underlying all the activities a
systems engineer may have to undertake to ensure successful product or
system sustainability. To avoid losing sight of the forest for the trees, we
repeatedly return to the basic questions and first principles of the field in
all the applications we cover, including hardware products, software-inten-
sive systems, services, and high-consequence systems. My intention in doing
this is to help systems engineers choose appropriate methods and tools to
accomplish their purposes, and thereby create the most suitable sustainability
requirements consistent with fulfilling customer needs and expectations
and supplier success.

ORGANIZATION OF THIS BOOK

Every author likes to think that he brings to the reader a uniquely formative
experience through the superior organization of topics and methods in his
book. If only it were that simple. Success in learning depends primarily on stu-
dent commitment. I can only try to make that job easier. I hope that the devices
I use in this book will fulfill that wish.
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¢ The book is organized into three major divisions, one corresponding to
each of reliability, maintainability, and supportability engineering. Within
each division, there is material on
o Requirements development,
o Quantitative modeling sufficient for understanding, developing, and
interpreting requirements,
o Statistical analysis for checking whether systems in operation meet or
do not meet requirements, and
o Best practices in each of these areas.
¢ [ place a lot of emphasis on correct use of language. As discussed at length
in Chapter 1, the language we use in the formal system that constitutes
sustainability engineering contains many of the same words we use in ordi-
nary discourse. It is vital to keep in mind which context you are operating
in at all times. To help you do this in places where I think there is more than
the usual possibility for confusion, I will point out in the text information
you need to dispel that confusion. These instances are introduced by the
header “Language tip” and they appear in many places in the text.
¢ This book is primarily for systems engineers whose main concern is the
determination and development of appropriate requirements so that
designers may fulfill the intent of the customer. Accordingly, the book
emphasizes the use of various sustainability engineering methods and
techniques in crafting requirements that are
o Focused on the customers’ needs,
o Unambiguous,
o Easily understood by the requirements’ stakeholders (customers,
designers, and management), and
o Verifiable through collection and analysis of data from system operation.
The device employed in the book to promote this goal is the frequent
interjection of “Requirements tips” that appear when needed and of most
benefit.
¢ An equally important concern of systems engineers is determining when
requirements are being met by systems operating in customer environ-
ments. Accordingly, a chapter or section in each of the major divisions of the
book is devoted to the statistical analyses needed to accomplish this task.
¢ The title of the book emphasizes “Best Practices.” Each chapter concludes
with a section summarizing the current best practices for systems engi-
neers concerning the material covered in the chapter.
¢ Finally, I believe that everything we do is a process, whether we call it that
or not. In particular, we should all be mindful that everything we do can
be improved. Requirements development and verification are no excep-
tion (indeed, this book is no exception, and I welcome suggestions from
readers to help make the next version better).
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Part I

Reliability Engineering







Systems Engineering and
the Sustainability
Disciplines

1.1 PURPOSE OF THIS BOOK

1.1.1 Systems Engineers Create and Monitor Requirements

The textbook marketplace offers many high-quality books that provide the
student, professional, and researcher with many points of view on the
sustainability disciplines of reliability engineering, maintainability engi-
neering, and supportability engineering. The point of view we advance
here, though, is different from that of other books. This book focuses
intently on the roles and responsibilities of the systems engineer in creating
and monitoring the requirements for reliability, maintainability, and sup-
portability that will guide development of products and services that are
most likely to satisfy their customers and lead to success for their suppliers.
Systems engineers play a pivotal role in this process. Get the requirements
wrong and the likelihood of a successful product or service is almost nil.
That, coupled with the importance of acting as early as possible in the
development process to build in quality and reliability, compels a new
emphasis on preparing systems engineers to understand how the sustaina-
bility disciplines contribute to product and service success and to enlarge
their toolkit to incorporate generation and validation of sustainability
requirements that promote greater product and service success. The first
major purpose of this book is to provide systems engineers with the
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knowledge they need to craft clear, concise, and effective sustainability
requirements so that they may fulfill their role of key leader in successful
product and service development.

Customers and suppliers also want to know whether requirements are being
met by deployed products and services. For example, many telecommunications
service providers offer service-level agreements (SLAs) to their larger
customers (see Section 8.6). SLAs are usually based on certain service reliability
criteria [11, 12]; when these criteria are violated, the customer is offered a full
or partial refund for a stated period of service. In addition, many suppliers of
commercial and consumer products offer warranties. The cost of servicing the
warranty is borne by the supplier. The obvious financial consequences in these
examples show why it is important to be able to determine in a systematic way
whether and to what degree relevant requirements are likely to be met (in a
planning phase) and are being met (in operation). Accordingly, the second
major purpose of this book is to provide systems engineers with the concepts,
tools, and techniques needed to carry out analyses for determining conform-
ance to quantitative sustainability requirements.

1.1.2 Good Requirements are a Key to Success

Accepting, as we do, that a design faithfully realizing a set of complete and
effective requirements will make a product or service that is no more or less
than those requirements describe, it is clear that requirements are key
contributors to a successful product or service. Accordingly, we need to
understand what makes a good requirement. At least two important properties
of a good requirement can be immediately discerned:

1. The requirement is written to promote an outcome (product or service
property or behavior) that is desired by the customer.

2. The requirement is unambiguous: clear criteria are available to determine
whether the requirement is met or not.

Every product or service property or behavior that is needed or desired by the
customer for the product or service should be the subject of some requirement(s).
There is no other reliable way to ensure that the product or service will have
that property or behavior. This is nothing more than a restatement of the idea
that if you want something, unless you ask for it specifically, you will only get it
by some happy accident. Think of a customer, like a telecommunications
service provider, who needs a reliable backup generator to ensure continuity
of service during periods when utility power is unavailable. If the customer
does not specify the length of time for which the backup generator is required
to operate without failure, then the system designer has no guidance about
how to specify which backup generator to use and what measures need to be
taken to ensure that it operates for the needed period of time. Some backup
generator will be chosen, but the reliability of that backup generator may or



PURPOSE OF THIS BOOK 5

may not be good enough to meet the customer’s need. In this example, “you
get what you get” without a clear plan to get, rather, what you need—the result
is haphazard rather than systematic. Good requirements are complete (cover
all properties and behaviors needed and desired by the customer).

The best way to promote unambiguous requirements is to state them in
quantitative terms. Most requirements in the sustainability disciplines involve
some quantitative variable. For example, we may wish to limit the amount of
time it takes to complete a specified repair. To enforce such a limit, this
duration will be the subject of a requirement. In practice, the time it takes to
complete a repair is influenced by many factors, including control factors
(those that the system designer and operator are able to control) and noise
factors (factors that are thought of as “random” and not able to be readily
adjusted by the designer or operator).! Consequently, it is customary to con-
ceptualize the quantitative variables appearing in requirements as random
variables in the sense used in probability theory. That is, the values taken by
this variable over the different members of the population of products or ser-
vice realizations may differ from one to another in unpredictable ways. For
instance, the duration of the specified repair in the example will be influenced
by factors like the location and ease of access of required spare parts, the loca-
tion and ease of access of required documentation, how well-trained the repair
technicians are, etc. The system designer can influence these factors by appro-
priate selection of requirements for them;see Part II of this book for maintain-
ability considerations like these. However, the repair duration may also be
influenced by factors that the designer cannot control, such as how fatigued
the operator may be after having worked an entire shift before beginning the
repair, whether the operator has to deal with inclement weather in an outdoor
installation, etc. The designer cannot control these “noise factors.” For this rea-
son, products or services should be designed to be “robust” against the effects
of noise factors. This means that the product or service should be insensitive to
variations in the values of the noise factors. The discipline of “robust design” [7,
14] has arisen to make this task systematic. A product or service that is robust
in this sense is likely to experience fewer failures, making robust design a
valuable tool for the systems engineer and design staff. We return to this idea
in more detail in Section 6.8.

It is also important when assessing product or service performance against
asetof requirements that statistical ideas be used —monitoring the performance
of the product or service in operation generates data for each of the require-
ments. These data may be a census or only a sample from the population of

! This approach to conceptualizing operations in the real world was first introduced by Genichi
Taguchi in the 1980s [10], in the context of statistically designed experiments. More broadly
interpreted, it offers a useful conceptualization of how much of a given product or service
realization may be controlled by requirements and how the design may be arranged, including
considerations of how much margin may need to be built into the design, to mitigate the influence
that “noise” factors have over the eventual outcome.
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installed systems. Treating census data is straightforward; many examples are
given in chapter 5 and elsewhere. Sampling data need to be analyzed in a
consistent statistical manner that respects the sampling nature of the data
collection so that an informative and fair picture of how well the product or
service is performing may be obtained. The details of such analyses are
discussed in various chapters of this book, so we are not going to dig deeper
here, but we will point out, for the first time of many times, that comparisons
between performance and requirements are expressed in statistical terms using
probabilities, significance levels, and confidence intervals. The nature of real-
world operation, especially when we are unable to collect data on anything but
a sample of the population of systems in operation, brings with it these uncer-
tainties. Whether it is possible to make absolute judgments about meeting
requirements or not also depends on the form in which the requirements are
written (see Chapters 3 and 5).

1.1.3 Sustainability Requirements are Important Too

At the most fundamental level, systems engineering exists to promote certain
outcomes in product and service development and deployment. These
outcomes include customer satisfaction and supplier profitability. The basic
tool systems engineers use to carry out this function is to create and monitor
requirements for specific product or service properties whose achievement
promotes these outcomes. While there are many such properties that matter,
this book focuses on those properties connected to reliability, maintainability,
and supportability. Before narrowing to that focus, however, we need to discuss
the broader context of the systems engineering role in these disciplines.

Promotion of certain key outcomes is a primary systems engineering
function. In reliability, for example, understanding of customer needs may
indicate that the customer is concerned primarily with the frequency of failures,
perhaps because remediation of a failure requires dispatch of a repair crew to
a remote or difficult-to-reach location, and the customer wishes to minimize
the expense associated with these actions. Therefore the systems engineer
creates a requirement for frequency of failures, perhaps something like “The
equipment shall not experience failures requiring the dispatch of service
personnel more often than once per decade per system.” Later in chapter 2, we
will see why this requirement is incomplete (it lacks any statement about what
conditions are to prevail for this failure frequency limit to be valid), but the key
point here is that it is created based on a detailed understanding of the
customers’ needs and the capabilities that need to be designed into the system
to meet those needs.

As with any endeavor that undertakes to reach certain targets, an
understanding of the process by which those targets are approached is
necessary. This is a fundamental principle of quality engineering in which any
effort to design and improve a product or service is based on an understanding
of the process by which the product or service is created and used. Here, the
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systems engineer acts to promote certain outcomes. In the sustainability
disciplines, these outcomes represent what is needed of the product or service
in reliability, maintainability, and supportability so that the product or service
will satisfy its customers and produce a profit for the supplier. To do this
effectively, he needs to understand the process used to achieve those outcomes.
Then she can determine the key points in that process at which monitoring can
be most effective in guiding the process toward its desired output.

1.1.4 Focused Action is Needed to Achieve the Goals Expressed
by the Requirements

System or service development often begins with a “wish list” of desirable
properties, or “features,” that will attract customers. From this list of features, a
set of requirements is created. For purposes of this book, we categorize
requirements as attribute requirements and sustainability requirements.
Attribute requirements comprise functional, performance, physical, and safety
requirements. Sustainability requirements are those pertaining to reliability,
maintainability, and supportability that bear on whether a system or service
can be developed not only to work satisfactorily when it is new but also to
continue to operate satisfactorily for a significant period of time thereafter—
enough time so that the system or service creates enough customer satisfaction
and supplier profitability to be worthwhile.

Deliberate, focused action must be taken to create a design and realize the
system or service that meets requirements. These actions are referred to as
“design for x” where x may refer to any of the requirements categories. While
this is certainly true for attribute requirements, in this book we emphasize
design for reliability, design for maintainability, and design for supportability
as key enablers of goal achievement through systematic, repeatable, and
science-based actions. Without deliberate attention to design for x, whatever
requirement goals may be achieved are achieved only by chance, and the odds
of meeting all requirements by chance are slim indeed. In particular, reliability,
maintainability, and supportability are sometimes seen by those lacking
training in these fields as arcane branches of knowledge whose implementation
is beyond the capabilities of most engineers. Our position is emphatically that
this is not so. We specifically discuss design for reliability, maintainability, and
supportability in Chapters 6, 11, and 13, respectively, from the point of view
that the actions constituting these fields are systematic, repeatable, and
grounded in sound science, and are readily learned and readily applied by most
engineers.

Finally, we point out that almost all, if not all, components of design for x are
readily susceptible to quantitative modeling and optimization. For instance,
the layout and process flow in a repair facility may be modeled as a stochastic
network (see chapter 13) and optimized on that basis so that inefficiencies may
be rooted out and speedier, more economical operation is promoted. The
decision about whether to engage this greater degree of detail rests largely on
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the organization’s judgment about the balance between prevention costs and
external failure costs. In this instance, an optimized repair facility promotes more
rapid repair of failures, shorter system outages, and faster turnaround to the
customer. This is worth something (even though it may be difficult to quantify);
whether it is worth enough to justify the expenditure of scarce, skilled resources
to carry out the optimization depends on the organization’s quality management
approach. In any case, the duration of the improvement is likely to be much
longer than the time spent on carrying out the optimization, an argument in
favor of the modeling approach. You will see many examples of this approach in
the design for x chapters, but not every opportunity will be discussed in detail
because to do so would require turning this into a book surveying all of operations
research. Where an important technique of this kind may be useful but is not
covered in this book, appropriate references are provided.

1.2 GOALS

For systems engineers to be able to do these things effectively, they need to
reach certain goals. These goals determine the goals of this book.

1. Systems engineers need to know how success is defined for the product or
service in development. Two primary indicators of success are profitability
for the organization supplying the product or service, and satisfaction on
the part of their customers. Throughout, we emphasize the relationships
between sustainability requirements, product/service success, and the
technical content of sustainability models in helping systems engineers
look forward and see how the profitability and customer satisfaction
results may play out.

2. Systems engineers rarely will be required to carry out detailed reliability,
maintainability, or supportability modeling, but they will almost always
receive advice from specialists in these disciplines. They may also

¢ subcontract the creation of reliability, maintainability, and/or support-
ability to teams of experts in those disciplines and
¢ be part of a team negotiating sustainability requirements with customers
or suppliers.
Therefore, systems engineers need to know how to be good customers of
specialist engineering suppliers and be effective negotiators of sustaina-
bility requirements. This requires a minimum level of understanding of
some details of reliability, maintainability, and supportability engineering.
This book will present this kind of information not with a goal of creating
reliability, maintainability, or supportability specialists, but rather with an
amount of detail necessary to acquire the understanding needed to be
good consumers of specialist information and good negotiators. We aim
to give systems engineers the skills needed to ask good questions and
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understand the answers, particularly with regard to the systems engineer’s
primary responsibility concerning the creation of suitable requirements
for reliability, maintainability, and supportability—those that promote
successful product and service development and deployment, satisfied
customers, and a profitable business. Experienced sustainability engineers
may find that some of the explanations needed to support this goal are
already familiar to them and do not bear repeating, but they are
included —indeed, emphasized —here to provide systems engineers with
the background and understanding they need so that they can be good
customers and suppliers in this context.

. A third goal that is at least as important as others mentioned so far is to
promote clarity of language and communication across the community of
systems engineering stakeholders: customer representatives, specialist
engineers, the product or service development team, management, and exec-
utives. The sustainability disciplines are loaded with special terms and the
temptation to lapse into jargon is sometimes overwhelming. Nonetheless, we
firmly believe that the best ideas are the simple ones, or at least those that
can be explained simply and clearly, and this book is written with the promo-
tion of clear, unambiguous, and consistent communication as a primary goal.
I once worked for a manager who claimed that at times it was necessary to
“vague it up,” but my experience has been that “vaguing it up” is more often
than not a means for disguising a lack of understanding or playing political
games, and rarely does it have its claimed benefits. This book intends to help
you express yourself clearly and concisely. You may choose not to do so at
times, but at least you will be prepared to do so successfully when needed.

. In addition to providing a modest introduction to sustainability modeling
skills, this book aims to enable systems engineers to employ a systematic
and repeatable procedure to determine whether the sustainability
requirements they have created are being met by systems and services,
both during development and after deployment. This key step in the
product or service development process enables management to under-
take quality improvement programs based on reliable data and sound
analyses. In other words, these requirement verifications are part of the
Deming cycle’s [9] “check” phase. Preventive action—to maintain good
performance —and corrective action—to improve performance—should
only be undertaken after a solid understanding of the success or failure
of relevant requirements is achieved. This book aims to provide readers
with the concepts, frameworks, tools, and techniques needed to efficiently
determine the degree to which requirements are being met or not met
and form the foundation for management by fact.

. Sustainability engineering is sometimes practiced by engineers who are
not specifically trained in these disciplines. Those fulfilling such a role are
expected to make good use of the resources available to them while those
resources may be written in language that may be unfamiliar and that
may leave a lot of gaps in reasoning because they are intended for experts.
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Systems engineers who have a broader background and education may
need help filling those gaps. One of the purposes of this book is to present
material on the sustainability disciplines carefully and with the needs of
the systems engineer in mind. Readers will find discussions intended to
fill in these gaps, especially as regards clear use of the language, so that
confusion and ambiguity may be avoided. In some cases, experts may find
these discussions tedious and/or repetitive, but the detailed, step-by-step
discussions are deliberately prepared to help the non-expert rapidly be
able to make substantive contributions.

1.3 SCOPE

The sustainability disciplines are reliability engineering, maintainability engi-
neering, and supportability engineering. These disciplines are linked in important
ways (see chapter 2) and are important factors in product or service success. To
enhance learning about these engineering disciplines, this book emphasizes
certain points of view and covers certain topics while omitting others.

The primary point of view expressed in this book is that requirements are a
key driver of product or service success. As systems engineers are the developers
of requirements, they must be skilled in developing requirements that lead in
the right directions. Accordingly, they need enough knowledge about each of
the three sustainability disciplines to be able to develop sensible and effective
requirements. The scope of this book is dictated primarily by this need.

1.3.1 Reliability Engineering

To be able to accomplish reliability engineering tasks effectively requires two
key skills: first (and foremost), understanding how actions taken during product
or service design and manufacturing promote (or inhibit) reliability, and
second, ability to work with the quantitative aspects of reliability modeling and
statistical analysis. Accordingly, the two goals of the reliability engineering part
of this book (Part I) are

1. to introduce the reader to design for reliability through learning about
failure modes and failure mechanisms, failure causes, and preventive
actions, in a variety of electronic and mechanical contexts and

2. to provide enough material on quantitative reliability modeling and sta-
tistical analysis so that the reader can understand the implications of
writing requirements in various ways and be able to determine when the
performance of the product or service conforms to the requirements.

This is not a textbook in reliability physics, software design patterns, or general
hardware or software development best practices,so the first goal is approached
in rather more general terms. From the examples of failure modes and failure
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mechanisms given, the reader will be expected to inductively transfer this
knowledge to new situations. Neither is this a textbook in the mathematical
theory of reliability; many such books of high quality are already available to
interested readers and are cited in the references herein. Rather, there is given
here enough of quantitative reliability modeling and statistical analysis that
readers will see how to speak and write about these correctly, understand the
results specialists in this discipline will supply as part of the systems engineering
and development process, and create procedures to determine to what degree
reliability requirements are being met when the product or service is finally
deployed. Reliability engineering specialists may find that the material on
reliability modeling for systems engineers presented in chapter 4 may be
simultaneously too basic and not complete. It is deliberately presented in basic
terms so that it may be accessible to a non-specialist audience. It is not complete
in the sense that no proofs of mathematical assertions are given (though plenty
of references are provided), but it is comprehensive in the sense that the
reliability modeling topics of greatest importance are all covered. Specialists
may find some of the foundational discussions useful for refreshing their basic
understanding of commonly used techniques.

1.3.2 Maintainability Engineering

As with reliability engineering, and as we will point out again with supportability
engineering, systems engineers need to understand how actions taken during
product or service design and manufacturing promote (or inhibit) maintainability,
and they also need the ability to work with the quantitative aspects of maintaina-
bility modeling and statistical analysis. Accordingly, the two goals of the maintain-
ability engineering part of this book (Part II) are

1. to introduce the reader to design for maintainability through learning
about the key factors that influence maintainability and

2. to provide enough material on quantitative maintainability modeling
and statistical analysis so that the reader can understand the implications
of writing maintainability requirements in various ways and be able to
determine when the performance of the system conforms to the main-
tainability requirements.

Itisimportant to realize that maintainability and reliability are not independent.
As we will see in detail in chapter 2, decisions about maintainability also have
consequences for system reliability. For instance, the architecture you choose
for the field-replaceable parts of the system influences the duration of the out-
of-service period incident on the failure of such a part. This in turn influences
the system availability, a key measure? of system reliability. Design for
maintainability will consider these implications and help guide the systems

2 In chapter 3 and thereafter, we will refer to availability as a reliability figure of merit.
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engineer toward effective maintainability requirements when considering
system reliability, maintainability, and cost together. And of course, it is still
necessary to assess after deployment the degree to which the maintainability
requirements are being met, not only to provide the facts necessary to
adjudicate customer claims, but also to provide a factual foundation for
management and improvement of system maintainability and of the process by
which maintainability requirements are created.

1.3.3 Supportability Engineering

By now, you know what’s coming. Like maintainability, supportability is
not necessarily an end in itself: because system unavailability is directly
proportional to the duration of outages, and poorer supportability increases
outage duration, supportability plays a direct role in improving system reliabil-
ity. Therefore, the importance of proper supportability is not only in its oppor-
tunity for decreased system cost but also in its implications for system
reliability. The supportability part of this book, Part III, emphasizes the opti-
mal allocation of supportability resources to improve reliability while paying
attention to supportability cost. Accordingly, the two goals of the supportabil-
ity engineering part of this book are

1. to introduce the reader to design for supportability through study of the
key factors influencing supportability and

2. to provide enough material on supportability optimization and statistical
analysis of supportability data so that the reader can understand the
implications of writing requirements in various ways and be able to
determine when the performance of the product or service conforms to
the supportability requirements.

As noted before about maintainability, it is important to realize that
supportability and reliability are not independent. It is possible to create a set
of system requirements for reliability and supportability independently of each
other, but doing so ignores the synergies that are possible from considering
these together. Supportability engineering and design for supportability
provide a clear application of optimization techniques that we will introduce in
this part of the book.

1.4 AUDIENCE

1.4.1 Who Should Read This Book?

While practicing systems engineers and students of systems engineering are
the primary audience for this book, others in the technological systems
community too may benefit from it. Customer representatives, who may
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have yet-unformed ideas about reliability as part of a desired features list,
may benefit from understanding how the systems engineering process takes
informal, imprecise ideas for desired reliability and makes specific require-
ments from them and maps these requirements to each desired reliability
feature. Reliability, maintainability, and supportability engineering specialists
may find new material of interest to them, particularly in the chapters
concerning data analysis techniques for comparing field results with require-
ments. These chapters may also be useful to risk management teams and
management in general. Design and development engineers will find
organized, systematic treatment of design for reliability, design for maintain-
ability, and design for supportability —key disciplines needed to ensure that
sustainability requirements become fulfilled.

1.4.2 Prerequisites

No resource of this kind can hope to be completely self-contained. Readers
will need to bring some background in certain subjects to gain the greatest
benefit from this book. Foremost among these is a facility with statistical
thinking. Almost all the language used in the areas of reliability, maintaina-
bility, and supportability engineering is based on a probabilistic and
statistical approach. The quantities treated in these disciplines are almost
never deterministic and require the language of probability and statistics to
deal with properly. While this book does not expect you to be an expert
probabilist, some maturity with probability concepts, stochastic processes,
and statistical inference is assumed. For probability and stochastic processes,
familiarity at about the level of [3] is helpful. For statistics, consider Refs. 2
or 6. To help with concepts or models of this kind that may be unfamiliar,
other references are provided with the relevant chapters so that additional
explanation may be readily obtained.

In addition, this book assumes a certain familiarity with, and maturity in,
quality engineering. Systems engineers are vital contributors to the success of
a product or service by crafting the requirements that are needed to drive
development of a product or service that will fulfill customers’ needs and that
customers will find attractive and compelling. We will not dwell on the development
of quality engineering methods in this book, but rather will use these concepts
and methods when needed. A good introduction may be found in Ref. 13.

1.4.3 Postrequisites

Continuing the thought that no resource of this kind can hope to be
completely self-contained, readers also should be aware that there are many
places in the book where we discuss things that systems engineers are
advised to consider doing (or contracting to have done) but that the details
of those things are not given. For instance, in chapter 12, we discuss
determining the proper size of an inventory of spare parts as an important
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part of the systems engineering responsibility in system support. Two
approaches to solving this problem are mentioned, one based on minimizing
the stockout probability and another based on maximizing the system
availability, within budget constraints. However, we do not discuss the details
of either of these approaches in the book because they are adequately
covered elsewhere, either in other textbooks or in papers in the literature. In
either case, references are provided so you can acquire these techniques if
you so desire, but they will normally be the province of specialists on the
design team. The systems engineer’s responsibility is to see that these tasks
are attended to, though, in most cases, she will not carry out the tasks herself.
The structure of this book largely follows this division of labor. This book
emphasizes sustainability engineering tasks that need to be carried out in
order to develop a successful system or service without necessarily delving
deeply into the operational details of the tasks. Carrying out the tasks will
usually be the responsibility of some specialist engineers on the development
team, and they will use other resources for their needs.

There are a few exceptions to this rule in this book. These were chosen
mainly for pedagogical value or are new approaches to sustainability engineer-
ing tasks recommended by the author. For example, in chapter 13, we discuss
design optimization of a repair facility as part of design for supportability.
While the use of stochastic network flow models for this task is certainly not
unheard of, it is unusual enough that a brief introduction to the technique is
offered in chapter 13. As always, references are provided for further exploration
if needed.

Postrequisites is a neologism. We hope it will help you remember our
emphasis on the sustainability engineering tasks systems engineers need to
make sure are done while in many cases referring to other resources for the
details of tasks which are mostly the province of specialist engineers on the
development team.

1.5 GETTING STARTED

If you are a working systems engineer, collect a bundle of sustainability
requirements that you may be familiar with. As you read through the book,
or carry on with a course based on the book, examine the requirements you
have collected and see if they conform to the recommendations presented.
Understand the similarities and differences using the material presented in
the text. Experiment with possible alternatives and improvements. Send
feedback to the author.

If you are new to systems engineering, it is our hope that by following the
precepts given in this book, you will rapidly mature in the sustainability
disciplines to the point where you can be counted on to always create clear and
effective sustainability requirements.
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1.6 KEY SUCCESS FACTORS FOR SYSTEMS ENGINEERS
IN RELIABILITY, MAINTAINABILITY, AND SUPPORTABILITY
ENGINEERING

1.6.1 Customer-Supplier Relationships

Setting requirements does not happen in a vacuum. To set requirements effec-
tively, it is important to understand the customer—supplier relationships that
are at play in this process.

¢ The primary customer—supplier relationship to consider is, of course, the
customer for the system (or service) purchased from its supplier. This
customer is an external customer who has a lot to say about whether the
system or service will prove profitable to the vendor. Requirements must
flow from a deep understanding of this customer’s needs. Systematic
procedures are available to elicit these needs and to ensure that any
requirements developed can be traced directly to them. These procedures
include
o quality function deployment [1],
o the “House of Quality” [4], [8], and
o Kano analysis [5], among others.
A detailed discussion of these techniques is outside the scope of this
book. Our intention is to help you develop effective requirements that
truly promote the design and development of a product or service that
fully and profitably meets the customer needs once they have been
determined by these (or other) techniques. Of course, these procedures
can also help in the development of sustainability requirements, and it
is recommended that they be used in this development to the extent
possible.
¢ Thesystems engineeris asupplier to the rest of the design and development
team. The product supplied by the systems engineer is the set of require-
ments for the system (or service). The design and development team, an
internal customer, needs clear direction from systems engineering, and
the techniques we discuss in this book promote that clarity. A good
customer—supplier relationship here includes process management for
the requirements development process incorporating a robust feedback
mechanism for improvement not only of individual requirements but also
of the process by which they are generated.
¢ The systems engineer is also a supplier to management of information
about timeliness of requirements development, appropriateness of
requirements as related to customer needs and product or service profit-
ability, scope creep, etc. Management needs in this relationship include
clarity and forthrightness. Communication skills form the basis for being
able to fulfill these needs well. This book will help you become a more
skillful communicator in the sustainability disciplines. We provide many
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“language tips” at various places in the text that help clarify communica-
tion points so that you can clarify them for your customers.

e The systems engineer is a customer for sustainability engineering
specialists on the product or service design and development team.
Systems engineers as a rule do not carry out all the modeling and analyses
needed to support requirements development, and most often time
pressures prevent their doing so except in extraordinary situations.
Therefore, the systems engineer needs to learn how to be a good customer
for this specialized information. That means having at his/her command at
least enough knowledge about reliability, maintainability, and supporta-
bility engineering to be able to tell when the results submitted by
specialists in these disciplines are reasonable, are products of appropriate
modeling and analysis, and form a suitable basis for downstream
verification of requirements from data collected during deployment.
Accordingly, this book covers some of the basic ideas of quantitative
modeling for each of the three disciplines. The intent is not to create
specialists in reliability, maintainability, or supportability engineering, but
rather to enable systems engineers to be good communicators and good
customers of the suppliers of this specialty information.

1.6.2 Language and Clarity of Communication

In any technical discipline, the words we use come from ordinary English but
usually carry more precise, restricted meanings. This can be a source of
confusion because technical discourse uses the same ordinary English words
without necessarily indicating that the precise, restricted meaning is being
used. For example, in everyday speech, the word “reliable” usually means
something like “able to be depended on to perform duties without fail.”
From this, the noun “reliability” stems and carries a corresponding meaning.
But in reliability engineering, “reliability” has precise technical meanings
that are narrower than its meaning in ordinary discourse. The specific defini-
tions of “reliability” used in systems engineering are covered in Chapters 2,
3,and 4. When we talk about reliability with nonspecialists, including manag-
ers,we usually intend a wider meaning, something akin to “absence of failure.”
Leaving aside that “failure” is so far an undefined term (see chapter 2), non-
specialists will almost certainly not intend to use “reliability” as, for example,
the probability definition in Section 2.2.5 or the survivor function definition
in Section 3.3.2.3, and specialists may sometimes so use it and sometimes
not, usually without warning. Finally, the word “reliability” is used as a
portmanteau word for a system property that contains within it many possi-
ble specific criteria, such as availability, times between failures, repair times,
etc., besides the probability definition. We refer to these as reliability effec-
tiveness criteria (see chapter 2). Keeping this all straight is an important
function of systems engineering and promotes clear and effective
communication.
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The position taken in this book is that it is the systems engineer who is best
positioned to discern language problems of this kind and to sort them out so that
all constituencies are clear on what is being said. This is a large and important
responsibility. Accordingly, we emphasize learning the technical language of the
sustainability disciplines and, while so learning, thinking about ways terms may
be misunderstood by important constituencies: executives, managers, team mem-
bers, and customers. Being conscious of possible misunderstandings helps the sys-
tems engineer anticipate and overcome the difficulties his/her various audiences
are likely to have and become a great communicator as well as a great engineer.

The value of being able to keep everyone on the same page cannot be
overstated. Therefore, we urge systems engineers to learn the different
languages spoken by specialists and nonspecialists in the sustainability
disciplines. You will find “language tips” in many places in this book where
some help may be needed in sorting these out.

1.6.3 Statistical Thinking

The relevant quantities in reliability, maintainability, and supportability are not
physical constants. They all come from measurements on populations of the sys-
tems to which these disciplines are applied. Consequently, they need to be under-
stood in a statistical context, and it helps to have some familiarity with the basic
concepts of statistics. In particular, we place a lot of emphasis on the notion of
determining when two statistical quantities are “truly” different, that is, is the differ-
ence we observe (between a requirement for some quantity and an estimate of that
quantity from operational data) explainable, with high probability, by chance fluc-
tuations in the mechanism generating the data? Or is the difference “real” when we
account for the sampling errors involved? Such reasoning is important when
comparing the performance of a system against its quantitative requirements:
while it is appropriate to respond to a difference that is determined to be signifi-
cant, it is equally important to know when not to expend resources to make correc-
tions when none may be warranted by the quality of our knowledge about the
operational performance involved. These are basic principles of management by
fact that apply whenever the quantities involved are statistical in nature, and systems
engineers should be able to deal confidently with these matters, and to explain them
to other stakeholders who are affected by decisions one way or another.

1.7 ORGANIZING A COURSE USING THIS BOOK

The book is organized so that Parts I, II, and III are mostly self-contained, so a
course whose primary emphasis is on either reliability, or maintainability, or
supportability can be constructed based on the appropriate part separately.
In this case, a one-semester course can be constructed with most of the
modeling chapters (3, 4, 8, 11,13) covered in depth. But it would be a mistake
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to study only the modeling aspects of these disciplines. The real benefit of
studying sustainability engineering comes from application of the design for
(reliability, maintainability, supportability) principles that are the subject of
Chapters 6,11, and 13. Consistent with the principles of quality engineering, we
advocate for application of these principles early in the development process
so that prevention costs may be managed and controlled while increasing the
chance that the product, system, or service will be successful. As a consequence,
a more valuable course could be constructed using the “design-for” chapters as
a foundation and using the modeling chapters as supporting material. If a more
general overview is desired, this can be done using chapter 2, and parts of
Chapters 6, 10, 11, 12, and 13. In the services industry, Chapters 6, 8, and 9 are
helpful. For “high-consequence” systems in which the consequences of failure
are very serious, perhaps even life-threatening, consider using chapter 7 as a
basis with supplementary material from Chapters 3, 4, 5, 8, 11, and 13. An
overview course aimed at introducing systems engineers to the sustainability
disciplines would draw from all three parts of the book, and to be able to fit this
into one semester the modeling chapters can be touched on more lightly.

1.71 Examples

This book contains many examples, but not every concept or technique
discussed has an example given. For example, the discussion of reliability
budgeting in Section 4.7.3 proceeds at a fairly abstract level and does not
contain a complete worked-out example. You will find other instances of this
in most chapters. This is deliberate: the variety of possible applications is very
large, and the author makes no pretense to being familiar with all of them.
More importantly, these situations offer the instructor an opportunity to fill in
with examples from her own experience and particular field of expertise.
Instructors are encouraged to make the most of this opportunity by planning
ahead for class discussion of an ample number of applications, drawn from
their own experience, of the concepts and techniques presented.

1.72 Exercises

Each chapter contains exercises. These are an integral part of the presentation.
Some exercises amplify or complete examples introduced in the text. Others
give the reader an opportunity to try out some of the ideas and procedures
presented in the chapter. Still others are of an advanced nature that may be
suitable as research projects. These are marked with an asterisk.

1.7.3 References

Each chapter contains references to supplementary or source material for the
ideas in the chapter. Some of the references are to the author’s own work
which has ranged widely over theoretical and practical aspects of reliability
engineering. This field has grown so extensively that citation of all potentially
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relevant references is an impossible task. The ones chosen aim to provide his-
torical context as well as foundational material and additional amplification
for the material in the chapter.

1.8 CHAPTER SUMMARY

This chapter prepares readers to extract maximum value from this book. It tells the
aims and scope of the book, but more importantly it tells who may benefit from it
and how that benefit may be gained. The book does not aim to turn systems engi-
neers into specialists in the sustainability disciplines, but rather aims to enable
systems engineers, who usually do not receive specific training in the sustainability
disciplines, to become successful and productive when dealing with that portion of
their responsibilities that include reliability, maintainability, and supportability. We
emphasize key success factors in this endeavor. These include understanding the
customer—supplier relationships at play in systems engineering, clear and proper
use of language, and a facility with statistical thinking.
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Reliability Requirements

2.1 WHATTO EXPECT FROM THIS CHAPTER

This chapter is the foundation for the first third of this book dealing with
reliability. The chapter covers various uses of the word “reliability” in ordinary
conversation and in its specialized uses in engineering. This prepares the way to
study reliability requirements. We explore what makes a good reliability require-
ment and show how appropriate attention to reliability, maintainability, and
supportability can create a virtuous circle of improvement and lower cost.
Then we move to a more detailed examination of reliability concepts, includ-
ing reliability effectiveness criteria and figures of merit. This enables us to
review some examples of reliability requirements in four areas: products, flow
networks, standing services, and on-demand services. The topic of interpreta-
tion of reliability requirements is important for proper comparison of perfor-
mance with requirements, and some examples of comparisons are given here
as a preparation for the more detailed coverage of this topic in Chapter 5. We
introduce additional figures of merit and some of the statistical procedures
that are covered in more detail in Chapter 5. As with all chapters in this book,
this chapter closes with a discussion of best practices in creating reliability
requirements and a brief summary of key points.

Reliability, Maintainability, and Supportability: Best Practices for Systems Engineers,
First Edition. Michael Tortorella.
© 2015 John Wiley & Sons, Inc. Published 2015 by John Wiley & Sons, Inc.
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2.2 RELIABILITY FOR SYSTEMS ENGINEERS

2.2.1 “Reliability” in Conversation

Most people have a good idea of what “reliability” means in ordinary
conversation. Usually, we mean something or someone is reliable if he/she/it
can be counted on to do his/her/its job without fail, steadily, for as long as
asked. Stated in this way, the meaning of “without fail” is of paramount impor-
tance. Usually, in conversation, we take that to mean he/she/it does correctly
what he/she/it is supposed to do. This understanding serves us well because as
we will see, more precise use of these terms in systems engineering formalizes
these ideas, thereby enabling important relationships to be exposed and
studied. This chapter is devoted to amplifying the notion of reliability, defining
it clearly, and exploring some of the implications of the choices we have made.

2.2.2 “Reliability” in Engineering

Engineering works because its concepts are clearly defined and, very often,
quantitative. The reliability engineering framework follows closely from the
ordinary sense we have of “reliability” as described earlier: requirements are
what he/she/it is “supposed to do”; “failure” is a violation of a requirement,
“steadily, for as long as asked” becomes the time period over which failure-free
operation is desired. The formal definitions align closely with these ideas.

If you are comfortable with this metaphor, it may help to think of “reliability,”
in the systems engineering context, as a primitive term in a formal system. That
is, in systems engineering we endow “reliability” with a special meaning that is
more precise than its meaning in our ordinary day-to-day conversational usage.
The next sections are devoted to clarifying these notions.

2.2.3 Foundational Concepts

2.2.3.1 Attribute requirements

The subject matter of systems engineering is requirements. Requirements
are statements about functions a system! or service is supposed to perform
and properties that a system is supposed to possess that users and customers
may consider necessary or desirable. These include functional, performance,
physical, and safety characteristics. Their related requirements will be
referred to as “attribute requirements” to distinguish them from sustainability
requirements (reliability, maintainability, and supportability), which concern
themselves with violations of attribute requirements and correction of those
violations. In brief, functional requirements concern what a system is supposed
to do; performance requirements concern how efficiently the system does

! As a reminder, we interpret the word “system” broadly to encompass tangible products like
airplanes and computers as well as less tangible objects like software applications.
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them; physical requirements pertain to the appearance of the system in the
world, encompassing such things as size and weight; and safety requirements
concern the protection of life and limb while the system is used. We may think
of these requirements as “static” and the subject matter of quality which is
concerned with the degree to which these attribute requirements are met by
the system or service as designed.

Systems engineers create requirements from a deep understanding of
customers’ needs and desires and a balance of these with the cost of develop-
ment to meet them. The appropriateness and completeness of a set of
requirements is judged precisely on how well they capture these customer
needs and desires, and whether the resulting product, system, or service is
profitable to the supplier. Requirements are in turn used by downstream
members of the system development team to guide design, testing, validation,
and verification, and other development activities so that the end product of
the development process is a system, product, or service that fulfills the
customers’ needs and desires to a degree necessary to ensure its acceptability
to the customer and profitability to the supplier. For the purposes of this book,
we consider that the system’s attribute requirements have been acceptably
defined. In practice, this is sometimes not the case; everyone can name examples
of products and services that failed in the marketplace because their systems
engineers misunderstood the customer and consequently got the requirements
incomplete or just plain wrong. However, we postulate the ideal situation so
that we can focus on the primary tasks covered in this book, namely learning
the principles of sustainability engineering and management, and the creation,
evaluation, and tracking of sustainability requirements.

Several tools are available to the systems engineer to help acquire the
knowledge needed about customer needs and desires so that good requirements
may be developed. These include quality function deployment (QFD) [7], also
known as House of Quality [18], and Kano analysis [5]. While alignment with
customer needs and desires is absolutely of paramount importance for systems
engineers, for good requirements are impossible without it, the details of these
techniques are outside the scope of this book even though they are useful in
helping to determine not only attribute but also sustainability requirements.
Customers and users are interested in the frequency and duration of incidents
of violations of attribute requirements, and their needs and desires for the fre-
quency and duration of such incidents of violation are properly the subject of
appropriate requirements themselves (these will be the reliability, maintaina-
bility, and supportability requirements). These tools are mainly used to develop
attribute requirements, but systems engineers may use these tools to develop
sustainability requirements also. Once attribute requirements are established,
we may consider the question of sustainability—how frequently are the
attribute requirements violated, and for how long do such conditions persist?
The tools may be used to ascertain customers’ needs and desires for system
reliability, but it is possibly even more important to get the attribute
requirements correct first because a system that does not do what its users
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want and need it to do will not be improved by its doing those things very
reliably. Then reliability requirements can be worked out on a sound basis.

2.2.3.2 Failures

Broadly speaking, reliability concerns failure. By itself, “failure” is too broad a
term to be useful. In this section, we make the meaning of “failure” precise for
use in reliability engineering.

Definition: A failure is an action or omission in which one or more system
requirements are violated.

We will amplify this concept in the chapters to follows. For now, note that an
important implication of defining failure this way is that requirements must be
written in such a way that it is possible to discern clearly when they are not
being met. This fundamental principle of systems engineering is more readily
implemented when requirements are stated in quantitative terms. Fortunately,
many concepts of interest in reliability, maintainability, and supportability
readily lend themselves to expression in quantitative terms,and many examples
will be given throughout the book.

When a failure occurs, the system enters a state in which it does not perform,
or it inefficiently performs, one or more of its functions. That is, during this period
of time, one or more attribute requirements continue to be violated. We say the
system is in a failed or degraded state. This condition may persist for some time.

Definition: An outage is the period of time following a failure during which
the system is in a failed or degraded state.

Throughout this book, we will use “failure” to indicate the change of the system
from an operating state to a failed or degraded state, that is, a failure is something
that takes place at a particular, distinct instant of time. When a failure occurs, an
outage begins, and the outage persists for some length of time until a recovery is
completed and the system is returned to normal operation (all attribute require-
ments are being met). Further discussion may be found near Figure 2.1.

“Hard”failures and “soft”failures

It is sometimes assumed that the content of reliability engineering deals only
with failures that look like a complete cessation of system operation, sometimes
called “hard failures.” This is a common but far from a fruitful point of view.
Many violations of system requirements may occur that do not look like
complete cessation of system operation. For example, in a transaction process-
ing system, there is often a delay requirement that looks something like
“the mean system response time after a user request will not exceed 500
milliseconds under nominal load.” This is a performance requirement. Leaving
aside for the moment the precise specification of “nominal load,” when certain
subsystem failures occur,? it may be possible for the system to continue

2 For example, one server (completely) fails out of a bank of seven servers being used to process
transaction requests.
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Figure 2.1 History diagram illustrating failure and outage.

processing user requests with a mean response time of greater than 500
milliseconds for some requests. The system is still providing service (it has not
completely ceased operation), but a system failure has occurred because this
requirement is not being met. Users might not be aware that this failure has
occurred, particularly if the mean response time remains less than, say, 600
milliseconds; but at some point in the development of the system, the systems
engineers decided that keeping user response mean delay below 500 millisec-
onds was what customers wanted, and crafted a requirement to that effect.
Whether, under these circumstances, this was an appropriate requirement is a
subject for discussion in the area of developing requirements that faithfully
capture the letter and spirit of what the customer wants; for our purposes, here
is an example of a requirement that is violated even though the system is still
providing some service, albeit at a “degraded” level. Such instances are
sometimes referred to as “soft failures.” These terms are almost universally
recognized in reliability engineering, but prudent practice advises that some
effort be spent on ensuring that all parties to the conversation interpret them
the same way in any particular case.

Reliability engineering is most effective when the concept of “failure” is not
confined to “complete cessation of system operation” but includes violation of
some (any) system attribute requirement. For example, the software engineering
community has debated the notion of whether safety-related software failures
are distinct from other types of failures. Leveson [17] maintains that they are
qualitatively different from other kinds of failures. The point of view informing
this book is that safety failures, as violations of particular attribute requirements
(namely, safety requirements), are failures that can be fruitfully dealt with
using the methods of reliability engineering. The key to resolving this
disagreement lies in understanding how failures are

¢ avoided by design engineering actions and
¢ remedied once they occur.

It is certainly true that the consequences of safety-related failures, which may
range all the way to injuries to people and loss of life, may be more serious than
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the consequences of other kinds of failures. The position adopted in this book
is that, nonetheless, safety-related failures are failures whose prevention and
remediation still fall within the scope of reliability engineering and management.
A safety failure is a violation of a safety requirement,® and as such safety
failures may be avoided and remedied appropriately by the methods of
reliability engineering and management described in this book. It is precisely
the application of the principles and practices of reliability engineering
described here that promotes effective realization of all attribute requirements,
including safety requirements, both at initial system shipment and thereafter
throughout the system’s useful life.

2.2.4 Reliability Concepts for Systems Engineers

The formal use of the word “reliability” in the systems engineering context
encompasses three important aspects of system operation:

® The violation of one or more system requirements,

e The conditions under which the system operates (which may vary from
time to time) and prevailing up to and including the time when the viola-
tion occurs, and

® The time at which the violation occurs.

We have defined failure as the violation of one or more system attribute
requirements.* Every system attribute requirement presents an opportunity
for a failure to occur, that is, each attribute requirement contains within it one
or more failure modes, or different ways in which that requirement can be
violated and that provide evidence to the user that such a violation (failure)
has occurred. For instance, consider a real-time processing system such
as an online ticket-selling application. The application may have a delay
requirement such as the following: the system response time to a customer
request shall not exceed two seconds when the demand is 100 requests per
minute or less. At any time, the system response time exceeds two seconds, and
the demand is less than 100 requests per minute, a violation of this requirement
has occurred. The user can detect a response time of greater than 2 seconds;
this is concrete evidence that this requirement has been violated. Only the
system operator can detect whether the offered load (demand) was greater
than 100 requests per minute when this event occurred. Even if a user can’t tell
whether this failure has occurred, excessive delay may annoy the user. If 2
seconds is an excessive delay in the sense that it causes user annoyance, or if

3 Regrettably, in many instances, safety requirements are only implicit. It is preferable to make

any such safety requirements explicit so that appropriate attention is drawn to them and effective
actions are taken to ensure that they, like all requirements, are met.

4 We are going to disallow, on infinite regress grounds, the notion of calling a violation of a
reliability requirement a failure.
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users become annoyed because delays of less than 2 seconds occur too
frequently (and user satisfaction studies would be required to establish these
propositions), this would provide motivation for a reexamination of the
requirement. Important: while this is a performance requirement, a violation of
the requirement is a failure that is properly within the scope of reliability
engineering. The sustainability engineering aspect involves the frequency and
duration of violations of this requirement, that is, failures and outages in this
particular failure mode.

Language tip: Synonyms for “reliability.” It is not unusual to hear terms like
“dependability,” “longevity,” “durability,” etc., in discussions concerning sys-
tem operation. Systems engineers need to be aware that any dictionary will
be able to provide common discourse definitions for these terms, but they
have no universally accepted meaning in the formal system of reliability
engineering. You are of course free to use these terms in reliability
engineering provided they are unambiguously defined and used consist-
ently throughout your study and agreed to by all stakeholders. Indeed,
because they lack universally accepted meaning, you are free to define them
as you may need. “Reliability” has several meanings in ordinary discourse
and is defined precisely within the formal system, and this definition is
widely accepted, as discussed earlier and elsewhere in this book, and so
should be used in this manner without modification. “Dependability” and
the like have no universally accepted meaning within the formal system.
Sometimes, “dependability” is used as a synonym for “reliability,” or for
some more-encompassing concept, but the definition is not universally
agreed. Be alert for variant meanings: when in doubt about spoken or writ-
ten uses of words that sound like they want to mean “reliability” but are not
universally accepted (which includes the standards in Ref. 16), get
confirmation from the speaker or author as to the precise way in which
terms are being used. It is easy to get bogged down unless the basic terms
and their meanings are clear to all parties to the conversation. The point is
that you may choose to use any words you like, subject to the provisos that

e if the word has a precise, universally accepted meaning (in the formal
system), then it should always be used with that meaning, and

e if a word lacks universal agreement about its precise meaning, all par-
ties to the conversation need to agree on the precise meaning of the
word as it is being used in the current context.

2.2.4.1 Reliability requirements introduction

With the understanding that reliability deals with violations of the system’s
functional, performance, physical, or safety requirements, we may also
consider that requirements may be written for reliability. Reliability require-
ments, while distinct from the system’s attribute requirements, must
necessarily refer to the system’s attribute requirements because reliability
requirements pertain to violation of the system’s attribute requirements.
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Reliability requirements exist because the system’s customers or users are
vitally interested in

¢ how often do failures occur,

e for how long do the failure-caused out-of-service or degraded-service
conditions (outages) persist,

e life cycle costs, and

e what is the impact of failures on the customer and on the business.

While all teams (systems engineering, design/development, operations, etc.)
care about all four issues, different teams place different emphasis on each.
Typically, designers care mostly about duration (How is a failure event
detected? How is a failure event recovered, and how long does this take?) and
impact (how can the impact of this failure on users be reduced?), and then
frequency and costs. Operations care mostly about frequency (how often do we
have to enact manual recoveries?) and duration, then impact and costs. Supply
chain care mostly about costs. Systems engineers care mostly about what the
customer cares about.

While they may also serve other purposes, the primary reason reliability
requirements are needed is to control the frequency and duration and impact
of failures and outages. We study in this chapter the methods needed to craft
reliability requirements that are successful in this sense.

Example: The Federal Communications Commission (FCC) once defined a
Public Switched Telephone Network (PSTN) outage to be reportable if the
Potential Impacted User Minutes (PIUM) exceeded 900,000. PIUM were
defined as the outage duration in minutes times the maximum number of
users that could have been affected. The FCC wanted to reduce the number
of reported incidents per year. Root cause analysis showed a single, cheap,
component was responsible for a disproportionally large number of report-
able outages. To meet the objective of reducing the number of reportable
outages, one could reduce the frequency of outages by using a more expen-
sive component, reduce the duration of outages by changing operations
staffing (a very expensive alternative), or use a second cheap component
and split the number of users per component in half. Using the second com-
ponent and splitting the users per component was the cheapest solution.
Note that a systems engineer would point out that while the number of FCC
reportable outages would be dramatically reduced, the end user would not
benefit at all.

2.2.4.2 Reliability and quality

In quality engineering, quality is understood as the degree to which requirements
are met. The intent of this definition is to capture a snapshot of the system as
designed and produced and when first delivered to the customer. Not meeting
one or more requirements at the time of delivery to the customer constitutes
diminished quality of the system. In most cases, though, the customer will
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continue to use the system for some period of time after initial delivery and
under conditions that may differ from those prevailing at the time of initial
operation. It is possible that a system may meet all its requirements at the time
of initial operation, while after the passage of some time or with the application
of some different conditions, some requirement(s) may not be met. It is this
latter situation that we intend to cover with the term “reliability”: reliability
includes a time dimension that quality does not. We may summarize this

discussion by saying that reliability is the persistence of quality over time when

the product, system, or service is operated under the conditions prescribed in the
requirements. This commonsense understanding of the word serves as a founda-

tion for our more-precise definition within the formal system that follows.

2.2.5 Definition of Reliability

The definition of “reliability” generally accepted by the engineering commu-
nity [16] is essentially a distillation of the earlier discussion.

Definition: Reliability is the ability of a system to perform as designed, with-
out failure, in an operational environment, for a stated period of time.

More briefly, reliability is the ability of a system to operate correctly under
specified conditions for a specified period of time. This statement contains four
key concepts:

1. Ability: A characteristic of the system that encompasses all those properties
of the system that enables it to more readily operate with fewer failures
and shorter outages. We can learn about reliability by focused engineering
activities such as modeling, testing, and analysis of failure data from systems
in operation. In particular, creation of reliability effectiveness criteria
(Section 2.4.1), quantitative expressions of various features of the abstract
ability “reliability,” helps systems engineers and development teams under-
take effective actions to promote and manage reliability. While “ability”
may be considered an abstract property, these measurement opportunities
allow it to be measured, managed, and improved as needed.

2. As designed, without failure: As described earlier in detail, this is what
is meant by correct operation. All system attribute requirements are
satisfied, and the system performs as intended, according to its attribute
requirements.

3. Operational environment: As we will see in later chapters,the environment
(heat, vibration, offered load, user skill, etc.) in which a system operates
has a bearing on whether the system will meet its requirements. It may do
so in certain environments but not in others. It is therefore important to
specify the environmental conditions under which a system is supposed
to operate correctly.

4. Period of time: by contrast with quality, in which we are interested in the
correct system operation according to requirements at the time of
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completion of manufacture and shipment to the customer, reliability is
concerned with continued correct operation of the system as time passes.
Therefore, the definition of reliability includes a specification of the
period of time over which correct operation is desired.

It is worth repeating the summary that reliability is the persistence of quality
over time when the product, system, or service is operated under the conditions
prescribed in the requirements.

Language tip: We reinforce again the notion that the word “reliability” is
used in many senses in ordinary discourse, but it has precise meanings in the
formal system we use as the framework for reliability engineering. In later
chapters, we will see additional general usages and quantitative definitions
for “reliability” when used as an effectiveness criterion, a figure of merit, or a
metric for nonmaintained or maintained systems. The use of the same word
for different purposes, a common practice in this field and one that must
therefore be confronted and rationalized carefully, introduces the possibility
of confusion. Systems engineers, who have the most comprehensive under-
standing of the system as a whole, should develop the skill of detecting the
context and meaning of the different uses so that they may be able to use the
concepts correctly and explain them to other stakeholders, including suppli-
ers, customers, managers, and executives.

Requirements tip: When constructing a reliability requirement, make sure
that the three key elements of the definition are included:

¢ Definition of correct operation (and therefore, failure) according to the
attribute requirement(s) to be covered by the reliability requirement,

¢ The conditions under which the requirement is supposed to prevail, and

¢ The period of time over which the requirement is supposed to be fulfilled.

We will note that most often in practice, reliability requirements do not address
particular attribute requirement(s) explicitly. In those cases, the only reasonable
interpretation is that the reliability requirement is intended to apply to all attribute
requirements. If that is not what you intend, revise the wording of the requirement
appropriately. To avoid any misunderstanding, even if the reliability requirement
is intended to apply to all attribute requirements, it is best to say so explicitly.

Example: You have been assigned to develop reliability requirements for a
smartphone. The service offered by the wireless carrier includes a certain
number of functions that the smartphone is supposed to perform, such as
make voice calls and access the various data services (Internet, GPS, etc.)
offered by the carrier. Here is an example of a reliability requirement for
the smartphone: “The product will carry out all contracted functions at their
nominal performance values when the ambient temperature is between
—10°C and 40°C for a period of no less than 10,000 hours.” Does this fulfill
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the definition of a good reliability requirement? Consider the three key ele-
ments of the definition as described in the requirements tip earlier.

1. Is “correct operation” defined? The part of the requirement here
pertaining to “correct operation” is the phrase “carry out all contracted
functions at their nominal performance values.” Is the meaning of this
phrase clear? Can the systems engineer list the “contracted functions”
(i.e., those that the carrier offers and the customer ordered and pays
for)? Is an unambiguous “nominal performance value” defined for
each contracted function? Does “correct operation” for the smart-
phone encompass all the functions a customer may expect, even
besides those contracted for with the carrier? If the answer to any of
these questions is “no,” then “correct operation” is not adequately
defined for purposes of this requirement.

2. Are the operational conditions specified? Certainly, some operational
conditions are specified: the smartphone is required to operate cor-
rectly when the ambient temperature is between —10 and 40°C. Is this
enough? The requirement leaves all other possible environmental
conditions unspecified, and therefore uncontrolled. One way to inter-
pret this omission is to say that proper operation is required under any
conditions of humidity, vibration, shock, immersion, barometric pres-
sure, etc. This may be perfectly satisfactory if the manufacturer is con-
fident that the smartphone is capable of such operation. However, it is
dangerous to leave important conditions tacit or unaddressed, not
least because of possible legal difficulties later on if a disagreement
arises between supplier and customer. More often, though, a realistic
assessment of the smartphone’s capabilities would lead the systems
engineer to specify a more restricted range of values for each possible
environmental variable that is anticipated to be encountered in prac-
tice. We explore in Chapter 3 some quantitative models for how relia-
bility is influenced by environmental conditions.

3. Is the period of time specified over which failure-free operation is
desired? In this example, a period of “no less than 10,000 hours” is
specified. Note that it is not possible to guarantee that every smart-
phone in the population will operate for more than 10,000 hours with-
out failure. The causes of failure, and the users’ modes of operation of
the smartphone, are too varied and too numerous to anticipate com-
pletely. Consequently, reliability engineers adopt probabilistic and sta-
tistical models to help with quantitative characterization of reliability.
Under this paradigm, the most one can hope for is an estimate (from
operational or test data or from a predictive model) of the probability
that the period of failure-free operation is at least 10,000 hours. This is
explored more thoroughly in Section 2.6. It might be preferable to
write the requirement as “the probability that the smartphone shall
operate for a period of at least 10,000 hours is 0.98.”
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Requirements tip: Operational time and calendar time. In constructing a
reliability requirement, consider that the system may not operate continu-
ously. There may be times when the user does not wish to use the system and
turns the power off or otherwise causes it to cease operating.’ Accordingly,
when time duration is specified in a reliability requirement, systems engi-
neers and their customers need to be aware whether (cumulative) operating
time or calendar time is intended. Most often, reliability requirements are
constructed based on operating time. That is, if the requirement does not
state whether it applies to operating time or calendar time, the usual assump-
tion is that operating time is intended.S It is perfectly legitimate to write a
reliability requirement in which the time specified is calendar time, but
interpreting and verifying such a requirement requires a way to relate oper-
ating time to calendar time (i.e., a quantitative understanding of how the
customer is going to use the system). Either is acceptable provided that all
parties to the requirement understand which concept of time is being used.
The distinction between operating time and calendar time also has ramifica-
tions for the design and analysis of warranties because warranties are almost
always specified in terms of calendar time. See Section 3.3.7 Also see
Chapter 5 for further discussion of warranties and the Exercises in Chapter 9
for some practice relating operating time to calendar time.

Requirements tip: Other markers of aging besides time. In reliability engineer-
ing, the word “aging” is used to indicate progression of a system to failure, usu-
ally because of the passage of time. However, some systems progress to failure
not simply because time passes (or age increases), but by the action of some
other insult. For example, an ordinary household wall-mounted light switch is a
fairly simple electromechanical system that is unlikely to fail if unused. Cycling
the switch on and off introduces mechanical wear on the toggle pivot and on the
electrical contacts that makes it more likely to fail if it is operated more often.
The number of operations the switch undergoes is a better indicator of
progression to failure thanis the simple passage of time. Many other nontemporal
indicators of progress to failure come up in electrical and mechanical systems:
number of compressor on—off cycles, number of pieces worked for a milling
machine cutting tool, etc. As with the relation between operating time and cal-
endar time, if it is desirable to express the reliability of the system in terms of
time, it is necessary to relate the number of such marker operations to (calen-
dar, usually) time. For this purpose, information about how frequently these
operations are initiated is necessary. The system reliability may then be
expressed either in terms of time or in terms of the number of operations. The
choice can be made by referring to the language the customer uses.

It is commonly assumed that when a system is unpowered, it does not age, or accumulate time

against any clock measuring time-to-failure. While this may seem a reasonable assumption, it should
be checked in each instance. For example, the humidity and salt spray characteristic of marine
environments in many cases cause damage to some types of electronics even if no power is applied.

Of course, if there is any doubt, state explicitly which is intended.



32 RELIABILITY REQUIREMENTS

2.2.5.1 Many uses of the same word

The same word, “reliability,” is also defined in the engineering literature as “the
probability that a system will perform as designed, without failure, in an opera-
tional environment, for a stated period of time.” So in addition to “reliability” as
an abstract quality, we have “reliability” used also as a numerical concept (in the
language of Section 2.4.1, this usage of “reliability” is a reliability figure of merit).
We see here the first, but not the last, example of reuse of terminology in this
field (see also the “reliability function” in Section 3.3.2.2). “Reliability” is also
used as a general-purpose word to encompass all the concepts connected with
the frequency and duration of failures and outages, as in “reliability engineering”
and “design for reliability.” Because the same word is used for different purposes,
it is important to be able to detect which meaning is in use in any particular
instance. Systems engineers are in the best position to help others in this because
of their holistic view of the entire system and its development process.

2.2.6 Failure Modes, Failure Mechanisms, and Failure Causes

The occurrence of a failure is by definition a violation of some system
requirement(s). How do you tell when this may have happened? Any overt
event detectable by a user indicating that a system requirement has been
violated is a failure mode. For instance, imagine you are driving an internal
combustion automobile. The engine suddenly stops rotating and your forward
progress ceases. Cessation of forward progress is a failure: presumably, there is
a system requirement for the automobile that incorporates the use of the auto-
mobile to move from place to place on roads, and cessation of forward pro-
gress (unless deliberately initiated by the user, such as through braking to a
stop in the course of normal operation), constitutes a violation of this
requirement. In this case, the user can readily tell that a failure has occurred.
The failure mode is that forward progress ceases.

Once a failure mode is known, reliability engineering may be applied to
discern the cause(s) of the failure and apply suitable countermeasures. The
failure mechanisms are underlying conditions in the system whose occurrence
or presence change the system from an operating condition (no failures occur)
to a failed condition (one or more failures occur). We can consider these as
causes of the failure, but it is best to reserve the phrase failure cause(s) for the
root cause(s), the last answer(s) in the “why?” chain of root cause analysis,
because this is where countermeasures are most effectively applied. Root cause
analysis is a process of continually asking “why?” whenever a reason is uncov-
ered. Root cause analysis undertaken to uncover failure mechanisms continues
until at least enough understanding is reached to be able to apply sensible
countermeasures. Root cause analysis is facilitated by the use of Ishikawa or
“fishbone” diagrams [26]. Fault tree analysis (Chapter 6) is a formal procedure
that uncovers failure mechanisms and failure causes associated with each
failure mode. In the automobile example, the proximate cause of cessation of
forward progress was that the engine stops rotating. There may be many



RELIABILITY FOR SYSTEMS ENGINEERS 33

reasons why the engine may stop rotating, so it is not yet possible to propose
an effective countermeasure. Suppose in this case that the reason the engine
stopped rotating is that the timing chain has broken. This is certainly a failure
mechanism. Is it enough to apply an effective countermeasure? It may depend
on the audience. The owner or operator of the automobile could have the
engine repaired by having the timing chain, and any other parts that may have
been damaged consequentially, replaced. However, if there was a reason the
timing chain broke (perhaps the owner did not adhere to the manufacturer’s
recommended replacement schedule for the timing chain, or did not maintain
proper engine lubrication), merely replacing it without correcting the next
layer of failure mechanism will cause the failure to happen again (perhaps
after some more time has passed). If the audience is the manufacturer of the
vehicle, a broken timing chain during testing is an opportunity to learn more
about whether the timing chain specified is strong enough to withstand a stated
period of “normal” operation. Finally, the failure cause(s) is the end result of
the root cause analysis. In the example, a failure cause could be lack of proper
engine lubrication, and an effective countermeasure would be: create a
reminder scheme (email, text message, postal mail, or in-vehicle messages) to
help owners keep to the recommended schedule of oil changes.

The reasoning applied in this example, and in general in the process of
determining failure mechanisms and root causes from failure modes, is the same
reasoning used in fault tree analysis (Section 6.6.1), a qualitative design for
reliability technique that helps make a system more reliable by taking a systematic
approach to anticipating and avoiding, or managing, failures. Fault tree analysis
is simply a disciplined application of deductive reasoning in a more comprehen-
sive setting. It aims to uncover the root causes of failures so that suitable coun-
termeasures can be applied to prevent the root causes from occurring, thereby
preventing the consequences of these root causes from happening as well.

A fruitful analogy can be developed with the language of illness. A failure
mode is like the symptoms a person experiences when ill. They are the overt sig-
nals that something has gone wrong and the person is no longer healthy. For
instance, a person may experience a fever or abnormally high body temperature.
This is an overt signal that something has gone awry in the person’s body. Usually,
a fever indicates that there is an infection somewhere in the person’s body. The
infection, the condition in the body leading to the fever, is analogous to a failure
mechanism. It is an underlying reason for the fever. In turn, the disease causing
the infection is analogous to the failure cause. In the language of quality engineer-
ing, it is a root cause. Medical professionals are trained to interpret symptoms and
use them to uncover the underlying cause of the problem, namely, the disease
afflicting the patient, and apply a suitable cure if possible. In the same fashion,
reliability engineers, teaming with other experts in the system’s operation,
endeavor to discover the failure mechanisms and root cause(s) associated with
each system failure mode so that appropriate countermeasures may be taken.

Later, during the discussion of design for reliability in Chapter 6, we will
discover that not every potential failure mode need receive corrective action
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of its root cause(s). There may be some failures that a system provider may
choose to allow to remain in the system. As always, this is an economic decision
that turns on the systems engineer’s deep understanding of the consequences
of the failure. For example, it may be judged too expensive to apply counter-
measures for a failure mode that occurs very infrequently or has only minor
consequences when it does occur. Some failure modes may cause little or no
disturbance to a user in some circumstances. For instance, the failure of a power
supply bypass capacitor (if it fails “open” rather than “short”) in a radio receiver
may cause a slight increase in the noise figure of the receiver. If this increase
is not enough to cause a violation of the receiver’s noise figure requirement,
the designer may choose to “settle for” a maximum (positive) number of such
capacitor failures over the population of receivers manufactured and over
their designated service life rather than employ a higher reliability (and likely
more expensive) capacitor in the bypass application. In practice, a probability
model will be required to make a sensible decision in this case, because there
are likely to be many such power supply bypass capacitors in a single receiver,
and while the noise figure increase caused by a single bypass capacitor failure
may be tolerable, the noise figure increase caused by several bypass capacitor
failures may be intolerable (i.e., beyond the requirement).

A more disciplined approach to these questions is what is meant by balancing
the reliability requirements against the economics of the system. The reasoning
reviewed above takes us out of the realm of reliability engineering and manage-
ment and into the world of consequences. Decisions about design for reliability,
reliability improvement, and other activities that pertain to the relationship of
the system to the world around it are aided by decision theory, a statistical
method that makes use of knowledge about how the system is used and what the
consequences of failure are to users and other stakeholders. Consequences of
failure are captured in a mathematical construct called utility that is a basic ele-
ment of a rational decision maker’s toolkit. Utility is combined with the proba-
bility of various outcomes (in this case, reliability, or the probability of failure in
the various failure modes of the system) to build a picture of risk. A rational
decision maker can use the concept of risk to choose among various alternatives
for the system, which means, in this case, which failure modes may be tolerated
and which will receive attention to mitigate or eliminate. Full discussion of util-
ity and risk as it pertains to making decisions about reliability is beyond the
scope of this book, but Section 6.5.2 is a rudimentary form of this type of reason-
ing. Interested readers may consult Refs. 1,20 for a more comprehensive expla-
nation of these ideas and how systems engineers use them to make more
informed decisions about system reliability. See also Ref. 6.

2.2.7 The Stress—Strength Model

Much of the early work in reliability engineering was devoted to the discovery
of the physical, chemical, thermodynamic, etc., reasons for (hard) failure of
tangible items such as bearings, electronic components, and so on. It was
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found that many reasonable explanations were instances of an abstract model
of the interplay between the strength of an item and the stress placed on that
item by the environment in which it operates. Failure occurs when the stress
offered by the environment exceeds the strength of the item. For instance,
suppose a complementary metal-oxide semiconductor (CMOS) integrated
circuit may be able to continue to operate properly after an electrostatic dis-
charge (ESD) of no more than 60V. Then an ESD shock in excess of 60V
delivered by the environment will cause the integrated circuit to be damaged
and no longer function. This body of knowledge gave rise to the notion of the
stress—strength model in which failure of a device or item was explained in
terms of the occurrence of a stress offered by the environment that exceeded
the strength of the device or item. See Section 3.3.3.3 for additional discus-
sion of the stress—strength model in populations of devices or items. For now,
understand that the stress—strength model is very helpful in the work of
determining the failure mechanisms and root causes for failure modes. The
stress—strength concept is also used metaphorically in intangible items such
as software and services.

2.2.8 The Competing Risk Model

In many cases, there is more than one relevant stress versus strength process
unfolding in a single item. This scenario, in which several processes that can
cause failure, or failure mechanisms, operate simultaneously, is called competing
risk. We can think of these processes as internal physical, electrical, chemical,
thermodynamic, mechanical, or other mechanisms that act to weaken the item,
decreasing its strength and making it more susceptible to a shock of a given
size. The time at which failure of the item occurs is the minimum of the times
at which each of the individual processes are overcome by a shock of a relevant
kind. In a sense, the processes “compete” for the “privilege” of causing the
item to fail.

Example: Two such processes that can be at play in a CMOS are oxide
breakdown and crack growth. Oxide breakdown is a physical/chemical/
electrical process stimulated by electrical potential across the oxide.
Crack growth is a cumulative damage mechanism, a mechanical process
stimulated by stress relaxation, lattice mismatches, microshocks, vibra-
tion, and other mechanical insults. The CMOS device fails if either the
oxide is punctured (due to a voltage stress) or a microcrack created dur-
ing device manufacturing grows to a point where it interrupts a circuit
element or via. The time at which failure occurs is the smaller of the two
times at which the oxide punctures or the crack grows large enough to
interrupt a circuit element or via. This simplified example (there are
other processes leading to failure at play in CMOS, including electromi-
gration, hot carrier damage, ion contamination, and others) uses only two
failure mechanisms to illustrate the competition idea in a simple setting.
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2.3 RELIABILITY, MAINTAINABILITY, AND SUPPORTABILITY
ARE MUTUALLY REINFORCING

2.3.1 Introduction

Much of the earlier discussion can be summarized by saying that reliability
engineering deals with making products and services free from (or less
susceptible to) failures. But failures are inevitable; rare indeed is the prod-
uct or service that never experiences any failures, and the degree of atten-
tion required to ensure that a product, system, or service never fails is
justifiable economically only in rare cases.” So systems engineers concerned
with crafting requirements for the product or service that will satisfy its
customers necessarily must also be concerned with how failures will be
dealt with.

Almost all technological systems are repaired or otherwise restored to
service,® rather than discarded, when they fail. The reasons for this are many
and varied, but the key point for such “repairable” or “maintainable” systems
(see Chapter 4) is that once a failure occurs, it may take some time before the
conditions leading to it are corrected and normal operation can resume. It is
during this period when the system is out of service (the outage period) that
actions intended to return the product or service to normal operation are
undertaken. Here is where maintainability and supportability enter the picture.
We divide the outage period into two parts: the first part (chronologically)
contains all the activities undertaken to prepare to do a repair, and the second
part contains all the repair activities. Broadly speaking, this is the distinction
between maintainability and supportability: maintainability engineering
concerns execution of actual repair actions and operations, while supportability
engineering concerns preparation for repairs. Some of the items covered by
maintainability engineering include the designing of planned repair actions
and procedures, while supportability engineering would cover operational
planning and preparation for repairs. Maintainability engineering would deal
with issues like whether a board would be a plug-in only or use screws to retain
it in a socket, while support engineering would deal with choices like keeping
spares on site versus next-day delivery of spares from a central warehouse. We
will return to these definitions in detail in Parts II and III of this book; this
introduction will remain rather broad-brush so you can get a sense of the big
picture before getting involved in details. Reliability, maintainability, and
supportability engineering are sometimes referred to (as they will be here) as
the sustainability disciplines.

We will see in Section 2.3.2 how improvement in any of reliability, maintain-
ability, or supportability leads to improvement in the other two. But the key
reason that maintainability and supportability are treated as separate

7 See Chapter 7 for further discussion of reliability engineering for high-consequence systems
like satellites, nuclear power plants, critical infrastructures, and so on.
8 For instance, software crashes are often restored by reboot.
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disciplines is that during a period of outage, customers are unable to use the
failed system. Customers are therefore interested in returning a failed system
to service quickly. Dividing service restoration activities into the two periods of
preparation for repair and execution of repair enables the creation of specific
disciplines addressing each of these with special processes and tools. In short,
customers care about maintainability and supportability because doing these
things well promotes shorter outage times and higher availability (Section4.3.3.4).
The maintainability and supportability disciplines have arisen because the sys-
tematic and effective methods they provide lead to decreasing the amount of
time required to carry out repairs or decreasing the length of outages. Customers
care about getting their service back quickly, and maintainability and support-
ability exist to enable this to happen by a systematic, analytical approach to the
activities that need to be carried out in order to bring a system back to operating
condition. If a system were perfectly reliable and failures never occurred, then
maintainability and supportability would not be needed.

Language tip: Failure, outage, failure time, downtime. It is important to define
and use each of these terms precisely in your studies because they are used
inconsistently in the literature. We have defined failure above, and continue to
reserve the term “failure” for any instance of violation of a product or service
requirement. In this book, we reserve “failure time” for the time at which a
failure occurs (these are the points marked “x” in Figure 2.1) while using
“outage” to refer to the entire period during which the failure condition per-
sists (these are the heavy lines on the horizontal axis starting from the points
marked “x” and ending at the next large dot). During an outage, one or more
system requirements are being violated. The length of the time during which
the failure condition persists (i.e., the time-length of the outage) will be called
the “outage time” or “downtime” or “duration of the outage.” The heavy hori-
zontal lines at level 1 on the diagram are the operating time intervals, or oper-
ating times, that is, the time intervals during which the system is operating
properly (no requirements are being violated). In our terminology, the phrases
“duration of failure” and “failure duration” are not defined because failure
refers to something that takes place at a particular instant. It is the outage that
consumes a positive amount of time after the failure occurs. We will return to
this when we discuss the concept of “time between failures” in Chapter 4.

In the usual reliability modeling paradigm, the illustration in Figure 2.1 is
a sample path in the system’s reliability process. The system’s reliability
process (Section 4.3.2) is usually conceptualized as a two-state stochastic
process in which state 1 indicates that the system is operating properly and
state 0 indicates that the system is in a failed condition (one or more
requirements are violated). The system history diagram is meant to be viewed
as a “typical” or “generic” depiction of the alternating periods of proper
operation and failure that a product, system, or service normally undergoes.
The system reliability process specifications can be customized to accommo-
date a variety of assumptions about how the system operates and how it is
repaired. These details are covered in Section 4.4.
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Systems engineers must plan for maintainability and supportability as part
of the overall customer satisfaction assurance activity because failures disrupt
customer operations and have potential for causing significant customer
dissatisfaction even apart from inability to complete the mission. As always, an
economic balance is struck between the cost of providing enough support
(so that failures are infrequent and of short duration), the cost to the customer
of failures themselves, and the cost to the supplier in warranty servicing and
lost reputation or goodwill. The cost of providing support is an up-front cost
covering all the design-centric activities needed to anticipate and avoid failures
as well as to plan and manage the activities needed to restore normal functioning
of the product or service after any failure that may occur. And these activities
must include planning for what to do when a failure occurs.

It is widely accepted that the least costly approach to achieving any desired
degree of reliability is to pay attention to the sustainability disciplines during
product/service definition and design. Quality engineering advocates the
“1-10-100 rule”: fixing a problem that shows up during manufacturing costs
10 times as much as the cost of any design activities needed to prevent
occurrence of that problem, while fixing a problem first appearing in the field
costs again 10 times as much. While the numbers in this “rule” are not intended
to be precise, the different orders of magnitude serve to readily recall the
important principle that costs associated with anticipating and preventing
failures are almost always repaid tens and hundreds of times over during the
life of the product/service by the savings resulting from not having to deal with
those failures. See Exercise 10.

However, these costs appear on different budgets. Design-for-reliability costs
accrue to the provider of the product or service, while costs associated with
failures accrue to the user of the product or service,’” and these are most often
not the same. The provider, therefore, is required to make a convincing total-
cost-of-ownership case to the user that whatever (hopefully modest) increase in
acquisition cost that may be due to increased attention paid to design for
reliability, maintainability, and supportability, will be more than amply repaid in
savings over the useful life of the product or service accruing from nonoccur-
rence of failures. And there are important differences in different markets: the
market for defense systems is very different from the market for consumer
electronics. Defense procurement officers can be counted on to understand
tradeoffs between first cost and recurring costs, while such considerations are
not often foremost in the minds of consumers. While the principles in this book
are widely applicable, they need not apply everywhere. For many systems and
services, design for reliability, maintainability, and supportability may mean the
difference between mission accomplishment or mission failure, and even life or
death (Chapter 7). For others, the supplier may wish simply to produce a system
or service just reliable enough to survive until a next generation is ready for
deployment, and full use of all available techniques may not be warranted.

° Except for warranty costs (if a warranty is offered) which are borne by the provider.
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In light of the foregoing discussion, it might be inferred that varying degrees
of reliability may be easily achieved by focusing more or less attention on
design activities. As a rule, though, it is a difficult problem to precisely adjust
the degree of reliability to be achieved during the life of a system, product, or
service according to the degree to which design-for-reliability activities are
undertaken. Some reasons for this include

e Lack of precise information regarding the reliability of components and
subassemblies of the system, product, or service. This information is
usually summarized probabilistically, and some of these estimates may
not be very precise at all. In many cases, precision information about the
estimates (e.g., confidence intervals, standard errors of estimates, etc.)
may not be available at all. As a consequence, the system, product, or
service reliability may not be discernible very precisely either.

e Lack of a continuum of choices for reliability of components or
subsystems. The literature in the mathematical theory of reliability con-
tains many studies concerning optimal allocation of system reliability to
components and subsystems, usually accomplished through a mathemat-
ical programming (optimization) model. In practice, there are usually
very few (sometimes only one or two) choices for the reliability of a
component or subassembly as a function of cost. That is, it is usually
impossible to obtain a small incremental increase (or decrease) in the
reliability of a component or subassembly by a small incremental
increase (or decrease) in its cost.

¢ The conditions under which the customer will use the system, product, or
service may be more or less extreme, or possibly just different, than
anticipated.

¢ In the end, if design for reliability has been implemented properly, most
failures will come from unanticipated sources. This introduces another,
unquantified uncertainty into any reliability modeling and points up the
importance of seemingly intangible assets like experienced design and
engineering personnel, robust institutional memory, and a culture that
does not punish failure but rather treats it as an opportunity for learning.

In light of these facts, adjusting the reliability of a system, product, or service to
meet stated goals is promoted by

e staff who are comfortable with probabilistic and statistical thinking,

¢ a culture that treats failure as an opportunity to learn for the future,
appropriately nurtures institutional memory, and is open to new design
for reliability technologies as they appear,

¢ robust reliability modeling and data analysis capabilities,

¢ information sources actively maintained, and

e good horizontal and vertical communication throughout the develop-
ment organization and its customers.
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In short, do the best you can with the tools and organization you have,
continually improve, and leave margin to allow for inevitable unanticipated
failure modes.

2.3.2 Mutual Reinforcement

In this section, we study the proposition that reliability, maintainability, and
supportability are mutually reinforcing. In brief, improving any of the three
improves the other two as well. Let us see how this works.

¢ Improving maintainability improves reliability: As we will see in Chapter 4,
one of the important figures of merit for reliability of a repairable system is
availability, essentially the proportion of time for which the system is in
proper operating condition (the complete definition is in Chapter 4).
Improved maintainability means that the system is easier to fix when it fails:
components are more accessible, fewer special tools may be required, repair
operations can be carried out quickly, etc. All of these translate into less
time required for completing maintenance when a failure occurs. By refer-
ring to the history diagram shown in Figure 2.1, you can see that the less
time consumed by maintenance actions, the shorter an outage and the
more quickly the system is restored to proper functioning. Therefore, the
proportion of time when the system is in a properly functioning state
increases, so its reliability (as reflected in its availability) is improved.

¢ Improving supportability improves reliability: Again, this argument rests
on the idea that improved supportability means less time spent on
supportability actions, like transporting required spare parts from their
storage location, diagnosing the correct failure cause(s), locating the
correct repair instructions for those cause(s), etc. The same reading of the
history diagram of Figure 2.1 with now the shorter period of time required
for supportability actions shows that the proportion of time the system is
in a properly functioning state is greater when supportability is improved.
Again, this means improved system availability.

¢ Improving supportability improves maintainability: Here we focus on the
actions that can be taken to improve the performance of maintenance per-
sonnel. Carrying out repairs quickly and effectively requires that diagnosis
and location of failure causes be made unambiguously, correct tools and
spare parts be located and brought to the work site, and correct repair
instructions be provided; in short, doing the supportability things right the
first time. This saves maintenance personnel from errors that take additional
time to correct and enables them to perform their repair tasks correctly and
efficiently the first time. Improving supportability in this way reduces “scrap
and rework” in repairs so that maintainability is also improved.

¢ Improving maintainability improves supportability: Conversely,improving
maintainability involves such actions as simplification of repair procedures,
minimization of use of special tools, and use of a system architecture that
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minimizes the number of different line-replaceable units (LRUs), etc.;
then it is easier to provide the preparatory materials and instructions
needed to carry out repairs, so important aspects of supportability are
improved as well.

¢ Improving reliability improves both maintainability and supportability: If
a system experiences fewer failures, it becomes easier to plan for and
execute repairs. Fewer repair facilities and personnel are required, more
time is available for training, fewer spare parts are required, etc., all of
which reduce the supportability and maintainability burden.

In short, the sustainability disciplines form a virtuous circle. The benefits of this
arrangement are best realized when attention is paid to design for reliability,
maintainability, and supportability so that the mutually reinforcing conse-
quences may be fully realized. It is easy to destroy this mutual reinforcement
by inattention and lack of resources applied early enough in system definition
and design. That is why this book discusses design for reliability, design for sup-
portability, and design for maintainability as key disciplines promoting mission
accomplishment, customer satisfaction, and profitability. But it is the reliability
tail that wags the maintainability and supportability dog. The best reason to be
concerned about maintainability and supportability is that they contribute to
shorter outage times, and therefore greater reliability.!® Accordingly, most of
the emphasis in this book is on design for reliability. Poor maintainability and
supportability can be overcome by having only few failures, but no amount of
maintainability and supportability can economically compensate for poor
design for reliability and a large number of failures. See Exercise 4.

2.4 THE STRUCTURE OF RELIABILITY REQUIREMENTS

While we have spent some time discussing the relationships among reliability,
maintainability, and supportability, this chapter concerns reliability, and so we
will here return to studying reliability requirements in detail. Maintainability
and supportability requirements are studied further in Chapters 10 and 12,
respectively. We begin with a discussion of the general form of quantitative
descriptors of reliability.

2.4.1 Reliability Effectiveness Criteria

An effectiveness criterion is a quantitative expression of some system property
related to requirements, such as throughput, delay, weight, current draw, etc.
Effectiveness criteria serve to direct systems engineering, design, and develop-
ment attention to those system properties and characteristics that customers

10" Note that “reliability” is used in its broad sense here.
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feel are important and/or desirable. As reliability deals with failures, many relia-
bility effectiveness criteria concern mission completion, frequency of failures,
duration of associated outages, and so on. Some examples include

number of failures per (hour, day, week, month, year, other),

lifetime of a single-use component,

proportion of time the system spends in the operating state,

time between outages, and

number of replacements of nonrepairable units per (hour, day, week,
month, year, other).

Itis apparent that there are many possibilities for reliability effectiveness criteria.
The above list is certainly not exhaustive. The most widely used reliability
effectiveness criteria will be discussed in chapters 3 and 4. The number of reliabil-
ity effectiveness criteria and the depth of detail the systems engineer chooses to
use in requirements depend on the type of system in question and the customer’s
needs and desires. Some guidance on this matter is provided in Section 2.4.3.1.

In Parts II and III of this book, we will consider maintainability and
supportability requirements. The notions of effectiveness criteria and figures
of merit apply equally well there. For example, the time required to perform
a specified repair operation is an example of a maintainability effectiveness
criterion. The cost of required documentation pertaining to system repair is an
example of a supportability effectiveness criterion. Many more examples will
be seen in the later chapters of this book.

All effectiveness criteria we promote as useful for systems engineering can
be considered as random variables [4]. This is because systems engineering
begins at an early stage of system development. The system does not exist yet,
and so we have no way to know what the values of these effectiveness criteria
may take when the system is developed and in use. Also, the deployed systems
may operate under a wide variety of environmental conditions and different
installations of the system may respond to these conditions in different ways.
There is no way to tell in advance, with certainty, how many failures (require-
ments violations) may take place during, say, the first year of operation of a
system with a particular serial number. Finally, their values also depend on
many factors, some of which cannot be specified precisely (see the discussion
of control factors and noise factors in Chapter 1) or for which a good
quantitative understanding of how they depend on the factors is lacking.
Reliability effectiveness criteria are not physical constants like the speed of
light in a vacuum or the specific gravity of mercury. They are properties that
usually vary from system to system in unpredictable ways. For example, the
number of subassembly failures in a medium-frequency amplitude modulation
(MF AM) broadcast transmitter may be 3 in 2014 at WNYC and 5 in the same
year (and the same model transmitter) at WKCR.!! The same transmitter, from

I Not a real example; it is used for illustrative purposes only.
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the same manufacturer, may be installed in many broadcast stations, and the
experience of number of subassembly failures across all these installations may
differ —indeed, almost always does differ —from one installation to another. Note
that each of the examples cited earlier are like this. For this reason, the reliability
engineering community has found it useful to consider reliability effectiveness
criteria as random variables in modeling and other quantitative activities.

Because an effectiveness criterion is arandom variable, its complete description
is its cumulative distribution function or cdf [4]. The cdf of an effectiveness crite-
rion C is given by F (c)=P{C=c}]. This is a function of the real variable c, over
whatever domain of this variable!> makes engineering sense, and it takes values in
the interval [0, 1]. We discuss cdfs and their properties, including the notion of
discretionary variable, in greater depth in Section 3.3.2. For additional perspec-
tive, consult Ref. 4. For now, though, it is enough to note that it is only rarely
possible to obtain this degree of complete information about an effectiveness
criterion. Reliability modeling (Chapters 3 and 4) and analysis of reliability data
from laboratory tests, system tests, and deployed systems (Chapter 5) are tools
that enable making estimates of the cdf and/or other pertinent quantities related
to the effectiveness criterion at various times in the system’s life cycle. Section 2.4.2
is devoted to how we work with abbreviations and summaries of parts of the
cdf to carry out systems engineering tasks nevertheless and provide useful guid-
ance to those who need to work with the effectiveness criteria.

Language tip: Do not confuse “effectiveness criteria” for reliability, main-
tainability, or supportability with “(system) measures of effectiveness,”
which are usually broader quantitative descriptors of some system-level
attribute of value to the customer, such as cost per hour of operation or total
life-cycle cost. System measures of effectiveness often contain contributions
from reliability (or maintainability or supportability) effectiveness criteria
or figures of merit, but they are usually broader in scope and intended to
provide guidance in other areas such as system economics.

2.4.2 Reliability Figures of Merit

When dealing with a large population of systems, working with the raw random
variables can be messy, time-consuming, and ill-suited for clear communication
with nonspecialists. In the theory of probability, abbreviations have been
developed that allow key properties of random variables to be summarized in
briefer terms. The properties that are important for reliability engineering
include

¢ mean or expected value,
e variance and standard deviation, and

e percentiles (including the median).

12 In this formulation, c is referred to as a discretionary variable.
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When these more compact descriptions of random variables are used on relia-
bility effectiveness criteria, we call the results reliability figures of merit. Definitions
for these are given in Section 2.7 and in more detail in chapters 3 and 4.

In the example in Section 2.4.1, we may consider the number of subassembly
replacements in the population of a// installations of transmitters of the same
make and model. There may be tens or hundreds of these. It would be in
principle possible to list the number of subassembly failures per year in each
installation. In practice, such a list is likely to be quite long and hard to use to
communicate results to others. The list may be summarized in an empirical
distribution or histogram, simple statistical techniques that enable a briefer
summary of complicated or lengthy data. We may also summarize the list
(a census of the number of subassembly failures in the population) using the
mean of the number of such replacements. The number of replacements in the
first year of operation is a reliability effectiveness criterion: it takes a
(potentially) different value for each installation. The cdf, mean of that random
variable, expected number (or mean number) of subassembly replacements in
the first year of operation, are all examples of reliability figures of merit.

2.4.3 AQuantitative Reliability Requirements Frameworks

Reliability requirements may be written using either reliability effectiveness
criteria or reliability figures of merit. Examples of both approaches are encoun-
tered in practice. This section discusses each approach in more detail, including
some guidance on which to choose for a particular situation.

2.4.3.1 Reliability requirements based on effectiveness criteria

A reliability requirement may take the form of a limit, or bound, on the value
some reliability effectiveness criterion is to achieve when a system is deployed.
For instance, a reliability requirement may be written: “The number of failures
of the system during its first year of operation, under the conditions specified in
paragraph x.y.z, shall not exceed two.” Note that the requirement pertains to a
specific reliability effectiveness criterion, namely, the number of system failures
in the first year of operation, and an upper bound is specified, namely, 2. Before
proceeding to a more detailed discussion of the basis for the requirement, check
that the three important parts of a reliability requirement are included:

1. Is the definition of failure specified?
2. Is the relevant period of time specified?
3. Are the relevant operational conditions specified?

In this requirement, the definition of failure is unspecified, so the requirement
is taken to pertain to all system failures, that is, any violation of any system
(attribute) requirement. The relevant period of time, that is, the first year of
operation, is specified. The relevant operational conditions are contained in
paragraph x.y.z, and this can be scrutinized for completeness.
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A requirement stated in terms of a reliability effectiveness criterion places a
limit on the value of that criterion for every member of the population to which
it applies. It is easy to see whether a particular installation has met the require-
ment or not: look at the value of the reliability effectiveness criterion achieved
by the installation and compare it with the requirement. No statistical analysis
is needed for installations from which data can be gathered. To see whether the
requirement is met for an installation from which data cannot be gathered, a
statistical inference from the data recorded from installations from which data
have been gathered can produce an estimate of the probability that an installa-
tion chosen at random from the population of all similar installations meets the
requirement. The statistical analysis takes into account the possible error that
follows from examination of only a sample, rather than the entire population.
Several examples are given later in this chapter and in Chapters 3, 10, and 12.

Requirements tip: It is possible to specify, as part of a requirement, the
confidence level to be used when estimating from sample data the probabil-
ity that the requirement is met, but this is not common practice. Setting the
value of this confidence level should not be arbitrary but should be guided
by utility and risk considerations of downstream reliability economics and
decision-making [1, 6, 19, 20] that are important but beyond the scope of
this book.

Requirements stated in terms of reliability effectiveness criteria are usable
in all engineering situations and are particularly appropriate when

¢ the population of installed systems will remain small and/or
e individual control of reliability characteristics is critical (as in, e.g., high-
consequence systems (Chapter 7)).

2.4.3.2 Reliability requirements based on figures of merit

A reliability requirement may take the form of a limit, or bound, on the values
some reliability figure of merit to be achieved when a system is deployed. For
instance, a reliability requirement may be written: “The expected number of
failures of the system during its first year of operation, under the conditions
specified in paragraph x.y.z, shall not exceed two.” In this case, the requirement
asks for a reliability figure of merit to be limited to the value specified. Because
the figure of merit is an abbreviation for the full reliability effectiveness
criterion, a requirement written in this form does not control the individual
values of the effectiveness criterion for individual system installations. Instead,
it attempts to control the figure of merit over the entire population of installed
systems. For instance, suppose there are 100 installations of the system covered
by the requirement. Then the requirement would be satisfied if in the first year
of operation, 99 of the installed systems experienced one subassembly
replacement and one system experienced 20 replacements, for then the mean
number of replacements is 1.19 which is less than 2. You can easily construct a
less extreme example illustrating the same point: when controlling only a figure
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of merit, as opposed to controlling an effectiveness criterion, you may
experience individual installations that fail the number specified in the (figure
of merit) requirement while the requirement is being met overall (by the
population). Some more material on this topic can be found in Section 2.7.2.1.

If it is possible to take a census of the entire population of installed systems,
then checking conformance with the requirement is a simple matter of
computing the value of the figure of merit from the data and comparing the
result with the requirement. If it is not possible to take a census, but a sample
may be obtained, then statistical inference procedures may be employed to
assert a probabilistic statement about whether the requirement is met. For
relevant procedures for means and population proportions, see Table 5.1.

Requirements stated in terms of reliability figures of merit are usable in all
engineering situations but are more suitable when

¢ the population of installed systems is, or is anticipated to become, large,
and/or

e the variation in the values of the figure of merit from system to system is
anticipated to be small, and/or

e individual control of reliability characteristics is not critical (as in, for
instance, mass-produced consumer entertainment devices).

2.5 EXAMPLES OF RELIABILITY REQUIREMENTS

2.5.1 Reliability Requirements for a Product

Technological societies contain a large number and variety of products used
for everything from life-sustaining systems like medical devices, to transport
systems like aircraft, railroads, and automobiles, to entertainment products like
television receivers. The consequences of failure may differ greatly across these
categories, but the basic structure of reliability requirements for a product
remains the same while the degree of reliability needed in the different
categories may vary. Consider first a simpler product like a kitchen appliance —
refrigerator, dishwasher, etc. These are considered simpler in the sense that they
have relatively fewer failure modes compared to, say, a fighter aircraft. The opera-
tion of the appliance may be continual, as in the refrigerator, or intermittent, as in
the dishwasher. The user’s expectations for these appliances may be summed up
simply as “it works when I want to use it.” A reliability requirement consistent
with this desire could key on failure-free intervals. For example, a reliability
requirement for a home refrigerator could be “The refrigerator will operate with-
out failure for a period of 100,000 hours of continuous operation when the AC
line voltage supplied is between 115 and 125 volts and between 58 and 62 Hz and
the ambient temperature is between 55°F and 85°F.” At this time, we are not con-
cerned with how this requirement was developed, but we want to examine
whether the requirement is complete and how it may be interpreted.
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Consider first whether it is complete. We have introduced three important
components of a reliability requirement: an unambiguous expression of the
desired operational behavior, a period of time over which the requirement is to
apply, and the operating conditions under which the requirement is to apply. Is
each of these present in the example? “Operate without failure” is a definite
statement, but a definition of “failure” is not stated. Part of the standard design
for reliability process is stepping through each of the attribute requirements of
the product to uncover the failure modes in the product; we discuss this further
in Section 2.8.1. Because this requirement does not specify which failure mode(s)
it covers, it must be assumed to cover all failure modes.”® The period of time is
clear: 100,000 hours' of continuous operation. The operational conditions are
specified as ranges of supply voltage and frequency and ambient temperature.
These seem typical of a consumer kitchen environment. Note that other possible
operational environmental variables like humidity, frequency of access, etc., are
unspecified. As such, it must be assumed that the requirement is supposed to
apply no matter what the values of these unspecified operational conditions may
be. Such omissions introduce the possibility of dispute with a customer.

We may alternately consider that the refrigerator may be repairable when it
fails. If adopting this point of view, a requirement could be written as a limit on
the number of failures over a specified time period. For example, “The number
of times the refrigerator fails shall not exceed one over a period of 100,000
hours when then AC line voltage supplied is between 115 and 125 volts and
between 58 and 62 Hz, the ambient temperature is between 55°F and 85°F,
preventive maintenance is conducted according to the recommended schedule,
and repairs are conducted by authorized service personnel.”

Either reliability requirement could be appropriate for this product. Some
consumers will choose not to repair a failed refrigerator but replace it with a
new one instead; for that market, the more appropriate reliability requirement
would be the first cited earlier. For those consumers choosing to repair rather
than to replace the refrigerator, the latter cited requirement would be more
appropriate. Of course, the refrigerator manufacturer could adopt both
reliability requirements, provided they are consistent.!

Reliability requirements for more complicated products like fighter aircraft may
differ in degree but are similar in kind. The operator or user is concerned with
the product’s continued operation without failure throughout some period of time
(a mission, for example) or the number of repairs that may be needed per (week,
month, year, etc.) to keep the product in a desired operational state. Mission times

13 Tt may be desirable to categorize failure modes into more-serious and less-serious categories.

For instance, the failure of the interior light bulb in the refrigerator is likely to be viewed with less
concern than a failure of the compressor.

4 A year contains 8,766 hours (to 0 decimal places) so 100,000 hours is about 11.4 years. Most
reliability engineers round a year to 10,000 hours for informal use. While this is a useful memory
aid, any important reliability engineering exercise should use the more precise figure.

5 Determination of whether they are consistent is beyond the scope of this chapter and requires
the methods discussed in Section 4.4.
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may be variable, the list of operational conditions under which the requirement is to
apply may be much longer, repairs may be more multifaceted, but these complicat-
ing factors do not change the fundamental nature of the reliability requirement:
a statement about which failure modes are covered by the requirement, a limit on a
reliability effectiveness criterion or a reliability figure of merit, a time period, and the
pertinent operational conditions are all needed. Only the degree of detail changes.

Language tip: Many in the engineering community think reliability and
availability are the same thing. Availability is a particular reliability figure of
merit applicable to maintainable systems (Section 4.3.3.4), and we will main-
tain a distinction between reliability and availability throughout this book.

2.5.2 Reliability Requirements for a Flow Network

Many infrastructures essential to societal functioning can be abstractly mod-
eled as flow networks [8]. The ability of the network to deliver the commodity
that flows in it without interruption is a critical indicator of the network’s
value. When considering reliability in flow networks, two features stand out:

1. The reliability and capacity of the elements of the network and
2. The reliability of the promised deliveries the network supports.

By itself, the phrase “network reliability” is ambiguous. Careful examination
reveals that users of the phrase “network reliability” usually mean the contin-
ued delivery, without interruption, of a desired volume of the commodity sup-
ported by the network. This is distinct from the reliability of the network
elements considered as individual technological systems themselves. Of course,
reliability of the network elements bears strongly on the ability of the network
to deliver its commodity in the volume desired and without interruption. Many
studies of flows in networks with unreliable elements have recently been
undertaken. See Ref. 21 for an introduction.

Network elements may include pipelines, valves, and controllers in a fluid
delivery network, transport systems, routers, and billing systems in a telecom-
munications network, generators, transmission lines, towers, and substations
in an electrical power delivery network, trucks, hubs, and routing algorithms
in a logistics network, etc. Reliability requirements for these products or sys-
tems may be constructed according to the ideas in Section 2.5.1. However,
because these elements work together to provide the flow of the commodity
in the network, and there are requirements for delivery of certain volumes of
the commodity from some originating nodes to some destination nodes, the
effect of network element reliability on the reliability of these deliveries must
be taken into account using a model for flows in networks with unreliable
elements. This is still an active area of research, and many large-scale flow
networks can be modeled only approximately. Concepts applicable to this
study and some mathematical development of the associated models may be
found in Ref. 24.
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Flow networks are susceptible to two types of reliability problems that we
may label “chronic” and “acute.” Chronic reliability problems are network
element failures that occur more or less routinely because of component
failures, operator errors, software faults, and the “ordinary” vagaries of every-
day operation. These problems tend to be isolated and uncorrelated, not long
in duration, distributed widely in geography and time over the network, and
are viewed as a manageable and inevitable low level of “noise” that must be
dealt with. Network operators can plan to mitigate these problems by the kinds
of design for reliability processes we recommend and describe here. Acute
reliability problems, on the other hand, are more serious, very rare, and involve
many neighboring network elements, usually with high correlation across
neighboring network elements. Acute reliability problems are often the result
of natural disasters (earthquakes, fires, floods, etc.), improperly isolated failures,
or deliberate attacks. They tend to be much longer in duration, more serious in
their effects on the network flow than the chronic problems, and more difficult
to anticipate, plan for, and recover from quickly.

In most cases, it is acceptable to derive network element reliability
requirements for chronic reliability problems from flow or delivery reliability
requirements using a steady-state model (one which describes stable operation
of the network over a long period of time). Acute problems are by their nature
not steady-state phenomena and sensible mitigation of these problems relies
more on good supportability and maintainability, that is, measures to restore
service or flow quickly after a major disruption. This is not to say that sensible
measures such as avoiding earthquake-prone areas for locating a nuclear
power plant should not be undertaken; recent experience [15] has shown that
building a nuclear power plant on an active earthquake zone is a bad idea for
many reasons. The consequences of the acute failures caused by an earthquake
and tsunami in this example included not only immediate loss of life and
serious injuries but also uninhabitability of a wide geographic area for many
decades to come. A nuclear power plant is one example of what we call in this
book a “high-consequence system.” Reliability engineering for high-
consequence systems is discussed in detail in Chapter 7

Example: An (over-)simplified version of a package delivery network. Imagine
alogistics carrier who transports goods from city A to city B as in the Figure 2.2.

Figure 2.2 Logistics network example.
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This is a directed network (flow against the direction of the arrows is not
permitted) and the capacities of the links are as indicated, in units of pack-
ages per day. Suppose that the demand originating at city A is 275 packages
per day to be transported to city B and that the reliability requirement for this
flow is that the probability of success be at least 0.99. What should the link
reliability requirements be so that this flow reliability requirement is satis-
fied? Let r,, r,, and r,. be the probabilities that the indicated links are in a
working condition (the links are assumed to be either completely working or
completely failed). Then the probability that 275 packages can be transported
per day from city A to city Bis 7, ,+(1—7,,)7,. - We then want to find val-
ues of r, ., 7, ,and r,. so that r, .+ (1 -7, )7, 7,-20.99. There are many val-
ues of r,,, 7, and r,. that make this inequality true, so how do we choose
which values to use? One way to choose appropriate values is to incorporate
cost into the model. Suppose that the cost for shipping a package from A to
B directly is ¢, and the cost for shipping a package from A to B via Cis¢,>c,.
Then we may write the expected cost for shipping 275 packages per day from
A toBas275cr,,+275¢,(1~r,,)7 . 'se» and choosing appropriate values for

7y I'ac» @nd r, . may come from solving the mathematical program

Minimize ¢,7,; +¢, (1=7y5 ) Factse subject to ryp +(1—rp ) racre =0.99.

This example is very oversimplified: the reliability of the terminals at A, B,
and C has not been accounted for; the links may be out of service for more or
less than a day and are consequently better modeled by an alternating process
(Section 4.3.2), the example becomes more complicated if any of the links have
capacity less than 275 per day, the costs are fixed regardless of any other factors
such as package weight or size, etc. Nonetheless, the major point of this exam-

ple is that sensible reliability requirements for elements of a flow network can-

not be constructed independently of the flow reliability requirements imposed
on the network. The flow reliability requirements are user-oriented require-

ments, while the network element reliability requirements are of interest
mainly to the network operator who presumably has an interest in satisfying
user requirements while minimizing the cost of the operation. The influence of
network element reliability on flow reliability must be incorporated when con-
structing requirements for reliability in flow networks.

2.5.3 Reliability Requirements for a Standing Service

Now we begin to draw a distinction between reliability of tangible objects, like
products and systems, and reliability of intangible objects, like services. While
service reliability is the subject of Chapter 8 of this book, we here introduce
some basicideas and principles that help when devising reliability requirements
for services.

First, we distinguish between two types of services: standing services (this
section) and on-demand services (Section 2.5.4). A standing service is one
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that is intended to be always available to users, without interruption. Electric
utility power is an example of a standing service. Customers desire utility
power to be available at their premises at all times, without interruption. An
on-demand service is one which the customer uses intermittently. Each inter-
action of a customer with the service is a transaction that has a defined begin-
ning and end. Internet access is an example of an on-demand service. A user
may initiate a web browsing session at a certain time, continue using the
Internet for some period of time, and cease doing so at some later time. Each
such session constitutes a transaction in the Internet access service. Internet
access service need not be present at all times for all customers; the intersec-
tion of the customer’s transactions with the presence of the service deter-
mines the degree of satisfaction the customer may have with the service. If
the service is inaccessible only at times when the customer does not try to
use it, the customer does not notice whether the service is ever inaccessible.

The foremost distinction between a standing service and an on-demand
service is user behavior. In a standing service, the important criterion for
reliability is the presence of the service at all times because the user expects or
desires that it be present at all times. Electric utility service is being “consumed”
at all times by units like refrigerators, life support systems, and other like
objects that require continuous, uninterrupted power. So in a standing service,
the service consumer requires continuous provision of the service. In a
transaction-based service, the user requires the service only occasionally, and
understanding how this behavior combines with the service reliability to
produce customer satisfaction or dissatisfaction with the service helps when
developing reliability requirements for the service.

Because a standing service is supposed to be active all the time, reliability of
a standing service is equivalent to the reliability of the infrastructure providing
the service. In many important cases (electric power distribution, water
distribution, sewage treatment, etc.), this infrastructure is a flow network, and
the ideas in Section 2.5.2 apply. A reliability requirement for the service is
often stated in terms of accessibility of the service at each customer terminal.
For instance, in the electric utility power example, we may write a reliability
requirement for power at the meter on the customer’s premises (this could
look something like: the probability that utility power is present at the
customer’s meter should be at least 0.999995 at all times for all meters in a
stated area); in that case, all the infrastructure of the electric power distribu-
tion network, including the customer’s drop, is included in the reliability
requirement and in any modeling used to relate individual network element
reliability to the overall reliability of the service.

2.5.4 Reliability Requirements for an On-Demand Service

The salient characteristic of an on-demand service is that a user from time to
time will request service from a service provider, and this interaction lasts
for some finite period of time and then is dismissed. Some examples of
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on-demand services are purchasing gasoline at a filling station, making a
voice telephone call, downloading software from the internet, shipping a
package, etc. This model is flexible enough that it can accommodate other
more abstract scenarios such as use of an application on a personal computer
or smartphone.

As with flow networks, there are two important perspectives on reliabil-
ity on-demand services: that of the user or customer and that of the service
provider. The service provider presumably wants to be profitable while
providing the user with a good service experience and so must decide what
degree of service reliability is compatible with these goals. The service
provider is also responsible (either directly or through a repurchase arrange-
ment) for the infrastructure that enables the service. For example, the filling
station owner is responsible for storage tanks, pumps, safety systems, billing
systems, and other components of the filling station itself. The filling station
owner also has to deal with the reliability of the supplier of gasoline: the
wholesale purchase of gasoline from the refiner or distributor may be
viewed as a transaction in a wholesaling service. Many of the infrastructures
used to support service delivery may be conceptualized as flow networks
(examples from telecommunications and logistics illustrate this), and simi-
lar considerations for reliability apply in flow networks and in on-demand
services. Thus, there is the issue of reliability of the service itself (covered
extensively in Chapter 8) and the issue of reliability for the elements of the
service delivery infrastructure. As with flow networks, these are related. In
most normal scenarios, increasing the reliability of the elements of the
service delivery infrastructure will improve the reliability of the services
carried on it. Quantitative modeling needed to support this activity is
described in Refs. 22,23 and is reviewed in Chapter 8.

The elements of a service delivery infrastructure are technological products
or systems for which reliability requirements are considered in Section 2.5.1.
The reliability requirements for the service itself are conveniently organized
according to the classification described in Chapter 8, which is

e service accessibility,
¢ service continuity, and
e service release.

Briefly, service accessibility requirements pertain to the ability to set up a
transaction when desired by the user, service continuity requirements pertain
to the ability to carry on a transaction to its completion without interruption
while adhering to relevant quality standards, and service release requirements
pertain to the ability to dismiss the transaction when it is complete. These are
discussed in greater detail in Chapter 8. An example of a service accessibility
requirement for a voice telecommunications service is as follows: the probability
that a customer is able to set up a voice call using the service shall be at least
0.99995. This requirement does not specify a time during which it is to apply, so
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we may conclude that it is intended to apply no matter when the user attempts
to initiate a voice call. No other conditions are specified in the requirement, so
we may conclude that it is intended to apply under all conditions that may
prevail in the network and the user’s equipment. If the service provider does
notintend either of these broad interpretations,they mustinclude a specification
or limitation of time and/or conditions in the requirement. The reliability
modeling that would be undertaken to support this requirement must account
for the equipment and activities in the service delivery infrastructure that must
operate properly in order for a voice call to be set up. More examples of service
reliability requirements, including requirements for service continuity and
service release, can be found in Section 8.5.1.

2.6 INTERPRETATION OF RELIABILITY REQUIREMENTS

2.6.1 Introduction

It is well understood that requirements in the sustainability disciplines pro-
vide key customer satisfier targets for the development team. In addition, they
provide a basis for checking whether the system is behaving as intended after
deployment. This important function enables the development team to obtain
quantitative feedback on their effectiveness and promotes institutional
learning from successes and mistakes. In this section, we will introduce a
consistent and useful framework for interpreting quantitative requirements
that will promote clear and unambiguous guidance (and only as much guidance
as is justified by the data gathered) for the development team as well as ena-
ble unvarnished understanding of deployed system performance with regard
to each of the requirements. This interpretation will be based on the classifica-
tion of requirements as based on effectiveness criteria or figures of merit
(Section 2.4).

Before returning to reliability requirements specifically, we observe that the
classification of requirements based on effectiveness criteria and figures of
merit applies equally well to supportability and maintainability requirements
as it does to reliability requirements. We advocate use of a consistent
terminology that makes it easier for systems engineers to accomplish their
tasks and communicate important results to key stakeholders, including the
development team, management and executives, and customers. Consequently,
this section provides a brief introduction to the ideas needed to make useful
comparisons between requirements and performance in each of the two
categories. In Chapter 5, statistical analyses necessary to carry out this program
are described more completely. The introduction given here and the material
in Chapter 5 cover the most commonly used practical cases. The statistics of
more complicated cases or other custom endeavors are beyond the scope
of this book. Those needing additional statistical analyses may consult any of
several relevant statistics textbooks, including Refs. 2, 10.
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2.6.2 Stakeholders

While many groups—customers, executives and managers, design and devel-
opment staff, sales forces, and more—have a stake in the successful creation
and use of a system, product, or service, two groups are the primary stakeholders
in the interpretation of reliability requirements. These are the reliability
engineers on the provider side and the reliability engineers on the customer
side. Each has unique needs and duties pertaining to reliability requirements.
We review these in this section.

2.6.2.1 Reliability engineers on the provider’s team
When the provider of the system, product, or service develops reliability
requirements, the provider has three major relevant interests:

1. The provider needs to convince customers that the reliability requirements
meet their needs and that the system, product, or service is capable of
meeting the requirements.

2. The design and development team needs to be able to tell whether the design
is on track to meeting the reliability requirements when development and
manufacturing are complete.

3. The sales and customer service teams need to determine if the system,
product, or service is meeting the requirements when the product, system,
or service is in operation.

But for very exceptional cases, it is not possible to test a complete product, sys-
tem, or service for reliability because of the protracted time and large number of
samples required.!® Also, when a product or service is still under development,
there may not yet exist finished examples that could be the subjects of a test. The
provider’s reliability engineering team instead employs reliability modeling to
make an estimate of the likely reliability of the product, system, or service on the
basis of historical reliability data, the mathematical theory of reliability, and
other methods that we will discuss in Chapters 3 and 4. This team needs to be
able to compare the results of reliability modeling with the requirement(s). A
key point here is that they will choose some reliability model that reflects their
understanding of how the system is constructed and how it is maintained, and
use this model to compute estimates of the reliability effectiveness criteria and/
or figures of merit specified in the requirements. For example, if a reliability
requirement for an undersea cable telecommunications system specifies that
there shall be no more than three repeater replacements in 25 years of service,
the provider of the system needs to choose a reliability model that is capable of
estimating the number of repeater replacements in 25 years of service and also
reflects to the greatest degree possible the structure of the system, its operations

16 Nonetheless, accelerated life testing and software reliability growth testing are common, partly
because while such testing may not be able to demonstrate reliability, failures that do occur are an
indication that the system may contain defects that need to be corrected.
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(e.g., how redundancy, if any, is used), and how it is repaired (e.g., by replacing a
failed repeater with a new one). Reliability modeling like this is used in the first
two items cited in the list provided earlier. The central problem raised by this
application is the comparison of the results of reliability modeling with require-
ments. This problem also arises in planning for warranties.'’

Once the product, system, or service is in operation, reliability data may be
collected. Appropriate analysis of these data enables comparison of real reliabil-
ity performance results with requirements. This is the central problem faced by
the sales and customer service teams. Note that in this case, no reliability mode-
ling of any kind is needed. If a requirement is stated in terms of mean time to first
failure, then all one need do is collect data on times to first failure and analyze
these directly without regard to how the system is operated. The requirement
cares only about the time to the first failure and is agnostic with regard to what
model the reliability engineering team may have chosen to demonstrate compli-
ance or how the owner of the system may have chosen to operate it (as long as
operation is within the conditions listed in the requirements). It is the responsi-
bility of the provider’s reliability engineering team to demonstrate, internally
and to customers, that the mean time to the first failure of the product, system, or
service meets the requirement, and they will do so using a reliability model that
the requirement does not specify. When actual data are available, concerns about
reliability modeling do not enter the picture and the data are dealt with directly.

2.6.2.2 Reliability engineers on the customer’s team

The main interest of the customer or user of the product, system, or service is
the same as the third item in the list in Section 2.6.2.1: Is the product, system,
or service meeting its reliability requirements while it is in operation?
Methods for analyzing reliability data to help answer this question are found
in Section 5.1.

2.6.3 Interpretation of Requirements Based on Effectiveness Criteria

When a requirement is written for a reliability effectiveness criterion, the
requirement can specify that

e it is to apply to each installation individually, and in this sense it is the
most restrictive requirement that can be imposed,
o for example, each system shall experience no more than three failures
during the 25-year service life, or
e it is to apply to some proportion of installations,
o for example, 95% of systems system shall experience no more than
three failures during the 25-year service life.

It may also be of value to consult Section 10.6 for additional insight.

7" Full treatment of warranty modeling and planning is outside the scope of this book; a compre-
hensive treatment can be found in Ref. 3.
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2.6.3.1 Requirement pertaining to all installations
For instance, the reliability requirement for the refrigerator given in
Section 2.5.1 specifies a failure-free period of operation of at least 100,000
hours. As the period of failure-free operation is a random variable, meaning
that it may vary in unpredictable ways from one refrigerator installation to
another, a requirement stated this way applies to each refrigerator installation
by itself. If data are gathered from a particular installation, it is easy to see
whether the requirement is met for that installation: either the period of failure-
free operation in that installation is greater than 100,000 hours, or it is not.
The situation is more complicated when it is not possible to gather data from
a particular installation, but it is still desirable to determine whether that instal-
lation meets the requirement. In the absence of data, it is impossible to say with
certainty whether this installation meets the requirement or not. But if a sample
of failure-free intervals from a population of similar refrigerator installations
can be obtained, we are able to make a statement about the probability that the
requirement is being met by the refrigerator installations in that population.

Example: The reliability requirement for a refrigerator is as given in
Section 2.4.3.1. Suppose that from a sample of 10 refrigerator installations, the
following sample of 10 initial failure-free intervals (in hours) was obtained:

TABLE 2.1 Example Failure-Free Intervals

Installation Number  First Failure-Free Interval

87516
102,771
155,310

65,483

99,786
105,494
132,400

87,660

90,908
155,454

COWoO~NOOOA~WND =

—_

First, note that we can state definitely that installations 2,3,6,7 and 10 meet
the requirement and the remaining 1, 4, 5, 8, and 9 do not. What is the
probability that an installation drawn at random from the population of
other installations (besides the ones in the sample) meets the requirement?
A “good” estimate of the population proportion is given by the sample pro-
portion, so the estimated proportion of the population of refrigerator instal-
lations that meets the requirements is 1/2, which is another way of saying
that the probability that a refrigerator drawn at random from this popula-
tion satisfies the requirement is estimated to be 1/2. This will be made more
precise in Chapter 5.To ascertain whether this is a satisfactory result requires
consideration of utility and risk questions [1, 6, 20] that are beyond the
scope of this book. One may surmise that most customers would probably
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not find this satisfactory, but a reliable validation of this assertion can only
come from the downstream risk analysis of the sort recommended in Ref. 1.

2.6.3.2 Requirement pertaining to a proportion of installations

It is also possible, and often desirable, to write a reliability effectiveness
criterion as a limit on the proportion of the installed population that does not
meet the specification.’® For instance, the reliability requirement for the
refrigerator given in Section 5.1 may be written instead as “98% of the
refrigerators installed will operate without failure for a period of 100,000 hours
of continuous operation when the AC line voltage supplied is between 115 and
125 volts and between 58 and 62 Hz and the ambient temperature is between
55°F and 85°F.” Now, 2% of the installed population is permitted to have a
time to first failure of less than 100,000 hours—how much less is unspecified,
so the time to first failure of this 2% may be very short indeed (much the same
way as placing a requirement on the mean of an effectiveness criterion allows
for possibly large excursions in individual values). If the data in Table 2.1 are a
census of the entire installed population, then we conclude that the requirement
is not being met. If the data in Table 2.1 are from a sample of the installed
population, the sample proportion of installations meeting the requirement is
0.5.In Chapter 5, we will see how the sample size influences the sampling error
and the decision about whether the requirement is being met in the larger
population of which this is a sample.

2.6.3.3 Repairable systems

A repairable system may fail repeatedly and certain reliability effectiveness
criteria like outage time, time between outages, number of failures per month,
etc., may assume many values for the same installation. For instance, suppose a
particular refrigerator installation experiences three failures and the associ-
ated outage times are 1.5 hours, 8 hours, and 4.76 hours (see Figure 2.1). For
such systems, the interpretation of a requirement based on an effectiveness
criterion is that the requirement applies to each value of the effectiveness
criterion generated by operation of the system. In the example, if the require-
ment is that the outage time shall not exceed 7.5 hours, the system does not
meet the requirement because there is one outage time that exceeds 75 hours.

2.6.3.4 Conclusion
Some advantages of requirements based on effectiveness criteria are

¢ simple calculations when a census of the population of installed systems
is available,

¥ An argument can be made that this is the only sensible way to write requirements involving

effectiveness criteria because verification of these requirements can only estimate the probability
that the requirement is met, so you may as well write the requirement in terms of that probability,
or proportion of the population.
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e straightforward, yes-or-no answer to the question of whether a requirement
is met in each system for which data are collected,

¢ control of the full range of possible values of the effectiveness criterion, and

¢ casy communication of results in a framework that is easy to explain to all
stakeholders.

Some disadvantages of requirements based on effectiveness criteria are

¢ judgments about conformance can be unstable: analysis of a new set of
data from the same system may lead to a different conclusion than the
previous analysis, and

¢ as the number of installed systems becomes large, tracking conformance
with requirements can become unwieldy if not properly planned because
a comparison is required for each installation individually.

2.6.4 Interpretation of Requirements Based on Figures of Merit

When a requirement is written based on a figure of merit, the requirement can
only be interpreted as applying to a population of installed systems.” That is
because a figure of merit is a summary statistic that is normally intended to
summarize the behavior of a (usually large) collection of random variables
(values of an effectiveness criterion). A central question in the interpretation
of reliability requirements based on figures of merit concerns whether a
requirement is intended to apply to only the real population of systems that
have actually been built and fielded, or is it intended to apply to a (larger)
notional population of all systems of a given type, including those already
constructed and those yet to be built? Either interpretation can serve as a basis
for a successful enterprise and only slightly different data analyses are needed
to support the two cases. In the former case, a census of the installed popula-
tion yields the easiest analysis.

For purposes of comparing performance with requirements in the case of
requirements based on figures of merit, we distinguish two cases, according as
a census of the population is available or not.

2.6.4.1 Figures of merit for systems considered as non-repaired

Some reliability effectiveness criteria for non-repairable systems may be used
for repairable systems also. For example, reliability effectiveness criteria
involving the time to first failure are essentially the same as the criteria for
time to failure of a non-repairable system. This section discusses interpretations
of requirements built on these effectiveness criteria. Fuller explanation of the
practice of using reliability effectiveness criteria for non-repairable systems on
repairable systems in found in Section 4.3.4.

1 'We do allow the degenerate case of a population consisting of only a single installation.
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A census of the installed population is available

If case data from all the installed systems is available, we may compute the
relevant figure of merit from the data (the results of this computation will be
called a “metric” in Chapter 5) and simply compare this value against the value
in the requirement. For example, suppose now the refrigerator reliability
requirement is “The mean time to first failure of the refrigerator shall be no
less than 100,000 hours when operated continuously with AC line voltage
supplied between 115 and 125 volts and between 58 and 62 Hz, in an ambient
temperature between 55°F and 85°F.” The requirement is in terms of the mean
time to the first failure of the refrigerator, a reliability figure of merit (the time
to first failure is a random variable, an effectiveness criterion, and the mean is
a measure of the central tendency of that random variable (Section 2.72), a
figure of merit as defined in Section 2.4.2). Suppose that the 10 refrigerator
installations listed in Table 2.1 constitute the entire universe of installed
refrigerators of this type. Then Table 2.1 constitutes a census of this population.
The mean of the 10 times-to-first-failure in the table is 108,278.2 hours. This is
greater than 100,000, so this population of refrigerator installations does satisfy
the requirement.

Census of the installed population is not available

Suppose now that the requirement is as in Section 2.6.4.1 but that the 10
installations summarized in Table 2.1 are only a sample from a population of
some larger number of refrigerator installations (of the same type). Now it is
not possible to determine with certainty whether the requirement is being
met in the population because we do not have access to the time-to-first-failure
data from any of the other installations. We treat the data from the 10 instal-
lations in Table 2.1 as a sample from this population and use the sample data
to estimate the population mean. As noted earlier, the sample mean from
these data is 108,278.2 hours. The sample standard deviation is 30,035 hours,
so the estimator [i (i.e., the sample mean) of the population mean p is approx-
imately normally distributed with mean 108,278.2 hours and standard devia-
tion 30,035/{10=9,4979 hours. Then the probability that the population mean
is 100,000 hours or less is approximately @, (-8,278.2/9,4979)=® , , (-0.872)
~(0.192. This is an estimate, based on this sample, that the requirement is not
being met in this population. Conversely, the data support the contention that
the probability that the requirement is being met in this population is approx-
imately 0.808. Note that the probability arising here is due not to a random
nature of the population mean (which is fixed, but unknown), but it is due to
the variability in the sampling procedure. Another way to put this is that,
given this sampling procedure, there is about a one in five chance that this
procedure will lead to the conclusion that the requirement is not being met in
the population.
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2.6.4.2 Figures of merit for repairable systems

A single repairable system may generate many values of a given reliability
effectiveness criterion, so a figure of merit may be computed from data from
only one system at a time or from data from an aggregate of many systems.
There are thus two possible interpretations of a requirement based on a
reliability figure of merit for a repairable system: the requirement is consid-
ered to be met if it is met on each individual system (so it may be met for
some systems and not for others), or it is considered met if it is met in the
aggregate (i.e., if the relevant metric computed from all systems in the aggre-
gate satisfies the requirement). For example, suppose the requirement for the
refrigerator outage times described in Section 2.6.3 is “The mean outage time
for the refrigerator shall not exceed 5 hours.” This can be interpreted to mean
that the requirement is satisfied if every refrigerator installation in the popu-
lation has a mean outage time of no more than 5 hours, or it can rather be
interpreted to mean that the mean of all outage times over all the installa-
tions in the population does not exceed 5 hours. Either interpretation is rea-
sonable, but the first interpretation places tighter control over the possible
values the outage times may take in the population and still stay within the
requirement. The decision about which interpretation to use rests on an
understanding of customer needs as well as an understanding of the amount
of variability in outage times that is possible over the population of installed
refrigerators. The latter, in turn, devolves from the extent and quality of the
design for supportability and design for maintainability performed by the
refrigerator supplier.

Again, it is necessary to consider whether a census of the population of
installed systems is available. If so, the relevant metric is computed on all the
installations in the population, and determining whether the requirement is
met is a matter of comparing the computed value from the census with the
value in the requirement. If a census is not available, statistical inference must
again be used to determine conformance to the requirement, and this conform-
ance will now be expressed in probabilistic terms.

Example: Suppose the requirement states, as given earlier, “The mean out-
age time for refrigerators of this type shall not exceed 5 hours.” Data from
outages experienced in eight refrigerator installations, each operated for
100,000 hours, are recorded as Table 2.2.

The second column contains the recorded data while the rightmost two
columns are statistics computed from the data (i.e., metrics). Potential inter-
pretations of the requirement are

1. The requirement applies to each installation separately. Then installations
numbered 1, 3,4, and 5 meet the requirement over the stated time period
(100,000 hours) and 2,6,7 and 8 do not. No statistical inference is required.
Given these data, it is possible to estimate the probability that the
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TABLE 2.2 Example Refrigerator Outage Times

Installation Number Outage Times (Hours) Sample Mean Sample SD

1 15, 8, 4.76 4.75 3.98
2 3.1,65,4,73 5.23 2.31
3 0.4,2.25,95 4.05 5.89
4 4.5 4.5 0

5 15,55,6,7 5.0 2.79
6 45,75 6.0 2.25
7 3,6,8.75 5.92 3.13
8 4,7,9.25, 11 7.81 3.49
Aggregate All of the above 5.53 2.84

requirement will continue to be met over additional periods of time (i.e.,
looking ahead after the 100,000 hours over which the data have already
been collected, we ask for the probability that the mean from these future
data will be less than 5 hours). This reasoning treats the data in hand as a
sample from some future stream of data that is not yet visible. For instance,
for installation number 1, the current estimate of the mean outage time is
4.75 hours. We ask for the probability that a (future) X from installation 1
be less than or equal to 5, assuming that the environment in which the
refrigerator is operated does not change. We write

- X-475 5-475
P{X<sl=p < =0.036
{ | { 3983 ~ 3.983 }

This is because the distribution of the quantity on the left-hand side is
known (approximately). If the number of data points were large, this
distribution would be approximately normal. However, because the
number of outage times collected from installation 1 is only 3, the distri-
bution is instead approximately a f-distribution with 2 degrees of free-
dom, so the probability we want is P{t,<0.036} ~0.51. We conclude that
while the data show that the requirement is now being met for installa-
tion 1, the chance that installation 1 will continue to meet the require-
ment in future (assuming underlying conditions remain the same) is
only about 50-50.

. The requirement applies to all installations, and the data shown are a cen-
sus of all the installations. That is, in this case, there are only eight installa-
tions of this refrigerator, and the table shows the complete record of all
outage times from all eight installations. The sample mean of all the out-
age time data from all eight installations is 5.53 hours, and the requirement
is not met. We could again ask for the probability that the requirement
may be met after additional time passes, and no computation is required
to conclude that this is less than 1/2.



62 RELIABILITY REQUIREMENTS

In case a census of the installed population is not available, the requirement
applies to all installations and the table shows data from a sample of eight
installations. There are more than eight installations, but data are available
from only the eight shown. With 24 observations, the sample mean is approxi-
mately normally distributed, and

n-553 _ 5-5.53 }
P{u<si=p < =-0.038} ~0.485.
=3 {2.84\/24 2.84+24

Thus the probability that the requirement is being met in the population from
which Table 2.2 is a sample is less than 1/2.

2.6.4.3 Section summary

This has been a brief introduction to the ideas connected with determining, by
studying data from installed systems, whether reliability (or maintainability or
supportability) requirements are being met. The purpose of this chapter’s
discussion is more to show how the varying possible interpretations of reliability
requirements color the analysis needed to determine compliance than it is
about the comparison methods themselves. The technologies underlying the
comparisons needed in reliability engineering—including comparing perfor-
mance with requirements and comparing reliability predictions with require-
ments—are discussed further in Chapter 5.

Some advantages of requirements based on figures of merit are

¢ the framework lends itself more readily to downstream risk analysis,

¢ judgments about conformance tend to be more stable than when using
requirements based on effectiveness criteria, and

¢ the statistical inference needed to make sense of the data in the frame-
work provides a more nuanced understanding of the system’s behavior.

Some disadvantages of requirements based on figures of merit are

e all stakeholders need to be acquainted with the information framework
underlying this approach so that appropriate conclusions are reached and
communicated and

¢ slightly more complicated (although easily automated) calculations.

2.6.5 Models and Predictions

So far, we have introduced some ideas useful for comparing the reliability
performance of installed systems to reliability requirements. But systems engi-
neers need other kinds of comparisons too. The reliability modeling described
in Chapters 3 and 4 produces another kind of estimate of system reliability, one
that is based on component reliability estimates, design for reliability activities,
and other engineering that takes place during system development. This is
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commonly called a reliability prediction. Comparing the results of this reliabil-
ity modeling is a way of determining whether the system, in its current state
of development, is capable of meeting its reliability requirements once it is
installed. Systems engineers have an obvious stake in this determination.

For a series system of components whose life distributions are exponential
(see Chapter 3 for definitions), a dispersion characterization may be provided
for the parameter of the life distribution of the system (the technique is
described in Section “Confidence limits for the parameters of the life
distribution of a series system”). This gives a quantitative indication of how
much “slop” is present in the system life distribution estimate given the quality
of our knowledge about the component life distributions. This information
should be used when comparing the results of reliability modeling with either
arequirement or with performance inferred from analysis of data from systems
in operation. We do not discuss the statistical techniques necessary to do this;
however because they are of a more advanced nature than the simple proce-
dures, we introduce them to familiarize systems engineers with this way of
thinking. In addition, this technique so far applies only to the limited case of a
series system of components having exponential life distributions. Additional
research is needed before the same idea can be used with other types of
systems. Finally, even though the technique is available for series systems of
components having exponential life distributions, a very commonly used model
for, for example, printed wiring board assemblies (Section 6.5.1), it is not yet
widely used in practice. We can look forward to the day when this use of
confidence limit information for reliability models is routine, but that day is
somewhat far off in the future at this time.

2.6.6 What Happens When a Requirement is Not Met?

In several of the examples in this section, we concluded that the requirement
studied is not being met. This will happen from time to time in real systems.
It is important to have a systematic approach to responding to these
situations.

First and foremost, understand the strength of the evidence for the conclu-
sion that the requirement is not met. All processes at play in the operation and
failure of systems have some degree of statistical fluctuation that is an expected
component of their normal operation. The methods shown in this book are
intended to help you discern how much the evidence for the conclusions drawn
about satisfaction of requirements depends on these fluctuations. This is
another way of saying understanding of requirements satisfaction should be
managed by fact. If there is a high probability that the results seen are due to
chance, given the mechanism that is supposed to be operating, then those
results should not be taken seriously as a basis for action until they can be
reproduced with more significance. This is akin to the distinction between
common causes and special causes in control charting [26]. Explicit control
charting may be difficult with reliability requirements because they do not lend
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themselves to repeated study over different time periods because the time
period over which they are intended to apply is usually long. However, for
requirements based on shorter time periods, like the maintainability
requirements discussed in Section 10.6, explicit control charting is possible and
can be effectively used to sort out violations that should be ignored (because
they are the result of common causes) and violations that should stimulate
further investigation (because they are likely the result of a special cause or
causes). See Exercises 5 and 6 to try this on some sample data.

Now assume that you are satisfied, through the statistical analyses
recommended here, that a requirement is not met for significant reasons.
A sensible next step is to undertake a root cause analysis to determine why the
requirement is not met, using the Ishikawa (fishbone) diagram as a tool for
guiding the analysis and communicating the results. If the root cause analysis
points to a design problem, one should expect that additional failures of the
same kind will appear in the population of installed systems. In that case, a
review of design for reliability activities undertaken in the system develop-
ment is called for and changes to the system may be warranted. Changes may
be for future versions of the system, or, if the design problem is serious enough,
may be retroactively applied to systems already implemented. If the root cause
analysis points to randomly occurring failures that seem to have no common
origin, a review of the stress—strength interactions possibly at play should
reveal appropriate corrective actions. For instance, one of the possible
outcomes of the stress—strength review is that the strength distribution in some
class of components used in the system was more concentrated on lower val-
ues than planned. Another possible outcome is that the system is being used
in harsher environments than planned. The root cause analysis will enable
implementation of countermeasures based on an understanding of the facts.
To help manage the process, it may be desirable to implement a formal
improvement program based on the seven-step quality improvement process
(QI Story) [25]; see also Ret. 9.

In all cases, it is worth spending some effort to determine whether the
unmet requirement is truly not met or if normal statistical fluctuations in
the data used for verification are causing it to look like the requirement is
not met. It would be naive to suppose, though, that all customers would be
prepared to understand and accept such an analysis. Most customers will
insist on attention to the failure they are experiencing now and will not be
content to be told that this failure is part of a pattern that is not unusual given
the statistics involved. Every failure at a customer location will require
attention (even if that attention is just to schedule a repair at a later date; see,
for example, Section 10.2.2.1), so this analysis is more for internal use. It helps
answer questions about whether extensive redesign efforts are needed
(because the pattern of failures seen indicates a special cause at play) or
whether the system is perking along normally within the letter and spirit of
the reliability requirements, and, while some customers may see some failures,
they do not justify major system changes.
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2.7 SOME ADDITIONAL FIGURES OF MERIT

The example in Section 2.6.4 was based on the mean time to the first failure of
the system. There are many other figures of merit that may be associated with
reliability effectiveness criteria and that are useful in creating reliability
requirements. We review some of these in this section.

2.7.1 Cumulative Distribution Function

The most complete summary of a random variable is given by its cdf or simply
distribution. When a random variable X is discrete (takes on only finitely many
or countably infinitely many discrete values x,,x,,...), its distribution function is

P{X=x}=p, i=12,.,

where O<p <1 and p, +p,+---=1. For a continuum real-valued random varia-
ble X, the distribution of X is

P{X <x}, —o<x<o,

There are distributions that have both a discrete and a continuum part. In relia-
bility modeling, these occur most often as descriptions of the lifetimes of switch-
ing elements that have a nonzero probability of failure at the moment they are
called for (see Section 3.4.5.1 for an example). Additional properties of distribu-
tions of lifetime random variables (these are called life distributions) are given in
Section 3.3.2.3. Many examples of life distributions are considered in Section 3.3.4.

Language tip: In the discrete case, the numbers {p ,p,,...} are analogous to
the density of a continuum random variable. Nevertheless, they are some-
times referred to as the distribution of the random variable. The best way to
avoid this confusion is to refer to them as the probability mass function of the
random variable. This is accepted terminology, but it is not always common.

The distribution contains all the information about a random variable, so it’s
no surprise that sometimes it is difficult to get enough information to write
down the entire distribution. Fortunately, other briefer summaries are avail-
able. The rest of this section discusses some of these.

2.72 Measures of Central Tendency

The simplest summary of a random variable is the one that tells where its
“center” is. Summaries of this kind are called “measures of central tendency,”
and there are three in common use:

1. Mean,
2. Median, and
3. Mode.
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2.72.1 Mean

The mean of a (real) random variable X is the center of gravity of the planar
area under the curve of the density (Section 3.3.3.1) of X. It is also called the
expected value or expectation of X.The mean of X is the average value of X. It
is computed as a weighted average over all the possible values X may take,
each value weighted according to its probability of occurrence. For a discrete
random variable X, this computation is

EX =) x,P{X=x}=>xp,

where the sum is taken over all values x, (finitely or countably infinitely many)
that X may take. For a continuum random variable X, the computation is

EX = .[x P(dx) = o]x dF,(x)= O].x fx (%) dx,

the next-to-last equality being valid for real-valued random variables (the only
ones we shall consider in this book). Here, F, represents the cdf of X and f, its
density (if it has one); see Sections 3.3.2 and 3.3.3.1). The latter expression
shows the “center of gravity” computation using the density.

Example: Suppose the discrete random variable X takes the values 1, 2,...,
10 with probabilities 1/55, 2/55,...,10/55. Then

1 10
EX=—-Y"=17.
5545

But the mean of a variable need not be equal to any of the values of the vari-
able. Suppose Y takes the same values as X but with different probabilities:
P{Y=i}=1/20 for i=1,...,9 and P{Y=10}=11/20. Then

9
By Ly, 1015500
205 20 20

Requirements tip: Requirements are very often written as bounds on the
figure of merit defined by the mean of some effectiveness criterion. For
example, “The mean time between outages shall not be less than 1000 hours.”
Itis important to recognize that controlling the mean of some variable allows
for possible wide variation in realized values of that variable. Unless there is
good reason to believe that the values of the variable in question will not dif-
fer greatly from one another, controlling only the mean allows for possibly
large excursions in the realized values of the variable across the population
of installed systems. Imagine, for example, that there are two systems
deployed, system A and system B, both start in the operating state at time 0,
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each suffers two failures at the times listed, each outage lasts 1 hour, and the
current time is 2001 hours since the start of operation:

1. System A fails at 950 hours and at 2001 hours.
2. System B fails at 100 hours and at 2001 hours.

In System A, the times between outages are 950 and 1050 hours. In System
B, the times between outages are 100 hours and 1900 hours. Based on these
data, the estimated mean time between outages for System A and System B
are both 1000 hours. However, we can reasonably expect that the future
failure behavior of these two systems may be quite different. System A
exhibits fairly regular behavior, with times between failures (950 and 1050
hours) that are approximately the same. The times between failures for
System B (100 hours and 1900 hours) are very different. It can be said that,
based on even these sparse data only, we understand more about how
System A is likely to behave in future than we do about how System B. The
lesson we draw from this example is that, unless you have good reason to
expect that the possible values that a variable may take should be close
together, controlling only the mean of a variable may leave open the possi-
bility of unduly large excursions from desired behavior. And, of course,
gathering and analyzing more data will improve the quality of our knowl-
edge about these two systems.

The concept of “mean” also arises in the statistical analysis of data, such as
may be used in verifying conformance to quantitative requirements. Imagine
that we have a population of objects whose mean weight, say, is unknown.
Perhaps the population is too large, or some members of the population are
inaccessible, or for some other reason it is impossible or undesirable to weigh
each object in the population (so a census of the weights is not available). Then
we may estimate the mean weight in the population by drawing a random sam-
ple from the population, weighing each object in the sample, and using stand-
ard statistical inference techniques. Let x ,..., x, denote n data points, or
observations, recorded from some fixed phenomenon (e.g., the weights of the
objects in the sample, or the number of failures in the first year of operation
of n identical systems, or ...). This set is called a sample and consists of what
are called in probability theory independent and identically distributed (iid)
random variables. We are justified in asserting independence® if the collection
of the observation from any system has no influence on the collection of the
observation from any other system. The identical distribution property comes
from the fact that all the systems covered by this sample are the same (model,
series, manufacturer, etc.). Then the sample mean of these data is

_ 1
X=— )
n;x”

2 There is a formal definition of stochastic independence in probability theory [4] that we will
suppress in favor of a more informal approach.
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which is a simple unweighted average of the observed values. For example, the
sample mean of the dataset {38, 55,27 10, 88, 41} is 43.167 The sample mean is
an estimator®' of the population mean p (which is inaccessible); when playing
this role, it is also denoted by {i. Each x, is a random variable, so the sample
mean is a random variable. It is an example of something called a statistic,
which is nothing more or less than a function of some data. As a random vari-
able, the sample mean has a cdf which is called the sampling distribution (of the
sample mean). In general, it is difficult to compute the sampling distribution
explicitly, so we turn to approximations which we discuss in Section 2.75. The
reason the sample mean is so important is that when comparing the perfor-
mance of a population of systems against a requirement written as a mean, the
distance from the sample mean to the mean specified in the requirement tells
something about the probability that the requirement is being satisfied. We
have used this reasoning in the examples in Section 2.6.4.

2.72.2 Median

The median of a random variable is defined as the 50th percentile of the cdf of
the variable. That is, half the values of the variable are less than or equal to the
median and half are greater. In symbols, the median of X, denoted m, is any
value of the discretionary variable for which P{X<m}=0.5.

In the example from Section 2.72.1, the median of X is any value in the
interval (6, 7] because P{X<6}=21/55<0.5 and P{X<7}=28/55>0.5.

The sample median of a dataset is the median of the values in the dataset.
To compute the sample median, simply place the data in increasing order and
find the center value. For the dataset {38, 55, 27, 10, 88, 41} considered in
Section 2.72.1, the ordered values are {10, 27, 38, 41, 55, 88} and the median is
any value between 38 and 41.2 The sample median is also a statistic and as such
has a sampling distribution (which is difficult to compute explicitly for non-
normal random variables, so it is usually approximated by simulation).

In applied statistics, the median is sometimes considered a more desirable
measure of central tendency than the mean because it is less sensitive to
extreme values in the data. Despite this advantage, the median is not often
used in engineering requirements. It does share at least one disadvantage with
the mean, namely, that controlling only the median leaves open the possibility
of large excursions of the variable.

2.7.2.3 Mode

The definition of the mode of a random variable X is different depending on
whether X is discrete or continuum. If X is discrete, the mode of X is the value
of X that has the largest probability. If X is a continuum random variable, the

2l Statisticians commonly use the caret * over a variable to indicate that an estimator of that variable
is being shown.

2 This peculiarity arises when the number of elements in the data set is even. When the number
is 2n—1, odd, the median is the n' value in the ordered presentation of the data.
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mode of X is defined as the value at which the density of X (if it exists) has a
maximum. We will not discuss the mode further in this book because it rarely,
if ever, appears in any quantitative engineering requirements.

2.7.3 Measures of Dispersion

Measures of central tendency of a random variable’s distribution are usually
not enough to give high-quality information about the variable. For example,
consider two random variables, A and B. A takes on the values 98,99, 100, 101,
and 102 with equal probability (1/5 each), and B takes on the values 0, 50, 100,
150, and 200 with equal probability. The mean and median of A and the mean
and median of B are all equal to 100, but you can’t help having the feeling that
the random variables A and B are quite different in some important sense.
Somehow, B is much more spread out, or diffuse, than A. If A and B repre-
sented data collected on two different systems, we could reasonably say that we
understand the behavior of the system from which A was observed better than
we do that of B. At least, you might feel more confident that the next observa-
tion from the random phenomenon that produced A is more likely to be near
100 than the next observation from that for B. At least in this sense, the dataset
from A provides us with a higher quality of information about the underlying
system than does the dataset from B.

2.7.3.1 Variance
Fortunately, there is a concise way of expressing the notion of spread-out-ness
or diffuseness. This involves the quantity called the variance of a random vari-
able.Then variance of a random variable X is a weighted average of the squares
of the distances from the mean of X to the values that X may attain. In symbols,
when X is discrete,

Var X =Y (x, ~EX)’ P{X =x,} =Y (x, -EX)’p,
and when X is a continuum variable,

Var X = [(x~EX)’ P(dx) = (]‘(x ~EX)? dF,(x) = T(x —EX) f,(x)dx.

You can see that the further away the values of X are from EX, the larger the
variance becomes. That is, a large variance is a symptom of a diffuse, or
spread-out, distribution, and conversely. A small variance indicates that the
possible values of X are clustered near its mean. The variance of a random
variable is zero if and only if the variable is equal to a constant with probabil-
ity 1 (Exercise 12).

For the two random variables A and B discussed earlier in Section 2.7.3, we
have Var A=2 and Var B=5000. Remember that both A and B have means
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equal to 100. Most of the values of A are near 100, while most of the values of
B are far from 100. If A and B were datasets from two different populations,
we would say that the information provided by A is of higher quality than
the information provided by B because we would feel more confident about
predicting future values of A than we would about B.

The standard deviation of a random variable is simply the square root of its
variance. It is usually denoted by the lower case Greek letter sigma (o). In the
earlier examples, we have 6(A) ~ 1.414 and o (B) ~ 70.711. As with variance,
standard deviation tells something about how spread out a random variable
(or, equivalently, its cdf) is: a large standard deviation indicates a diffuse, or
spread-out, distribution, and conversely. A small standard deviation indicates a
random variable whose possible values are clustered near its mean. The stand-
ard deviation of a random variable is zero if and only if the variable is equal to
a constant with probability 1 (Exercise 12).

Requirements tip: Requirements almost never contain explicit reference to
variance or standard deviation. These are usually considered technical issues
that are remote from what is trying to be achieved by the requirement. We
will see later in Chapter 5 how the notions of variance and standard devia-
tion come into play naturally as part of the process of determining how well
a system complies with its requirements.

If x, ..., x, denotes a dataset from some phenomenon, we can define the
sample variance and the sample standard deviation for this dataset. The sample
variance is defined as

LS -y
n-13

where X is the sample mean; it is sometimes denoted by S. The sample stand-
ard deviation is the square root of this quantity.”® The sample variance is an
estimator of the population variance, which is inaccessible. The sample vari-
ance and the sample standard deviation are statistics, and as such have cdfs, the
sampling distribution of the sample variance and the sampling distribution of
the sample standard deviation. Again, explicit computation of these sampling
distributions is not easy, and we resort to approximations in most practical
cases (see Section 2.75).

2.74 Percentiles

The 100pth percentile of a distribution is the value x of the discretionary
variable for which P{X <x }=p.The median is x ;. Other terminology in com-

mon use includes quartiles (x,,, X, , X, 5, X, ,) and deciles (x ,X,,)-As

0.25% 770.5% 770.75” 0.1° xOAZ’ Tt

% The denominator is n—1 instead of n to provide what statisticians call an unbiased estimator of
the population variance. See Ref. 7 for more details.
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with the median, nonuniqueness is possible. Percentiles are rarely used as
figures of merit in requirements even though they provide better control
over the range of possible values of the random variable. For example, to
require that the mean number of failures in the second year of operation be
no greater than 3 leaves open that possibility that, while the requirement is
being met, many systems may have more than three failures in the second
year of operation and many others may have none at all. If instead we were
to require that the 95th percentile number of failures in the second year of
operation be no greater than 3, then no more than 5% of the systems
installed would have more than 3 failures in that second year of operation if
the requirement were being met. Use of percentiles in requirements is not
common because determining the percentiles usually requires knowledge of
the entire distribution, and computation with percentiles is less straightfor-
ward than with, say, means. When pencil-and-paper computations were the
norm, these were substantive objections. Simulation modeling provides a
convenient way to work with percentiles, even if only modest computing
power is available.

2.7.5 The Central Limit Theorem and Confidence Intervals

Probably, the most frequently used figure of merit in sustainability engineering
is the mean. Consequently, it is important to have a good grasp of the tools
used for working with means. As we saw in the examples from Section 2.6.4, we
use the sample mean to infer the population mean in cases where we wish to
compare performance with a requirement based on the mean as a figure of
merit. This inference rests on two approximations for the sampling distribution
of the sample mean, one usable when the number of observations (elements in
the sample) is large and the other when it is small. The large-sample approxi-
mation is based on the central limit theorem [4] which asserts that the average
of a number of independent, identically distributed random variables having
finite variance has approximately a standard normal distribution. Formally, if p
is the true (but unknown) population mean,

P {X‘—J_u < Z} = (D(o,l) (Z)

c/n

where X, denotes the sample mean from n observations and @, denotes the
standard normal distribution having mean 0 and variance 1. This limit makes it
appropriate to use the normal distribution, as earlier, as an approximate distri-
bution for the sample mean when the number of observations is large. In prac-
tice, a good rule of thumb is that if there are more than 10-15 observations,
the normal approximation is usually acceptable unless the variables involved
are very diffuse (“have long tails”), a condition that is not often encountered in

run-of-the-mill reliability studies. For smaller datasets, we use instead the fact
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that the asymptotic distribution of the sample mean is a Student’s ¢ distribution
with n—1 degrees of freedom [10]:

% -n
P{g/\/; SZ}:%-U(Z)

where n is the number of elements of the dataset. These facts form the basis for
the computations shown in the examples in Section 2.6.4.

We may also express inferences about the population mean in the form of
a confidence interval. A 100p % two-sided confidence interval (0<p <1) for the
population mean p is given by

{)‘(—a%,f(ﬂz%}

where the confidence coefficient a comes from the percentiles of the standard
normal distribution when the number of observations is large enough that the
normal approximation is appropriate. The confidence intervals most often
used are the 90% (p=0.9), 95%, and 99%; Table 2.3 gives the corresponding
confidence coefficients (based on the normal distribution).

The table includes 68% to show how much of the distribution lies within
one standard error (+5/(n) of its center. When the number of observations is
too small for the normal approximation to be suitable, the confidence coeffi-
cients are obtained from the Student’s ¢ distribution with n—1 degrees of free-
dom (n is the sample size and the coefficients will change with n). For example,
when 7 =6, the two-sided confidence coefficients based on the Ls) distribution
are 2.01,2.57,and 4.03 for the 90%, 95 %, and 99% confidence intervals, respec-
tively. As n gets large, the Student’s  distribution becomes approximately equal
to the normal distribution.

A confidence interval expresses the degree of, well, confidence we have
about the location of the population mean based on the sample that has
been chosen. A 100p % confidence interval represents a conclusion that, if
the experiment of choosing a sample from that population were repeated
many times, in about 100p % of those repeated samplings, the 100p % confidence

TABLE 2.3 Confidence Coefficients Based on the Normal

Distribution
Confidence Coefficient
Confidence Level (%) One-Sided Two-Sided
68 0.75 1.0
90 1.28 1.645
95 1.645 1.96

99 2.33 2.58
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interval that was derived from the data would contain the population mean
(note that each time the experiment is repeated, a different sample is obtained,
and therefore a different confidence interval results —approximately 100p %
of those different confidence intervals would contain the population mean).

Example: Consider the sample of eight refrigerators first encountered in
Section 2.6.4.2. Give a 95% confidence interval for the mean outage time
in the population of refrigerator installations from which this sample is
drawn. From Table 2.2, the sample mean of the 24 outage times recorded
is 5.53, and the sample standard deviation is 2.84. We may use the normal
approximation because the number of observations is 24 (not 8), so the
95% confidence interval is

2.84 2.84
5.53-1.96 222 553 +1.96 222 [ =[4.39,6.66].
{ J24 \/24} [ ]

This interval contains the requirement (5 hours), but no conclusion is
warranted about whether or not the requirement is satisfied. If the inter-
val did not contain the requirement, it would be appropriate to assert that
the requirement is not being met with 95% (or whatever the confidence
level was) confidence.

Because of this impreciseness, use of confidence intervals for making
inferences about whether a requirement is being met is not recommended.
The estimation procedure described in Section 2.6.4 is preferred because it
will yield an estimate of the probability that the requirement is being met.

2.8 CURRENT BEST PRACTICES IN DEVELOPING
RELIABILITY REQUIREMENTS

One of the premises of this book is that reliability requirements are created
through a systematic, repeatable process that may be summarized as follows:

e Catalog the system attribute requirements.

¢ Determine the failure modes associated with each of the requirements.

¢ Determine the customer’s needs and desires for continued satisfactory
operation, considering each failure mode.

¢ Balance the customers’ needs and desires regarding reliability with the
economics of developing a system meeting the reliability requirements,

¢ Create a system reliability budget.

¢ Document the reliability requirements that result from this analysis.

The remainder of this section will examine each step in detail and offer sugges-
tions about how to accomplish the related tasks.
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2.8.1 Determination of Failure Modes

So far, we have established that a failure is a violation of some system attribute
(functional, performance, physical, safety) requirement. The failures that cus-
tomers are concerned about include violations of these and any others that the
customer feels are necessary to satisfactory operation throughout the useful
life of the product, system, or service. From this perspective, we may catalog
the failure modes in the product, system, or service by systematically reviewing
the relevant requirements and undertaking analyses to identify the possible
failure modes (Section 2.2.6) associated with each requirement. Sometimes,
this can be accomplished informally in the systems engineering team if there
is enough prior experience with the system or ones like it. However, in totally
new systems, or in high-consequence systems (Chapter 7), informal methods
may not be enough. In that case, following the same reasoning as in the first
steps of a fault tree analysis offers a systematic approach to determining the
failure modes associated with a particular requirement. Violation of the
requirement is placed as the “top event” in a fault tree, and inductive reasoning
is applied to scour the state space of the system for events (configurations of
states) that lead to the violation. As a rule, the first layer of the fault tree is a
list of the failure modes associated with that requirement. At this stage, it is not
necessary to carry out the fault tree analysis further; but when the design for
reliability stage is reached, the beginnings of these fault trees can serve as a
foundation for the more detailed study that would be then appropriate.
Detailed examination of fault tree methods is found in Section 6.6.1.

Example: One of the safety requirements for a home heating system is that it
produces no carbon monoxide that can reach living spaces. To identify the
failure modes associated with this requirement, set the event “system pro-
duces carbon monoxide reaching living spaces” as the top event of a fault
tree. Then the fault tree reasoning asks, what are the events in the operation
of the system that can cause carbon monoxide to be produced and to reach
the living spaces? These events include (i) improper gas/air mixture and (ii) a
leak or leaks in the flue. The fault tree reasoning has thus identified two fail-
ure modes in the heating system that cause the undesirable event of carbon
monoxide reaching the living spaces. At this point, where we are preparing to
write a reliability requirement for this safety requirement, there is no need to
carry out the fault tree analysis any further. However, when detailed design
of the system is begun, it would be appropriate to carry out this fault tree
analysis (and others, as necessary) to help determine preventive measures
that can be employed to avoid violating this requirement (and others).

2.8.2 Determination of Customer Needs and Desires for Reliability
and Economic Balance with Reliability Requirements

Once a list of failure modes for the product, system, or service is in hand, craft-
ing corresponding reliability requirements needs input from customers and
users about how often, and for how long, these failure modes can be tolerated.
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Users, of course, always want systems that never fail. It is rarely, if ever, pos-
sible to reach this goal, and it is usually expensive to approach it closely. A
more useful question, then, is “How much reliability is the customer willing
to pay for?” Other things being equal, a more reliable system would cost
more to develop and manufacture unless appropriate design for reliability
techniques are employed early in the system’s development. In that case,
we can even reach the seemingly paradoxical result that a more reliable
system can have a lower development cost than a less reliable system (of
the same kind) that is developed using inefficient or ineffective methods.
Increased attention to design for reliability means more work in the early
stages of a system’s design and so the prevention costs for this system could
increase. Most system suppliers would translate that into an increase in the
price of the system, so systems engineers need a good understanding of,
essentially, the customers’ elasticity about price and reliability. More
sophisticated customers may realize that the additional first cost may be
accompanied by a reduction in failure costs. Whether the system supplier
can employ this reasoning successfully may depend on how well they under-
stand their markets.

2.8.2.1 Quality function deployment and other formal methods

Among the systems engineer’s most important and challenging responsibili-
ties is that of determining customer needs and desires for system operation.
Usually, we think of these in terms of the system’s functions and other attrib-
utes like appearance, weight, etc., but the responsibility extends to sustain-
ability elements as well. We have previously (Section 1.6.1) alluded to quality
function deployment (QFD), The “House of Quality,” and Kano analysis as
structured techniques systems engineers can use to accomplish these tasks.
It is not the purpose of this book to teach you how to use any of these meth-
ods. Many excellent resources, including textbooks and short courses, both
live and online, will help you learn how to apply these successfully. Our pur-
pose here is to make you aware that these methods exist and are suitable not
only for requirements pertaining to functionality, appearance, safety, etc.,
where they are usually advertised, but also for requirements in the sustain-
ability areas.

2.8.2.2 Industry standards

Many industries have developed standard reliability requirements that can be
applied directly or can serve as a starting point for new systems, products, or
services. Some examples include

e Telecommunications: Globally, the International Electrotechnical
Commission (IEC) and International Telecommunications Union (ITU, a
part of the ISO) have developed many standards for the reliability of tel-
ecommunications equipment and services. In the United States, Telcordia
(formerly Bell Communications Research, or Bellcore) has published
similar standards. Even if new systems or services are not required to
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conform to these standards, they often serve as a starting point for
negotiations between suppliers and customers regarding reliability
(and other) requirements.

¢ Defense Acquisition: With the demise of standards under MIL-SPEC
reform, the documents formerly known as military standards have been
converted to handbooks. A list of handbooks that pertain to reliability in
the defense industry can be found at URL [11].

e Electric Power: In the United States, section 215 of the Federal Power Act
required the North American Electric Reliability Corporation (NERC)
to develop reliability standards that are reviewed by the Federal Power
Commission, mandatory, and enforceable. A comprehensive list of relia-
bility standards applicable to the US electric power industry is given on
the web page [14].

¢ Automotive: The Society of Automotive Engineers (SAE) publishes qual-
ity, reliability, and durability standards for automobiles [12].

¢ Aerospace and Commercial Aviation: The SAE also publishes reliability
standards for the aerospace industry [13].

2.8.3 Review All Reliability Requirements for Completeness

As noted earlier, all reliability requirements should contain the essential elements
that promote clarity and completeness:

¢ Statement about which requirements violation is being covered,
Statement of a reliability effectiveness criterion or a reliability figure of
merit,

¢ A quantitative limit or range for that effectiveness criterion or figure of
merit,

The period of time over which the limit or range is to apply, and

The conditions under which the requirement is to apply.

Often, a reliability requirement is written with no reference to any particular
failure mode. In that case, the only reasonable interpretation is that the require-
ment pertains to any failure mode in the system. Systems engineers may find it
helpful to formally conduct a cross-functional team review of draft reliability
requirements so that the entire development team can contribute to making
the requirements better and so that they can also get an early idea about what
design for reliability activities may be called for.

2.8.4 Allocation of System Reliability Requirements
to System Components

Once system reliability requirements have been established, part of the design
responsibility is to assign reliability requirements to the system’s constituent
components and subassemblies so that these all combine to cause the system
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to meet its reliability requirements. The result of this allocation is sometimes
called a reliability budget. The first step in this allocation procedure is to create
a system functional decomposition for each major system function to which a
reliability requirement is attached. For instance, major functions of a consumer
refrigerator include

¢ keeping the refrigerator compartment within specified temperature
limits and
e dispensing ice cubes from an external ice dispenser.

A functional decomposition can be developed for each of these two functions;
see Section 3.4.1 for discussion of functional decomposition. The functional
decomposition identifies the major subassemblies and components of the sys-
tem that will need to act together to produce the desired outcome. For instance,
keeping the refrigerator compartment within specified temperature limits
requires proper operation of the compressor, thermostat, controller, and insu-
lation. A system functional decomposition for this failure mode may include
these components or subassemblies together with an understanding of how
they function together to keep the temperature stable. This understanding
forms the basis for the reliability block diagram (Section 3.4.3) which is then
used to evaluate the assignment of reliability requirements to each of the sub-
assemblies so that satisfaction of the overall system-level reliability require-
ments can be determined. In this example, failure of any of the compressor,
thermostat, controller, or insulation results in inability to hold the temperature
within range. The compressor, thermostat, controller, and insulation thus con-
stitute an ensemble of single points of failure, or a series system in the reliabil-
ity modeling terminology to be introduced in Section 3.4.4.

Formal methods for assignment of system reliability requirements to con-
stituent parts of the system involve optimal allocation of reliability require-
ments based on minimizing cost or some other equivalent objective. Some
discussion and references are provided in Section 6.6.1.4. Formal methods
are not often used in practice, except in high-consequence systems, because
they can be time-consuming and they require basic information that is often
difficult or impossible to obtain. Instead, more ad hoc reliability engineering
methods for allocation are used. These are based on approximations to formal
methods or on trial-and-error iterations.

Example: Consider the series system of compressor, thermostat, and con-
troller for the refrigeration system. Suppose the refrigerator reliability
requirements for the temperature stability is as follows: the probability that
the time to the first instance of out-of-range temperature is more than
100,000 hours shall not exceed 0.10.2* Suppose that the survival probabili-
ties for 100,000 hours for the component parts are as Table 2.4.

2 We omit the conditions under which this applies as being not germane to the example. But you
should have noticed this was missing.
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TABLE 2.4 Component Survival Probabilities
100,000-hour Survival

Component Probability

Compressor P
Thermostat P;
Controller o
Insulation 1.0

Note that we have assigned the insulation probability 1 of survival past
100,000 hours. This reflects a belief that failures of the insulation are not
likely to occur over the service life of the refrigerator.” Then the probability
that the refrigeration temperature stays within range for at least 100,000
hoursis p p,p,. This is to be at least 0.90, and we are now to find values of p .,
p,» and p, that satisfy this inequality. A formal method to make this alloca-
tion might be as follows: Let z ,(p ) denote the cost of a unit having the des-
ignated survival probability p, for A = C, T, E. Then an allocation based on
cost minimization is a solution to the mathematical optimization problem:

Find probabilities p ., p,,and p,.

to minimize z (p ) +z,(p,) +z,(p,)
subject to p p,p,.20.90.

If the refrigerator manufacturer’s intention is to minimize first cost, then the
costs appearing in this problem will be the acquisition costs of the compo-
nents. If the refrigerator manufacturer chooses instead to minimize the cost
to the customer, the costs appearing in the allocation problem will be the
repair costs incurred by the customer, including parts and labor. In either
case, the challenges in identifying the z-functions are evident. Not least of
these is that there may be only one or two choices for each component
(although this could be a simplification rather than a challenge). Formal
methods remain a good conceptual approach to reliability allocation or budg-
eting, but more choices are needed before they can become routinely applied.
Informally, one way to reason through this problem is as follows. Suppose we
roughly judge that the reliability of the thermostat and controller is related to
that of the compressor, based on component complexity, past history, or other
experience factors. If, for example, we say the reliability of the thermostat is
about five times better than that of the compressor, how might that statement
be interpreted? Obviously, we can’t mean that the survival probability is five
times as great, because if the compressor survival probability is 0.90 at some
time, then that would make the survival probability for the thermostat 4.50
and this is not a probability. A consistent interpretation can be based on the

»  Insulation may fail as a consequence of some other failure, such as the refrigerator catching
fire; but if the refrigerator catches fire, the owner has bigger problems to worry about than insula-
tion failure.
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idea that the probability of failure is one-fifth as small for the thermostat as
for the compressor. That is, if the survival probability for the compressor is
0.90 at 100,000 hours, then the probability that the compressor fails before
100,000 hours is 0.10, and one-fifth of that is 0.02, so we may take the survival
probability of the thermostat as 0.98 as a consistent interpretation of the
desired ratio. Similarly, if we say the reliability of the controller is twice as
good as that of the compressor, then the survival probability for the controller
is 0.95. Now we return to the general problem: if the survival probability for
the compressor is p ., then (assuming the same ratios) the survival probability
for the thermostat is p,=1-(1-p_)/5 and the survival probability for the
controller is p,=1-(1-p_)/2. These assumptions reduce the allocation
problem to a one-dimensional calculus exercise: find the smallest value of p,.
(presumably, z.is a nonincreasing function of p ) so that

pe [L=(1=pe)/5][1- (1= pc)/2]=09.

While this is not quite as elegant theoretically as are formal methods using
mathematical optimization, it does provide some guidance in a situation
where the quality of the available information may not be good enough to
justify more precise methods.

Regardless how a solution to the problem is approached, allocation of sys-
tem reliability to the components of the system is an essential step in designing
a system so that its reliability requirements will be met, and is considered a best
practice in reliability engineering. See also Sections 4.7.3 and 8.7

2.8.5 Document Reliability Requirements

It hardly rates as exciting news that we are going to recommend careful and
systematic documentation of whatever reliability requirements have been cre-
ated. All members of the development team need access to and understanding
of the reliability requirements so that their actions may be guided by clear
understanding of the target they are shooting for and so that adjustments may
be made on a sound basis if later development indicates that they may be
needed. If your organization lacks a process for documentation, it would be a
good idea to create one.

2.9 CHAPTER SUMMARY

“Reliability” is used in everyday conversation in a manner that is familiar to
most people. The more precise meanings of “reliability” used in engineering
are informed by this understanding. The foundational definition of reliability
involves the ability of a system to operate properly (according to its attribute
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requirements) under stated conditions for a stated period of time. Other
engineering uses of “reliability” stem from this definition. These include

¢ the probability that a system operates properly under stated conditions
for astated period of time. This is a reliability figure of merit (Section 2.4.2).

e the survivor function of a component, subsystem, or system: the comple-
ment of the life distribution of the component, subsystem, or system (4.3.2).

¢ as a portmanteau term used when one needs to refer to some aspect of
system operation involving frequency and/or duration of failures and
outages. In this sense, “reliability” can include availability, failure rate, sur-
vivor function, etc.

Reliability requirements are facilitated by understanding reliability effectiveness
criteria and figures of merit. These are the pathways by which quantitative
concepts are introduced into reliability engineering. Reliability effectiveness
criteria are simply quantitative expressions of operation connected with fre-
quency and/or duration of failures and outages and commonly include number
of failures per unit time, times between outages, time to first failure, and others.
These quantities are usually conceptualized as random variables for reasons
discussed in Section 2.4.1. Quantitative descriptors that make these concepts
easier to use are called reliability figures of merit, and include the life distribu-
tion and survivor function, mean, variance, median, and others.
Reliability requirements should contain reference to

the failure mode(s) that the requirement is supposed to apply to,

the reliability effectiveness criterion or figure of merit that is being controlled,
a quantitative limit or range for that effectiveness criterion or figure of merit,
the environmental or other operating conditions prevailing under which
the requirement is to apply, and

e the interval of time over which the requirement is to apply.

When creating or reviewing reliability requirements, this checklist should be
used to ensure that the requirement is complete and unambiguous.

Reliability requirements do not exist in a vacuum. They are intended to
drive certain behaviors, and it is important to go back and check after system
installation to see whether the requirements are being met. Using the concepts
of reliability effectiveness criteria and figures of merit, we study how reliability
requirements may be interpreted in light of this need to compare performance
with requirements. Some introductory material on this is provided in this chap-
ter as a prelude to more detailed discussion in Chapter 5. A key point is that
many comparisons may only be possible in a statistical sense because there is
always variability of the values of each reliability effectiveness criterion across
the members of the installed base, and, in most cases, data from field reliability
performance form only a sample of the installed base and statistical proce-
dures respecting this sampling nature of the activity must be used.
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The chapter includes with some more detailed discussion of other figures of
merit in common use. Certainly, the mean of some reliability effectiveness crite-
rion is very widely used in reliability requirements, and good understanding of
the behaviors that this restricts and allows is an asset to systems engineers. We
touch on variance and standard deviation not so much because they are com-
monly used in requirements (they are not) but because they are important for
the statistical procedures used to compare realized reliability with requirements.

2.10 EXERCISES

1. Suppose a device able to withstand a voltage stress of 60V is operated in an
environment where voltage spikes occur at times 7', T,,..., and have corre-
sponding magnitudes V, V,,.... Write an expression for the time at which the
device fails. If {T', T,,...} forms a homogeneous Poisson process with rate
A>0, what is the expected time to failure?

2. Itis not uncommon for a system to operate improperly, or not operate at all,
when it is used outside the conditions specified in the reliability require-
ments. Is this a failure? Discuss.

3. In light of the discussion preceding Figure 2.1, what is a reasonable defini-
tion for “restoration time?” How have you seen this phrase used in your
experience? Is it important that a consistent definition for “restoration time”
be universally agreed? What would you recommend as a definition for “res-
toration time” and what are the advantages and disadvantages of your
recommendation?

4. Discuss the relationships between reliability, maintainability, and supporta-
bility for the following systems:

a. A satellite

b. An undersea cable telecommunications system

c. A commercial aircraft

d. A military aircraft

e. An implantable medical device (e.g., a pacemaker)

f. A DVD player (consumer product).

5. Is the reliability requirement on the example in Section 2.5.1 based on a reli-
ability effectiveness criterion or on a reliability figure of merit? In a popula-
tion of 50,000 refrigerators, what is the expected number of refrigerators
that do not meet the requirement? Do you have enough information to
carry out the computation?

6. Is the reliability requirement on the example in Section 2.5.2 based on a reli-
ability effectiveness criterion or on a reliability figure of merit? Is the
requirement complete? Over a period of 1 year, what is the expected num-
ber of days in which the requirement is not satisfied? Do you have enough
information to carry out the computation? What is a reasonable interpreta-
tion of “the probability that the link is in a working condition”? (You may
wish to consult Section 4.3.2 for help with this part).
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10.

11.

12.

RELIABILITY REQUIREMENTS

Critique the example requirement presented in Section 2.5.3. Is failure
well defined? Is the period of time over which the requirement is supposed
to apply stated clearly? The conditions under which the requirement is
supposed to apply are not stated. What does this mean? Could you improve
on the requirement as written?

. Solve the optimization problem in Section 2.5.2 when ¢, =$4.55 and

c,=$712.

. Is the electric power utility reliability requirement cited in the example at

the end of Section 2.5.3 based on an effectiveness criterion or a figure of
merit? Is the requirement complete? A reliability model for the power
distribution network may be constructed to compute the steady-state (¢t — o)
availability of power at a “typical” customer premises terminal (meter). If
the computed value is less than 0.999995, does this provide enough infor-
mation for you to tell whether the requirement is likely to be met?

The “1-10-100 rule.” Discuss the intent of the “1-10-100" rule in detail.
Who bears the costs at each stage described by the rule? What are the
ramifications of the argument that the customer bears most, if not all, of
the cost of a failure during use and so it is of no interest to the supplier to
do anything about them?

Show that the variance of a random variable is zero if and only if the
variable is equal to a constant with probability 1.

Complete the allocation problem in the example at the end of Section 2.8 .4.
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Reliability Modeling for
Systems Engineers

Nonmaintained Systems

3.1 WHATTO EXPECT FROM THIS CHAPTER

It is not the purpose of this book to support your becoming a reliability
engineering specialist. As a systems engineer, though, you will be interacting
with these specialists both as a supplier and as a customer. You will be supply-
ing reliability requirements that specialist engineers will use to guide their design
for reliability work. You will be a customer for information flowing back from
reliability engineering specialists regarding how well a design, in its current
state, is likely to meet those reliability requirements and whether deployed
systems are meeting their reliability requirements. The purpose of this chapter,
then, is primarily to support your supplier and customer roles in these interac-
tions. You will need enough facility with the language and concepts of reliabil-
ity engineering that you will create sensible reliability requirements. Much of
this was covered in Chapter 2, and the material covered in this chapter supports
and amplifies the concepts introduced there. You will also need enough of this
facility to be able to sensibly use the information provided by specialist relia-
bility engineers so that design may be properly guided.

The material in this chapter is designed to support this latter need. What you
will find here is chosen so that it reinforces correct use of the concepts and
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language of reliability modeling for nonmaintained systems.! It is complete
enough that it covers almost all situations you will normally encounter, and if
you learn this well you will be able to adapt it to unusual situations as well.
While everything here is precise and in a useful order, no attempt is made to
provide mathematical rigor with theorems and proofs even though there is a
flourishing mathematical theory of reliability [3, 4] that underpins these ideas.
If you wish to follow these developments further, many additional references
are provided.

3.2 INTRODUCTION

The industrial, medical, and military systems prevalent today are usually very
complex and closely coupled, and expensive and time-consuming to develop.
For transparent economic and schedule reasons, it is not even remotely real-
istic to test such systems for reliability. Indeed, to do so would be to fly in the
face of the guiding principle of contemporary systems engineering for the
sustainability disciplines: design the system from the earliest stages of its
development to incorporate features that promote reliable, maintainable, and
supportable operation. In short, in preference to a costly and lengthy testing
program, or, worse, design scrap-and-rework, take those actions during sys-
tems engineering and design that lead to a sustainable, profitable system.
Accepting, then, that testing a complicated system for reliability is not sen-
sible, what can systems engineers and reliability engineers do to ensure that a
system meets the reliability needs of its customers? In this book, we advocate
strongly for the discipline of design for reliability, the discipline that encom-
passes actions that are taken during systems engineering and design to anticipate
and prevent failures. Design for reliability is discussed from this point of view
in Chapter 6 where we introduce specific methods such as fault tree analysis
(FTA), failure modes, effects, and criticality analysis (FMECA), and others
that provide systematic, repeatable techniques that are widely applicable and
very effective in anticipating the failures that are possible in the system and
deploying suitable countermeasures that prevent those failures from occur-
ring. An important part of the design for reliability process is the ability to
project or forecast in quantitative terms the reliability one can expect of the
system given the current state of the design. A discipline called reliability mod-
eling has been developed to enable these sorts of quantitative projections to be
made, even before any of the system may be built (or even prototyped).
Reliability modeling is based on the observation that while the systems we
deal with are complex and closely coupled, usually they are made up of a
large number of simpler components. Reliability modeling is a process of
combining, in suitable mathematical fashion, quantitative information about

! The corresponding ideas for maintained systems are covered in Chapter 4.
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the reliability of individual components to produce information about the
reliability of the complex assembly of those components that is the system in
question. It is usually possible to obtain information about the reliability of
these simpler components from life testing, fundamental physical principles,
and real field experience. Life testing of components is possible because it
deals with only one (population of identical) component at a time; compli-
cated interactions with other components are not present, and varying envi-
ronmental conditions can be applied to characterize the component’s
reliability in different environments likely to be encountered in operation
[16, 62]. Estimation of component reliability from fundamental physical prin-
ciples is possible in some cases because the physical, chemical, mechanical,
and/or electrical mechanisms causing degradation of the component have
been identified in many practical classes of components [10, 24]. Component
reliability may also be estimated from real operational experience with
systems that contain the component provided that the failure that caused a
system to be taken out of service for repair can be traced to that specific com-
ponent [7, 55] (see also Section 5.6). This chapter is devoted to helping you
gain an understanding of reliability modeling for nonmaintained systems so
that you are equipped to assess whether your reliability requirements are
likely to be met as part of an ongoing process throughout the design and
development of the system. Reliability models for nonmaintained systems
introduced in this chapter form building blocks for the reliability models for
maintained systems discussed in Chapter 4.

However, all the reliability modeling you can afford is of little value unless
you use what you learned from it to do one (or both) of two things:

1. Improve the reliability of the system if modeling shows that the system in
its current configuration is unlikely to meet its reliability requirements.

2. Determine that the reliability requirements originally proposed are too
restrictive and may be loosened, possibly creating an opportunity for
development cost savings.

Chapter 5 discusses comparison of what is learned from reliability modeling
(usually called a “reliability prediction”) with the relevant reliability
requirement(s). To improve the reliability of the system, additional design for
reliability actions must be undertaken or the design for reliability actions
already undertaken should be re-examined at greater depth (Chapter 6). The
alternative is to decide that the original reliability requirements were more
restrictive than they needed to be —but this decision can’t really be made with-
out thorough re-examination of the process by which they were created (QFD,
House of Quality, Kano analysis, etc., introduced in Section 1.6.1). Without this
response, reliability modeling has little value.

Finally, most systems are intended to be repaired when they fail, and by
the repair to be restored to service. There are obvious exceptions, of course
(viz., satellites, although the example of the Hubble Space Telescope shows
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that when the stakes are high enough, truly heroic measures will be undertaken
to repair even some systems that are traditionally designated as non-repairable).
Many reliability effectiveness criteria are appropriate for describing the fre-
quency and duration of failures of a maintainable system (see Section 4.3).
The system maintenance concept (see Chapter 10) tells how the system will
be restored to service when it fails, and which part(s) of the system are desig-
nated as repaired and which parts are not repaired. A reliability model for the
system mirrors the system maintenance plan: the model builds up reliability
descriptions of the maintained parts of the system from reliability descrip-
tions of their constituent components and subassemblies. All systems contain
some components that are not maintainable in the sense that if a system fail-
ure is traceable to one such nonmaintainable component, repair of the sys-
tem is effected by discarding the failed component and replacing it with
another (usually new) one. Some systems also contain more complex subas-
semblies that may be removed and replaced in order to bring a system back
to proper operation and that are sufficiently complex and expensive that the
removed units are themselves repaired and used as spare parts for later sys-
tem repairs. See Chapter 11 for more details on this type of operation.
Accordingly, Chapters 3 and 4 are structured so that we learn about reliabil-
ity effectiveness criteria and models for nonmaintainable components first
and then we learn how these are combined to form reliability effectiveness
criteria and models for the higher level entries in the system maintenance
concept—the subassemblies, line-replaceable units, etc., on up to the system
as a whole.

3.3 RELIABILITY EFFECTIVENESS CRITERIA AND FIGURES
OF MERIT FOR NONMAINTAINED UNITS

3.3.1 Introduction

This section discusses the various ways we describe quantitatively the reliability
of a nonmaintained component or system. An object that is not maintained is
one that ceases operation permanently when it fails. No repair is performed
and a failed nonmaintained component is usually discarded. An object that is
not maintained may be a simple, unitary object like a resistor or a ball bearing
(these are not repaired because it is physically impossible or economically
unreasonable to repair them), or it may be a complicated object like a rocket
or satellite (not repaired because they are destroyed when used or are impos-
sible to access). Simple nonmaintained components usually form the constitu-
ents of a larger system that may be maintained or not. Most complex systems
are maintained to some degree. For example, while failed hardware in a con-
sumer router (for home networking) may not be repairable, the firmware in
the router can be restored to its original factory configuration by pressing the
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reset button. We study reliability effectiveness criteria and figures of merit for
nonmaintained items because

e reliability effectiveness criteria and figures of merit are used to describe
mission success probabilities for systems that may be maintainable but
cannot be maintained while in use (see Section 4.3.4) and

e reliability models for a maintained system are built up from simpler reli-
ability models for the nonmaintained components making up the system.

By contrast,of course,an object thatis maintained undergoes some procedure(s)
to restore it to functioning operation when it fails; in this case, repeated failures
of the same object are possible. The system maintenance concept will tell which
part(s) of the system are nonmaintained and which are maintained and will
give instructions for restoration of the system to functioning condition when it
fails because of the failure of one of the nonmaintained parts of the system
(or any other type of failure, for that matter).

Language tip: The concepts presented in Section 3.2 apply to any object that
is not maintained, no matter how simple or complicated. We will use the
language of “unit” or “component” to describe such objects even though the
words “unit” or “component” seem to imply a single, unitary object like a
resistor or ball bearing and do not seem to apply to complicated objects like
satellites. Nonetheless, the reliability effectiveness criteria we shall describe
in Section 3.2 pertain to all such objects, simple or complicated, provided
they are, or when they are considered to be, nonmaintained.

Most real engineering systems are maintained: when they experience fail-
ure, they are repaired and put back into service. There are, of course, significant
exceptions (most notably, satellites) for which repair is not possible at all,> and
other systems (such as undersea cable telecommunications systems) for which
repair is possible but extremely expensive. All systems contain components
that are not maintained but instead are replaced when they fail. The replaced
component is discarded if it is not repairable, like a surface-mount inductor.
Other replaced “components” are more elaborate subassemblies that may be
repaired and placed into a spares inventory if it makes economic sense to do
this. Reliability models that produce reliability effectiveness criteria for main-
tained systems are constructed from simpler models for the reliability of their
nonmaintained constituent components and subassemblies, and it is these lat-
ter models that we study in this chapter.

This is a good time to explore the relationship between failures of parts or
components and system failures. A system failure is any instance of not meet-
ing some system requirement. As discussed in Chapter 2, not meeting a system
requirement does not necessarily mean that the system has totally ceased
operation. Many reliability models are constructed based on the belief that

2 But even a satellite may have its software rebooted remotely.
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system failure is equivalent to total cessation of system operation. The reality
is somewhat more complicated. Some system requirements pertain to perfor-
mance characteristics like throughput, delay, tolerance, etc., that may be meas-
ured on a continuum scale. Instances of system operation where some
performance characteristic falls outside the range specified in the requirement
constitute system failures, even though the system may still be operating,
perhaps with some reduced capability. Such failures are indeed within the scope
of reliability modeling, and component failures may contribute to these events.
This points up the importance of an effective system functional decomposition
(Section 3.4.1) as a first step in creating a reliability model and a maintenance
plan for each system failure mode. Obviously, any realistic system has too many
failure modes for it to be feasible to create a reliability model for every one of
them. Some method is required to decide which failure modes to focus atten-
tion on; an effective system reliability analysis requires this as a first step.

The key operational characteristic of a nonmaintained item is that when it
fails, no attempt is made to repair it, and it is instead discarded (possibly recy-
cled, but whatever disposition it may receive, it is not reused in the original
system). The decision about whether any particular component should be con-
sidered maintained or nonmaintained is largely an economic one, and is closely
connected with the maintenance concept for the system as a whole (see
Chapter 10). The always-cited classic example of a nonmaintained unit is the
incandescent light bulb (and now we will refer to anything nonmaintained as a
unit; this may encompass individual components such as resistors, bearings,
hoses, etc., or various assemblies, composed of several components, that are
part of a larger system, or in some cases an entire system that is not main-
tained). When a light bulb burns out and ceases to produce light, it is discarded
and the socket that contained it is filled with another, usually new, light bulb.

The repair-or-replace decision is part of the system maintenance concept. In
addition to other factors such as accessibility, staff training, etc., which are cov-
ered extensively in Chapter 10, this decision has a large economic component.
Consider, for example, that it is technically possible to repair a light bulb.
Careful removal of the glass envelope from the base, reinstallation of a good
filament, and resealing and re-evacuating the bulb are all operations that are
easily within contemporary technical capabilities. However, this is never done
because it would be a monumentally stupid thing to do from an economic
point of view (note that, however, some kinds of expensive ceramic/metal
high-power vacuum tubes are sometimes repaired by a process very much like
that described here [31]). At this time, raw materials for incandescent bulbs are
cheap and plentiful, and the cost of manufacturing a new bulb is measured in
pennies. The cost to carry out the repair operations cited would be orders of
magnitude greater than the cost of producing a new bulb, and so today this is
never done (except possibly for some signally important units like Edison’s
original bulb which is kept running for historical purposes). There may come
a time (and this will probably be an unhappy time) when these raw materi-
als may be scarce and/or expensive, and the consequent increased cost of
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manufacturing a new bulb may change the discard versus repair equation.’ But
for now, in the decision to characterize a component, unit, assembly, or system
as nonmaintained, economics plays a primary role. This reasoning should be
very familiar to systems engineers.

Again, the key operational characteristic of a nonmaintained unit is that
when it fails, it is discarded. Thus, it can suffer at most one failure. To describe
this scenario quantitatively, it is useful to consider the time from start of opera-
tion of a new unit until the time the unit fails (assuming continuous, uninter-
rupted operation). This interval of time is called the lifetime of the unit. It can
be reasonably represented by the upper case letter L (although this is not
obligatory), and is most often thought of as a random variable.

Requirements tip: We have seen that a good reliability requirement must
include a specification of the length of time over which the requirement is
to apply. When writing these requirements, and undertaking modeling stud-
ies to support them, it is important to remember when operational time is
intended and when calendar time is intended. Calendar time refers to
elapsed time measured by an ordinary clock and is always greater than or
equal to operational time, the period of time during which the object in
question is in use. Some systems are intended to be used continuously (most
web servers and telecommunications infrastructure equipment are of this
nature) while other systems are used only intermittently (an automobile, for
instance). Be aware of whether the system you are developing is intended to
be used continuously or intermittently, and state reliability requirements
accordingly. This matters because equipment is usually considered to be not
aging (i.e., accumulating time to failure) when it is not operating.* Usually, a
model is required to relate operational time to calendar time so that users
may anticipate their maintenance and replacement needs based on calendar
time that is normally used for operations planning purposes. Some material
on relating operational time to calendar time in the context of software
products is found in Refs. 33, 46, 47

3.3.2 The Life Distribution and the Survivor Function

3.3.2.1 Definition of the life distribution

Much discussion has taken place over the choice to model lifetimes as random
variables. Suffice it to say that the most satisfactory explanation is that the fac-
tors influencing the lifetime of a unit are numerous, not all fully understood,
and sometimes not controllable. In a sense, the choice to describe lifetimes as
random is a cover for this (inescapable) ignorance [17,61]. In some rare cases,

3 Yes, technology has changed, and incandescent light bulbs are now going the way of the buggy

whip. But this does not change the lesson of the example.
4 There are exceptions. The accumulation of corrosion on relay contacts, for example, may take
place faster when the relay is not operating than when it is.
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it might be possible in principle to identify precisely the lifetime of a particular
component. This would involve a deep understanding of the physical, chemical,
mechanical, and thermodynamic factors at play in the operation of the compo-
nent, as well as extremely precise measurements of the geometry, morphology,
electrical characteristics, etc., of the component. Even if it were possible in prin-
ciple to acquire such understanding, it would be prohibitively expensive in
practice, and the knowledge obtained about the lifetime of a component A
would not be transferrable to any knowledge about the lifetime of a compo-
nent B from the same population because components A and B are not likely
to be identical to the degree necessary to justify not having to perform all
the same measurements on component B also. Clearly, this is an impossible
situation.

What we do instead is attempt to describe the distribution (in the probabil-
ist’s sense) of the lifetimes of a population of “similar” components. For exam-
ple, imagine a collection of 8uF, 35-V tantalum electrolytic capacitors in an
epoxy-sealed package manufactured by Company C during July 2011. Assuming
the manufacturing process at Company C did not change during July 2011, we
may reasonably assume that these are “similar” components for the purposes
of calling them a “population” in the sense that a statistician would do. Every
member of the population has a (different) lifetime that, under specified oper-
ating conditions, is fixed but unknown. The difference in lifetimes may be
explainable by differences in raw materials, manufacturing process controls,
varying environmental conditions in the factory, etc. Instead of trying to ascer-
tain the lifetime of each individual in a deterministic fashion, what we do
instead is consider populations of similar components and assign a distribution
of the lifetimes (under specified operating conditions) in each population. A
distribution of lifetimes for a population is called the life distribution for that
population. The life distribution is a cumulative distribution function (“cdf”),
in the sense that it is used in probability theory, and is often (though this is not
obligatory) denoted by the upper case letter F (or sometimes F, if it is neces-
sary to explicitly call out the pertinent lifetime random variable). Thus, denot-
ing by L the lifetime of a component drawn at random from the population,

F(x)=P{L<x} forx>0 or F,(x)=P{L<x} forx>0.

Here, x is a variable that is at your disposal (we will call this a discretionary
variable). You specify a value of x and the life distribution value at that x is
the probability that a unit chosen at random from that population has a life-
time no greater than x, or, in other words, fails at or before time x. For
instance, suppose a population of components has a life distribution given by
F(x)=1-exp(—x/1000) for x =0 measured in hours. Then the probability that a
component chosen at random from that population fails at or before 1 year is
F(8766) =1-exp(—8.766) = 0.999844 which is almost certainty. We will return
to this example later to explore some of the other things it has to teach but
before we do, here is a picture (Figure 3.1).
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Time

Figure 3.1 Generic life distribution.

The dashes at the end of the curve serve to indicate that the curve continues
further to the right. A life distribution need not be continuous (as drawn), and
it may have inflection points (not shown), but it is always nondecreasing and
continuous from the right (see Section 3.3.2.3).

Example: Suppose the population of tantalum capacitors described earlier
has a life distribution given by

F(x)=1- epo

1.1
for x > 0 measured in hours
10,000

when operated at 20°C. Suppose 100 capacitors from this population are
placed into operation (at 20°C) at a time we will designate by 0. After 1000
hours of uninterrupted operation have passed, what is the expectation and
standard deviation of the number of capacitors that will still be working?

Solution: The number of capacitors still working at time x has a binomial
distribution with parameters 100 (the number of trials in the experiment) and
the probability of survival of one capacitor past time x. For x=1000, this prob-
ability is

P{L>1000} =1— P {L <1000} = exp (~(0.1)"') = 0.92364.

As the expected value of a binomial random variable with parameters n
and p is np, the expected number of capacitors still working after 1000 hours
18 100 0.92364 =92.364.The variance of a binomial distribution with param-
eters n and p is np(1 —p), which in this case is equal to 7.05292. Consequently,
the standard deviation of the number of capacitors still working after 1000
hours is equal to 2.65573.

Requirements tip: We have carried out the computations in this example to
five decimal places, which is far more than would be desirable in almost any
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systems engineering application, solely for the purposes of illustrating the
computations. Choose the appropriate number of decimal places when-
ever a quantity is specified in a requirement. The choice is often dictated by
economic factors, practicality of measurement factors, and/or commonsensi-
cal factors that indicate how many places is too many for the application
contemplated. For instance, specifying the length of a football field, in feet,
to two decimal places is too much precision, whereas specifying the dimen-
sions (in inches) of a surface-mount component may require more than two
decimal places. Note that the units chosen bear on the decision as well.

3.3.2.2 Definition of the survivor function

The example points to another useful quantity in reliability modeling of non-
maintained units, and that is the survivor function or reliability function. The
survivor function is simply the probability that a unit chosen at random from
the population is still working (“alive”) at time x:

S(x)=P{L>x}=1-P{L<x}=1-F(x)

and is consequently one minus the life distribution (the complement of the life
distribution) at x. Again, a subscript L is sometimes used if it is necessary to
avoid ambiguity.

Note that we have consistently pointed out that the discretionary variable x
is nonnegative in lifetime applications. This is because, for obvious physical
reasons, a life distribution can have no mass to the left of zero. That is, the prob-
ability of a negative lifetime is zero. Lifetimes are always nonnegative, so when
L is a lifetime random variable, there is no point in asking for P{L <x} when
x<0because P{L<x}=0 whenever x<0.

3.3.2.3 Properties of the life distribution and survivor function
This discussion leads naturally into a discussion of other useful properties of
life distributions. We consider four of these:

The life distribution is zero for x <0.

. The life distribution is a nondecreasing function of x for x=0.

. F(0")=0and F(+=)=1.

. The life distribution is continuous from the right and has a limit from the
left at every point in [0, ).

A WP

Return to Figure 3.1 to explore how the generic (continuous) life distribution
shown there has these properties. We have indicated in Section 3.3.2.1 how the
first property comes about. For the second property, consider that F(x) is the
probability that a unit’® fails before time x. That is, F(x) is the probability that
the unit fails in the time interval [0, x]. Choose now x, and x, with x, <x, and

5 Henceforth, we expect the reader to supply the phrase “drawn at random from the population.”
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consider F(x,) and F(x,). The interval [0, x,] is larger than (and in fact contains)
the interval [0, x, ], so there are more opportunities for the unit to fail in the addi-
tional time from x, to x,.° Thus F(x,) must be at least as large as F(x,), which is
property 2. From property 3, F(0-)=0 says that the limit as x — 0 from the left
(i.e., through negative values) of the probability that a unit fails immediately
upon being placed into operation is zero. F(+«)=1 says that every unit in the
population eventually fails. There are situations in which we may wish to assume
F(0)>0 (an example is given by a switch that fails to operate when called for) or
F(+)<1 (an example could be some component that is certain to not fail until
after the service life of the system in which it is used is expired). But in most
cases, property 3 is used as stated. Finally, the continuity of the life distribution
from the right is a consequence of the choice of <, rather than <, in the cdf defini-
tion of life distribution. An equally satisfactory probability theory can be con-
structed on the choice of < (and in fact many notable probability textbooks do
this), but the convention we have chosen to follow is as above, and in this case the
cdf is continuous from the right (in the other case, it is continuous from the left).

Language (and notation) tip: For most of the life distributions in common use in
reliability engineering, it is immaterial whether the < sign or the < sign is chosen,
because these life distributions are continuous. However, once the choice is
made, it is important to continue the current analysis with the same choice
throughout for consistency. This only matters when the life distribution has dis-
continuities (such as the switch life distribution, used in the example in
Section 3.4.5.1, which contains a non-zero turn-on failure probability). Even
when all life distributions in a study are continuous and it doesn’t make any dif-
ference to the outcome, it is just sloppy practice to switch between < and <
arbitrarily. When working with someone else’s analysis, endeavor to determine
which choice was made and whether it is consistently applied.

Because the survivor function S is the complement of the life distribution
F (i.e.,$=1-F),the corresponding four properties for the survivor function are

The survivor function is one for x <0.

. The survivor function is a nonincreasing function of x for x=0.

. 8(07)=1 and S(+«)=0.

. The survivor function is continuous from the left and has a limit from the
right at each point in [0, «).

AWM R

Language tip: The survivor function is also sometimes called the reliability
function. Recalling our discussions from the Foreword and Chapter 2, the
fact that we have just encountered yet another use of the same word

¢ The probabilist would say that {w € Q:0< L(w)<x,}={o € Q:0< L(0)<x }U{o € Q:x, <L(0)<x,},
that is, there are more elements of the sample space for which the lifetime expires before x, than
there are for which the lifetime expires before x,. Most systems engineering studies will never reach
this depth, but you need to see this at least once so that if it ever becomes necessary to explain
lifetime random variables, you could do so this way if the audience would find it helpful.
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“reliability” should strengthen your resolve to master potential confusions
inherent in this language and be prepared to clarify for your teammates, cus-
tomers, and managers another of the many unfortunate language clashes
that abound in reliability engineering.

3.3.2.4 Interpretation of the life distribution and survivor function
The easiest way to maintain a consistent interpretation of the life distribution
and survivor function is to visualize

¢ the population of components to which they apply and
e the “experiment” of choosing an item from that population at random.’

When you make this choice at a certain time (call it z, meaning that you have
chosen some time to start a clock and that clock now measures ¢ time units
later), the probability that the item chosen is still alive (“working™) at that time
is given by the value of the survivor function S(¢) for that population. Because
of the nature of selection at random without replacement, the number of items
in the population still alive at time ¢ is a random variable having a binomial
distribution. If the initial size of the population is A <« and N(¢) denotes the
(random) number of items still alive at time ¢, then

P{N({t)=k}= (2] SO [1-SO]"" = [‘2] SO F()*™*, k=0,1,..,A

This is a binomial distribution with parameters A and S(¢). Its mean is AS(¢)

and its standard deviation is \|AS(t)[1-S(t)] =\/AS(r) F(¢). So the expected

proportion of the population that is still alive at time ¢ is AS(¢)/A=5(¢). As
more time passes (¢ increases), this proportion does not increase.

Similarly, the (random) number of items that have failed by time ¢ (or, to put
it another way, the number of items that have failed in the time interval [0, {]
from O to ¢) has a binomial distribution with parameters A and F(f)=1-S(¢).

Language tip: Note that we have used ¢ and x interchangeably in this section
to denote a discretionary variable having the dimensions of time. This is not
cause for alarm. It is routinely acceptable provided the definition is clear
and the same letter is used consistently throughout each application.

3.3.3 Other Quantities Related to the Life Distribution
and Survivor Function

As with cumulative distribution functions in probability, other related quanti-
ties enhance our ability to make reliability models. The ones we shall study in
this section are the density and hazard rate.

7 Choosing at random means that every member of the population has an equal chance of being
chosen.
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3.3.3.1 Density

Should it happen that the life distribution is absolutely continuous (i.e.,can be written
as an indefinite integral of some integrable function), that integrable function
is called the density of the lifetime random variable. So if we can write

F(x)= ]f(u) du

for some integrable function f, then fis called the density of F. If this is the case,
then F'is necessarily continuous at every x for which this equation holds. More
simply, if F is differentiable on an interval (a, b), then it is absolutely continu-
ous there and f(x) = F'(x) = dF/dx for x € (a, b). Because of properties 1 and 2
of life distributions, we have f(x) = 0 for x < 0 and f(x) = 0 for x = 0. Most of the
life distributions in common use in reliability modeling have densities (see the
examples in Section 3.3.4) (Figure 3.2).

Example: Suppose F(t)=t/(1+t) for t=0 and F(¢)=0 for t<0. Then proper-
ties 1, 3, and 4 (Section 3.3.2.3) are readily verified. Also, F is differentiable
on [0, ») and F'(£)=1/(1+¢)*>>0 there, so F is increasing (property 2) and
f(t)=1/(1+1)?is its density. Thus, this F is a life distribution with a density.

3.3.3.2 Interpretation of the density
When the lifetime L has a distribution F that has a density in a neighborhood
of a point ¢, we may write

P{t<L<t+e}=F(t+e)—F(t)=¢f(t)+0(e) fore—0"

v

Time

Figure 3.2 A generic density function.
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That is, for a small positive increment €, the probability that an item chosen
at random from the population fails in the (small) time interval [¢, t+¢] is
approximately e times the value of the density at 7. Note that this item may
have already failed before time r—there is no requirement that the item be
alive at the beginning of this interval. Contrast this with the hazard rate inter-
pretation discussed in Section 3.3.3.5.

3.3.3.3 Return to the stress—strength model

The stress—strength model was introduced in Section 2.2.7 and the example of
destruction of a single complementary metal-oxide semiconductor (CMOS)
integrated circuit was explained as resulting from a single environmental stress,
namely the application of a voltage stress exceeding the strength of the oxide
in the device. Here we explore the stress—strength model in a population of
devices and an environment that can offer a range of stresses.

Imagine that a population of devices has a range of strengths that is described
by a strength density. That is, for some device characteristic V' that indicates
“strength” (e.g., oxide breakdown voltage), there is a density f, characterizing
that population with respect to that strength variable, or characteristic. That
means that we describe the strength of an item drawn at random from the
population by a random variable V that has density f,, and when that item is
subjected to a stress greater than V, it fails. Further suppose that the environ-
ment offers stresses (on the same scale) described by a random variable S with
density g,. Figure 3.3 shows this relationship graphically. The density of stresses
offered by the environment, g, and the density of strength in the population of
devices, f,,,is shown on the same axes. Figure 3.3 depicts a situation where most
of the population strengths are greater than most of the environmental stresses,
except for the small area where the two densities overlap. For a stress in this
area (a value indicated by the x on the horizontal axis), a device whose strength

fv

8s

>

Physical units

Figure 3.3 Stress-strength relationship in a population.
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is to the left of this stress (weaker than this stress) will fail. In this picture, this
small area indicates that there are few devices in the population whose strength
is less than (to the left of) this value. The area under the stress density to the
right of the chosen stress value is also small, and this indicates that stresses so
large are rarely offered (most stresses are less than this value, or almost all of
the stress density lies to the left of this value).

The probability of failure, P{S >V}, is the probability that a stress chosen at
random from the population of stresses (described by the density g,) exceeds
the strength of a device chosen at random from the population of devices
whose strength density is f,. Then the probability of failure of a device drawn
at random from that population, when subjected to a stress drawn at random
from that environment, is

P{S>V :]P S>V|V= v}fv(v)dv_jp (S>v) f,(v)dv

-Gy 0 fy W) dv=1- [G, () fy )

0

as long as we assume the environmental stresses are stochastically independ-
ent of the population strengths.

Note that neither of these relates to fime to failure. The distributions
(densities) here are both on a scale of some physical property (e.g., volts). To
develop this model further to the point where a lifetime distribution could be
obtained, it would be necessary to describe the times at which the environ-
ment offers stresses of a given size. This could be done with, for example, a
compound Poisson process in which at each (random) time an event occurs, a
stress of a random magnitude is applied. Some details of this model may be
worked out in Exercise 1. A deeper discussion of stress—strength models is
found in Ref. 38.

3.3.3.4 Hazard rate or force of mortality

The second related quantity, one that is widely used in modeling the reliability
of nonmaintained units, is the hazard rate. The hazard rate is customarily
denoted by 4, and the definition of hazard rate is

h(x):limlP{L£x+a|L>x}
=07 g

when the limit exists. This is the hazard rate of the lifetime random variable
L. It is also sometimes spoken of as the hazard rate of the life distribution.
Note this definition contains a conditional probability, and, unlike the quanti-
ties we have studied so far which are dimensionless, the hazard rate has the
dimensions of 1/time (probability is dimensionless and € has the dimensions
of time).
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In case F is absolutely continuous at x, the hazard rate may be computed
as follows:

h(x)_hm1P{L<X+S|L>x}_hmIM

s-0" g eo0" g 1-F(x)
1 lim Fx+e)-F(x) 1 —Tf(u)du— fx) .
1-F(x) >0 € 1- F(x)s o 1-F(x)

If we further assume F is differentiable, the differential equation

Fl) _
Tre

with initial condition F(0)=a may be solved to yield
F(x)=1-(1-a)exp {—J'h (u) du] .
0

Thus when the life distribution is differentiable, there is a one-to-one cor-
respondence between the life distribution and its hazard rate. Knowing either
one enables you to obtain the other. Most often o will be zero, but it is useful
to know the expression for life distribution in terms of hazard rate even when
a>0. An example of a component whose life distribution is a switch for which
the probability of failure when it is called upon to operate is > 0.

3.3.3.5 Interpretation of the hazard rate
Return to the definition above to see that

P{L<x+¢|L>x}=ch(x)+o(c)

as ¢ — 0*. Imagine for the moment that time is measured in seconds and con-
sider this equation for e=1 (second). Then the hazard rate at x is approximately
equal to the conditional probability of failure in the next second (i.e., before
time x+1) given that the unit is currently alive (using time x to represent the
current time). So the hazard rate is something like the propensity to fail soon
given that you are currently alive. In fact, the concept of hazard rate is lifted
directly from demography, the study of lifetimes of human populations, where
it is called the force of mortality. This description is very apt: the hazard rate, or
force of mortality, describes how hard nature is pushing you to die (very) soon
when you are alive now.

Example: Let F(x)=1-exp((—x/a)?) for x=0 and F(x)=0 for x<0, where a
and P are positive constants. This is readily verified to be a life distribution
(Exercise 2). Its particular properties depend on the choice of the constants
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a and P which are called parameters. This life distribution is called the
Weibull distribution in honor of the Swedish engineer, scientist, and mathe-
matician Ernst Hjalmar Wallodi Weibull (1887-1979). See also Section 3.3.4.3.
This distribution has a density

p-1 B
F@=B(X] exp [—(fj ]
o\a o
for x=0. Consequently, the hazard rate of the Weibull distribution is given by
h(x)= % X!
o

again for x=0.8 It follows from this expression that the hazard rate of the
Weibull distribution may be increasing, decreasing, or constant, depending
on the choice of p: if p<1, the hazard rate is decreasing, if > 1, the hazard
rate is increasing, and if f=1, the hazard rate is constant. The special case
f=1 has along and extensive usage in reliability modeling: it is the exponen-
tial life distribution F(x)=1-exp(—(x/a)) (Section 3.3.4.1). We have seen
that the hazard rate of the exponential distribution is constant; it has been
shown that this is the only life distribution in continuous time whose hazard
rate is constant [34] (the geometric probability mass function p(x) = (1 — o)a*!
for x=0,1,2,...and O<a<1 is a life distribution on a discrete time scale that
has a constant hazard rate, and it is the only life distribution in discrete time
that is so blessed [35]). We will explore additional properties of the expo-
nential distribution when we discuss more examples in Section 3.3.4.

Finally, contrast the interpretation of hazard rate with the interpretation of
density given in Section 3.3.3.2. Owing to the equation

P{t<L<t+gj=F(t+e)-F(t)=¢f (1) +0(c) fore—>0",

e times the density at ¢ is approximately equal to the probability that a lifetime
falls between ¢ and ¢ +¢, that is, the probability that L >t and L <t¢+e¢. Here, we
are selecting a unit at random from the population and asking if its lifetime is
between r and t+¢. The hazard rate, instead, satisfies

P{L<t+g|L>t}=¢h(t)+o0(e) fore—0",

which indicates that e times the hazard rate at time ¢ is approximately equal
to the conditional probability that a lifetime expires (at or) before t+¢, given

8 Itis now high time for the reader to be able to supply the domain of existence for the life distri-
butions to be discussed in this book. Henceforth, we shall suppress the “0 for x <0” in all life distri-
bution definitions, asking the reader to be aware that it is now his/her responsibility to fill in this
detail, if only tacitly.
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that it is greater than t. Here, we are selecting from a restricted portion of the
population, namely that set of units whose lifetimes are greater than ¢ (those
that are still alive at time ¢). Selecting a unit at random from those, we ask what
is the probability that the lifetime of that unit does not exceed ¢+¢. In more
mathematical terms, this is the difference between P(A n B) and P(A | B).

Language tip: The hazard rate or force of mortality is almost always called
the failure rate of the relevant life distribution. This is unfortunate, the more
so because it is almost universal, because the word “rate” makes engineers
think of “number per unit time,” and there is nothing like that going on here
(even though the dimensions of the hazard rate are 1 over time). The closest
one can come to interpreting “hazard rate” as a rate is as in the following
example. Suppose the population of units we are considering initially con-
tains N members and we start all of these operating at an arbitrary time we
shall label “zero.” At a later time x, the expected number of failed units is
NF(x) (where Fis the life distribution for this population) and the expected
number of units still working is NS(x)=N(1- F(x)). One of these still-alive
units fails before time x + 1 with probability approximately equal to 4(x).’ So
the hazard rate is like the proportion of the remaining (still-alive) popula-
tion that is going to fail very soon. This looks like a “rate” when referred to
the number of remaining (still-alive or “at-risk”) members of the popula-
tion. Extended discussion of this deplorable situation is available in Ref. 2.
See also the “Language Tips” in Section 4.4.2.

Requirements tip: Be very careful when contemplating writing a require-
ment for “failure rate.” Because the phrase can be interpreted in (at least
three) different ways in reliability engineering, it is vital that you specify
which meaning is intended in the requirement. For this reason, it is probably
best to avoid “failure rate” altogether in requirements. Instead, spell out the
specific reliability effectiveness criterion intended. For example, “The num-
ber of system failures shall not exceed 3 in 25 years of operation under the
specified conditions” is preferable to “The system failure rate shall not
exceed 1.37x107 failures per hour during the service life of the system
when operated under specified conditions.” Indeed, the latter formulation
tends to induce one to think that system failures accrue uniformly over time,
while the former formulation allows for arbitrary patterns of failure appear-
ance in time, as long as the total number does not exceed 3 in 25 years.

The concept of cumulative hazard function will be useful later in the study
of certain maintained system models (Section 4.4.2). The cumulative hazard
function H is simply the integral of the hazard rate over the time scale:

H(t)= ].h (u) du.

It is easy to see that H(f) can also be written as H(¢) =—log S(t)=—log [1 - F(?)].

° This works best if time is measured in very brief units like nanoseconds.
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3.3.4 Some Commonly Used Life Distributions

3.3.4.1 The exponential distribution

The lifetime L has an exponential distribution if P{L<x}=1-exp(-x/a) for
x=0and o>0. a is called the parameter of the distribution. As x has the dimen-
sions of time, so does a because the exponent must be dimensionless. In fact,
a is the mean life:

EL= [tdP{L<t}= [rexp (_—tj dt=a.
0 0 a

The exponential distribution has a density, namely (1/a) exp(—x/a).
Consequently, the hazard rate of the exponential distribution is constant and is
equal to 1/a. Note this has the units of 1 per time as it should. The variance of
the exponential distribution is

Var(L)=EL’ - o’ = Jtz exp (_—tj dt—ao’ =20 - o’ =a’,
; o
so its standard deviation is a. The median of the exponential distribution is the
value m for which P{L <m}=0.5;solving exp(—m/a)=0.5 for m yields m=a log 2.

Frequently, the exponential distribution is seen with the parameterization
1—exp(—Ax) for A>0. This is perfectly acceptable; simply replace a by 1/A in all
the earlier statements.

The exponential distribution is also blessed with a peculiar property called
the memoryless property. As a consequence of the following computation

exp(—(x+a)/a)

P{L>x+a|L>x}= oxp (/o)

=exp (—ala)=P{L>a},

we see that if an item’s lifetime L has an exponential distribution, then the
probability that the item will fail after the passage of a (additional) units of
time is the same no matter how old the item is. That is, if the item is currently x
time-units old, then the probability of the item’s surviving to time x+a is the
same as the probability that a new item survives to time a, regardless what x
may be. To get some sense of how peculiar a property this is, consider the pur-
chase of a used flat-screen television. If reliability were your only concern, and
the life distribution of the (population of) flat-screen TV(s) were exponential,
then you would be willing to pay the same price for a used flat-screen TV of
any age as you would for a new one. Of course, there are other factors at play
here, and reliability is not your only concern, but the example serves as a cau-
tion you should remember when you contemplate using the exponential distri-
bution for the lifetime or a nonrepairable item. The exponential distribution is
the only life distribution (in continuous time) that has this property [34].
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One reason for the popularity of the exponential distribution in reliability
modeling is thatitis the limiting life distribution of a series system (Section 3.4.4)
of “substantially similar” components [15]. In this context, “substantially simi-
lar” has a precise technical meaning which we will defer discussing until
Sections 3.4.4.3 and 4.4.5 when a similar result (Grigelionis’s theorem [53]) will
beseen asrelevant to both maintained and nonmaintained systems. Implications
for field reliability data collection and analysis are discussed in Chapter 5.

3.3.4.2 The uniform distribution
A random variable L is said to have a uniform distribution on [a, b], a<b, if

P{LSx}:z_ , —wo<as<x<b<oo.

S}

IS

If a=0, the uniform distribution can be used as a life distribution. In this
model, the lifetimes are between a and b with probability 1, and the distribu-
tion has the name “uniform” because the probability that a lifetime lies within
any subset of [a, b] of total measure ~, say, is ©/(b —a) regardless where within
[a, b] this subset may lie (as long as it lies wholly within [a, b]). The density of
the uniform distribution is 1/(b—a) on [a, b] and zero elsewhere. The expected
value of a uniformly distributed lifetime is (a+b)/2 and the variance is
(b—a)*12.1In other uses of the uniform distribution, @ may be negative, but for
use as a life distribution @ must be nonnegative. See Exercise 6 for the hazard
rate of the uniform distribution.

3.3.4.3 The Weibull distribution

The lifetime L has a Weibull distribution if P{L <x}=1-exp(-(x/a)P) for x=0
and >0, >0. o« and p are the parameters of the distribution. As we saw in the
example in Section 3.3.3.4, the Weibull distribution has a density

22 ool 2]

and its hazard rate is

all for x=0.
As noted previously, the hazard rate for the Weibull distribution can be
increasing, decreasing, or constant, depending on the value of p (Table 3.1).
When p=1, the Weibull distribution reduces to the exponential distribution
(Section 3.3.4.1). The Weibull distribution with >1 is frequently used to
describe the lifetimes in a population of items that may suffer mechanical wear.
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TABLE 3.1 Weibull Distribution Hazard Rate

If Bis Then the Weibull hazard rate is
>1 Increasing
=1 Constant
<1 Decreasing

For example, ball bearings normally exhibit wear (decrease of diameter) as
they continue to operate.!’ A population of identically sized ball bearings made
of the same material, when operated continuously, will accumulate more and
more failures due to wear as time increases. That is, failures will begin to accu-
mulate more rapidly the longer the population continues in operation. This
phenomenon is labeled “wearout” in reliability engineering, the term being
inspired by the concept of mechanical wear such as illustrated in this example.
Note that this example treats a nonrepairable item. Any individual ball bearing
may suffer at most one failure; the “accumulation of failures” pertains to mul-
tiple failures in a population of many bearings, each of which may fail at most
once. See Section 3.3.4.8 for additional development of this idea.

Finally, the Weibull distribution is the limiting distribution of the smallest
extreme value (i.e., the minimum) of a set of independent, identically distrib-
uted random variables [27]. The lifetime of a component under the competing
risk model (Section 2.2.8) is a smallest extreme value. This may account for the
frequent appearance of the Weibull distribution as a reasonable description of
the lifetime of individual components.

3.3.4.4 A life distribution with a “bathtub-shaped” hazard rate
Demographers have determined that the force of mortality in human popula-
tions follows a broad U-shaped, or “bathtub-shaped,” curve (see Figure 3.4).
The commonly accepted explanation for this shape posits that the decreas-
ing force of mortality in early life comes from infant mortality and the diseases
that afflict the young, which, after some period of time, are outgrown and sub-
sequently exert little influence on the population. The increasing force of mor-
tality in late life is due in large part to the finite lifetime of human beings (see
Exercise 6), but is also due to what are termed “wearout mechanisms” such as
atherosclerosis, loss of telomeres, and others, that promote earlier death. The
(approximately) constant force of mortality in mid-life is primarily due to
deaths caused by accidents that occur at random times and the rarer occur-
rence of diseases that strike prematurely in middle age. A similar interpreta-
tion obtains in reliability engineering: decreasing force of mortality in the early
part of the lifetime in a population of components is explained by the early
failure of some components in the population that have manufacturing defects
(see Section 3.3.6) that cause them to fail prematurely (such failures are often
referred to as “infant mortality failures”). Increasing force of mortality in the later
part of the lifetimes is explained by physical and chemical wearout mechanisms

10" Lubrication greatly slows, but does not stop, this process.
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Figure 3.4 Force of mortality for human populations.

such as mechanical wear, depletion of reactants, increase of nonradiative
recombinations, increase in the number and/or size of oxide pinholes, etc.
Indeed, the presence of an increasing hazard rate is often taken as a symptom
of the presence of an active wearout failure mode, even if no physical, chemi-
cal, or mechanical wearout explanation can be discerned. The constant force of
mortality during “useful life” is due primarily to the occurrence at random
times of shocks whose stresses exceed the strengths of the components (see
Section 3.3.3.3 and Exercise 1).

None of the life distributions discussed elsewhere in this section has a force
of mortality with this shape. To develop such a life distribution, we need to
employ the method shown in Section 3.3.3.4 in which a life distribution is
developed from a hazard rate by the integral formula shown there.

Atleast one attempt at implementing a practical version of such a life distri-
bution has been made. Holcomb and North [30] introduced a life distribution
of this type for electronic components. Their model is a Weibull distribution
describing the component’s reliability until a time called the crossover time, at
which time it changes to an exponential distribution that applies thereafter.
That is, the population life distribution is described by a Weibull distribution
up until the crossover time, and the (conditional) life distribution of the subset
of the population that survives beyond the crossover time is an exponential
distribution. This distribution is continuous everywhere and has a density eve-
rywhere except at 7. The hazard rate model is as follows:

At 0<t<t
h(t)= { ! <.
AL t>t,
This model contains four parameters, A, A, , f, and a. A, >0 is the early life
hazard rate coefficient and represents the hazard rate of the life distribution at

t=1 (conventionally, the time unit in this model is hours). a>0 is the early life
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hazard rate shape parameter; it represents the rate at which the hazard rate
decreases until time 7. At time 7, the hazard rate becomes equal to a constant
A, >0. The model further imposes the condition that the hazard rate be
continuous, so the four parameters are not independent. They are linked by
the relation
A=At

Note that while this hazard rate model allows for a decreasing hazard rate
in early life and a constant hazard rate in “mid-life,” the increasing hazard rate
characteristic of wearout is not present. This is because it was reasoned that
wearout mechanisms in electronic components take so long to appear that the
service life of the equipment or system is over before this occurs.!! Finally, note
that in this model the conditional life distribution of components, given that
they survive beyond ¢, is exponential with parameter 1/4, .

For the life distribution and density corresponding to this hazard rate model,
see Exercise 7

3.3.4.5 The normal (Gaussian) distribution: a special case
A random variable Z has a standard normal (or standard Gaussian) distri-
bution if

1 z 2
P{Z£2}=E Iexp (—%} dx:=® (z), —w<z<on;

the mean of this distribution is 0 and its variance is 1 (this is the definition of
“standard” for the normal distribution and the explanation of the subscript on
the ®). The density of this distribution is given by

1 e—z2/2

0.1 (z)= on

Clearly, evaluating the normal distribution is not a paper-and-pencil exer-
cise. The old-school method is to use the table of standard normal percentiles,
which appears in all elementary statistics textbooks; the tables are usually con-
structed by numerical integration or polynomial approximation [1]. Now, all
statistical software and many scientific calculators include a routine for evalu-
ating the standard normal distribution, and many office software programs,
such as Microsoft Excel®, also include this capability.

If Z is a standard normal random variable, the random variable 6Z +p
has mean p and variance 6> where —o<p < (could be negative!) and 6>0; the

, —0<Z<o0,

W If considering use of this life distribution, the condition that wearout mechanisms do not
become active before the end of the system’s service life is over should be verified.
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distribution of 6Z+ is conventionally denoted by @, -or simply ® if p and
o are clear from the context. Correspondingly, if Z is a normally distributed
random variable having mean p and standard deviation o, then (Z—p)/c has a
standard normal distribution. The normal distribution is also called the
Gaussian distribution in honor of the great mathematician Carl Friedrich Gauss
(1777-1855) who first used it to describe the distribution of errors in statistical
observations.

The normal distribution is not a life distribution because it has mass to the
left of 0, i.e., it gives positive probability to negative lifetimes. Nonetheless,
some studies use a normal distribution with large positive p and small ¢ as an
approximate life distribution because when p is large positive and ¢ is small,
the probability that the lifetime is negative is quite small and may for some
purposes (e.g., computing moments) be neglected. However, the normal distri-
bution is not appropriate for use with many of the important models for the
reliability of a maintainable system. For example, the equations of renewal
theory (Section 4.4.1) fail for the normal distribution (even if p is large positive
and o is small).

Some studies make use of a truncated normal distribution to avoid the diffi-
culty with negative lifetimes. A truncation of a normal distribution with param-
eters p and o is the conditional distribution of a random variable Y that is
normally distributed with mean p and variance o2, conditional on Y belonging
to some interval. To use the truncated normal distribution as a life distribution,
this interval would be [0, =], or the conditioning is on Y=0. If we denote by W
the lifetime random variable described by this truncated distribution, then

(D(M) (w)- q)(}m) (0)
1=, (0)

forw>0

P{W <w}=P{Y <w|Y >0} =

and P{W=w}=0 for w=0 so that the truncated normal distribution is a bona
fide life distribution. Note that the mean and variance of the truncated normal
distribution are no longer p and % For more details on the truncated normal
distribution, see Ref. 28.

3.3.4.6 The lognormal distribution
A lifetime L is said to have a lognormal distribution if the logarithm of the
lifetime has a normal distribution. That is,

P{L<x}=P{logL<logx}= D, (logx), x=0.

Note that while L =0, log L may have any sign because the logarithms of
numbers between 0 and 1 are negative. If Y has a normal distribution, then
L =e"has alognormal distribution. If p and o are the parameters of the under-
lying normal distribution, then the mean of the lognormal distribution is eor?
and its variance is (e® —1) e®*.
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The lognormal distribution has been successfully used for modeling repair
times of complex equipment [37, 51]. Its hazard rate is decreasing as t — «,lead-
ing to the interpretation that when equipment is complex, repairs are often
complicated, and the longer a repair lasts, the less likely that it is that it will be
completed soon. For example, times to complete repairs for undersea telecom-
munications cables that require a repair ship to visit the site of the failure have
been postulated to follow a lognormal distribution, but citations in the litera-
ture are hard to find."”?

3.3.4.7 The gamma distribution
The lifetime L has a gamma distribution if

1 X

- e du for0<x<ow
o' T(v) ¢

P{L<x}=

where a>0 and k>0 are the location and shape parameters, respectively, of the
distribution, and T is the famous gamma function of Euler (Leonhard Euler,
1707-1783), defined by

I'(x)= J.uH e du
0

for x>0.The gamma function is perhaps most well-known for being an analytic
function that interpolates the factorial function: I'(n+ 1) = n! whenever # is
a positive integer. « is a location parameter and k is a shape parameter (« has
the units of time and k is dimensionless); when k=1 the gamma distribution
reduces to the exponential distribution (Section 3.3.4.1) with parameter a. The
importance of the gamma distribution in reliability modeling lies largely in its
property that the gamma distribution with parameters o and » (n an integer) is
the distribution' of the sum of n independent exponential random variables,
each of which has mean a. Actually, more is true: the sum of two independent
gamma-distributed random variables with parameters («, v) and (a,, v) again
has a gamma distribution with parameters (o, +a,,v), and of course this extends
to any finite number of summands as long as the shape parameter v is the same
in each.There is a natural connection with the life distribution of a cold-standby
redundant system (see Section 3.4.5.2 for further details).
The density of the gamma distribution is given by

%xk'l e forx>0.
o T'(k)

2° Most commercial organizations are loath to share specific data on operating times, repair times,
and so on, in public, stating that these are equivalent to trade secrets.

3 In queuing theory, these distributions are known as the Erlang distributions (Agner Krarup
Erlang, 1878-1929, a pioneering teletraffic engineer).
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Consequently, the hazard rate of the gamma distribution is given by

xk—l e—x/a

—
1 -

I uk e ula du

e

again for x>0. When k=1, this reduces to 1/a, a constant, as it should because
for k=1 the gamma distribution is the exponential distribution. The hazard
rate is clearly increasing for k >1; it is the content of Exercise 3 that the hazard
rate is decreasing when 0 <k <1. So the behavior of the gamma distribution is
similar to that of the Weibull distribution according to the shape parameters
(Table 3.2).

The mean of the gamma distribution is ka and its variance is ko?.

The main importance of the gamma distribution elsewhere comes from its
relation to commonly used quantities in statistics that we use in Chapters 2, 5,
10, and 12. The sample variance from a population having a normal distribu-
tion has a gamma distribution. Formally, if X, X,,..., X are normally distrib-
uted random variables with mean 0 and variance ¢, then X* + X +--- + X *
has a gamma distribution with parameters 1/26* and n/2. For historical reasons,
this distribution when 6=1 is also called the chi-squared distribution with n
degrees of freedom (Karl Pearson, 1857-1936). Other important quantities in
statistics have distributions related to the gamma distribution, including stu-
dent’s T-statistic (student was a pseudonym adopted by William Sealy Gosset
(1876-1937) to enable him to publish his works over the objections of his
employer, the Guinness brewing company), Snedecor’s F-statistic (George W.
Snedecor, 1871-1974), and Fisher’s Z-statistic (Sir Ronald A. Fisher, 1890-
1962) all have distributions than can be expressed in terms of the gamma func-
tion and distribution. For details, see Ref. 21.

3.3.4.8 Mechanical wearout and statistical wearout

“Wearout” is used in two senses in reliability engineering. Mechanical wearout
is the physical phenomenon of loss of material during sliding, rolling, or other
motion of materials against one another. Statistical wearout is the mathemati-
cal property of increasing hazard rate of a life distribution when the hazard
rate does not decrease after the period of increase being described. The second
interpretation arose because of the first: a population of devices subject to
(physical) wearout will exhibit a life distribution with an increasing hazard rate
in later life. The following example may help illustrate this phenomenon.

TABLE 3.2 Gamma Distribution Hazard Rate

If kis Then the gamma hazard rate is
>1 Increasing
=1 Constant

<1 Decreasing
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Example: A population of 5/8” ball bearings is operated under nominal condi-
tions under which their diameter decreases by X ten-thousandths of an inch
per hour, where X is a random variable having a uniform distribution on
[1, 4] (see Section 3.3.4.2). A ball bearing is declared failed when its diame-
ter has decreased by 0.010”. What is the distribution of lifetimes L in this
population of ball bearings? For a ball bearing that we label o, the rate of
decrease of its diameter is X(o), and the amount of time (in hours) it takes
for that ball bearing to decrease by 0.010”, which is 100 ten-thousandths, is
100/X(w) hours. Our task, then, is to find the distribution of 100/X when X
has the stated uniform distribution. We know that

0, x<1
P{X <x}=q(x-1)/3, 1<x<4.
1, x>4
Then
1, y>100

P{L<y}=P{100/X <y} = P{X >100/y} = g,gﬂ 25<y <100,
y

0, y<25

The density of this distribution is 100/3y? for 25<y <100, and zero elsewhere.
So the hazard rate of this distribution is 100/y(100-y) for 25<y <100, and zero
elsewhere. This is clearly seen to be an increasing function of y as y — 100~ (i.e.,
as y approaches 100 from the left, or through smaller values, which is what the
superscripted minus sign is supposed to convey). This example, while not
generic, does illustrate the connection between physical wearout and the math-
ematical interpretation of wearout as an increasing hazard rate with increasing
time. See also Exercises 6,20, and 21. Further discussion may be found in Ref. 24.

Another way to understand this phenomenon is to imagine that all the ball
bearings wear at exactly the same (constant) rate, say 2.5 ten-thousandths of an
inch per hour. Then every ball bearing fails at 40 hours exactly. Then a small
variation in the rate of wear (i.e.,0.00025"/hour = a little bit) will translate into
some variation in the failure times (40 hours =+ a little bit'¥). The failure time
density will be zero until shortly before 40 hours (i.e., up until 40 — the little bit)
and then it will increase rapidly to a maximum near 40 hours and then decrease
again rapidly to zero (at 40 + the little bit). The survivor function of the life-
times will be zero until shortly before 40 hours, and then will decrease rapidly
to zero shortly after 40 hours. Think about the quotient of these two quantities

4 Usually, not the same “little bit” as that in the wear rate variation.
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(the hazard rate): from shortly before 40 hours until at least 40 hours, the
numerator is increasing rapidly while the denominator is decreasing. The
quotient is therefore increasing, at least until the density peaks. Deeper analy-
sis would reveal that the hazard rate continues to increase until “shortly after
40 hours,” but that is not the point of this illustration. The point is that under
very general conditions, physical wearout, even at random rates, leads to an
increasing hazard rate life distribution, which is the characteristic of wearout in
the statistical (or mathematical) sense.

3.3.5 Quantitative Incorporation of Environmental Stresses

In Chapter 2, we emphasized that three things must be present in a proper reli-
ability requirement: a specification of a limit on some reliability effectiveness
criterion, a time during which the requirement is to apply, and conditions
(environmental or other) under which the requirement is to apply. In the dis-
cussion of earlier life distributions, no mention is made of conditions. In this
section, we will discuss some modifications that enable us to incorporate the
role of prevailing conditions into a life distribution model.

3.3.5.1 Accelerated life models

Accelerated life models are among the simplest models for relating the life
distribution of a population of objects operated under a given set of environ-
mental conditions to the life distribution of that population operated under a
different set of environmental conditions. We describe two accelerated life
models in this book, the strong accelerated life model and the weak acceler-
ated life model, and the proportional hazards model which in analogous termi-
nology might be called the accelerated hazard model.

The strong accelerated life model postulates that there is a linear relation-
ship between the individual lifetimes at the different conditions. If L, and L,
are the lifetimes of an object when the conditions under which it is operated
are C, and C,, respectively, then the strong accelerated life model asserts that
L,=A(C,,C,)L,,where A is a constant depending on the two conditions C, and
C,.” If many conditions change from one application to another, it is possible
that C, and C, may be vectors. If the conditions are dynamic (may change with
time), then C, an