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Preface

On behalf of the Chinese Industrial Engineering Institution, CMES, I am honored to welcome
all the delegates of the 21st International Conference on Industrial Engineering and Engi-
neering Management (IEEM 2014). It is your great efforts that brought out the proceedings of
IEEM 2014, which records the new research findings and development in the domain of
IEEM. What is more exciting, you are the experts or scholars with a significant achievement in
the field. I believe that the proceedings will serve as a guidebook for potential development.

Being one of the most important international conferences in the field of industrial engi-
neering and engineering management, it has been successfully held 20 times. Each conference
was regarded as the greatest event in industrial engineering and engineering management.
Today, we gather together in the beautiful city of Zhuhai to celebrate the 21st International
Conference on Industrial Engineering and Engineering Management in the harvest season. The
conference is sponsored by Chinese Industrial Engineering Institution, CMES and organized
by Tianjin University of Science and Technology. The conference theme is “gathering the
research results of the experts in the field, encouraging in-depth exchange of academic the-
ories, exploring industrial innovation and development, promoting the world economic
prosperity”.

Now, industrial engineering theories and applications are facing ongoing dramatic para-
digm shifts. The 21st IEEM responds to the reality by establishing an advantageous platform
for experts, scholars, and business people in this area to exchange their state-of-the-art
research in the field of industrial engineering and engineering management and by outlining
new developments in fundamental, approaches, methodologies, software systems, and appli-
cations in this area to promote industrial engineering application and development in the
future.

We extend our sincerest thanks to Atlantis Press for their generous support in the com-
pilation of the proceedings. Next, we extend our sincerest thanks to Beijing Institute of
Technology for holding such an excellent event. Finally, we thank all the delegates, keynote
speakers, and the staff of the organization committee for their contribution to the success of the
conference in various ways.

Chair of the conference Academic Committee Ershi Qi
President of Chinese Industrial Engineering Institution, CMES
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Application on Product Information Storage of Expanded Linear List Based on
Two-dimension Array

Neng-hao CAI

College of Management and Economics, Tianjin University, Tianjin, China
(banpai345@126.com)

Abstract - Array can be regarded as a specific kind of
extension of linear list. Based on two-dimension array, we
extend the general linear list and present a new data
structure which can be used to store and summarize
product information. By implementing data storage system
utilizing the new data structure, better logic association
among data can be reflected, and it also facilitate the
information retrieval process. This work gives a new way
of thinking in product information storage.
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I. BACKGROUND

It is essential that a production-oriented enterprise
collect detailed information of its products and utilize
the information to optimize business strategies, to
promote production efficiency or to orientate its market
accurately [1]. With the expansion of the scale of
production and market, more information of product are
generated. So, in the enterprise informationization
process, it is necessary to summarize product
information through a more efficient data structure in
order to achieve the efficient use of information [2].

Assume that a company launches n series of
products based on market positioning, namely, N1, N2,
N3 etc. The target consumers includes high-end
consumers, medium-end consumers, low-end consumers
who are divided by their consuming ability. In each
series, several models are produced according to factors
such as price or configuration (for example, N1 series
may have several models, such as Nl-a, N1-b, Nl-c).
According to real-life experience, under normal
circumstances, if a series targets at higher end
consumers, the number of its models tends to be limited.
Because in the same enterprise, one model targets at
higher end consumers has a higher price, and it has a
more limited market, thus it may have a limited sales
volume. In order to control cost, it will be unworthy to
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launch more models.

In view of the above assumption, we intend to
present a new data structure which can be used to store
product information efficiently, —when saving
information to computers, the data structure should have
several characteristics:

1 From a logical standpoint, different series of
products should be sorted and stored according to the
reference price of its target market, thus the market
orientation of products can be reflected.

2 From a logical standpoint, to provide enterprise
with information for reference, different models of
products should be sorted and stored by price.

3 The comparison of prices between one particular
model and the corresponding series which the model
belongs should be facilitated.

4 Different models, different series of products can
be compared in terms of price.

5 It should be easy to query and retrieval product
information.

In fact, product series can be thought of as a base
class, then the models of the series can be considered as
its derivations. To simplify the complexity of the
problem, we assume product series and product are of
the same data type, the unique identity is product’
name (or the name ofproduct series), and only the price
information are contained in the data type. The price of
one series is the market reference price (or the average
price in the industry) and the price of one product is its
tag price.

II. PROBLEM ANALYSIS

The storage of product information can be
implemented by varied data structures [3, 4].

For example, the implementation utilizing a tree
structure is shown in Fig.1.
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Fig.1. Utilizing tree structure to store information

By using the tree structure, the logic correlation
among data can be well reflected as well as the relation

between series and models [5]. But considering that one
model’s tag price is within a certain range above or
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below the market reference price of its corresponding
series, the tree structure cannot intuitively reflect the
correlation between market reference price and
product’s tag price. Meanwhile, if we want to retrieval
one specific model’s information, we need to access
down by the root node, thus retrieving through the tree
structure is not flexible.

If the storage system utilize normal linear list
based on one-dimension array, the approach is as shown
in Fig.2:
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Fig.2. the linear list approach
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Fig.3. the diagonal-major order storage structure based on
two-dimension array

The linear list approach [6, 7] has a limitation of
showing the correlation among series, by using the
linear list approach we also need to create different
tables corresponding to different series, thus it is not a
flexible approach. But because the data structure is
implemented by array, we can retrieval information very
easily [8].

For the above analysis, we hold the view that a
data structure based on two-dimension array would have
certain advantages. Compared with one-dimensional
array, the extra dimension can be utilized to reflect the
correlation among series without losing the flexibility of
retrieval and traversal via array index.

In general, two-dimension array has two ways to
store information, respectively, row-major order storage
and column-major order storage [9]. But in order to
further enhance the data associativity, also considering
the development of computer hardware level and that
company has ability to estimate its scale of p roduction,
we can sacrifice some storage space and modify the
two-dimension array by implementing a diagonal-major
order storage.
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As shown in Fig.3, the diagonal elements a[i][i]
(i=0,1,2...) make the major storage order, product series
are sorted (ASC) by price and stored in diagonal
elements starting from a[0][0]. For models in one series
a[t][t], the information of those models whose price are
higher than the series price are stored (ASC) in a[t+1][t],
a[t+2][t], a[t+3][t]...; for those whose price are lower
than the series price, their information are stored (DESC)
in aft][t+1], a[t][t+2], a[t][t+3]...

The diagonal elements sequence can be considered
a normal one-dimensional list with all operations of
one-dimensional list can be applied. While for a given
series a[t][t], both the horizontal sequence and the
vertical sequences can also be seen as normal
one-dimensional linear lists, thus the proposed approach
has obvious advantages in retrieval and traversal
process.

The proposed data storage structure make an
intuitive and clear reflection of correlation among
different models or different series also the correlation
between models and series they belong to. Additionally,
all the data operations such as insertion, deletion,
updating are conducted via index, hence it will be more
convenient and flexible [10].

It should be noted that when utilizing the proposed
data structure to store product information, prior
estimates of product series information and product
models information need to be made so appropriate
storage space can be allocated to the two-dimension
array. If product information exceeds the pre-allocated
storage space, the storage space for an array should be
dynamically increased, which to some extent causes

undesired operations.
It should also be noted that for element a[i][i]
(i=0,1,2 ... ... ) in major order, ie. the diagonal elements,

with the increase of i, the corresponding row and
column has less space for storage. Thus the diagonal
elements should be inserted in ASC order by price
starting from a[0][0].

II. IMPLEMENTATION OF DATA STORAGE

TABLE 1
DATA OF SERIESAND MODELS
(Unit: Price/Unit)

Product series Model | Tagprice
N1 Nl-a | 55
Average price: 50 | N1-b | 52
Nl-c | 46
NI-d | 48
N2 N2-a | 36
Average price: 30 | N2-b | 34
N2-¢ | 29
N2-d | 28
N2-¢ | 30
N3 N3-a | 22
Average price:20 | N3-b | 27
N3-c | 22
N3-d | 21
N3-¢ 19
N4 N4-a | 123
Average price: 100 | N4-b 112
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To illustrate how the data structure works, a set of
product information is taken as an example. Assuming
an enterprise’s product information is as follows (Table
I). The product series consists of N1, N2, N3 and N4.
Among which N2 and N3 target at low-end consumers,
N1 targets at medium-end consumers and N4 targets at
high-end consumers. All models and their
corresponding tag prices have been given in Table I. The

Seiallg 1 2 3 4 5 6 7

Seial0 1 2 3 4 5 6 7

long-term strategic plan of the enterprise is to launch a
series N5 for the medium-end market, while phasing out
the N2 series.

A.  Initializing an empty data structure

This step is to estimate the produce information
and allocate proper storage space, the initial empty data
structure is shown as Fig.4
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Fig.4.empty data structure
The series data should be inserted into the diagonal
positions one by one, whenever a series information is
inserted, comparison should be made in order to make
sure that a[i][i] are sorted by price (see Fig.5). Then
insert the information of models belong to each series,
before insertion, comparison to the series price (average
price in the industry) should be made. For those product
whose tag price is higher than the series price, their
information should be inserted into the corresponding
row; for those whose tag price is lower than the series
price, their information goes into the corresponding
column. If the tag price is equal to the series price, we
set a man-made rule that its information should be
inserted into the corresponding row; then make
comparison and sort the inserted data in the
corresponding row or column (see Fig.6).

B.  Data insertion

If we want to insert the information of N5 into the
structure (assuming the average price of N5 series is 60),
the insertion process is as follows:
(1) Compare N5’s average price with prices of existing
series, it can be seen that N5’s price is higher than N1’s
price and lower than N4’s price.
(2) Move N4’s data as well as all data of models
which belong to series N4 from the original position
[pla] to [p+1][q+1].
(3) Insert N5’s data into the original position of N4
and import all N5 models’ data sequentially.

C. Data deletion

If the enterprise plans to cease product N2-b of the
N2 series, we can simply remove it from the data
structure just like operating on a linear list. If it is the
whole N2 series which is to be ceased, we just need to
remove all N2 series data by deleting data of the
corresponding row or column in a linear list operation
way, then move all elements (including series’ and
models’) which belong to series of higher price fromthe

original position [p][q] to [p-1][g-1].

Fig.5. series data import

Fig.6. model data import

D. Data traversal and retrieval

To traverse data is simply to follow diagonal order
and access data in the corresponding row or column via
index. The retrieval process is also based on array
indexing and there is no need to go into details here.

The implementation (C++ code) is as follows,
comments are made to explain some detailed code and
all the following code has been tested and validated on

computer.

class Product //class of series or product model

{

public:
char* name; //series name or model name
intprice; //price
Product(char*, int); //constructor

}’.

class D_List // two-dimension array storage

{

public:
Product**elem; //secondrank pointer
intnum; //number of series
intwidth[100]; //horizontal storage space
int height[100]; // vertical storage space
int listsize, //initial side length ofthe table

}’.

//----implementation of constructor-—-
Product: :Product(char®n, intp)
{

name=n;
price=p;

//----initialization of the two-dimension array-—-
int InitD _List(D _List &D, intn)

s
13

//create pointerarrays
D.elem = (Product**)malloc(n*sizeof(Product™));
if(!D.elem)return 0;
Sfor(inti=0;i<n;i++){
//for each row, allocate space for storage (n elements)
D.elem [i] = (Product*)malloc(n*sizeof(Product));}
D.listsize=n, //side length of thetable isn
D.num=0; //the initial number of series is 0
Sfor(inti=0;i<n;i++){
//set the number ofmodel to 0
D.widthfi] =0,
D.height[i] =0,}



return I,

}

//----insertion of series data-—-
int InsertSeries(D_List &D, Product s)

if(D.listsize<=D.num)return 0;
Sfor(int i=0;i<D.num;i++){
//traverse each series
if(s.price <D.elem [i] [i] .price){
MigrateSeries(D,i),
D.elem[i] [i] =s; //insert into position i
D.width[i] =D.height[i] =0;

return 1}
/
//if the price is higher than all existing series, insert into the farend
position

D.elem [D.num] [D.num] =s;
D.width[D.num]=D.height[D.num]=0;

D.num+=I; //update the number of series
return I,

//----model data insertion--—
int InsertProduct(D_List &D, Product s, Product p)
{
intn; //index to find the corresponding series
Sfor(int i=0;i<D.num;i++){
if(s.name==D.elem[i] [i] .name)
{n=i;break;}
//find the series s belongs to
if(i==D.num-1)return 0, }
if(p.price >=D.elem [n][n].price) {
//if price isno less than the series price, insert into the
corresponding row
if(D.listsize<=D.width[n] - Dreturn 0;
for(inti=0;i<=D.width[n] ;i++) {
if(p.price <D.elem[n] [n+i] .price){
MigrateProductW(D,n,i);
D.elem [n] [n+i] =p;
return 1;}}
D.width[n] +=1; //update thenumber of models
D.elem [n] [n+D.width[n] ]=p;
// if the price is higher than all existing models, insert
//into the far end position
return 1;
/
else{
//if the price is lower than the series price, insert
//Avertically
if(D.listsize<=D.height[n] - Dreturn 0,
for(inti=0;i<=D.height/n] ;i++){
//the following code is like the preceding code but
//in an opposite way
if(p.price > D.elem[n+i] [n] .price){
MigrateProductH(D,n,i);
D.elem [n+i] [n] =p;
return 1,}}
D.height/n]+=1;
D.elem [n+D.height/n]][n]=p;
return 1}

//----move theseries at position n horizontally to the right-—-

int MigrateProductW(D_List &D, intn, int m)

s
1§

for(inti=D.width[n] +1;i>m;i-){

D.elem[n] [n+i] =D.elemn]n+i-1]; }
D.width[n] +=1; //update the number of models
return I,

//---- movethe series at position n vertically downwards ----
int MigrateProductH(D List &D, int n, int m)
{
for(inti=D.height/n] +1;i>m;i--){
D.elem [n+i] [n]=D.elemn+i-1][n]}
D.heightn] +=1; //update the number of models
return 1;
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//---- moveall the series behind position n rearward ----
int MigrateSeries(D_List &D, int n)

if(D.listsize<=D.num)return 0;
Sfor(inti=D.num;i>n;i--) {
D.width[i] =D.width[i-1];
D.height[i] =D.heightfi-1];
//update the numbers of models in both orientation for
//the following loop
Sfor(int j=0;j<=D.widthfi] ;j++){
//horizontally copy data
D.elem [i] [i+j]=D.elemfi-1][i-1+j];}
for(int j=0;j<=D.heightfi] ;j++){
/Nvertically copy data
D.elem [i+]] [i] =D.elem[i-1+j][i-1]; }}
D.num+=1I; //update the number of series
return 1;

//----deletion ofseries at positionn ---—
int DeleteSeries(D _List &D, Product s)
// the following code is like the preceding code but in an opposite way
{
intn; //index n
Sfor(int i=0;i<D.num;i++){
if(s.name==D.elem[i] [i].name)
{n=i;break;} //find the corresponding series
if(i==D.num-1)return 0, //if thereis no such series, exit

//the deletion will not be conductedif n is less than 0 ornoless
//than the far end index
if(n<0||n>D.num-1)return 0,
Sfor(inti=n;i<D.num;i++){
D.width[i] =D.width[i+1];
D.heightfi] =D.height[i+1];
//update the numbers of models in both orientation for
//the following loop
Sfor(int j=0,j<=D.widthfi] ;j++){
//horizontally copy data
D.elem [i] [i+j]=D.elemfi+1] [i+1+j],}
for(int j=0,j<=D.heightfi] ;j++){
/Avertically copy data
D.elem [i+j] [i] =D.elem[i+1+j] [i+1]}

}
D.num-=1; //update the number of series
return 1,}

//note that this operation does not actually delete data of the series at
//the far end, but /the number of series (D.num) is updated and the
//data will not be accessible to users, //thus it is equivalent to deletion.

IV. CONCLUSION

This paper provides a new way of thinking to serve
the storage of product information. The diagonal-major
order storage method based one two-dimension array
can better reflect the logical correlation. By utilizing
array index, the traversal process of data is simplified.
Although the proposed data structure is not so
economical in storage space comparing to traditional
tree structure or one-dimensional array structure, but
given the current high levels of computer hardware, and
that company often has ability to estimate its scale of
production, the advantages of data structure are still
visible.
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Abstract - Short-term traffic flow prediction plays an
important role in route guidance and traffic management.
K-NN is considered as one of the most important methods in
short-term traffic forecasting, but some disadvantages limit
the widespread application. In this paper, we use four tests
to find the key factors of the K-NN method, which will give
inspires to the further research to improve the method.
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I. INTRODUCTION

Shore-term traffic flow forecasting has played an
important role in the intelligent transportation system
(ITS). Traffic management departments can use it to
design strategies of traffic control and traffic guidance,
while travelers use it to make route choice. Under the
above benefits, short-term traffic flow forecasting has
become an attractive field both in traffic science and
traffic engineering.

By definition, short-term traffic forecasting is the
process to predict key traffic parameters such as speed,
flow, occupancy, or travel time with a forecasting horizon
typically ranging from 5 to 30 minutes at specific
locations.

There are generally two kinds of approaches for
short-term forecasting: parametric approach and non-
parametric approach. The parametric approach assumes
that there is an explicit forecasting mathematic by a set of
parameters. Historical data is then used to find out a group
of parameters which can minimum the forecasting error
(gained by the historical data). Afterwards, the model can
be used in the real-time forecasting.

Contrarily, instead of finding the explicit
mathematic form the relationship between inputs and
outputs, nonparametric approaches are data-driven and
allow data to speak for itself ' (Bosq 1996). The most
popular nonparametric approaches includes
nonparametric regression (NPR).

The NPR model is a data-driven approach. Instead
of trying to compress all training data into a set of
mathematical specifications (parametric approaches) or a
certain network (ANN) through modeling process, it
retains all historical observation and searches for the most
similar case of the current state, based on which
forecasting is then made. Oswald, Scherer et al. (2000)
investigated the practical use of NPR model, and
discussed some problem likely to encounter in the real
world usage [21. (Clark 2003) studies the multi-variant
NPR forecasting, as well as the influence of neighbor size
and the transferability of database, which are valuable for

the practical use of NPR model [*1. (Chang, Zhang et al.
2011) made three improvements, including the data
organization and the search mechanism, for faster
calculation and higher accuracy ™. Other researches
considered additional information in NRP forecasting,
such as historical traffic state and traffic condition
information, and stated these helps to reduce forecasting
error [%:61 (Abdulhai, Porwal et al. 2002; Gong and Wang
2002).

With the continuous deepening researches on K-NN,
they become increasingly mature in short-time traffic flow
forecasting and will be applied in intelligent
transportation system [7-3] (Friedman, Bentley et al. 1977,
Van Der Voort, Dougherty et al. 1996). For example, with
the help of nonparametric forecasting models, a real-time,
on-line, self-learning forecast system can be implemented
1(Zhu and Yeh 1998).

In practical applications, Although K-NN has many
advantages, the application of nonparametric regression
methods still have to pay attention to that the K-NN
method involve massive data and calculations.

II. K-NEAREST NEIGHBORS NONPARAMETRIC
REGRESSION

In fact, nonparametric regression is based on pattern
matching and data mining. Suppose the short-time traffic
flow forecasting has to predict the traffic flow ofa section
at next time epoch, the corresponding influencing factors

(f, ~ f,) have to be explored firstly ['0-12] (Bentley 1975;

Bentley and Friedman 1979; Bentley 1990). These
influencing factors may include traffic flows of the
section and upstream section at previous time epoch,
weather, road conditions, etc. In this paper, f1 ~ fn are
taken as the state components of the system, which
compose the state vector of the system (f,,*+, f,) . The
traffic flow at the forecasting time epoch (q) is called as
decision attribute, which is determined by (f,,***, f,).
In other words, the current state  vector
(F = (fl, . ,fn) ) determines q at the forecasting time
epoch. In this paper, F and q composed a pattern vector
(P= {(ﬁafzs“'ﬁfn) | ).

Search k nearest neighbor (KNN) of the forecasting
state (£,

(1) and then predict by using q of KNN.

) in the historical pattern according to equation
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II. EXPERIMENTAL DATA

The Data used in this research is collected from
website  of  University of Minnesota  Duluth
(http://www.d.umn.edu/tdrl/traffic/). Real-time traffic data
have been collected since 1997 from over 4,000 double
inductive loop detectors located around the Twin Cities
Metro freeways. The road used for experiment is a section
of I-35E South, intersecting with THI10 and Wagon
Wheel trail. The network structure and detectors layout is
shown in Fig.1.

A

1-35E South

Fig.1. Twin Cities Metro freeways

Traffic data come from University of Minnesota
Duluth (http://www.d.umn.edu/tdrl/index.htm). Based on
the traffic management center of Minnesota, the Traffic
Data Research Laboratory of University of Minnesota
Duluth can provide all traffic data on expressways
surrounding the University of Minnesota-Twin Cities.
These data were collected continuously by more than
4,000 loop detectors around the whole year and
compressed in exclusive format, enabling to output traffic
flow and occupancy recorded by desired detector during
the desired period.

A. Pattern composition

In this paper, data collected during 2012.03.01-
2012.04.31 were used. We have recoded all the detectors
in the map. Traffic flow at detector 1-5 and detector 2-6
are selected for experiments. For convenience, in the
remaining of the paper we name them as sitel and site2
respectively.

With respect to the traffic flow forecasting at
detector 1-5 and detector 2-6, the test adopted two
compositions of state vector of modes: (D simple pattern:
For data that is time series in nature, a state vector defines
each record with a measurement at time [13-14](Smith and
Demetsky 1997; Smith, Williams et al. 2002); @
complicated pattern: both historical flow on time series of
the forecasting section and flow of related upstream

section are taken into account 151 (Abdulhai, Porwal et al.

2002; Li, Li et al. 2013).

Time-series pattern and temporal-spatial pattern
under different state vectors were presented in the
following.

For detector 1-5:

Przme series {fls(t) fls(t D, ﬁS(Z 2)| f15(1+1)} 1)

J. Zhong and S. Ling

})Tlesmpﬂm[  spatial = {50, fis (=1, fis(t=2), £, (1), £ (£ =
For detector2-6:

})Ttme ~series {j‘26 (t) ]FZG (t 1) ﬁ6 (t 2) | f‘26 (t + 1)} (3)
Braporagaia = U O oot =0 (=2, £ 0), £ 0=1), £0), £t =D)| fle+1)} (4)
where f,(#) is the flow detected by detector i j at

1), fu®), £ =D fis(e+ 1)} )

t and f;(z—1) is the flow detected by detector i j at
t-1.

In the KNN system design, nearest neighbors within
a ring (centered at the forecasting pattern and 7 =50 )
are searched firstly by combining fixed radius and fixed

KNN search strategy. If k ' patterns were searched, then
the number of nearest neighbors (k) can be determined by
the following equation:

s

K k<20

>
20 k =20 )

B. Evaluation index of test results
RMSE is the common evaluation index of test
results:

(©)

where X, is true value, X; is predicted value and

N is number of patterns. RMSE is affected by the value
range of experimental subject and couldn’t reflect the
absolute error. Therefore, this experiment used the mean
absolute error (MAE) for evaluating the test results. MAE
is dimensionless and insensitive to the value range of
experimental subject.

MAE =—
=K )

IV. TEST DESIGN

A. Testl

The original traffic flow data collected during
2012.03.01-2012.04.30 were processed firstly to generate
corresponding patterns. In the original state vector, states
deviated significantly fromthe group are called as outliers.
Although patterns including these outliers are real, they
are against the test and deleted by using DBScan
algorithm.

Density-Based Spatial Clustering of Applications
with Noise (DBScan) is a representative clustering
algorithm based on density. It doesn’t need to know
number of clusters in advance as it can identify all forms
of clusters. More importantly, it can recognize outliers
(red points in Fig.2).
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500

Fig.2. T wo-dimensional projection oforiginal state vector distribution
(red points are outliers)

After the processing, the candidate data set (C)
contains 15,500 data. Divide C in to 100 subsets

randomly (

qUc,U-Ucy=Coe,MNe, =g i#j i,j€l,2,---,100).

Both KNN and ANN predicted the traffic flow on
2012.04.31 for 100 times and added a new data subset in
the database after every prediction. Next, the data in the
new database were used for KNN prediction and ANN
training.

Fig.3 shows spatial distribution of state vectors with

different data density.
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Fig.3. a 1% data density, b25% datadensity, c 50% data density,
d100% data density

Testresults were listed as Fig.4:
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0.18 - -]
W 0.17 4
<
=
0.16 -
0.15
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Fig.4. Mean prediction error against data density (MED)
B. Test2
Test design: Divide P into three independent
subsets ( P,,P,,P. ). Fig.5 is the two-dimensional

projection of their state space.

T T T T T T T T

Fig.5. State space division
Decrease data in B at a rate of 1/15 and take the new
dataset as the database of nonparametric regression
forecasting system and training data of ANN system.
Meanwhile, A and C are taken as the test set for
prediction.
Testresults were listed as Fig.6:
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’ \ —=o— Sitel Time-spatial
| —a— Sitell Time-series
— v Sitell Time-spatial
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Days
Fig.6. Mean prediction error against data density

C. Inspirations from tests

Viewed from the prediction nature, we can find that
KNN system predicate traffic flow by averaging the
neighboring patterns of the forecasting pattern. Longer
running history of database will bring more similar
neighboring patterns of the forecasting pattern.
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Fig.7. Comparison of prediction error and data density

Fig.7 shows the prediction results of P

Timporal—spatial
of KNN system at Sitell with random increasing. Point
Num. represents the number of nearest neighbors
searched by KNN system within the ring of » =45
centered at the forecasting point and MAE represents the
mean prediction error. When data density reached to the
data density at turning point, MAE tends to be stable. At
this moment, 7 nearest neighbors in average are searched
within the ring. Subsequently, e xcessive nearest neighbors
searched within the ring make no contributions to the
prediction error reduction.

V. CONCLUSIONS

The short-time traffic flow forecasting performances
of KNN and ANN methods are analyzed through tests,
finding that:

1. The prediction accuracy of KNN system presents
no linear improvement with the increasing of data size in
the database. When data size increases to a certain level,
the prediction accuracy of KNN will remain basically
same.

2. The prediction accuracy of KNN is closely related
with the state vector. More information contained in state
vector will make it more representative and thereby brings
higher prediction accuracy.

Additionally, this paper also explored some ways to
further improve the prediction accuracy of ANN and
KNN, such as optimizing composition of state vector,
deleting data in high-data-density region, using
representative data and using time-series data increasing.
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Abstract — PPP (Public-Private-Partnerships) has been
widely used because of its high investment efficiency, high
degree of market and the advantages of optimizing the
allocation of resources. In the pre-investment stage study of
PPP projects, this paper considers the self-interested
behavior of the private sector and the public sector and
self-interest investment issues. In the study of the factors
which influence residual control rights of PPP projects, we
make self-interest investments as variables, then develop a
mathematical model of the game to discuss how to allocate
residual rights of control, and on this basis, we have
proposed several measures to improve the cooperation
efficiency in PPP projects.

Keywords — Efficiency, Public-Private-Partnerships,
residual control rights, self-interest

[. INTRODUCTION

Grossman, Hart and Moore have proposed
incomplete contract theory (GHM), who think that
residual control rights should be allocated to important or
indispensable investment ""*. Hart supposes that the
difference between private providers and the government
package is the distribution of residual control rights.
Concluded that Internal government services is preferred
when the efforts of innovating cost bring large damage to
quality, the efforts of innovating quality is very important
and corruption is a serious problem for government
procurement. When the efforts of innovating cost bring
the quality fall within the scope of control, privatization
is the preferred . Besley and Ghatak think if the
contract is not complete, then the ownership of public
goods should be attributed to the high-valued side .
There are a lot of quasi-public goods in the real world,
Francesconi and Muthoo think that optimal allocation
depends on technological factors, the participant's
evaluation of the goods, the degree of public goods ..

II. OVERVIEW OF RESERCH

Zhang Zhe etc think that when firms have
self-interest investments, different parameters
corresponding to the share of bilateral cooperation which
have different degrees of residual control rights, which is
the key to improve the cooperation efficiency . Sun Hui
etc think that the income distribution program, the
irreplaceable-degree of the partners’ investment and the
satisfaction of both sides on the projects’ future earnings
are the three factors that influence residual control rights
provisions in PPP projects .

In the study of the relationship between government

self-interest and non- government interest *"'% foreign
scholars have two extreme views. One view think that the
government is representative of the public interest which
deny self-interest of government; another view is to deny
the public interest that the government is only seeking
self-interest "economic man" !""'? Chinese scholars
have done some researches on the self-interest of the
government, there are three views. (1) Based on the
nature of the government!'¥). (2) The government should
not have selfish behavior. Government self-interest and
the public interest are in opposing state ['*] (3)The
interests of government and social public are both
coherence and oppositional''*!.

ITII. MODELING OF ALLOCATION OF RESIDUAL
CONTROL RIGHTS

Let the public sector G and the private sector N
cooperate to provide certain public goods F, in the initial
contract clearly states the allocation of initial control
rights and the distribution of future income. In the
investment stage, the two sides began to
relationship-specific investments and which will be
known by each other. Refer to Besley, Francesconi and
Muthoo’s model, includes the following three
periods—time 0: the initial phase of the contract signed
between G and N; time 1: specific investment stage; time
2: the allocation of co-income between G and N. let G
and N are risk-neutral as BG shows.

A.  Time 0--initial phase of the contract signed

Time 0, the initial contract will specify project
future earnings distribution plan, and assign the initial
control between G and N, we suppose that G has the ratio
of residual control rights is m, then N has i-n, m is
continuous, and = € [0,1].

B.  Time I-specific investment stage

Time 1, we suppose that the investment of G is
tg, g (self-interest investment), and the investment of G
is t,, e, (self-interest investment), Ci(t;, e;)is the cost
function of t;,e;, and C; > 0,C;; = 0, the benefit of this
project is B.

When m=1, the benefit of the project is
B (tg, g, ty), and when m = 0, the benefit of the project
is BN(tg eg ty,€n), tj,€; are function of .

When the two sides dedicated public and private
investment, they face with the following two Situations.

E. Qi et al. (eds.), Proceedings of the 21st International Conference on Industrial Engineering 13
and Engineering Management 2014, Proceedings of the International Conference on Industrial Engineering
and Engineering Management, DOI 10.2991/978-94-6239-102-4_3, © Atlantis Press and the authors 2015



14

One side, if only by the initial allocation of control to
operate F, the benefit of the project is B(ty, eq, ty, €,), at
the other side, if both side have a positive
communication during this process, the benefit of the
project is b(tg, eg, ty, €,), and we know b(tg, eg ty, €,) >
B(tg eg tnen), We suppose that B(tg eg tne,) is the
linear combination of BY(tg,eq,t,)and BN(tg, gty €p).
and we let B(tgeq ty eq) =TBC(tg e t,) + (1 -
) BN(tg, eq, ty, €5).

At this moment, e will bring G the earnings <I>G(eg),
and suppose that ®f(e,) > 0, (ey) <0, so as to that
e, will bring N the earnings ¢N(e,), and @Y (e,) >
0,¢Y,(e,) <0; Then combined with China's actual
situation, t, will not only increase the project’s revenue,
but also to bring the private sector’ image improvement
and reputation of the community, this part of the benefit
is gN(ty) , and gi(ty) > 0,87(ty) <0 .Self-interested
investment will do harm to the benefit of PPP projects’
income due to negative externalities, so we suppose that
BN >0,B) <0,BY >0,BY <0; BY <0,B},>0,BY; <
0,BY, >0 .

When 1 = 1, marginal productivity of t, is bigger
than the situation when m=0, so we suppose that
B¢ —BY > 0,BN, — Bf, >0, and as to BS —BY > 0,B}, —
BS, > 0,BY —BS > 0,BY; —B$; <0

C. Time 2-the allocation of co-income between G and N

Time 2, cooperation decides the negotiations and
consultations about whether transfer payments or not. If
the negotiation is successful, consensus agreement, the
benefit of G and N are as follow:

Ug(te) = ng(tg, eg tn) en) +v )
Un(te) = Bnb(tg' eg, th, en) -y (2)
Bi>0,(i=gn) is i’s evaluation factor of F’s future
earnings, and we have B;+B,=1,y is transfer

payments from the government public sector to the

private sector, can be positive or negative. If the

negotiation fails, then G and N operate F only by initial

contract, then the certainly revenue of both sides are as
follow:

Uy=Bg B=Bg [MBE + (1 — m) BN] 3)

Un=Bn B=By [1BC + (1 —m) BY] )

By the analysis, negotiation of bilateral cooperation

to bring the remainder of cooperation is [b(tg, eg tn, €n) —

B(tg eg tn,en)], for any m,t,, eq,ty, 4. at period one, we

assume that the two sides cooperate in accordance with

the remainder allocated to the Nash equilibrium, that is to

be allocated in a 1:1 ratio, the two sides cooperate to get

. b-B .
the remainder are T Then G and N’s revenue function

are: VG—U +— VN =T, +b—B
So we get:
VG = By [mBS + (1 — mBN] + 22 (5)
= B [MBC + (1 —m) BN] + =2 (6)

So, the ultimate benefit of both projects is:

X. Biand J. Dong

U6 =VvE—Cl 406
UN = VN —CN + @N + g
Finishing get:

UC = B, [mBC + (1 — m)BN] + 9C(eg) — CO(tg €5) +
b-B

- @)
UN =B, [nBC + (1 —m)BN] + ¢N(e,) +gN(tn) —
CN(tn, €n) + - (8)

In the case of cooperation when put in the best
welfare maximizing public revenue should satisfy:

au€ 1
= Bg[mBf + (1 — BY] + > [by — Bf —

(1-mB]-Cf = )
Let the above formula be F;, on the basis of F;, for
m and tg partial derivative, since the model is assumed
to set the four inputs of N and G are independently, then
second order cross partial derivatives is 0,s0 we have
B¢, =0,BN,=0,b%, =0,bY,=0,(m#n) , for
simplification, we get the following equation:
%1, [BS +nBG 25— BY + (1 - mBY, 2] +

o ot at
[b11 —£ — Bf —nBY; a_ng +BY - (1 —-mBY, ag]
ot
CH ag (10)

OF

atl = Bg[T[BlGl +(1 - T[)BlNl]

+_ [b11 - T[BlGl -(1- T[)B%] - C% (11)
N

Similarly, let = FZ,— =F;,

ZT =VC =g, [nBG +(1—mBN] + 22 (12)

VN = B [T[BG+(1—T[) BN]+T (13)

UG =VE —CE 4 @G

UN—VN—CN+(pN+gN

So we get:

U = B, [MBC + (1 — m)BN] + @%(e,) — CE(tg e4) +
b-B

— (14)
2
UN = B, [MBS + (1 = m)BN] + N (ep) + gN(ty) —
CN(ty &) + =5 (15)
aus

N sg+ [b1 nBf — (1-mBY]-cf =0
bgm =0,bN, =0,(m # n) (16)
So we get:

d

&1 — By [BS + mBG, 25— BY + (1 - mBY, 25| +

[b11 % B1 - "TB%% + B{‘ -Q "T)Bﬁ Ztg

G 9t
i 1 "
_1 = Bg[T[Bn (1-mBY] + 2 [by, — Bf; —
(1 - T[)Bn] C11 (18)
0UG oUN g

de, Yot

dF, 8F, OF; OF; OF, 0OF,

So we have E,E,E,E,E,E , finally got
simplification:
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~(Bg—Bn)(BS-BY)

an  2[n(Bg—Bn)(BS,~BY,)+b22—2CE,+20F, +(Bg—Bn)BY,
oty _ ~(Bg—Bn)(BF-BY) (20)
on  2[n(Bg—Bn)(BS:-BY:)+(Bg—Bn)BYs +bss—2C; +28}|

den _ (Bg—Bn)BY @
oan  2(Bg—PBn)(@-mBY,—40Y +4cl,

On the basis of the four equations above, we have
four lemmas follow, discuss the relationship between
tg,eg,ty, ey and .

Lemma 1: the relationship between t; and 1

eg _

7 (19)

. atg oty .
-2 —=>
On the basis of o’ whenﬁg > Bn, on 0 is always

2C(1;1—b11—([3g—[3n)311\l1
(Bg—Bn)(BS-BY)

true; when B, <, and n> , we’ll

have %>O.

The lemma shows that when the project evaluation
of G is lower than the evaluation of N and only in T
satisfy certain conditions, then we can exert control
motivation for investment in the public sector; otherwise,
when the project evaluation of G is higher than the
evaluation of N, just to give some control over the public
sector, we will be able to endow the role of control over
the public sector for investment incentives.

Lemma 2: the relationship between e, and
de
g

On the basis of o regardless of the magnitude

relationship ~ between B, and B, . when
2€S,-20% —by2—(Bg—Bn)BD:
(Bg—Bn)(BS,-BY,)
2€$,-20%—by2—(Bg—Bn)BY
(Bg_Bn)(Bgz‘Blz\Iz
The lemma shows that when k larger and satisfy

a
> then % >0, when

de
n< , we’ll have —2& <0.
on

de . . .
a_ng>0’ then as m increases public sector self-interest

investment incentive is to enhance, this is also in line
with the social practice. Then when give the private
sector over the public sector more residual control rights

. a .
and satisfy %<0, as m decreases, ey increase.
Lemma 3: the relationship between t,, and ©
. oty oty .
9 —n >
On the basis of pop when B, > B, po 0 is
Bg > Bn and

at
, we’ll have 0_1: >0, when

always true; when
2€Y,-b33—2gY —(Bg—Bn)BN:
(Bg—Bn)(BS3-BYs
2CY, —bsz—2gY, —(Bg—Bn)BYs
(Bg_Bn)(B%_Bé\g
The lemma shows that when {8, > B, N has higher
proportion of control, T can play a role in controlling the
right incentives. When B, > B, only T satisfy certain
conditions, giving control over the private sector can play
arole in control of incentive.
Lemma 4: the relationship between e, and 1

, d
, we'll have Zn ),
om

On the basis of %, regardless of the magnitude
2(Ny—Ch5)
(ﬁg—ﬁn)BL’

we’ll have

relationship between B4 and B,, when n>1—

, de 2(p1—Ch)
we’ll have —= >0, when n<1— 1122

Y (Bg—Bn)Bis
dep

<0.
om
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The lemma shows that when give the private sector

over the public sector more residual control rights and

. de .
satisfy a—; <0, as m decreases, e,, increases. In contrast,

when the public sector over the private sector has more
. de . .
control and satisfies 0_1:>0 as T increases, e,, increase.

From the above four Lemmas, we have drawn the
following two propositions:
Propositionl

On the basis of Lemma 2 and Lemma 4, when the
existence of self-interest investments in public and
private sectors.

When B, > B,, 1 should be:

[2C5, — 201 — by, — (B — Bn)BL, ]l
|

(Bg - Gn)(BzGZ - BzNz '
1 2(‘P¥1 - CzNz)
“(p _a \rN
L (Bg - Bn)BM—
When 8, < Bg, T should be:
[ 1 2(eM, — CY)
-
(Bg - Bn)B44
ZCgZ - Zd)f'l - b22 - (Bg - Bn)Bglz
| (Bg—Bw)(BS, —BY,)

The proposition has said that in the case of public
service and self-interest investment are presented, the
best way to distribute is the scope of the existence of a
separate self-interest into the public sector and the private
sector alone. If B, > 5, when 1 grows, self-interest
investment can be reduced of the private sector,
meanwhile, the self-interested behavior of public sector
investment is also limited, and the project's negative
externalities can be reduced also. When f, <,
self-interested behavior of public sector investment can
be limited, and the self-interest of private sector
investment will be constrained to a certain extent.
Proposition2

When the existence of self-serving behavior of the
public sector, the influence of government guidance for
the cooperation efficiency of PPP Projects.

Whenf, > B4, T should be set in the range of
proportions:
2CZGZ - ZCD?l - b22 - (Bg - Bn)BZNZ]

(Bg — Bn) (BS, — BL,)
When,, < Bg, T should be set in the range of
proportions:
-2C2Gz - 2¢’$’1 - b22 - (Bg - Bn)BEIZ 1]
(Bg—Ba)(BS, —BY)

In both cases, the T is set over two ranges which
can be achieved high cooperation efficiency in PPP
projects. Excessive government intervention in any case
would be inefficient for public-private partnership.

mel0,

mE

IV. CONCLUSION



To improve the cooperation efficiency of PPP
projects, combined with the conclusions of the above
model and the reality, we have proposed five measures.
First, develop a distribution plan which is the best
operational in advance; second, develop the supply of
relevant policies and the implement them; third, clarify
the responsibility co-border of both the public and private
in PPP projects; fourth, improve the government
regulatory system; fifth, standardize the use of the PPP
model to provide public goods market environment.
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Abstract - This paper put forward and analyzed the
concept 'virtual procedure database" (VPDs)operating
system learning rate by using generalized stochastic Petri net,
to analysis the performance of VPDs operating system .With
the isomorphism relation between generalized stochastic
Petri net and Markov chain, will meet the learning rate of
the VPDs operating system of GSPN is transformed to the
equivalent Markov chain model through using GSPN and
Markov chain methods, to assess the performance of VPDs
operating system, and verified by an example, provided the
basis and reference for optimized VPDs operating system.

Keywords - Generalized stochastic Petri net, learning
rate, Markov chain, virtual procedure databases

I.  INTRODUCTION

In the complicated and changeable demand
environment, it became hot issues in business and
academia that production operation system of enterprises
quickly adapt to complex needs change of market and the
reasonable distribution of the skills of the workers in the
operating system. Jiang et al. put forward the concept-
"virtual operating systems" (VPSs) [I: 2], and through the
establishment of a self-adaptive on a single piece and
small batch production VPSs integrated monitoring and
dispatching system in virtual space, achieved real-time
monitoring and dynamic adjustments scheduling [}1. Wang
et al. (2006) established virtual process classification
system by the processes characteristics, and the example
showed the method of process quality controlled multi-
varieties and small batch production . This paper put
forward the concept “virtual procedure databases” (VPDs)
dynamic organization model of operating system, which
is based on the workers skills and process equipment and
other factors to construct VPDs, it composed production
line according to the requirement of process flow, product
quantity of work and the delivery date, selecting
production formulated products required corresponding
process elements from "virtual procedure" in the
workers/equipment. This paper is mainly on the VPDs
operating system for modeling, and its performance
analysis.

For Petri-net has a powerful function of modeling and
simulation, not only can describes the system state, and
represents the system behaviors, is particularly suitable
for distributed system modeling, In recent years, it has
been widely applied in automation, mechanical

"National Natural Science Foundation of China (No.71271060),
Guangdong Province Natural Science Foundation (No.S2012010009278)
*Guangdong Social Science Planning Project (No.GD13XGL17)

manufacturing and other fields. Wang et al. used
generalized stochastic Petri net through the re-
manufacturing supply chain modeling, and analyzed the
performance of the method on the supply chain [51. This
article uses VPDs operating systemas the research object,
firstly, described the specific process flow of the
operating system, and then built the system Generalized
Stochastic Petri net (GSPN) based on learning rate.
Markov chain model which is isomorphic of the GSPN is
proved, according to the theory in literature [6]. And
analysis the specific process efficiency of operating
system performance, based on the parameters of the
steady state probability of Markov chain, find out the
bottleneck, to adjustment and scheduling of the process
and to optimize the process flow of employees in
operating system.

II. VDPs MODEL BASED ON GSPN

Taking a notebook production enterprise' production
operation as an examp le, the production line is acceptance
ofan order.

After receiving the order, the order will match the
corresponding raw materials, then through the various
steps operational requirements (6 steps) and different
process steps, and each working procedure, are required
to select and the corresponding process of workers from
VPDs in the manual operation, and finally produced 2
kinds of products ofthis order.

With the repetition of workers to perform the same
operation increases, each worker in the operating system
improve the work efficiency will workers by the effect on
learning effect, With reference to the literature [7],
workers working time of single product and repeat the
operation frequency is a negative exponential function
distribution:

t, =t -x'o8h/los €))

Using VisObjNet tools to create corresponding GSPN
workflow model (Fig.1). The meaning of places and
transitions in GSPN model shown in Table I. The GSPN
model shown in Fig.2 consists of 17 places and 16
transitions, transitions in link with  gHUMaN 1S
instantaneous transitions, the other transitions are delay
transitions, The transitions of the transfer rate is denoted
by 4.
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learning rate. In this figure, rate of delay transition ¢ is 7
(4,>0) in each process, the rate of instantaneous

transition about the staff assigned to corresponding
processis g (g, =0).

€Y

Flg 1. VPDs 6peréting s.yste.m. GSPN model
TABLE 1
THE MEANING OF PLACES AND TRANSITIONS

Place Meaning

ml Orders arrived

m2 Orders issued

m3/m4/m7/m9/mll/ml12 | Process first prepared

m5/m6/m8/ml0/ml3/ml4 | State of workers tocomplete second process . . .

mio State of products 1 completed Fig.2. Markov chains model of VPDs operating system

ml7 State of products 2 completed According to every process completion time is
mb>__ State of workers assignment in VPDs exponential distribution, the transfer between different
Transition Meaning . . k
Order Accept orders and set to production workshop states caused by the delay transitions, according to Fig.2,
TI1/T2 Orders allocating building GSPN reachable marking, as shown in Table II.
Ji Product process completed The number of tokens of £ corresponding to M, in Table
Ti Process i transferring way to i+1

] o ] ] IT'as shown in the matrix o. According to literatures [5-6],
According to the principle of isomorphic between

exponential distributed stochastic Petri nets and
continuous time Markov chains,construct the effect of

VPDs operating system of Markov chain models (Fig.2) in
TABLE 11
REACHABLE MARKINGS OF THE MARKOV CHAIN

into the formula (1), the solution of linear equations, can
be stable probability of each place.

ml[m2|m3 | md [ mS|mé6| m7[m8| m9| mlO| mIl | mI3 [ mI2 | ml4 | m17 | ml6
MI 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
M2 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
M3 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0
M4 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
M35 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
M6 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
M7 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
M3 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
M9 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
MIO| © 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
MIT| 0O 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
MI12| 0O 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0
MI3 | 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
Ml4 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
MI15 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Ml6 | 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

According to the GSPN Markov chain Reachable markings in Table II, get the corresponding transition transfer
matrix:
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-4 A 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 —-(A+4) 4, A, 0 0 0 0 0 0 0 0 0 0 0 0

0 0 A, 0 A4, 0 0 0 0 0 0 0 0 0 0 0

0 0 0 -4 0 As 0 0 0 0 0 0 0 0 0 0

0 0 0 0 -4 0 As 0 0 0 0 0 0 0 0 0

0 0 0 0 0 -4 4 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 =4 Ag 0 0 0 0 0 0 0 0

o 0 0 0 0 0 0 —(L+dy) 4 0 A 0 0 0 0 0

=1 0 0 0 0 0 0 0 A, A, 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 -4, A, 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 -4, A3 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 —(Au+4e) Ay, O Ay O

0 0 0 0 0 0 0 0 0 0 0 0 “As As 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 -4, 0 4,

A 0 0 0 0 0 0 0 0 0 0 0 0 0 -4, O

A 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -2,

Numerical Calculation —A4x, + Agx s + A ox,6 =0
VPDs operating system is composed of process skills Ax — (A +A)x. =0 _ _
of workers and equip ments matching with the skills, it is 21 ! (ﬂz _33 2 0.086231
built to more complex systems based on requirements of 2 X2 T AaXs = 0.049275
product orders. In this paper, an order of production as Ay x, —Asx, =0 0.019710
example to analysis this paper used method, specific A, xy — Agxs =0 0.1231%6
conditions such as shown in Fig.l, processing time of _ _ '

, , . Asxy —A;x5 =0 0.024637
each step is determined by assigned to the workers on the 1 2 2 o )
process based on the effect of learning rate, and the 6Xs T A X — A Xy = 0.049275
processing time is a negative exponential distribution. The Agx; — (Ao + A1p)xg =0 0.137969
study select workers have the whole processes, and AogXg — A1 X = O 0.057487

; ; 8 =
workers learning rate is sgt to a constant value k 81 each A1 X — Ayax,o = O X 0.022995
worker process completion time is generated by the
random generator, then: AioXs + Aia X0 — Asxy, =0 0.045990
A=A ==, =4 Apsxyy — Ay + Ai6)x, =0 0.172461
/12:2,5:/19 :/113:/115:4 /114x12—/115x13 =0 0.038325
A=A, =4 =4,=4,=10 Aisxy3 — A ,x, =0 0.076649
A=A, =4,=5 A1eXi, — AigX5 =0 0.061319
=A,= X, — X, = .
Ag = Ao =20 A17X14 — AjoX6 = O 0.019162
There is building the steady state probability equation i x =1 10.015330
of GSPN based on each process completion time. then i
solute linear programming to get the steady state values of

each process based on the steady state probability
equations.

Selecting a subsystem N in the GSPN model of the
operating system and subsystem P in module of

operating system removal of p and 7, and the average

marker number of subsystem calculated in steady state
condition.
N =P(M(F, =1))+ P(M(B,, =1))+ P(M(B,, =1))+ P(M(B,, =1)) + P(M(B,, =1))
+P(M(By, =1))+ P(M(B,, =1))+ P(M(B,, =1)) + P(M(B,, =1))
+P(M(Bg, =1))+ P(M(Bs, =1)) + P(M(P,, =1)) = 0.760471
The number of markers (token number) into the
subsystemin units of time is:
A=4xPM(B,, =1)+4xP(M(B, =1)
=4x0.049275 +4x0.01971 = 0.275938
The average delay time of subsystemis:
T=N/A=0.760471 /0.275938 =2.755949
The operation efficiency of all steps in VPDs can be
reflected by its stability in the work of the state in the
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condition of probability, £ has indicated that the system considering leaning rate”, Systems Engineering-Theory &
is in the working state, setting 5 that the efficiency of Pratice, 2010, 30(4): 622-627 (In Chinese).
process  completed, then:

P(B,))=P(m(B,,) =1)+ P(m(B,,) =1) = 0.044347,
P(B,)=P(m(B,,) =1)+ P(m(B,,) =1)=0.172461,
P(B,;) = P(m(B,,) =1) + P(m(B,,) =1) =0.195456 ;
P(B,)=P(m(B,)=1)+P(m(B,,) =1)=0.068984
P(B,)=P(m(Bs,) =1)+ P(m(Bs,) =1) =0.210786 ;
P(By) = P(m(B,,) =1)+ P(m(B,,) =1) = 0.137969 ;
P(Bs) > P(By) > P(B,) > P(By) > P(B,) > P(B))

It can be obtained that the efficiency of each process
ranking, it can be get workers is inefficient in the process
5, it should to reduce the number of workers in process 5,
or arrange a part of workers in process 5 to have other
extra processes; and workers in process 1 have high

efficiency, it should increasing the number of workers or
arrange workers assigned in otherprocesses to process 1.

II. CONCLUSIONS

This paper calculated the stability of VPDs operating
system by using the method of isomorphic GSPN and
Markov Chain, using the Markov chain model, to transfer
the GSPN model, simplify state space of the system,
obtained the efficiency of workers in the learning rate and
information of VPDs operating system, to conveniently
find the bottleneck in production, and provide reference
for VPDs operating system in staff scheduling and
business restructuring.
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A New Algorithm for the Risk of Project Time Based on
Monte Carlo SimulationAbstract - In the service-oriented
manufacturing model, customer participation proposes
higher requirements on the relationship between supply
chain entities, and also provides more communication
opportunities. The supply chain entities will have more
opportunities and challenges to be considered as a whole,
therefore, how to use the opportunities and advantages to
enhance competitiveness is an important aspect to be
considered. By putting forward repeated double auction
theory and initiative knowledge spillovers, this paper points
out that the process of cooperation game between supply
chain entities should pay more attention to the long-term
interests, and make full advantages of initiative knowledge
spillovers which can promote trust and create new
cooperation opportunities, so as to adopt some certain
strategies to consolidate the supply chain partnership.

Keywords - Double auction theory, initiative knowledge
spillovers, service-oriented manufacturing, supply chain

I. INTRODUCTION

The fundamental question in the emerging field of
strategic entrepreneurship is how firms combine
entrepreneurial action that creates new opportunities with
strategic action that generates competitive advantage ['1.
Given the importance of knowledge for firms’
competitive advantage, along with acquisitions and
alliances, firms can access external knowledge via a less
formal mechanism: knowledge spillovers [2]. Moreover,
modern growth theory tells us that knowledge spillovers
are crucial for the growth of high-income economies 31,

Knowledge spillovers can actively promote the
development of different countries and industries
macroscopically 1 Bl and also encourage innovative
activities microscopically [°]. In this paper, we research
on knowledge spillovers in the point of view of the
supply chain in the service-oriented manufacturing
model. Collaborations between the supply chain entities
encourage innovative activities through leverage effect
instead of delivering information alone, so as to enhance
sustainable competitive advantage of the supply chain [7],
The knowledge can be mutually complementary between
the supply chain entities, which is the key factor to
influence knowledge innovation in the supply chain [8],
The Process of trust among supply chain entities’
knowledge spillovers, help reduce the knowledge gap
between supply chain entities, and also provide
guarantee for knowledge innovation and collaborative
innovation in the supply chain 1,

II. CORRELATION THEORY

A. Service-oriented manufacturing

As early as 1966, the United States economist
Greenfield proposed the concept of Producer Services
firstly. And then the concept of New Manufacturing was
brought up by Duckers (1990) and perfected by Quinn
(1996), which has been widely used '], The rising of the
concept of service enhancement was proposed by Berger
and Pappas in the late 1990s, who believed this kind of
manufacturing is a foundation for knowledge creation [1]
121 Yuan Qiong He and Kin Keung Lai (2012)
constructed a conceptual model for service-oriented
manufacturing and believed that the integration of
business in the supply chain can affect the products’
services. With the researching on service-oriented
manufacturing and service enhancement, the concept of
service-oriented manufacturing is gradually converging,
which is based on manufacturing for services and also
services for manufacturing.

Chinese scholars Sun Lin-yan and Li Gang pointed
out the specific concept of service-oriented
manufacturing which included three aspects: producer
services, production of services and customer
participation in the whole process, and the concept has
been widely recognized in China.

1) Producer Services. Theoretically, it refers to the
middle market investment services, which is not the final
services for consumers but can be used for further
production of goods and services [131,

2) Production of Services. It provides part of or all
of their manufacturing services for other firms, and the
cost of production is reduced by optimizing certain
positions to improve production efficiency, thus
strengthens the market strain capacity.

3) Customer Participation in the whole process.
Productive services and service production of services
only solve the problem of how to make the product to a
certain extent, and how to rely on existing products
services. But customer participation in the whole process
can help the firms to find the customers’ requirements
and potential demands in easier way, and also change
passive accepting feedback to offer products and services
initiatively. Customers here includes the final consumers,
the middle suppliers, distributors and the final users, etc.,
so customer participation in the whole process is an
important feature of the service-oriented manufacturing.

The service-oriented manufacturing conceptual
model ['*lis shown in Fig.1 below:
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B. Knowledge spillovers

In nowadays fast-growing information era,
knowledge spillover phenomenon is widespread. During
the process of communication and the application of
knowledge, even if the individuals are not initiative to
steal the owners’ knowledge subjectively, they will be
access to part of the knowledge to a certain way
objectively (151,

According to the classification of knowledge
spillovers by Verspagen Ul in this paper, knowledge
spillovers are pure knowledge spillovers, which mainly
refers to the individual knowledge itself which is
imitated by other firms and embezzlement, and this kind
of phenomenon is often caused by some objective
reasons. This kind of knowledge spillovers is often
inevitable to firms, even if they don't expect this to
happen. Mansfield's investigation showed that in the
sample, 60% of the patents and technological
innovations have been copied in four years U7l The
characteristics of knowledge spillovers are inherent in
knowledge. From the point of view of social
development, the knowledge spillovers promote the
social progress and development. Otherwise, from the
point of view of knowledge owner, of course, the
knowledge spillovers often represent the loss of interests,
especially to that had been devoted much time and
money to gain. Knowledge spillovers for a firm may
causethe loss of its competitive advantage as it was.

C. Knowledge spilloversin the supply chain

In the service-oriented manufacturing mode, the
supply chain entities tie together through a variety of
contractual obligation or equities to be risk-sharing and
have complementary advantages as a whole. The core
aim of building service-oriented manufacturing supply
chain is the customer demands that orient the knowledge
spillovers and the creation of knowledge actively 181, It
not only considers the absorption capacity of the member
firms, butalso the knowledge spillover effect.

The supply chain entities need to choose the
appropriate cooperation strategy from different ways, so
as to seek innovative ways quickly U9l Initiative
knowledge spillovers in the supply chain entities need
cooperation  between each other, wunder the
service-oriented manufacturing mode which includes
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customer participation in the whole process. The supply
chain entities need more close communication and
cooperation to meet customer demands. However, for
member enterprises of the supply chain themselves, the
relationships among them establish under a certain
contract, so there is often no sharing knowledge freely. It
is hard to avoid knowledge transferring in the supply
chain, including the parts not wanting others to get,
because of the exist of the knowledge spillovers and
knowledge exposes paradox phenomena. So there is a
kind of game play process in the supply chain, which
means the choice of strategies will be related to their
collaborating objects.

III. METHODOLOGY

A. Double auction theory for strategy choice

Double auction model is used to discuss decisions
in the situation of information asymmetry or incomp lete
information. In the supply chain, if M is the owner of the
knowledge and N is a partner who is wanted, M hopes to
make profit through the cooperation with N. N knows the
value of the knowledge but M doesn’t, which is

evaluated to be ¥». M knows the acquisition cost of the

knowledge but N doesn’t, which is evaluated to be V..

Defined the actual value ranges from 0 to 1, which
means 7»- Y5 SLO-1 The rule is: they bid at the same
B andis &5 fromM. If
, they will have a deal at the price of
P=(R+R)/2 (The utility is ">~ to N and
2=V to M), if h=F , they will not choose
cooperation(The utility is Zero to both). N evaluates the
price of the knowledge from the cost of knowledge
acquisition and competitive advantage, while M
evaluates from the effect of initiative knowledge
spillovers [201,

Assuming that M and N are both rational, and
pursue benefit maximization.

ToN, forany /» €L0-11 R,

>

NN £2- 1 {UATL 1 1Ua) ST

R 2 0
ERV)/ R = F ()]

time, the bid price from N is
F. =K

) must satisfy

is the price N expects
M to bid when N can offer more.

To M, for any Vi 6[0’1], BT must satisfy
>
s BB RONZRY ypip s py
’ 2 @
E[F,(V,)/ B(V,) =]

is the price M expects N to bid
when N can offer more.

Assuming that the strategies form M and N are both
linear. To N, the Ilinear price strategy is
B =a, +cV, 14 M, the linear price strategy is
EW) =a, +cF,

According to formulas (1) and (2), we can get
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formulas (3) and (4).

max[V, -~ (B + &t hiy fd
B, 2 2 C (3)
max[l(Ps +Ps +a, +cb)_V;]ab +¢ _R
R 2 C, (4)
So the equilibrium strategy of the Bayesian linear
1 2
RV, = 12 + 3 V,

game for N is

The equilibrium strategy of the Bayesian linear
Py =142,
game for M is 4 3

M and N play game around the value of the
knowledge. The price will be accepted only if

1

V.2V +~—
B 2EF) sowe canget = 4.
VI)

According to Fig.2, we need =V, , the

cooperation can be completed with benefit maximization

> —
only when _K+4, so the scope of transactions will be
less (without the shaded area), and the cooperation
probability is only 56.25%, which means they may not
reach benefit maximization through playing this game.
So they need certain motivations to complete the
cooperation.

V- Vt1/4
1 _____________47___/7|
Scopeofthe =7~ 27
transactions .~ Pie :
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A !
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Fig.2. Scope of the transactions of the linear game for cooperation

B. Signaling effect of the motivations

We already know that the supply chain entities need
certain motivations to maintain longtime corporations
with each other. Assuming that N’s input would be I, and
the compositions of the input are knowledge, capital,
human resources and other resources. M would be the
“reputation one” with strong cooperation intention. N
will response to the activity of M, which means N will
cooperate if M chooses initiative knowledge spillovers.
To M, the degree of initiative knowledge spillovers is
random variable e(0<e<l). Because M is rational with
cooperation intention, e can’t be 0 or 1. The more e tends
to be 1, the stronger cooperation intention M has.

When the degree of initiative knowledge spillovers
tends to 1 infinitely, assumed the profit of the
cooperation is G and the proportion is S to M. So the
profit of M is SG, and the profit of N is (1-S)G to reach
benefit maximization. We know M only spill a part of
the knowledge, in fact the profit of the cooperation will
be G’ and the proportion will be the same. So the profit
of M is SG’, and the profit of N is (1- S)G’ to reach

benefit maximization. And we can get the equation
G’=eG. In the meantime, the game is still in the situation
of incomplete information, and to M the probability of
initiative knowledge spillovers is P. If N choose the
cooperation need to meet the following condition:
P[(1-8)G]+(1-P)[(1-S)GT>1 g,

G>7/[P(-S) (P )ES e )
When Y =1/1PA=8)+A-P)A=S)e] e can get the
equation (6).
o _ I(1-P)1-5S) I (-P)

G [PU-S)+(A-P(LS)] [P+ 4Po] 5 ©)

We can know that @/ 9¢<0 g4y will decrease
with the increase of e. In the meantime G>y, which
means the requirement of N for cooperation profit value
G gradually reduces along with the increase of the
initiative. So N will choose cooperation with the
awareness of the increase of the degree of initiative
knowledge spillovers, and the requirement will also
reduce. And the sincerity of cooperation is more
important to N. In the service-oriented manufacturing
mode, the supply chain entities need to cooperate as a
whole in many activities, we can know from the analysis
that in the case of lower expected returns, the
cooperation also can be completed by showing the
willingness of cooperation and the winning of trust
initiatively.

C. Reputation effect of multiple batch initiative

knowledge spillovers

We already know positive initiative spillover
strategy will make a contribution to establishing a
long-term relationship of cooperation. For the long-term
relationship of cooperation of the supply chain entities in
the service-oriented manufacturing mode, if it works
well, the reputation will be higher. The firm and the staff
on the basis of benefit maximization give up some
interests to continue the cooperation and to achieve the
effect of the long-term interest maximization. The supply
chain entities’ goal is to meet the customer demands
maximally in a long-term partnership, the initiative
knowledge spillovers must be multiple batches instead of
only once.

Assuming that M is still the “reputation one” with
strong cooperation intention, and N will response to the
activity of M. In the paper, reputation is defined as
biological neurons. According to the threshold of cell
body, reputation receives a degree of ascension with high
returns, and reputation measures through cell weight. We

define that the reputation is g and & =& AL Setting

up the simulation function Ag.
0 ‘r -rl<a
Ag =1 1-exp[—(r—1"] ‘r—r">a
1+exp[—(r—r"] h o)

r is the rate of return of cooperation, r’ is the
average rate of return, a is the threshold. So the repeat
bilateral auction game model is blow here.
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1 2
})rb(l/ly)za+§n+gbxaxpmax (8)

max

P(V)=~+2V,—g xaxP,
4 3 )

P . . . .
max js the maximum profit of cooperation, & is

constantand & < (0.1],

M and N all choose a long-term cooperation and
multiple - batch initiative knowledge spillovers, the
profit of each batch of initiative knowledge spillover is
a. Through the process of cooperation relationship, M
and N are likely to cooperate the next time, and the
probability is 2 ( 0<A<1) After this time, the

probability will be B , and the times of cooperation are
t. The total profit of M will be

a+af+apf’>+apf+---+apf ' =al-L£YY/A- L)

(10)

If M choose the initiative knowledge spillover only
once, the profit is «'.

When a(l—,B')/(l—,B)>a'(1+/3+ﬁ2 + 2+ g >a'/a),
M will not choose this strategy.

Assuming that the total amount of knowledge that
M choose to spill is all the same and the spillover times
are n. The total profit of M will be

4,85, 8 @p, 4 g _al=f")

n n n n n n(1-4) (11)

The profit of one time spillover is a/n_ gy we
can get:
1+p+0°+L +---+ L7 > a'/a(lz)
1+p+L° 4+ -+ ™" '>aa (13)
Because of t=1(nt-1>t-1) we will find out that
the value spaceof # is bigger.
So we know, when the total amount of knowledge
that M choose to spill is all the same, the more times M
spills the knowledge, the more profit M will get. So the
multiple batch initiative knowledge spillovers is more
competitive and good for the relationship of cooperation,
and the probability of another time cooperation will be
higher after several times of cooperation and the trust
will also be more.

IV. RESULTS

From the above analysis, we can see that if the
supply chain member companies only concerned with the
immediate benefits during the process of the game,
they’ll miss the advantage of the formed supply chain to
establish a long-term partnership opportunities. In the
course of the game, when the members companies use
the initiative knowledge spillovers in internal supply
chain as a trusted investment, it often establishes a good
relationship in the supply chain, so as to consolidate
cooperation. When member companies take more
attention to the long-term interests and the long-term
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cooperative relationships during the game, the being
sought collaborator N will give a slightly higher bid
based on reputation, and be more likely to pay more. In
the meanwhile, the one M who owns the knowledge will
give a slightly lower bid just like accepting less. So we
can improve the success rate and achieve win-win
results.

For example, if M who owns the knowledge

estimates the knowledge price as V,=0.7 , bid for
K =04 Being-sought-collaborator N estimates the

price as v :0'3, bid for ©* =093 Based on double
auction game model, cooperation will be unable to be on
its way. However, in repeated game model, as both sides
focus on long-term interests and reputation, so they will
give up some interests so as to make the cooperation

successful. So the reputation 8> =& =03 a=0.1
according to the formulas (8) and (9), it can be calculated

that f» =0.55 £, =0.35 , so the cooperation is

successful and each side gains. However, because the
two sides’ revenues are greater than 0, so there will be a
long-term repeated game to maximize the long-term
interests. So it will let the other one get cooperation
confidence if the member companies have a good
reputation. In the meanwhile, how to build a good
reputation is the key that the companies need to consider
carefully. In the whole supply chain, member companies
have more cooperation opportunities. It will establish a
more solid relationship if the member companies use the
cooperation knowledge spillovers better.

According to the formula (12) and (13), we can

know the one that satisfies inequality (8)’s B interval
necessarily satisfies the inequality (9). But on the other
hand, it may not be established, because inequality (9)’s

A interval values in the larger space. This situation
indicates that, after a number of cooperation between M
and N, because the strengthening of trust between the
two sides, the range of # interval has been further
extended. In the other words, in the past, it will promote
bilateral cooperation only when the cooperation
possibility number B>0.7 Byt now, after the
establishment of a long working relationship, the

cooperation may be smooth only when the cooperation

possibility number p=04,

In other words, the knowledge owner M, through
active, constantly, repeatedly showed willingness to
cooperate, make the collaborators N to strengthen
confidence in the success of cooperation. So they are
very likely to choose to cooperate even so the probability
of successful cooperation is not high. At the same time
there will establish a good reputation and mutual trust
relationship between M and N with the increasing
frequency of cooperation. Thus, in the process of the
game, two sides are willing to pay more attention to
long-term benefits so as to establish a long-term
cooperative relationship.
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V. CONCLUSION

In summary, in the supply chain in service-oriented
manufacturing model of customer participation, the
partnership between member companies is long-term.
Through the member companies change the passive
knowledge spillovers into initiative knowledge spillovers,
so to take full advantage of cooperation signal that
initiative knowledge spillovers can promote supply chain
entities involvement in the overall cooperation, gain trust,
and expand cooperation to achieve long-term and
maximized interests. Therefore, the supply chain entities
can take the following measures to solid basis for
cooperation.

1) Change the passive knowledge spillovers to
initiative ones. Initiative spillovers emphasize the
enthusiasm and initiation. Initiative side can show its
willingness by additional investment in human resource,
financial and other aspects. And it can also accelerate the
investment time to show faith of cooperation, thus to
contribute to cooperate and it is likely to get more
investment opportunities for each other.

2) Choose multiple-batch initiative knowledge
spillovers and spill the knowledge is bound to spill more.
As a member of the supply chain, the internal member
companies need to establish a more solid and trustful
relationship, therefore they need to take initiative attitude
for cooperation. It can provide some knowledge to
member companies initiatively, letting the other one be
aware of the cooperation enthusiasm and the company’s
strength characteristics, so as to establish a long-term
relationship through a certain spillover strategy.

3) Use the full participation of customers to close
the relationship between the members. The supply chain
is a whole body, and its establishment often leads to solid
cooperation, thereby reducing the cost to a certain extent
and having rapid response. In the service-oriented
manufacturing model, the full participation of customers
not only provides customer knowledge to the whole
supply chain, but also creates communication and
coordination opportunities for the firms. Firms should
make full use of the partnership and cooperate with
others more actively, which will contribute to the
establishment of a more reliable partnership.
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Abstract - The relationship between the government and
the enterprises determines the freedom and vitality of a
country's economic development to a certain extent. Under
the market conditions, the internal logic relationship exists
between the government and enterprise, in view of the
contradiction between the government want to maximize
effidency and the enterprises in pursuit of profit
maximization, this article discuss the relationship between
the government and enterprises from the perspective of
game theory, build a three stage dynamic game model, and
mainly analyzes the game result between the government
and enterprises, get the best strategy choice of government
and enterprises.

Keywords — Dynamic game, government and enterprises,
strategy choice

I. INTRODUCTION

Under the wave of economic globalization, our
country's economy has made remarkable achievements,
but there are still some problems in the enterprise
development in our country, especially after China's
accession to the WTO, the relationship between the
government and enterprises will face greater challenges.
Therefore, handle the relationship between the
government and enterprises correctly is one of the
important work in the future, it is related directly to
whether our enterprise can become the main market
players, whether the socialist market economy system is
perfect, whether the economy can achieve sustainable
development, etc. In the operation of the economy, the
internal logic relationship exists between the government
and enterprise, in view of the contradiction between the
government want to maximize efficiency and the
enterprises in pursuit of profit maximization, this article
introduced the point of game theory, discuss the
relationship between the government and enterprises,
build a three stage dynamic game model, and mainly
analyzes the game result between the government and
enterprises, get the best strategy choice of government
and enterprises.

II. GAME FEATURE ANALYSIS OF THE
RELATIONSHIP BETWEEN THE GOVERNMENT
AND ENTERPRISES

In the game of government and enterprises, as the
game players, they respectively represent the policy
makers and policy implementation object. To achieve its
maximum benefits of the whole society, the government

has formulated corresponding macro and micro economic
policies and measures that influence the development of
enterprises. In the process of game, the enterprise can
observe the behavior of the government through various
means, to obtain relevant information, and then select
strategy. The characteristics of game performance are as
follows [11:

1) The selection of payment function
The government's target of related policy is usually in

pursuit of social benefits maximization, and the
enterprise's behavior is want their own profit to
maximization.

2) Select action space

As policy makers, government regulation of macro
and micro economic use of fiscal, monetary, tax and other
policies to encourage or inhibit the development of
enterprise, and impact on enterprises to implement. The
enterprises will choose the most favorable game strategies,
through the positive or negative waiting to deal with the
government's strategy, and finally achieve the balance of
both government and business.

3) Analysis of the strategic effect

When government and enterprises select strategy,
they need to advance game effect prediction and
assessment, equivalent to the game players need to
rational choice and decision 2. The government in
formulating relevant policy, select the corresponding
policy tools, take the social and public reaction into
account. And companies will adjusting the strategy in
order tomaximize their own efficiency.

4) Adjustment and coordination of strategy

The game process of the relationship between
government and enterprise is essentially a dynamic game
process, the process of strategic adjustment and
coordination is equivalent to the strategy choice process
of the government and the enterprises to carry out mutual
echo and interaction.

III. ASSUMPTIONS AND ESTABLISHMENT OF
DYNAMIC GAME MODEL OF THE RELATIONSHIP
BETWEEN GOVERNMENT AND ENTERPRISES

A. Model assumption

1) Assume that model is complete information and
dynamic game. Participants only enterprise E and
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government G, both sides are rational: the enterprises in
pursuit of profit maximization; The government want to
maximize efficiency I,

2) The type of enterprise development project space
is {have prospects for development, no prospects for
development}, and the probability of have prospects for
development is P, the other probability is 1 - P.

3) The action space of enterprise is {positive,
negative}, the probability of positive and negative is N
and 1 - N. The action space of government is {encourage
development, inhibit development}, the project which
prospects for development, the probability of the
government encourages the development is M1, the
probability of the government inhibit the development is
I-M1; No prospects for development projects, the
probability of the government encourages the
development is M2, the probability of the government
inhibit the development is 1 - M2.

4) There is no moral hazard between the two
enterprises.

B. The establishment of dynamic game model of the
relationship between government and enterprise

Assuming that enterprise and the government's game
is three stage dynamic game model, the extended as
shown in Fig.l. The data in parentheses are the payoff
function of government and enterprises [41.

enterprise

have prospects for
development

no prospects for
development

government government

encourage inhibit

development

enterprise

positive nggative

GR,(0) GR,(0)] [ GL,(0) GL,(0)|[GR,(0)'][ GR,(0)'] [ GL,(0)"' GL,(0)"
ER,(1) EL() | | ER, ()| |EL,(1) || ER(1)' || EL(1)' || ER,(1)' EL,(1)"

Fig.1. The dynamic gamemodel ofthe relationship between govemment
and enterprise

inhibit encourage
development developme development

enterprise enterprise enterprise

posifive negative posjtive nggative posjtive neg

In the game, the enterprise first action, the enterprise
has two selection strategies in the first stage of the game:
develop promising projects or no prospects for
development projects.

Y. Feng

In the second stage of the game, the government has
two strategies: encourage project development or inhibit
the project development.

In the third stage of the game, the enterprise
according to the govermnment's strategy can choose the
corresponding action. For promising projects, when
enterprises actively strive for development the project, if
the government to encourage attitude, the payoff function
is (GR (0, ER,(1))> if the government to restrain attitude,

the payoff function is (GL,(0), ER,(1)) 5 when enterprises

negatively strive for development the project, if the
government to encourage attitude, the payoff function is
(GR,(0), EL,(1)) » if the government to restrain attitude,

the payoff function is (GL,(0), EL,(1))- For the projects
which no prospects for development, when enterprises
actively strive for development the project, if the
government to encourage attitude, the payoff function is
(GR,(0),ER (1)")> if the government to restrain attitude,
the payoff function is (GL,(0)', ER,(1)"); when enterprises

negatively strive for development the project, if the
government to encourage attitude, the payoff function is
(GR,(0)',EL,(1)" if the government to restrain attitude,

the payoff function is (GL,(0)', EL,(1)") B
In the process of the game, there are two strategies for

the government, four strategies for the enterprise, specific
meaning as shown in Table I.

TABLE 1
GAME STRATEGY SELECTION AND MEANING

The Strategy of the Meaning
Enterprise

The government choose the positive to
encourage development
The government choose the positive to
restrain development
The government choose the positive to
encourage development
The government choose the negative to
restrain development
The government choose the negative to
encourage development
The government choose the negative to
restrain development
The government choose the negative to
encourage development
The government choose the negative to
restrain development

(positive, positive)

(positive, negative)

(negative, positive)

(negative, negative)

Therefore, aiming at the prospects of the development
project, we can set up corresponding strategic description
of extended game respectively, as shown in Fig.2 and
Fig.3.
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(positive , positive)

(positive , negative)

enterprise

(negative ,positive)  (negative, negative)

encourage GR (0), ER,(1)

development

GR,(0), ER (1)

GR,(0), EL (1) | GR,(0),EL,(T)

government

restrain

GL,(0), ER, (1)

development

GL,(0), EL,(1)

GL,(0), ER,(1) | GL,(0), EL,(1)

Fig.2. Extended game payoff matrix of the promising projects

(positive , positive)

(positive , negative)

(negative ,positive)  (negative, negative)

encourage
GR (0), ER (1)

development

GR/(0), ER (1)’

GR,(0), EL,(1)" | GR,(0), EL (1)

government

restrain

GL,(0), ER, (1)

development

GL,(0), EL, (1)

GL,(0),ER,(1)" | GL,(0), EL, (1)

Fig.3. Extended game payoff matrix of no prospects for development projects

IV. ANALYSIS OF THE RESULTS FOR DYNAMIC
GAME RELATIONSHIP BETWEEN GOVERNMENT
AND ENTERPRISES

A. The best strategy for the government

In general, the government mostly support for the
projects with prospects for development, however, the
government tend to inhibit those without prospects for
development [®). Therefore, in this game model, the best
strategy of government is: M1 = 1, M2 = 0.

B. The best strategy for the enterprise

Based on the model analysis, we can know that when
the N=0, the payoff function of the enterprise is [7-81:
EL,(1)'+[EL, (D) - EL,(1)"-P
When the N=1, the payoff function of the enterprise is:
ER,()'+[ER,()-ER,()']- P
When Er,(1)'+[EL (1) - EL,(1)]- P> ER,(1)+[ER (1) - ER,(1)']- P>
that:
1) When p<[EL, (1)~ ER,(1) 1/[ER,(1) + EL,(1)'~ EL,(1) ~ ER,(1)']
the N=0, so no matter the prospect of development project,
the best strategy of the enterprise is negative, the payoff
function is EL,(1)'+[EL,(1)— EL,(1)']- P
2) When p=[EL, (1)~ ER,(1) 1/[ER,(1)+ EL, (1)~ EL,(1) ~ ER,(1) ]
the N=[0,1], so no matter the prospect of development
project, the enterprise choose strategy is positive or
negative, their payoff function are the same 1.
3) When p>[EL (1)~ ER,(1)'|/[ER (1) + EL,(1)'— EL, (1)~ ER,(1)"]
the N=1, so no matter the prospect of development project,
the best strategy of the enterprise is positive, the payoff
functionis ER,(1)'+[ER,(1)— ER,(1)']- P

C. Nash equilibrium

The game there are three groups of refined bayesian
Nash equilibrium, as follows:
@©  N=0, MI=1, M2=0, so p< p,

@ N=1, MI=1, M2=0, 50 p> p
®  N=[0,1], Ml=1, M2=0, so p=p,
R =[EL,()'- ER, () V/[ER, (D) + EL,(1)'- EL,(1) - ER,(1)]

D. Equilibrium analysis of the general solution to the
game model

1) As a rational economic man, when the probability
of enterprise development project belongs to the
development prospect is greater than, the best strategy of
enterprise is positive, which make full use of the state's
preferential policies and measures, promote the
development of social economy and promote the
enterprise benefit maximization, ensure that both sides of
the payoff function for [10-111;

2) When the probability of enterprise developing
project belongs to the no development prospect is less
than, government will often choose inhibited attitude, the
best strategy for the enterprise is to fight negatively
against the policies and measures which inhibite the
development of project formulated by government. In this
case, government will obtain the minimum payment
utility, while enterprises will obtain higher pay ment utility.

3) When the developing project belongs to neither the
type with prospects for development nor the type with no
prospects for development, the positive or negative policy
measures that formulated by the government have little
impact on it, so the best strategy for the enterprises is to
choose between positive utilization and negative
resistance.
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V. CONCLUSION

In the game of the government and enterprises in our
country, the government has always been in the active
position, in addition, policies the government formulates
often have an enormous effect on the development of
enterprises. Therefore, in practice, when fomulate the
measures that affect the economic development of the
enterprise, the government has to be very careful. For the
type with prospects for development, the government
should provide preferential policy and technical support to
encourage the development of the enterprise, for the type
with no prospects for development, the government can
limit, constrict, and raise taxes to inhibit the development
of the enterprise. Also, enterprises should cope with the
government's relative policies with awareness and
coordination, stick to the flexibility of strategy, improve
their countermeasures in time, and actively strive to make
the government’s relevant policies beneficial to their own
development in a reasonable scope, so as to make
harmonious development between the government and
enterprises.
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Abstract - According to the demand of the navigation
system of China telecom to realize high precision time
synchronization between adjacent base stations, we come up
with the method of long distance time transfer using GPS
common view. The hardware design and software design of
this system are introduced in detail. In this paper, we use the
powerful multi-channel Resolution T receiver and the
TDC-GP1 counter chip to form a set of GPS common view
comparison system based on ARM platform. Preliminary
results of the test show that the system has stable
performance and the alignment accuracy is within 5 ns.
Therefore, this system we design can realize high precision
time synchronization between adjacent base stations.

Keywords - GPS Common view technology, high
precision time, synchronization, telecommunication base
station

I. INTRODUCTION

In recent years, with the rapid development of
mobile communication technology, the communication
system is  increasingly = demanding for  time
synchronization especially the mature 3G technology and
the widespread 4G technology [1], which requests higher
precision of the time controlling in switching work
between base stations. In terms of time transfer accuracy,
satellite two-way method has the highest precision about
nanosecond or sub-nanosecond level [2]. However, it
takes up the satellite resources higher, and the equipment
is complex and expensive, which restrict its use range to a
great extent [3]. GPS common view time transfer
technology has some advantages such as simple, cheap,
timing ofhigh precision, convenient use [4], etc. And it is
the optimal method of long-distance clock comparison for
its ratio of the transmission accuracy can reach a few
nanoseconds [5].

Any deviation of time synchronization between
telecommunication base stations will bring incalculable
impact on users [6]. Therefore, all base stations must have
a higher accuracy of time synchronization [7]. China
telecom takes advantage of the existing communication
base stations nationwide coverage, sets up high precision
time synchronization between telecommunication base
stations, to bring about indoor navigation, outdoor
navigation and time service integration [8]. Thus it will
have a great impact on the national economic construction
and people's livelihood [9].

In this paper, we put forward a method of using the

time interval measurement chip based on ARM platform
instead of traditional time interval counter to achieve GPS
common view technology. The alignment accuracy is
within 5 ns. The GPS common view technology we
studied can satisfy the high precision of time
synchronization between base stations to a great extent.

II. THE PRINCIPLE AND DESIGN SCHEME OF THE
GPS COMMON VIEW TECHNOLOGY

Common view technology is to point to that in the
perspective of a GPS satellite, two atomic clocks of any
two places on earth can use the time signal from the same
satellite at the same to do time frequency comparison.
The two GPS time receivers from the 4 ground and the B
ground under the action of the same common view time
schedule receive the same GPS satellite signal at the same
time.

The output second pulses by the local atomic clock
are sent to the receiver's built-in counter chip and in
comparison with output second pulses by GPS receivers,
to get the time difference Atscpsand Atzcps between the
local time and the fgps respectively. The data of the B
ground is sent by GPRS module in the form of text
messages to the 4 ground. Subtracting the two types, time
difference between the two atomic clocks is available.

The system structure of GPS common view time
transfer receiver is shown in Fig.1. It is mainly consist of
the GPS antenna, Resolution T receiver, TDC-GP1
counter chip, ARM platform (STM32) and rubidium
clock.

GPS antenna

Y 1PPS
1PPS

4&

rubidium clock

\ 4

GPS receiver counter chip

A

A i 10MHz

ARM read and process
the data

A 4

A

Fig.1. The system structure of GP Scommon view time transferreceiver
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When the system works, the first is to obtain
accurate coordinates of the antenna and keep the
coordinates of the receiver constant. The GPS receiver
units receive the command sent by ARM chip and return
the corresponding information to ARM chip. ARM chip is
mainly used for demodulation, processing, measuring the
GPS satellite signal, and to obtain ephemeris, the
observation data of pseudo-range and clock correction.
Rubidium atomic clock PRS10 provides 10 MHZ signal
with high stability and 1 PPS signal.

In consideration of the cost of the device
miniaturization and the technical costs, we use the time
interval measurement chip TDC-GP1 (made by ACAM
company of Germany) to realize the digital measurement
of the time interval. TDC-GPI counter chip is used to
measure the difference between the output 1 PPS signal
by the receiver and rubidium atomic clocks. The time
difference between GPST and the specified star clock is
obtained by reading the navigation message. And then the
time difference between the local time and the specified
star clock (REFGPS) is obtained. The above data is just
the origin information measured by counter chip. It needs
fitting and correction by upper software to calculate the
parameters in the standard data file. The working
principle ofthe systemis shown as Fig.2.

3

Local second pylse 74

3

GPS second pulse tGrs

Measurement of time interval

Satellite clock correction ATsy

Fig.2. The figure of the system working principle

REFSV is the time difference between the local
second pulse of the actual tracking midpoint and the
tracking satellite. REFGPS is the time difference between
the local clock of the actual tracking length midpoint and
the GPS. REFSV and REFGPS are not only the most
important parameters in GPS common view comparison,
but also the reference data for common view comparison
of a dual exchange file [10]. The calculation process of
REFGPS is as following.

REFSV=t4-tGps =(ta-tr)*+(tr-tGprs) M
ATsy=afo+afi(t-toc) + afs (t-toc)*+ Aty ()
Aty =F*e*(4)"(1/2)sin Ex 3)
REFGPS=REFSV+ ATsy ©)

t4 is the local reference time. tgps is the time of
satellite. 7z is the time of receiver. ATsy is the clock
correction. (Z4-tg) is measurement of the counter. (7z-tGps)
can be converted by the information of the receiver. Az is

X.Duetal.

the periodic relativistic correction. The parameters of afy,
afi, af2, toc, e, A, Er can be obtained by satellite
broadcasting data [11]. F is the constant parameter. The
data of the B ground sends data to the 4 ground by GPRS
module. Subtracting the two equations, the time
difference is available. That is
At4p=REFGPS(A)-REFGPS(B) 5)

II. MANAGEMENT AND THE DATA DESIGN OF
THE PROCESSING SOFTWARE

The main job of developing time transfer receiver is
the development of its data processing software. The
function of the control part mainly includes the receivers
working mode, real-time data collection of satellite
ephemeris and the time interval counter. The whole
system running time keeps consistent with the
international rules of common view observation time.
Fig.3 is the processing flow of common view comparison

system.

Read the configuration

v

—» Open serial port , read command of receiver

Is the star tracking time?

Y
Acquire data of 780s

Data fitting Conic fitting and linear
processing fitting

'

Y
Finish GPS command
close serial port

Fig.3. Software flow

Due to the influence of various measurement errors
and measurement noises, the precision of common view
system can't reflect the accuracy of atomic clock itself.
Hence, to deal with the data can improve the alignment
precision of GPS common view. The data processing
software is to have the original data produced by GPS
common view system necessarily processed and stored as
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a standard file formats. Its main function is to do fitting
calculation of the measurement and correction of all kinds
of time delay, for example ionosphere delay correction,
troposphere delay correction, relativistic correction,
satellite clock correction and the SAGNAC effect
correction, etc [12]. The following is the main process of
the software.

1) The data processing software sends commands to
the receiver according to certain format, achieving the
working mode of receiver, setting the output data and the
signal type. The received data is encoded according to the
fixed format, and the software can decode the data.

2) The data processing software can achieve real
time data acquisition, including the measurement of
counter chip, quantization error, ephemeris, and the
observation data of pseudo-range and so on.

3) Because of the hardware limitation of the
Resolution T receiver itself, there is a difference of about
15ns between the given physical second pulses and the
actual second pulses. The receiver can provide a
compensation value to modify this value, making the data
smooth.

4) We put each time of 780s for tracking the satellite
divided into 52 for 15 seconds, of the 15 number made
quadratic least squares curve fitting. Then we take every
midpoint numerical number of 15s and set numerical
linear fitting of a total of 52 figures. The corresponding
result of the fitting is the value of REFGPS for 389.5th
seconds. The main purpose of the application of least
square method is to make the variance of measurement
results and the sum of squared residuals as a minimum.

5) The data processing software can complete
correction of the GPS signal path delay. Mainly include
the ionosphere, troposphere delay correction, periodic
relativistic correction, geometric distance correction and
clock correction [13], etc.

IV. THE RESULT OF ZERO-BASE LINE COMMON
VIEW COMPARISON

Experiment of zero base common view comparison
was carried in National time service center. Two receiver
antennas were set on the roof of the research building
where is without any shelter around but may be limited by
some small interference radio frequency devices. Two sets
of equipment are adopted 1 PPS and 10 MHZ which is
offered by the same rubidium atomic clocks as a reference
signal. The two sets of system are put in the same
laboratory using the same software, also the same
ionosphere and troposphere correction model. Equip ment
connection is shown in Fig.4.

:GPS a:ntenna @

-y A

Data transmisson . .
Time transfer receiver B

A

Time transfer receiver A

A

A A A

10MHz 1PPS 1PPS 10MHz

rubidium clock

Fig.4. Zero-base line common view comparison method

Zero-base line comparison approach is to point to
put the two time transfer receivers in the position close
enough and to orientate the coordinates of the two
antennas precisely [14]. The two receivers use the same
time and the same frequency signal as reference signal.

Zero-base line common view comparison can
eliminate the influence of ephemeris error, ionosphere
delay error [15], troposphere delay error and the
coordinate error of receiver antenna, primarily noises and
the internal delay change of receiver system.
Consequently, zero-base line comparison results can be
used to detect the stability of receivers' noises and inner
delay.

In the condition of having no accurate orientation for
the antennas' coordinate, we can acquire the zero-base
line alignment accuracy by subtracting the parameters
REFGPS of standard files outputting by the two receivers
and fitting the data by the least square method in the same
satellite, the same MJD and at the same start-tracking
time. As shown in Fig.5 that the comparison result of the
two devices in the MJD (56819-56820) has no evident
systemic change, with the data' RMS is 3.8ns. Thus it can
be seen that our equipment is equally matched the
international advanced common view receiver so far.
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Fig.5. The comparison result of Zero-base common view
V. CONCLUSION

This paper introduces that we use the time interval
measurement chip based on ARM platform instead of the
traditional time interval counter in common view system,
realizing device miniaturization. The preliminary
Zero-base line results show that alignment accuracy of
GPS common view receiver is about 3.8ns, which can
realize the high precision time synchronization between
base stations. Because of not having the receiver
orientated precisely, it may affect the alignment accuracy
to a certain extent. Also it may have the effect of random
error for not having the original data smoothing treatment.
We need to do further research of the data processing
algorithms and to measure the coordinates of the antenna
more precisely in order to further improve the alignment
accuracy of the common view system.
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Abstract -This paper presents a new mathematical for
random mixed-model two-sided assembly line balancing. To
minimize the cycle time of random mixed-model two-sided
assembly line with the given number of workstation, the
random mixed-model two-sided assembly line balancing
problem of type II is studied. The influence of random
factors on assembly line was convertedinto process time
influence in the paper. Combined with random changes in
product demand of different product, the united
comprehensive process time was worked outby the method
of weighted average. According to the comprehensive
process time, the processeswere rearrangedto different
workstations in the paper. To minimize the cycle time which
as the objectives of the mathematical programming model,
with constraints of process priorities, operational
orientation and others, the genetic algorithms is used to
work out the mathematical model. An instance of
mixed-model two-sided automobile assembly line was given,
which was optimized by the algorithm for optimization and
compared the results of optimization before and after. The
results verify the effectiveness of the algorithm for solving
mixed-model sided assembly line balancing problem.

Keywords-Assembly line
algorithms,two-sided assembly line

balancing,genetic

L.INTRODUCTION

Assembly line is a sequence of several connected
workstations convened in order to assemble different
parts to final products[1-3]. The two-sided assembly
line[4, 5] is a special type of assembly line in which tasks
are assigned to workstations placed on both side of the
assembly line. This type of assembly systems are used for
manufacturing systems with large-sized products such as
cars, buses, and trucks[6]. Mixed-model assembly lines [7,
8] allow for the simultaneous assembly of a set of similar
models of a product, which may be launched in the
assembly line in any order and mix. Random assembly
line is that each process time is an uncertain value in the
entire assembly procedure, and usually can only be used
to express in a randomly distribution function. In other
words, the influence of random factors on all the
assembly line can be converted to impact on the process
time. Assembly line balancing problem aims to assign
tasks to workstations in order to balance the workload of
the workstations. This paper mainly researches on
mixed-model two-sided assembly line balancing problem
under the influence of random factors.

II.THE ASSEMBLY LINE DESCRIPTION

In random mixed-model two-sided assemble line,
processes are usually arranged on the right-side or
left-side assembly lines and the longer operation time
which adding all processes time in a work position on
each side determines the cycle time of this work position.
And the longest operation time position among all work
positions determines the cycle time of the whole
assembly line. The two-sided assembly line problem of
this paper has the following assumptions[9]: @
allinputparametersoftheproblemareknown; (@) operation
idle time on a workstation cannot turn to another
workstation;@)one workstation can only complete one
assembly task by the fixed operator.

Inordertofacilitatetheexpression,itwillbelistedtherele
vantvariablesfollowing:tasksetPandP={1,2,...i}; P, =
{t;,

d} meanstheiprocessandeachprocesscontainsthetimeanddir
ectionofthesetwoproperties; Pg  means the  task
canbeassignedtotheleft-sidedor theright-sidedof
theassemblylineandassemblyline,P; € P;P;, and Py means
task is assignedtotheleft-sidedandright-side of
theassemblyline respectively, P, PR €
P;y; and o?arerespectivelythei-thaprocessofNproductsexp
ectedvalueandvariancetotheaverageoperationtimeandsetlo
cationjof P ontheassignedtask; T
Ty isthetotaloperationtimeofjandj’; P(i) is taski'alltheform
ersequencesetoftask; B; is aBooleanvariablewhichmeansst
ationj'available,if B is not null Bj =1,else B]- =
0 ;disoperatingposition, de{L, R,
E} ,Listheleft,Ristheright,Eis that
whethertheleftandrightsidesarefeasible;Sisrandomvariable
,itsvaluebelongstotherange(0,1); X,k is decisionvariable,w
hichmeanstaskiofnproductassignedworkstationserialnumb
€r; Xy meansthenumberofassignedtothepositionjandstatio
nw,operatingbearingtaskd; g, is the proportion of
product n in the total demands.

III.MATHEMATICAL MODEL

To minimize the cycle time with the given
workstation number, the mathematical model is built
which is based on the satisfaction of two-sided assembly
line’s constraints [10].

(1)The process cannot be divided, and can only be
assigned to a station.
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IV. THE DESIGN OF THE GENETIC ALGORITHM

R2)  (RS)

R,12)  (R7)

R.5) (R6)

(L,.4) (L,10) €6

Fig.1. Precedence Relationship Chart of Example

L. Wang et al.

In order to facilitate the expression of entire genetic
algorithm design process, this paper will combine an
example to genetic algorithm [11, 12] design. The priority
process relation diagram show in Fig.1.

(1) Designcode

The traditional gene expression matrix for 1*n, but
different encode is used in the paper. The traditional
chromosome is represented by only a row. In this paper,
chromosome is can be explained as a matrix with a 2*n
matrix, the process that matrix of the first line represents
the work elements; The second line represents the
corresponding process orientation constraints, and its
value is 0 (the process of the actual distribution to the
right) and 1 (the process of the actual distribution to the
left). An example is shown in Fig.1:

The assembly line process
{1,5,16,6,8,1,0,18,19,20,21,17, 15} on the left side of the
assembly line operation; The other assembly line process
{2,3,4,11,9,7,12,13,14,22} on the right side of the
assembly line operation, as shown in Fig.2.

PIST2 03 (416068 (119 10]18]19(2021| 7 |12{13]17|14|22]15

FLLJO 0oy { T jofoyr | r{rfryoj0oj0j1rjofoj|l

Fig.2. AChromosome of the Example

(2)Generatetheinitialpopulation

The generation of initial population is generated
randomly. Namely on the basis of the coding, coding of
chromosome is not the same each time, so the combustion
generated inside the body goes into a matrix, comprise
the initial population, the size of the initial population can
be set according to the needs of research[13].

(3)Decoding procedures

In the paper, genetic algorithm is used to solve the
model with mixed-model flow two-sided assembly line
balancing problem, as the name implies , decoding is after
coding, below the premise that in the previous step and
coding, decoding of the initial population.

Stepl:According to the existing conditions calculate
the beat.

T. T. T.
Cinin = max S;(ml ’ Slliml ’ 57«]‘("1?‘ ymax(t,;) ¢ (9)
2 2
N 1
Toum = Z Z tniDn (10)

N 1
Toumr = Z Z tniDn (11)

P(2,i)=0
N 1
Touwm = Z Z tniDn
12
n=1i=1 ( )
P(2,i) =

Among them, K is the number of workstations;
T sum is the sum of all process time; T suml is on the
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left side of the sum of all process time; T sumris on the
right side of the sum of all process time; t_ni is N kinds of
products of the ith a process time; D_n the nth demand of
products; P(2 , 1) is orientation constraint; P(2 , i)=0 1is
the right; P(2 , 1)=1 is the left.

Step2:Conduct  process  distribution.  Before
distribution must determine its position, starting from the
first position, one at a time distribution, working
procedures are also follow the coding sequence.
Distribution of each working procedure, we must
calculate the station time, if the current detail process of
time and the distribution of time, less than beat the lower

limit, the distribution process can continue to this location.

Otherwise, we need to open the next station. After
opening location decide whether it is the last station, if so,
the rest of the contractors that all processes are assigned
to the station.

Step3:Calculate Cycle Time. After the completion of
all process distribution, calculate the current beat, beat =
max (location). Compared to the current beat and lower
limit, if the beat is greater than the lower limit, the beat
on the lower limit should be according to certain step
length. Return to step 2.

Step4: Circulation. Loop Step2 and Step3 until beat
is equal to the limit. Finish decoding.

(4)Fitnessfunction

Objective function is minimize the production
rhythm for bilateral minimize beats the optimal
chromosome as an assembly line, assigned to a
workstation or so on both sides of the working hours is
equal or close as far as possible, each step of process time
if without a bigger difference, the best number is assigned
to the two sides of the process as far as possible close.

So the fitness function, as shown below:
100 I

fitness C + y (13)
OR
) 100 vy
fitness = < 7 (14)
Amongthem,Cisgetbeat;listhenumberofprocessesinth
eassignedtotheleft; r

isthenumberofprocessesinthedistributiontotheright. Weuse
formulal3when 1<y ;when 1>
v,weuseformulal4tocalculate.

(5)Operatorselection

The classic roulette wheel selection method is used
in the paper. By calculating the fitness of each individual
fitness value of the sum of the proportion size to
determine its descendants will remain. Individual the
bigger the fitness of the selected the greater the
probability that the more likely, it is to be preserved, On
the other hand thrown away.

(6)Crossoveroperator
The way of simple random cross crossover operation
is adopted, and the specific steps are as follows:

P1

c1
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Step0:Read a pair of chromosomes from the initial
population, P1 and P2, both matrix for 2 * i matrix, the
first behavior process of real Numbers, the second
behavior orientation constraint representation of a real
number which i is the number of process.

Stepl:Generate a random number k between 1 and i,
k - 1 gene P1 and P2 reserved before the information
remains the same.

Step2:k of P1 and P2 to the i a gene, the essence of
the cross is after the P1'i - k + 1 gene in accordance with
the order of the P2 to recode. In the same way, after the
P2'1-k + 1 gene carried out in accordance with the order
of P1 recode.

Step3:Cross generation and P1 and P2 there are both
similarities and  differences between the two
chromosomes of C1 and C2.

Combining with the example, arbitrary generated P1
and P2, random number k = 6, intersecting C1 and C2,
before and after the cross the following as shown in Fig.3
and Fig.4:

2 3 1 16 | 5 4 6 [ 11| 8 9 |10 18| 7 [ 1217 [ 19 |20 (21 [ 15|22 13| 14

Pl
0|0 1 1 1 000 1 0 1 1 00 1 1 1 1 1 o0 0

1 5 2 (16| 3 (18] 4 |19[20] 6 [10]21]7 8 9 |11 [ 12|15 |13 |17 |22 | 14

P2

0 1 0 1 01 0 1 1 0 1 1 01 [ 1 0 1 0 0

Fig.3.CrossingParentsPlandP2

1|16 | s | 4 (819|206 10|20 7|8 |9 |1 |[12]15]13]17]|2]|14

ofo vt fof{ v ||t foftr|tr]o|lt]olo|o|1]|o]|1|[o0]o

tls {263 (|46 |8 o] 7 |21 20| 20|15|2]13]|14

oftrfofrfoflrfjofofo|l1|lo|1]o|lo|1|1]|1]|1]|1]0ofo]fo

Fig.4.ChildrenClandC2

(7)Mutationoperator

The purpose of variation is to guarantee the diversity
of population, makes each kind of solution can be
produced, thus increasing the number of the feasible
solution. In this paper, the variations of the specific steps
are as follows:

Step0:Read from the
burning body P1.

Stepl:Generate a random between 1 and i positive
integer k.

Step2:P1 before k - 1 gene will retain the original
information.

Step3:P1 of i - k + 1 after redistribution in the
coding way get mutated chromosome C1.

The variations of before and after mutate results are
shown in Fig.5:

initial population inside

2 3 1 16| 5 4 6 " 8 9 1018 | 7 | 1217 | 19|20 |21 | 15 | 22 | 13 | 14

0 0 1 1 1 0 0 0 1 0 1 1 0 0 1 1 1 1 1 0 0 0

2 3 1 16| 5 4 6 0] 1 7 8 18 (19| 9 20 |21 |12 | 156 | 17 | 22 | 13 | 14

0 0 1 1 1 0 0 1 0 0 1 1 1 0 1 1 0 1 1 0 0 0

Fig.5.ChromosomesThatBeforeandAfterMutain

(8)EndCondition
Programterminationconditionsforoperation,thebeatc
onvergence,ortoreachacertainnumberofiterations,thedeter
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minationofthenumberofiterationsthroughmanytimestorunt
heprogram,finallysettled.

(9) Validatearithmetic

The designed algorithm is feasible and effective,
compared with other algorithms will be able to get more
optimal solution, the algorithm validation.

Take the example verification[14], and comparing
the calculation results of the original documents.

The original documents obtained by the beat and
obtained by the author himself are 660 (with a working
procedure of finish time for 660, according to the
principle of working procedure is divided into the
smallest rhythm is the process time), but the optimized
smooth index fell from 81.07 to 76.99 is showed in Table

L. Wang et al.

I, as you can see, the designed genetic algorithm is
effective.

V.EXAMPLE

Former Y automobile manufacturing company C on
an assembly line is equipped with a long period of 10, 20
workstations. This enterprise production program of its
capacity for H = 100000 units/year; Working days D =
251 days a year; The number of hours per shift work T =
8 h; The current utilization of man-hoursto Y = 0.87; N =
2 two shifts a day. Calculated in radix F =N*D*T*Y =2*
240*8*0.87 =3333 (h); Production rhythm t = 60 {/H = 60
* 3333/100000 = 2 (min/Taiwan). C assembly line
assembly diagram show in Fig.6:

TABLE 1
COMPARISON OF THE TWO SOLUTIONS

Workstation (side) Solution of the original literature

Solution of Genetic Algorithm

g

Processes on each workstation __ Time of workstation(s) _ Processes on each workstation __ Time of workstation(s)
1(1st left) 2,4,12 591 2,8,9,21,25 631
2(1st right) 1,10,24,5,21 657 1,10, 12,22, 24 611
3(2st left) 3,15,17,18 650 4,6,13,17,19,27 622
15(8st left) 56, 58 508 56, 58 508
16(8st right) 55,57 508 55,57 508
owd — e gsurveyonthisassemblyline20w orkstationrecord,tomeetthe
requirementsoftheprecision,sel ectabsoluteaccuracyE=3%,
o _ calculatethenumberofobservati onsfor464times,andthereco
rdeddataaredatafittinganalysisw orkstationhomeworktimeo
- beythenormaldistribution.Duetotheoperationbetweenthepr
Leit N0 L workptaon . . . .
ocessareindependent,sotheprocessofoperationtimeis
Postion 1 . . . . . .
I P | alsoobeythenormaldistribution,takingthemeanoperationti
i meofeveryworkasaproduct,processtime,asshowninTablell
_______________ TABLE 11
PROCESS TIME OF EVERY PRODUCTION ABOUT C ASSEMBLY
LINE
e = Process Process time of different
. C . ¢ Name of process products(s)
Fig.6.Assembly Schematic Diagram of C Line number A B C
As can be seen from the Fig.7, the existingscheme Fix front decorative
. . 1 18.07 17.82 26.17
has many unreasonable place, the whole assembly line is plates
not balanced, in the present set of beats C = 120 S 5 Assemb}etf“’m'leﬁ 554 26.55 17.78
. . S plates
ﬂuctugtlng amplitude is bigger, small to 75.84 S- to 75.84 X Assemble front-right . o> 17 7
S, which is beyond the beat of the workstation is the 11, plates : : :
so will often lead to stop line, productivity is low.
Cur igned workstati ion time
160, 00 N
5 - 108 Paste engine 1775 22.90 6.48
E G warning signs
i 109 Pastebrake wamning 19 35 5780 2525
E signs
g e 110 Fix front door 11.84 2176 1548
.g 60.00 armrests
X 40.
=

&
=

e
2

1 2 3 4 5§ 6 7 8 9 10 11 12 13 RIS 1817 12 19 D
WORKSTATIONS

Fig.7.TheBarCharofWorkStationTimeaboutCurrentOperationScheme
Cmixed-modelflowbilateralassemblylineproductiono
fA,B,Cthreeproductsneed1 10procedures,takeworksamplin

Cbelongstothemixed-modelflowassemblyline,thepro
ductionofA,B,Cthreevarieties, thedemandofeachvariety,ift
heproductioncycleforAmonth, throughtheworksamplingan
dthemethodofmathematicalstatisticsfoundthatthedemando
fproductA,B,C,respectively,toobeylambdaA=300,lambda
B=200,lambdaC=360Poissondistribution(specificdataproc
essinginthispaper,donotdothis).UsingMATLABaccording
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tothedistributionofrandomlygeneratedA,B,Cthreevarieties crossover and mutation operation to produce two
ofdemand,productionMtimes. Astheresearchobjectofmixe individuals and deposit to the new populations. Repeat
d-modelflow,combinedwiththedemandoftheuncertaintyan the process until a new population of individual number
dthevarietiesofprocesstimeisdifferent,sotocalculatetheinte N.
gratedprocessoftime,toconverttherandomuncertainty,sotha Step3:The new offspring population set to replace
tthefollow-upwork.Accordingtotheactualsituation,compre the original population, according to the fitness value
hensiveprocessoperationtimecalculationformulaofsuchast from big to small order.
ype(15): Step4: Inspection algorithm termination conditions
1 M YNt Do (set algebra) evolution, if satisfied, the output termination
t; = i ZN—D (15 algorithm and the optimal solution. Otherwise, return to
m=1 “n=17nm Step2.
Whichiisprocess,itsscopefori € This paper run genetic algorithm to get beat mean
[1,110].Nforthevarietiesofproducts,itsscopeisn S and minimum track as shown in Fig.8. o
. L . B 2 [ i
[1,3].mforthefirstmtimecalculation,itsscopeism S B e e e -
(1,m].Thisarticletaketherandomlygenerated 1 00groupsofd EECIORSCE TR =]
ata,namely,M=100.Thispaperrandomlyproduce100setofda 1035 - : - :
ta(duetotherandomnessofthedataofproductionandproducti 0
ondataaregenerallytovaryeachtime,therefore,inthispaper,t !
hestochasticproductiondataisnottodoadetaileddescription), —
throughtheformulal 1 Oproceduretheaverageoperationtime -
calculationintocomprehensiveprocessoperationtime.Assho
wninTablelll: = 1
TABLE III el E
COMPREHENSIVE PROCESS TIME 1028
Process Name of process Compreh'ensive . s ! ?
number process time(s) = 1! A = g Gl Lo
1 Fix front decorative plates 21.40
2 Assemble front-left plates 15.49 Fig.8. Tracing Figure for Aver?lge Cycle and Min Cycle in the
3 Assemble front-right plates 16.54 Computation Process
) 2)After using genetic algorithm in the MATLAB software
programming to solve the target:
168 Pasteengine \;varning signs 14:21 functioq [obfv]=obfv(Chrom,T_average,C0)
109 Pastebrake warning signs 23.77 [m,n]=size(Chrom);
110 Fix front door armrests 15.64 w=1;
while w<=m/2
A.genetic algorithm PO(1,:)=Chrom(2*w-1,:);
1)Algorithm process P0(2,:)=Chrom(2*w,:);
Step1:Determine the size of the population of N, use obfv(w,:)=decoding_main(T_average,C0,P0);
the initial population is randomly generated way. w=wtl;
Initialization is completed; compare all the individual end
species, according to its fitness value from big to small. The optimized solution was calculated as shown in

Step2:Use the method of roulette wheel selection. Table IV.
Select two individuals in the population as a parent,

TABLE IV
SOLUTION TO BALANCING PROBLEM OF TYPE Il FOR LINE C
Position | Workstation P‘rocess Processes on workstation Position | Workstation P.rocess Processes. on
time(s) time(s) workstation
1 1 90.3504 1,2,4,6,8 6 6 100.2353 53, 57,58, 59, 60, 65
11 95.6772 3,5,7,9,11, 13 16 98.0637 72,73,74,78,79
2 2 101.0747 10,12, 14,16, 17, 18,19, 20 7 7 95.853 66, 67,68, 69, 71,75
12 101.8354 15,21,22,23, 25 17 97.9428 84, 86, 89, 91
3 3 89.0099 24,26, 28,32, 36 8 8 86.7575 76,717, 80, 81, 82, 83
13 102.1121 27,29,31,33,35,47 18 88.68 64 93, 94, 95, 96, 97
4 4 100.8707 30, 34, 38, 40, 46, 48 9 9 88.2129 85, 87, 88,90, 92, 99
14 96.581 37,39, 41, 43,45, 49, 54 19 102.436 98, 100, 101, 102, 103
5 5 97.3211 42,44, 50,51, 52, 55 10 10 33.0291 106, 107
15 94.8785 56, 61, 62,63, 64,70 20 93.7672 104, 105, 108, 109, 110
According to the Fig.7 and Fig.9, we can see each
B. The analysis of C assembly line beats contrast before workstation is the production time before optimization
and after optimization fluctuation is bigger from the whole, the optimized

production time is relatively balanced for each station,
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always stay at around 100 have smaller amplitude
fluctuations, except individual station (station 10), and the
optimized time of the work at various workstations are
much lower than the original.

N L . R BAfter
Waorl P time companing before and after optimization | gpefore
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Fig.9.The Bar Char of WorkStation Time after Optimizing

The original time biggest workstation, namely the
beat of 144.45 S; Optimized workstation biggest time that
beat reduced to 102.44S, obtained the effective
optimization; And the assembly line balance rate was
improvedfrom 88.18%to 95.75%; At the same time it also
shows that this algorithm the -effectiveness of the
mixed-model flow two-sided assembly line balancing
problem.

Processes to different workstations, minimize
assembly beat as objective function, and the
corresponding number sequence model is established.
Through reasonable design of genetic algorithm is used
for its operation, it is concluded that the Y car model with
mixed-model flow bilateral beats from 144 s on an
assembly line, optimization in the 104 s, the beat was
reduced by 27.78%, which proved the validity and
reliability of the algorithm to solve the model with
mixed-model flow bilateral assembly line balance
problem provides a new way to provide the basis for the
actual production operation

VI.DISCUSSION

Inthispaper,therandommixed-modeltwo-sidedautom
otiveassemblylinebalancingproblemofY Companyisthetar
gettostudy.Random factors make the process time obey
the normal distribution and convert the influence of
random demands on assembly line balancing into process
time influence. Considering those influences, this paper
use the method of weighted average to revise the process
time and the uncertain process time was converted into
certain comprehensive process time.Under the condition
of the workstation number, that process to satisfy the
constraint conditions and reasonable distribution of
different workstations, minimize assembly cycle time[15]
as objective function, and use genetic algorithm to design
and calculate the results, which provide a new way to
solve the random mixed-modeltwo-sided assembly line
balancing problem andprovide the basis for the actual
production operation.
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Abstract - In this paper, we analyze the production
capacity and production decision issues in remanufacturing
situations. A two-period model is introduced, in the first
period, manufacturers produce and sell new products by
using raw materials; in the second period, manufacturers
produce new products and remanufactured products
simultaneously by using used products recycled at the end of
the first period. Under the circumstances that whether the
demand for the second period products is greater than/less
than the amount of recovery products which can be used for
remanufacturing is uncertain, using manufacturers’ capacity
preparation in the two periods to get the optimal decision
and the profit of manufacturers. By the way, we analyze the
impact of each parameter on manufacturers’ optimal
decision variables. According to the optimal decision
variables and profits in different conditions, we make
parameter value simulation analysis.

Keywords - Capacity preparation, logistics and supply
chain management, production decision, remanufacturing

I. INTRODUCTION

Product recycling and remanufacturing issues have
become hot issues of closed-loop supply chain researches
in recent 10 years, among which some researchers don’t
take capacity preparation factors into consideration. Ferre
and Swaminathan (2006, 2010) study two-period and
mu lti- period models with one OEM and one independent
remanufacturer, they investigate the effects of various
parameters on equilibrium prices, profits and
remanufacturing activities, analyze the process of
manufacturers manufacture new products in the first
period then not only manufacture new products but also
produce remanufactured products simultaneously in the
second period, to study remanufacturers’ decision-making
problems when there exist differences between new
products and remanufactured products (21, Cao et al
(2010) set up a two-stage dynamic game model, using a
single cost function class to study the competition
between the manufacturers and remanufacturers when
they simultaneously enter a market with consumption
transferring [*]. Majumde and Groenevelt (2001) [,
Ferguson and Toktay (2006) 31, Mitra and Webster (2007)
6] set up two-period models to study manufacturers’
remanufacturing activities too. Based on the above
research backgrounds and features of realistic products’
life cycle, we divide it into a two-period model: in the first
period, manufacturers just use new materials to
manufacture and sell new products, products are in their
initial sales and some products will retire for reaching
their life cycle at the end of the first period; in the second
period, the quantities of EOL (End Of Life) products
available for recycling are the sales of the first period,
manufacturers separately use new materials and recycled

EOL products to produce new products and
remanufactured products and then get them onto the
market, the upper limit of remanufacturing capacity is the
amount of recyclable retired products in the first period,
ie. sales.

Among them, studying remanufacturing activities in
consideration of capacity preparation has also been a
hotspot in recent years. Franke et al. (2006) consider the
remanufacturing capacity preparation issues in the mobile
phone industry; they introduce a linear programming
model to study issues of capacity preparation and
production method planning [7l. Georgiadis et al. (2006)
take the product life cycle and the recovery mode into
account, analyzing remanufacturing activities in capacity
shrink and expansion conditions; finally, they use system
dynamics method to analyze the capacity planning
problems 81, Debo et al. (2006) take product life cycle and
capacity preparation into consideration and study the
impacts of product diffusion rate on the capacity
requirements of new products and remanufactured
products, whose capacity preparation demand are
analyzed specifically [°1. Rubio S and Corominas (2008)
find by modeling that the capacity preparation in
manufacturing and remanufacturing activities can be
adjusted in a given demand environment [1%]. Yun Liang et
al (2013) mainly study the optimal pricing strategy under
the premise that closed-loop supply chain are faced with
capacity constraints and limited recycling material and the
new products can replace remanufactured products, then
calculate and analyze the profit level of the supply chain
participants and the whole supply chain [''l. Li et al. (2012)
analyze a two-stage supply chain, in conditions that the
capacity is limit and the manufacturer is in a dominated
state, when the manufacturer’s maximum production
capacity reach the threshold, the entire supply chain are
not affected by the capacity constraints; when the
manufacturer’s maximum production capacity is smaller
than the threshold, the manufacturer raises the wholesale
price, the retailer reduces the order quantity and the
manufacturer’s profit, the retailer’s expected profit and the
expected profit of entire supply chain all decrease ['2].
Caner et al. (2013) set up a two-period model that
manufacturers produce new products in the first and
second period, products in the second period are
remanufactured based on waste products recycled at the
end of the first period, then further investigate the capacity
and production decisions on remanufacturing plans under
the assumption of product homogeneity [131.

We can see from related researches above that
capacity preparation issues of manufacturers are valuable
and are worthy of researching. Manufacturers need to
produce new products and remanufactured products
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simultaneously, while the two products will share labor
resources, production facilities, equipment and warehouse
space etc. How will manufacturers distribute the capacity
among new products and remanufactured products when
the demand and the supply are not matching? What’s the
impact of capacity preparation size on manufacturers’
product quantity and profit? In view of these questions, a
two period model is introduced to analyze both
manufacturers’ new product production in the first period
and manufacturers’ remanufactured products production
and new products production simultaneously in the second
period. Finally, we explore the optimal relevant decision
variables of the two periods.

II. PROBLEM DESCRIPTION AND SYMBOLS

A. Problem Description

This paper analyzes a manufacturer produce new
products (umbrella) and get them onto the market in the
first period according to its capacity preparation, the
length ofthis period corresponds to the working life of the
product(umbrella); at the end of the first period, some
parts (umbrella stand) of the product would be recycled;
what’s more, in the second period, manufacturers continue
to produce new products and remanufactured products
simultaneously (using recycled umbrella stand and cloths
prepared by themselves to conduct remanufacturing
activities) according to customers’demand.

To analyze and explain the model more clearly, some
assumptions are introduced before presenting the model.

(1) In the first period, manufacturers produce and sell
new products (umbrella) according to their capacity
preparation, all capacity reserve are used for the
production of new products; in the second period,
manufacturers produce new products and remanufactured
products(umbrella) simultaneously by using waste
products (umbrella stand) recycled at the end of the first
period.

(2) Manufacturers make decisions under the premise
of  completely  knowing  consumers’ demand,
manufacturers are comp letely rational and the goal of their
decisions is to maximize their own utilities or profits.

(3) Assuming that consumers’ perception of using
new products and remanufactured products are
homogeneous.

(4) In order to make the manufacturing process of
new products and remanufacturing products have
economic sense, this article assumes that c,<c, .

(5) In the first period, customers’ demand function
for new products is: D, =M, —a p,

(6) In the second period, customers’ demand function
for new products and remanufactured products is
Dy=My=a;py

(7) The utility functions of the first period and the
second period are:

Max;z—l (qln) = (pl _Crz _CQ)qln +ﬁ”; (1)

Maxr,(q,,,9,,,0,,0,)=(p, —¢, _CQ)an +(p,—c, _ch)qu' @

F, Tan et al.

B. Symbols
M, & w, refer to the market size of the first period

and the second period respectively; ai and az are price
sensitive coefficients, p1 and p2 are prices.

Co is the cost for manufacturers to make capacity
preparation  for producing new products and
remanufactured  products. ¢, is the cost for

remanufacturers to make capacity preparation for
producing remanufactured products (umbrella), such as
the cost for cloths prepared by remanufacturers,

CQ = C‘Qn =+ CQ}" .
7q,, is the quantity of recycled products (umbrella

stand) which can be used for remanufacturing.
0, is the amount of capacity preparation for the first

period, ¢, is the amount of capacity preparation (the

quantity of recycled products which is available for
remanufacturing) for the second period that be similar

with g, . 0, is the amount of capacity preparation (e.g.

cloths prepared by manufacturers themselves) matching
with 74y,

C, is the unit cost of new products in the first and

second period, C, is the unit cost of remanufactured
products.
Let 7€ (0,1], it shows the proportion of the

recycled products suitable for remanufacturing ie. 7 is
the effective recovery rate.
[ is the discount factor of the second period.

y is the ratio of the recycled part (ie. umbrella
stand) can be used for remanufacturing.

II. MODEL FORMULATION

A. The equilibrium solution on condition that consumers’
demand for the second period products p, is less than

the quantity of recycled products which can be used for
remanufacturing.
At this time, D,<zq, . Due to an oversupply, as a

rational actor, the manufacturer would not produce new
products on account of remanufacturing cost advantage,
they would only remanufacture products; at this time,
demand

customers’ 4, =Dy , a4y, =0 , the capacity

preparation needed for remanufacturing is 0. , ie.
0, = D, . Then, the manufacturers’ optimal decisions in the
two periods are respectively obtained as follows:

Maxz(q1,) = (P — ¢, —€g)dy, + 3)
Max7y (43,0,-Qy Q) =Py =y =)y H(Py =€, =60, ),

= M2_D2 _Cr_CQr D2 (4)

a
2
The equilibrium solution is obtained as follows:
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Ml—al(cn+cQ)

0" <ty 5)

0, =4y, =0 (6)

0 =45, =D, (7)
. 2

et o, 8

ﬂ;{’”zaj’z 70,6@]02 (9)

. .. . . M, -a,(c, +cp)
This condition is: D,<rq,, , ie. D2<r/%ng.
B. The equilibrium solution on condition that consumers’
demand for the second period products b, isequal to the

quantity of recycled products which can be used for
remanufacturing.

At this that

remanufactured products produced by manufacturers in
the second period is exactly equal to the amount of
consumer demand, in order to maximize profits, the
manufacturer would rather remanufacture products than
produce new products. At this time, customers’ demand

time, D, =g, On account

Dy =14y, 1.6. 4y, =wq,, 4, =0. 0, is the capacity
preparation required for manufacturers’ remanufacturing,

0,.=m4y,, . Then, manufacturers’ optimal decisions in the

two periods are respectively obtained as follows:

Maxzy (41,)=(P~¢,,~¢0)d1 BT (10)
*
Maxmy (4359975 2> Q) = (g — € = ‘0 Vg, +(py =¢p = Cor )43,
My, (1
7 T_Cr “or 70
The equilibrium solution is obtained as follows:
% % a2[Ml | (cn +CQ )]+alﬁzy[M27a2 (Cr +c, r)]
- - 12
e i 2(a2+alﬂz'272) ( )
O —a’, —0 (13)
* %
O, =4y,
ayer My —ay (c, +g Wea B2y [My—as (c,. +epl (14)
- 2(a2+a1ﬁr272)
2
N |:a2 [M1701 (cn +CQ)]+a1,BTy[M27a2 (Cr +ch )]} 15
= 2 2 ( )
4ala2 (a2 +alﬁz‘ 7<)
« (Zaz +a1ﬂr272 )[sza2 (Cr +CQr )]711217/[M1 -q (cn +CQ )1
2= 4a2 (a2 +a1ﬂr272 )2 : (1 6)

{alﬁzzyz [My-ay (c, +eg, +aym M) -q (e, ) )]}
The condition is: D,=#g,,, , i.c.
’ _azzy[Ml—al(cn+cQ)]+alﬁ12y2[M2—a2(cr+c )]

2
2(a2+a1/;’1272)

C. The equilibrium solution on condition that D,>mq,
consumers’ demand for the second period products D, is

greater than the quantity of recycled products which can

be used for remanufacturing
At this time, D,>pq, . On

remanufactured products produced by manufacturers in
the second period is less than the amount of consumer
demand, in order to maximize profits, the manufacturer
will produce new products in the second period, at this
time, customers’ demand for remanufacturing products
45,=749;, » customers’ demand for new products is gan,

account that

4y,=D,-7q;, » capacity preparation required for

manufacturers to produce new products (umbrella stand)

is 0,, 0, =4y, . The capacity preparation needed for

new products and remanufactured products production by
using cloths or other materials is Q.=rq,,+q,,. So the

optimal decision in the two periods is obtained as follows:

Mwml(qln):(pl_cn_cQ)qln+ﬁﬂ; (17)
*
Max”z(‘lznan,aQnaQr)
=(py =y =cglgy + (P =€ =€), (18)
M~ -D. M~ -D.
2 72 2 72
The equilibrium solution is obtained as follows:
o M, —a, (¢, +c)+a, fry(c, +cpy—C,.—Cry,.)
Q:qln: 1 “1""n "0 12 n' QO “r “Or (19)
. N ty[M,—a,(c, +cH)+a, fry(c, +cqH—c,—Cch. )]
0 =43, =Dy 574}, =Dy ———— LT 1L T_L'= (20)
% * *
0, =791, + 42,70 (21)
2
ﬂl*:[Ml—al(cn+cQ)+a1ﬂzy(cn+cQ—cr—ch)] +ﬂD2 M,-D, e (22)
4a1 ay n -0

”;:W(Cn +e9=¢, g, M, —ay (cn+cQ)+a]ﬂ27(0n =6~y )l D [M -D.

3 P ‘»1*091(23)

.. . Dy>ryq .
The conditionis 2 "' je.

T}/[M1 -q (cn +cQ )+a1ﬂ17(cn +CQ*Cr ~or )]
2 2

IV. EQUILIBRIUM SOLUTION ANALYSIS

The decrease of remanufacturing cost C; in the
second period will lead to the increase of remanufacturing
products quantities. When D,<zg, , owing to an

oversupply, the remanufacturing cost Cr wouldn’t affect
the products quantity and capacity preparation of the first
period. When b, >17yq, , in the case of short supply,
manufacturers will try to increase the capacity preparation
and product quantity of the first period by reducing
remanufacturing cost so that the amount of useful
recycling products in the second period will increase.

The increase of new products cost in the first period
cn Will cause a decrease of the new products production

q;, and the production capacity ¢ and show a reverse
relationship with the quantity of the second period
remanufacturing productsg;, . Owing to the increase of
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manufacture cost c,, manufacturers choose to produce

fewer products, thus the first period capacity preparation
of will decrease followed by 4 , so the amount of

remanufactured  products 45 decline.

There is an inverse relationship between the unit cost
of capacity preparation <o in the first period and the
amount of capacity preparation Ql* . Obviously, because
the capacity preparation ¢ is quite few, the new

products quantity of the first period 4, will decrease
with the The

remanufacturing capacity preparation of the second period

decreasing of <o increase of

<or will cause the amount of remanufacturing products

S tod
q,, todecrease.
When D,<q, , the recovery rate 7 almost have no

impact on the first period capacity preparation ¢f and
the quantity of new products. When D,2zyq,,, owing to

the cost for remanufacturing is lower than manufacturing,
customers will prefer to buy remanufacturing products,

*

2r
increase progressively, so manufacturers will increase the
recovery rate 7 of products in the first period, the
capacity preparation of the first period and the quantity of
new products.

thus the demand for remanufacturing products ¢ will

M, the market size of the first period, it is positively

correlated with its products quantity 4 . The larger the
market capacity of the first period, the greater customer
demand for new products q:n, thus the amount of
capacity preparation will increase progressively.

When D, =g, , the market size of the second

period u, can make the total production of the second

. * . .
period g,, increase progressively.

TABLE I
THE OPTIMAL DECISIONS UNDER DIFFERENT
CIRCUMSTANCES
Dy<mrqy, Dy=trqy,, Dy>trqy,

o 23 26 24
aj, 23 26 24
q;n 0 0 D,-14
0, D, /3 14 14
o 0 0 D,-14
o D, /3 14 D,
7| 700+ 3Dy (89 - 4Dy) 2150 984+1D) (85-4D))
e %D2(89—4D2) 759 24+%DZ(85—4D2)

We can see from Table I that when D,<zq,, both

manufacturers’ decision variables in the two periods and

F, Tan et al.

its optimal profits are the minimum. So in this case, there
is an oversupply of remanufacturing products in the
second period, owing to remanufacturing cost advantages,
manufacturers would remanufacture products at this time
rather than manufacture new products, and customers will
choose to buy some remanufactured products. Accordingly,
manufacturers’ capacity preparation in the first period
won’t be too much and the profit won’t be so high.

Detailed numerical calculation results are shown in
Table L.

When b, =zyq,,, in order to maximize their profits,

as rational actors, manufacturers won’t produce new
products in the second period, for reason that the supply of
recycled products which can be used for remanufacturing
exactly meet customers’ need, customers’ demand at this
time will increase a bit in comparison with condition 1, so
manufacturers’ optimal capacity preparation as well as
their new products production in the first period will
increase a bit. In the two-period production process, there
are no materials or products wasted. Manufacturers’ profit
increased in these two periods in comparison with
condition 1.

When D,>zq, , the amount of recycled products

which can be used for remanufacturing cannot meet the
demand of consumers; manufacturers will choose to
produce new products to meet the needs of the consumers
in the second period. Since remanufacturing activity has a
cost advantage and manufacturers have to make capacity
preparation for new products, this will bring some costs,
thus manufacturers’ new products production at this time
would notbring them too much profit.

V. CONCLUSION

This paper mainly studies in the remanufacturing
supply chain that manufacturers manufacture new
products and drive them to the market in the first period
according to their capacity preparation; in the second
period, manufacturers will make a rational choice between
new products production and remanufactured products
production on conditions that both customers’ demand for
products and the amount of recycled products which can
be used for remanufacturing are uncertain, they will make
capacity  preparation and choose to  conduct
manufacturing or remanufacturing activities according to
consumers’ demand. A two-period model is developed to
find manufacturers’ optimal two-period decision variables
and profits under different circumstances. Finally,
numerical simulation calculations found that when the
amount of recycled products which can be used for
remanufacturing is greater than consumers’ demand,
manufacturers’ two-period profits will be relatively low,
manufacturers will cut down their capacity preparation in
the first period so as to reduce their loss; when the amount
of recycled products which can be wused for
remanufacturing is exactly equal to consumers’ demand,
manufacturers’ profit will be relatively high, reasons are
that there are no capacity preparation waste and resources
waste in the two periods; when the amount of recycled
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products which can be used for remanufacturing is less
than consumers’ demand, in order to meet the market
demand, manufacturers will choose to produce new
products in the second period, while in comparison with
condition 2, manufacturers’ profit won’t increase too
much owing to the remanufacturing cost advantage, so,
manufacturers can only increase their profits by increasing
their capacity preparation in the first period.

We make analysis under the assumption that the
market demand is certain, while how to analyze when the
market demand is uncertain i.e. to do research with
random variables description is the direction of our future
research.
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4bstract — A study on simulation fidelity, utility and cost
is conducted to address simulation quality issues in Discrete
Event Logistics System (DELS) context. First, a simulation
lifecycle management (SLM) framework is constructed.
Spedally, the concept of fidelity is brought into the
framework. Then, simulation fidelity, utility and cost are
divided into multi-dimensions each according to DELS
simulation features. Third, a dimension decomposition based
relationship analysis between Fidelity-Utility and Fidelity-
Cost is presented. A Utility-Fidelity mapping method is used
to map simulation objective into fidelity requirement (FR).
Fidelity design (FD) is strictly based on this FR, and
simulation design is in turn based on FD. Finally, a Utility-
Cost management model is presented to show how well a
simulation implementation is done. The SLM framework is
effective in guiding the simulation to achieve reasonable
balance between utility and cost, which falls into the cost-
effective equilibrium zone in the Utility-Cost management
model.

Keywords - Cost, DELS, fidelity, simulation, utility

I. INTRODUCTION

Despite the wide use of discrete event simulation
(DES) in Discrete Event Logistics Systems (DELS)
planning and design!!?], the issues about the quality of
simulation application are left unstudied. In a way, the
quality of a simulation study can be evaluated by
simulation utility (SU) it achieves and simulation cost (SC)
it spendsPl. The lack of understanding about SU and SC
leads to two kinds of consequences: insufficient SU and
unnecessary high SC. Insufficient SU, in turn, usually
results in large errors or even invalid simulations, and/or
inefficiency in simulation modeling. This is why a study
on Utility -Cost (U-C for short) equilibrium is valuable.

Fidelity (F) is the main drive of SU and SC. In
general, the higher the fidelity, the higher the SU, and
inevitably the higher the SCI*II5] thought this is not always
the case due to the nonlinear relationships between F-SU
(F-U for short) and F-SC (F-C for short). In this paper, the
relationships between F-U and F-C are explored in DELS
context, and a U-C model is built to address DELS
simulation quality problems.

II. METHODOLOGY

A. Framework and perspective

For simulation quality, the lifecycle management of
simulation is of great importance. A framework of
simulation lifecycle management is given in Fig.l. It

" This research is supported by National Natural Science Foundation of
China (Grant No.61104055)

includes four stages: simulation preparation, simulation
design, simulation imple mentation, and simulation quality

management. How the simulation is prepared and
designed largely decides the quality of a simulation study.
Simulation T Fidelity design E
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Fig.1. Framework of simulation lifecycle management

B. Conceptsand dimensions
1) Fidelity and its dimensions

Generally, fidelity tells how well the simulation
system represents the object systeml®l7], The concept of
fidelity is recognized as early as 1960’s. It was studied in
the following half century, but still remains as a nebulous
term used by simulation community. It could be the
model itself, the behavior of the model or the simulation
execution results®IPl, In this sense, simulation fidelity is
divided into experiment fidelity and model fidelity.
Experiment fidelity tells how the simulation experiment
scheme is designed to achieve the simulation objectives,
while the model fidelity tells how well the model
represents the object system. A simulation system with
high model fidelity is capable to serve a simulation
analysis with low experiment fidelity, though this is not
economical, but a model with low model fidelity could
not serve a simulation analysis with high experiment
fidelity101,

Theoretically, model fidelity is defined as the ratio
between the simulation world and the object real world
(existing or imagined reality)['!]. See formula (1).

o Ms
Fidelity v

R

M

Where M5 is the simulation model and Mk is the reference
model abstracted from the understood reality.

Simulation application in DELS domain is different
fromtraining field{!2]l13], There is no hardware and/or man
in the loop. The object system is usually a compound
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future system integrated by a set of queuing, inventory,
transport network and other kind of systems. Usually, the
purpose of simulation is to understand, analyze, evaluate
and/or optimize the system. Based on the features of
DELS simulation, fidelity is divided into the following
dimensions as shown in Fig.2.

Sub-systems

2
° Components
E — Structural -
= Entities Position
[ 2 Shape
z é Structural features Size
©
= i Autogenetic logic Etc.
,5 = Time-driven logic Flow sequence
5} . . . L
“g = [ Logic Interactive logic Triggering
& :; Strategies Mutual restrictions
- L% ] Algorithms
<
S Sights
=
. Sounds
— Sensorial u.
Tactile
Etc.
— Temporal — Time features of all discrete events

Fig.2. The dimensions of simulation fidelity

2) Simulation utility and its dimensions

Simulation utility is a blur and elusive concept, like
fidelity itself. In a narrow sense, SU indicates how well a
simulation implementation works for the given simulation
objective pre-determined from a default viewpoint of the
user. But a broader view of SU means more. In this study,
the SU is divided into the follow dimensions shown in
Fig.3. The relationships between different dimensions are
complex. Some of the dimensions are correlated with
others, while others could be regarded as independent
elements. For example, the reusability is positively
correlated with timeliness, while the interoperability is
rather independent.

Structural parameters: u,,
o Decision variables: u,,

— Validity: U,

Performance parameters: u,,,
— Accuracy: U,

Logic relation: u,,
—— Timeliness: U,
— Sensorial: U,

For user

— Interoperability: U,

Utility

— Reusability: U,
— Reconfigurability: U,
— Compatibility: U,
— Flexibility: U,
— De-redundency: U,
Fig.3. The dimensions of SU

3) Simulation cost and its dimensions

Simulation cost, as a concept, is much clear than SU.
The resources used and the amount of time and manpower
spent in simulation are the actual cost, which is usually
measured in monetary value. A simulation is always
expected to be cost-effectivel4],

But when considering quantitatively cost evaluation,
SC issue becomes much more complicated. It is difficult
to measure SC in terms of monetary value based on time

For supplier
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and manpower spent because of the random and uncertain
factors, such as intelligence, experience and skills.
Objective measures are needed. In DELS context,
investments for hardware, such as computers and software,
are easy to be evaluated. The time and manpower cost in
DELS sinmulation is spent in the simulation activities. In
this sense, the essential activities in modeling and
simulation (M&S) are the objective cost of the simulation.

Each of these M&S activities contains two parts: time
to “know how” and the time to “do it”. The two parts are
usually disproportionate. The first part could be much
greater than the second part. And the time for “know
how” could be largely reduced by certain methods, skills
and experiences.

Here, SC is divided in the dimensions shown in Fig.4.
The dimensions are correlated. For example, if the
computer has a higher configuration, the time to run the
simulation could be reduced.

Hardware
Resources *E Software

Space etc.

Intelligence
Manpower {
Labor

To know how
Time
{ To do it

Fig.4. The dimensions of SC

Simulation cost

C. Relationship analysis and mapping
1) Relationship between F-U

Fidelity Simulation utility
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Fig.5. The relationship between F-U
Basically, the relationship between F-U is classified
into three types: positive, negative and random correlation.
See Fig.5. The complexity of the F-U relationship comes
from two aspects. First, the model fidelity dimensions are
not strictly independent. For example, the logic dimension
is related to structural dimension. Second, the relationship
between fidelity dimensions and utility dimensions is not

clear.
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An effective approach to understand the relationship
is to split the correlation function into two parts based on
field experience: the linear part and the nonlinear part. For
example, the relationship between utility of validity (Uh)
and the logic dimension of fidelity (f/) is defined as
formula (2).

U=F(f)+FA(f)+G 2
Where F| is the linear part, /> is the nonlinear part, and G
is the part for other dimensions of fidelity.

Detailed analysis between each dimension of fide lity
and dimension of simulation utility is carried out based on
typical distribution center (DC) logistics system examples.
There are random and uncertain factors for each DC
examples. No common relation functions can be found for
a general definition of F-U relationship. But it does have
similar features for similar DC logistics systems. Therefor,
the relationship analysis between fidelity and utility
dimensions is a field knowledge based analysis. Details
are omitted for sake of limited paper length.

2) Relationship between F-C

In general, an exponential relationship between F-C is
accepted as a rough qualitative model in simulation
community [15] But the point of diminishing return is
difficult to find. It is determined by the modeler or the
simulation experts. This diminishing return point is very
important for simulation experts to estimate the cost and
decide the fidelity and expected cost. But in DELS
context, the validity of cost estimation is largely depends
on the experiences and skills of the simulation expert.

A further analysis of F-C relationship on individual
dimension level is shown in Fig.6. Generally, the
exponential relationship model also applies to the
relationship between different dimensions of fidelity and
dimensions of cost. Like the relationship of F-U, random
and uncertain factors affect the relation between each
dimension of fidelity and cost. Typical examples of DC
logistics systems are used to help the exploration into the
F-C relationship analysis, which helps to build up field
knowledge.

Fidelity Simulation cost
Structural \o<[= = 7 Hardware
\\ s \ - \;;/;/7 Software
Z
Logic <= "\;'Y Intelligence
é - /g Labor
Sensorial <<=
& x— Time to know how
Temporal ‘\‘% == == === Time to do it

positive correlation —-—-random correlation
Fig.6. The relationship between F-C
3) U-F mapping
The first important process of simulation lifecycle
management is to determine the fidelity requirement that
matches the simulation objective. A U-F mapping method
is presented here as Fig.7 to help determining the fidelity

requirement. Dimension decomposition analysis is used to
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map simulation objective onto fidelity requirement. All
dimensions are listed in detail, such as decision variables,
performance parameters, accuracy, timeliness, sensorial
and other requirements. The simulation objective
determines all this elements. According to these
requirements, the model structure, logic and quantitative
relation are determined.

Simulation objective

Utility requirement

Fidelity requirement

Independent decision
— variables
| Decision
variables Alternative designs:
* Resource allocation E>
|| Structural * Strategies
parameters * Scheduling scheme

Logic relation

Output parameters
| [ Pertormanee
parameters Sampling method

VV requirements

_Static \A%
Dynamic VV

Accuracy requirement ‘
Timeliness requirement ‘ E>

Sensorial requirement ‘

Fig.7. U-F mapping
II. RESULTS

By mapping the simulation objective onto fidelity
requirement, a well-prepared fidelity design is possible.
The simulation modeling and simulation experiments
should be based on this fidelity design. The final possible
result of the utility and cost of a simulation application
would fall into different cases. A U-C model that
summarizes the quality of simulation application in terms
of utility and costis shown in Fig.8.

o 2 3 M
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Ugy,: The relative utility of research objectivesi
C,p;i: The relative costs of research objectives?

Fig.8. The simulation U-C model
Normally, the U-C relationship of a simulation
application would be naturally balanced which is
identified as a horizontal line. The position of the
horizontal line could be higher or lower than the specific
line determined by point Uss; and point Copj, Which is the
theoretical optimal equilibrium of utility and cost of a

obj*
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given simulation study. If the simulation is not well
designed and managed, inadequate fidelity and less cost
might happen, and an under equilibrium state would be
achieved; or excessive equilibrium state would be
achieved when unnecessary high fidelity and cost
happened.

Also, there might be imbalance cases. Forexample, if
the straight line is positively sloped, the cost will be
disproportionately higher than the corresponding utility of
the simulation, and vice versa. A group of factors lead to
such imbalance cases. For example, irrational pursue for
3D visual effect, lack of effective method to manage
simu lation modeling utility, wrong decision on simulation
modeling design and lack of programing skills are the
most recited factors and reason for unexpected high cost
butnot proportional utility.

At the same time, people are trying to find ways to
reduce the simulation cost while keeping certain level of
utility. This is often the case when modelers try to
improve the simulation utility for themselves. For
example, modelers are always seeking methods to
improve reusability to effectively reduce modeling time in
similar simulation applications. Theories and methods
learned and experiences and/or skills gained of a
simulation team would significantly reduce the cost when
the team works on similar simulation projects. In this
sense, balance is relative. The equilibrium is a balance
under certain methodological restrictions. When new
method improves the modeling efficiency, the cost will be
reduced, and this is often called a new equilibrium instead
of an “imbalance”.

IV. CONCLUSION

In order to achieve high quality of simulation, i.e.
cost-effective as well as sufficient utility, a deeper
exploration into the relationship among three basic
concepts about simulation, fidelity, utility and cost, is
conducted. Relationship analysis based on dimensional
structure decomposition indicates that the relationship
between either two of the three is very complex and
nonlinear. By relationship analysis between F-U and F-C,
the bridge between utility and cost is built. A simulation
lifecycle management framework is presented, and the
concept of fidelity is brought into the framework. Under
this framework, simulation objective is effectively
mapped onto fidelity requirement, and then the fidelity
requirement decides the model design. The framework is
designed to guide the simulation practice to achieve a
better balance between utility and cost. Finally, the U-C
model provides a clear description and a better illustration
of'the quality of a simulation application.
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Abstract - U-shaped lines are considered to have a
number of advantages over traditional lines. COMS OAL is a
recurrent procedure for assembly lines balancing, and it
stands for computer method for sequencdng operations for
assembly lines. In this paper, an improved U-COMSOAL is
proposed to solve some problems of COMSOAL, the
random picking part of the COMSOAL method is
substituted by a ranked positional weight method, and takes
both the predecessors and successors of the tasks into the
account. Finally, a comparison of between the improved
method and a classical method suggested by O. F. Baykoc
was done, which illustrate the efficiency of U-COMS OAL.

Keywords - Assembly line balancing, heuristic, stochastic,
U-shaped

I. INTRODUCTION

In manufacturing, assembly line configurations can
be seen as of the most ubiquitous and important issues in
order to enhance production [1-9]. This problem is
generally called ALBP, for Assembly Line Balancing
Problem, and its consist on gathering tasks into
workstations such that the sum of the processing times at
each station does not exceed the station time, also named
station cycle. A digraph as Fig.l typically shows
precedence relations between tasks. Digits, above the
nodes, represent the processing times for theirs
corresponding tasks. These tasks cannot be sub-divided
and must be completed at their assigned stages.

7 6 4
4 5 6

Fig.1. Example of a precedence network

There are two common versions of this problem: the
first version is to minimize the number of workstations for
a given cycle time, the second version is to minimize the
idle time. As a reminder, the idle time is the non-
productive time of employees or machines, or both, due to
work stoppage from any cause. As an example, the Fig.2
shows an optimisation of the problem denounced by the
Fig.1. In which, there is a cycle time of 10 time units with
4 workstations required.

Station 1 Station 2 Station 3 Station 4

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

070} 02040

Fig.2. Straight assembly line solution to Fig.1

The advent of Just-In-Time has led industries to
search for manufacturing technologies in order to satisfy
lean concepts and high efficiency in both inventory and
labour. So, because of JIT requirements, industrial
companies are now designing theirs assembly lines as U-
shaped assembly lines. There are many advantages to
switch from straight assembly lines to U-shape. At first,
they present a better potential for balancing. Also, they
can improve visibility and communications: workers have
a better point of view toward the assembly line. It does
require fewer stages, there is more flexibility for
adjustment, and eventual travels are shorter. Moreover the
material handling is quite easier compared to straight lines.
Fig.3 shows an optimal U-shaped assembly line for the
example of network, Fig.1. One can see that there are only
3 stations required, compared to the 4 workstations
required by the straight assembly line.

Station 1 Station 2 Station 3

Fig.3. U-shaped assembly line solution to Fig.1

There are two types of classification for simple line
balancing problems: type I and type II. In type I, the cycle
time, seen as the pace of the production, tasks and theirs
times, precedence relations are given. The objective of
this is to minimize the number of stages. Indeed, an
assembly line with fewer stations will result in a lower
labour costs and it will reduce space requirements. Type I
problems generally occurs when one has to design new
assembly lines. To achieve the forecast demand, the
number o f workstations has to be lowered. For expansion,
when demand is increased, type I problems also can be
used to minimize the number of extra stations needed to
install. In type II problems, the objective is to minimize
the cycle time, whereas the number of stages
(equivalently the number of employees) is fixed. The
main purpose of it is to maximise the production rate.
Type II balancing problem generally occur, when the
organization wants to produce the optimum number of
items, using a fixed number of stations without any
expansion. In this latter type, it is necessary to consider
subassembly lines. The most recurrent type of ALBP we
can find in industry is the type I rather than the type IL
But exact algorithms available for the same become
intractable when the problem size increases.
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The type of SALBP (Single Assembly Line
Balancing Problem) that is studied in this thesis is the
type I. From a list of tasks submitted, with theirs times
and precedence relations, we will analyse and imp lement
solutions for U-shaped line balancing problem.

ALBP

Multi-mixed
Model

Stochastic
(SMS)

Heuristics

Heuristics

Fig.4. Summary of assembly line balancing problems

The Fig.4 is a summary of assembly line balancing
problems. This paper deals with single model for ALBP
that are deterministic. As of today, there is no exact
algorithm, which permits to balance a U-shaped assembly
line efficiently. Furthermore, there is also no way to solve
this kind of problem exactly within a short time.
Regarding multi-mixed model, it means assembly lines
that combine many kinds of lines. In some factory, you
can find straight lines combined with parallel lines, two-
sided lines etcetera. This problem is even more elusive.
However, we will try to give some elements of solution
thereafter.

II. COMSOAL Method

COMSOAL stands for Computer Method of
Sequencing Operations for Assembly Lines. It is a
computer heuristic method, but also a stochastic method,
originally reported as a solution approach to assembly line
balancing problem. As a reminder, in probability theory, a
purely stochastic system is one whose state is non-
deterministic, so that the subsequent state of the system is
determined probabilistically. Any system or process that
must be analyzed using probability theory is stochastic at
least in part. Stochastic systems and processes play a
fundamental role in mathematical models [10-12] of
phenomena in many fields of science, engineering, and
economics.

In line balancing literature, recently, a few references
[13-15] to COMSOAL are in the assembly line balancing
area. As a solution method, COM SOA L quickly generates
multip le feasible solutions and uses the best solution as its
random picking as its final reported result. Picking
randomly a task and constructing subsequent tasks
generate sequences. New stations are opened when
needed. Sequences that exceed the best solution are
discarded. Better sequences become upper bounds. The
main difference between COMSOAL and U-COMSOAL
methods is the assignment of the tasks into the stations.

L. Xu et al.

At the COMSOAL method, while the workstations are
being constituted, only the tasks, the predecessors of
which are assigned, are taken into account. However U-
COMSOAL method takes both the predecessors and
successors ofthe tasks into the account.

1I. U-COMSOAL MODEL

The different steps for U-COM SOAL solution are as
followed:

(1) Initializing the method
A index ofthe first sequence x is defined, an array A
for tasks that still can be selected, the current cycle time C
which has been calculated before running the method, the
matrix WM we are working on, and the current station.
We are using a duplicated matrix WM from the input M,
because it allows us to keep a track on what was
submitted.
% Start themethod
function []=starting()
disp('starting’)
x=0; % first sequence
UB=1000; % a big number
¢=C; % current cycle time
A=TK; % task selected
WM=M % working matrix
station=1 % current station
new_sequence();
end

(2) Starting anew sequence
A main method with no parameters was designed,
input of Boolean values and output exemplifying the
relevant criteria. It means that a sequential algorithm can
run with adjacency matrix as input, and can deliver output
as an idle time or a number of stations.
% New sequence
function []=new_sequence()
disp('newsequence')
x=x+1; % x index of sequence
A % display list A

precedence_feasibility();
end

The variable x is the index of the current sequence.
At the first try, the U-COM SOAL code does not provide
an optimal solution. After X sequences, we can consider
that we have a good solution, but nothing says it is an
optimal or even the best.

(3) Checking precedence feasibility
In order to establish which task can be assigned to
the current station, we have to check for its precedencies
and to determine if its time suits the current allowed time.
% Precedence feasibility
function []=precedence_feasibility()
disp('precedence feasibility')
n=size(A);
sizeA=n(2);
B=[]; % reset B
i=1;
while i<=sizeA
if (WM(1:end,A(i))==[0]) % look for predecessor
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B=[B A(i)]; % add task without predecessor from A to B

elseif (WM(A(i),1:end)==[0]) % look for successor

B=[B A(i)]; % add task without successor from A to B
end

i=i+l;

end

B % display list B

time_ feasibility();

end

(4) Checking time feasibility
It means that the final array obtained can be longer
than one element. So, we can call the list being
constituted here a candidate list. If the candidate list,
which has been constituted, is empty, the method has to
start a new station. Indeed, the current cycle time is
indexed on the station. It means that when you are
assigning tasks to a station, the sum of operating times
(from tasks assigned) cannot exceed the cycle time.
Therefore, it is necessary to add a new station if no task is
suitable for the current one. In the case where the
candidate list is not empty, the method has to selecta task.
% Time feasibility
function []=time_feasibility()
disp('time feasibility")
n=size(B);
sizeB=n(2);
F=[]; % reset F
i=1;
while i<=size B
if (t(B(i))<=c)
F=[FB(1)];
end
i=i+l;
end
if isempty(F) % F empty means no successor or predecessor
open_new _station();
else
select_task();
end
end

(5) Open new station;

If there is not enough time remaining, the method
has to open a new station. The current cycle time is
indexed onthe current station.

(6) Select the task suitable, and continue the loop

This number generated has just to be multiplied by
the size of the array F, and to be ceiled, in order to pick up
the task. There is no more random trick involved in this

part. It constitutes the heuristic feature of this method.
% Select newtask
function []=select task()
disp('select task');
m=size(F);
RN=rand(1,1); % select randomly an available task
ii=ceil(m(2)*RN); %
F(ii) % display selected task
[p]=find(A==F(ii));
[ql=find(B==F(ii));
[r]=find(TK==F(ii));
A(p)=[]; % update list A
sizeA=sizeA-1;
B(q)=[]; % update list B
sizeB=sizeB-1;
WM(1:end,r)=[0]; % update matrix WM row

WM(r, 1:end)=[0]; % update matrix WM column
F(ii)=[]; % update list F
c=c-t(r); % update cycle time
if isempty(F)
schedule_completion();
else
precedence_feasibility();
end
end

(7) Schedule completion ifno task remains.

It is used to measure the effectiveness of the current
solution obtained. The lower the idle time is, the better the
solution is.

This solution has been studied by O. F. Baykog [13].
A main suggestion of enhancement is to implement a
R.P.W. (rank positional weight) method to this first
solution.

In fact, Talbot et al. [16] compiled a list of the
numerical scoring functions that have been used by
Hackman, Wee and Magazine [17], and other researchers
in construction decision rules for assembly line balancing
heuristics. Four of these are meaningful of the parallel
station U-shaped line problem. Each of these rules assigns
a score reflecting the importance of a task in terms of
some measure such as time or number of tasks that they
“control” with respect to assignment of tasks to
workstations. The method suggested uses all following
aspects with appropriate U-line adaptations: (1) Work
element time, (2) Positional weight, (3) Number of
followers, (4) Number of immediate followers.

In addition, it improves over earlier heuristic by
immediately adjusting scores and re-ranking available
tasks after each task assignment. The adjustment and the
re-ranking is very important for U-lines since the
assignment of tasks either end of the line can immediately
affect ranking scores in the case of PW, NIF, and NF
criteria [18].

Giving this method a R.P.W. implementation
involves considering the Buxey constraint. It has been
studied by Cheng et al. [19], Miltenburg [20], and Aese et
al. [21]. It deals with the question of extending the current
station to two parallel tasks. If the current stage has
already been extended, this function returns immediately
to the time feasibility — in order to check for other task
suitable. Indeed, the Buxey constraint on minimizing
duplicated equipment does not allow further expansion. In
brief, the task cannot be assigned. If the time consumed
by tasks already assigned to an unexpanded station
requires the stage to be expanded beyond the minimum
necessary to accommodate the current large task,
expansion would also violate the Buxey constraint.

Buxey [22] was the first to study the practical aspects
of parallel stations including costs of duplicated
equipment and difficulties of layout and transportation.
There is a constraint the bears his name. The Buxey
constraint is a constraint that allows us to know if the
current stage can be expanded. To check this, the simple
following calculus has to be done.
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:H
qtest C (1)

t =Slack +(q,,, —1)xC

ift, <t
ti: time for taski ;
C: cycle time;

then the stage can be expanded

test

rest: temporary value for number of stations n the current
stage used to testif stage can be expanded;
tiest: temporary value used to testif stage can be expanded

If the task can be incorporated, the number of parallel
stations in the stage is set equal to q, the slack time is
adjusted accordingly, and the search to complete the load
continues. The definition for the slack time is: term that
refers to the time that an activity can be delayed. It also
refers to the difference between the late and early start
times of an activity.

The final algorithm, implemented by Matlab methods,
can be found in appendix. It had been optimized by matrix
operations. Indeed, Matlab, as its name indicates, is prone
to manipulate matrix. The next part is then dedicated to
compare existing solution to the one implemented in this
study.

IV. RESULTS

One case study has been realized by O. F. Baykog
[13]. It deals with a Dishwasher Machine Facility, at
Ankara. It gathers two assembly lines disposed as U-
shaped lines. Daily outputs are as following.

Line 1: 200, Line 2: 900

The second line is described as composed of thirty-
nine workstations in which thirty-nine workers are
employed for a total number of tasks to complete the
assembly is 183. In fact, working day is 8 hours with a 50
minute-lunch (a 20 minute break coffee is also provided).
Thus, the production rate aimed at is 900 units per day.

Results obtained during this study show that the
problem can be solved by 4 alternative solutions.
However, one solution is better than the others as it can
provide the targeted daily output, that is to say 900. In fact,
other alternative solutions provide daily output from 894
to 897. When the assembly line is rebalanced with
deterministic times in the U-line setting type, the number
of stations to achieve 900 units of output decreased from
39 to 36. By applying the same input to our enhanced
algorithm, we can demonstrate the importance of R.P.W.
implementation (comparing these two methods). The
number of output targeted remains the same as it
constitutes an optimal number. By implementing the
method given by O. F. Baykog [13], we can compare the
efficiency of our work with an existing solution’s. This
study is evaluated by the execution time. To do so, we
evaluated the time complexity of the different methods.
Both are equivalent to a quadratic. The frame of these
methods can be summed-up in the following Table 1.

L. Xu et al.
TABLE I
TIME COMPLEXITIES
sequences line browsing loops
0(1) 0(n) 0(n)

0(n?)

Therefore, the time complexity can be written in a
system for each method. These systems are as following.
They are both quadratic, and n represents the number of
tasks one can submit to them. The Fig.5 is a
representation of the experimental running time for our
solution.

u(n) = 6.0314e—05xn> +0.00040978 xn
+0.0067479
R? =0.99586

Equation (2): Running time for our solution
u(n) =8.2485e—05xn" +0.000245678 xn
+0.0024568 3)

R? =0.98524

Equation (3): Running time for Bayrog¢ solution
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Fig.5. Experimental execution time

We can say that our solution is seen as more
efficient. Not because of the R-square but because of the
coefficient of the square term. This fact can be explained
by method frameworks. The R.P.W. method initially
implemented to a U-COMSOAL method (Baykog’s
solution is based on it) gives an advantage. Browsing
assembly line is shortened by the ranking processing.
While a standard COMSOAL method takes into account
every case - doing a loop, our enhanced method takes
advantage of ranking scores to pick new solution. This
method can be regarded as a pseudo ant colony algorithm,
but it is none. Nevertheless, it does constitute an
enhancement compared to existing solution. The
improvement is based on the execution time, and not on
the solution given. Therefore, this way of solving ALBP
for U-shaped line is significant for bigger problems.

V. CONCLUSION

Nowadays, industrial companies are looking for the
enhancement of their production at all levels. A solution



Improved Computer Methods for Sequencing Operations for U-shaped Assembly Lines 55

often considered as one of the best, but also one of the
most complex to manage because of its shape, is the U-
shaped assembly line.

U-shaped lines can be interesting for a company
because they can mainly help save workforce; companies
are also trying to lower their workforce. To do it, they
have many possibilities. One of them is to change their
assembly lines - the major part of them is straight - to U-
shaped lines. Thus, they respect the JIT philosophy. The
main issue is to adapt theirs existing algorithms to a U-
shaped problem. In this paper, we have adapted an already
existing solution (the R.P.W. method) to a problem often
neglected.

Numerous ways of improvement for the ALBP
concerning U-shaped lines exist. Balancing assembly
lines can be very complex, and therefore in order to
provide a good solution to it, some have started to design
algorithms that will reproduce the behavior of bacterial.
Other persons use graph coloring to ALBP. There are
many kinds of way to do it. The method we have dealt
with in this paper represents the current best feasible
solution. Furthermore, combining features provided by
software as Tecnomatix Plant Simulation, edited by
Siemens, could permit many improvements. Walking time,
and more generally geometric dimensions associated with
time are parameters ignored for their implementation
complexity. Then taking them into account opens new
ways of improvement. One could imagine a combination
of two software like Matlab and Tecnomatix to solve
more complex ALBP.
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Abstract - To speed up the product design efficency,
product designers would like to utilize the previous design
knowledge. This requires a systematic and structured way
for design knowledge representation and reuse. A new
method which is named knowledge component to make
design knowledge reused conveniently is presented in this
paper. Knowledge component is a virtual reuse model which
has specific function. The internal structure and working
principle of knowledge component are discussed; meanwhile
the involved design knowledge was analyzed in detail. The
design process of barrel chamber was taken as an example to
illustrate the executing process of knowledge component.
Testing result shows that this method is feasible in terms of
increasing design efficiency and helps the designers reuse the
existing knowledge rapidly.

Keywords — Design automation, knowledge component,
knowledge reuse, knowledge representation

I.  INTRODUCTION

Increasingly competitive and demanding markets are
forcing enterprises to search for means to decrease time
and costs for new product development, while satisfying
customer requirements and maintaining design quality ['].
During the enterprises developing process, a large amount
of design knowledge is accumulated, including product
parameters, standards, specifications, templates, software
using methods and so on [2l. Meanwhile, many new
product development projects are based on the “variant
design” where minor changes are made to the existing
designs of the previous projects Bl. According to statistic,
there are about 40% of product designs may reuse the
existing components design directly, and 40% of product
design may only make a minor changes, only 20% are
entirely new design [*¢]. So we can see that it’s greatly
significant for enterprises to reuse the accumulated design
knowledge if they want to design new products rapidly
and win the market share. However, the existing
knowledge managing and reusing methods, especially the
complex modem products such as the planes, ships and so
on, are far away to meet the practical requirement, which
makes it extremely difficult, for even experienced design
engineers, to trace the previous design routines. To
achieve knowledge reuse during product design, much
attention has been paid to integrate knowledge with
product design process. Knowledge service and
knowledge assistant are two important approaches for the
integration [7-191, In this paper, we present the method of
knowledge component to implement the integrating.

The remainder of this paper is organized as follows. In
Section II, the definition, structure, and invoking way of
knowledge component will be introduced. In Section III,

we will analyze the design knowledge involved in
knowledge component in detail. In Section IV, the design
process of barrel will be taken as an example to illustrate
the feasible of knowledge component. In Section V, the
conclusions are given.

II. KNOWLEDGE COMPONENT
A. Thedefinition of knowledge component

Knowledge component is a virtual reuse model which
has specific function. It can encapsulate different types of
knowledge (design experience, templates, standards, etc.)
in a structured way and accept parameters, e xecute actions
and return corresponding results automatically under the
control of drive program [2],

B.  The structure of knowledge component

The structure of knowledge component is illustrated in
Fig.1. It consists of 3 main parts, which can be
represented as KC = {SC, E, S}. KC refers to the

knowledge component.

Static of o
data parameter result
Input Template file Output parameter
i reason Inject | Extract
v paameter | result

Database

S

Construction
data

S

Execution
data

Solver
anlyze library

execute

Fig.1. The structure of knowledge component

SC refers to the static elements of knowledge
component, which includes input parameter, temp late file
and output parameter. The function of input parameter is
receiving data inputted by designer and representing
design experience knowledge which can be used for
reasoning design parameter. Template file can be parsed
by particular solvers. For example, trail file can be used as
the template of PRO/E; macro file can be used as the
template of NX. Template is an important type of design
knowledge which can record the previous design process.
Output parameter is the container of the result.

E refers to component engine, which is the drive
program of the knowledge component. It includes
inference engine and execute engine. Inference engine can
reason out design parameters by analyzing the designer’s
input data and previous design experience involved in the
input parameter. Execute engine controls the executing
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process of knowledge component. It dynamically injects
design parameters into the template file and calls for
computing service from the solvers, when the computing
is finished it will extract the results from the template file.
After analyzing, the results are sent to the designers.

S refers to solver, which is used to complete a specific
task. 4 solver is generally a software tool e.g. MATLAB,
NX, ANSYS. Template file must be executed by the
solvers.

C. Theinvoking way of knowledge component

Product design is a repeated iteration process which
includes many stages, like modeling, simulation, optimize,
and so on, so there are many repetitive works in the
process M1, We can encapsulate the repetitive work into
knowledge component to improve the design efficiency.
As shown in Fig.2, the invoking way of knowledge
component is concise. In every stage of design process
like validating parameter, generating model, analyzing
model, and so on, the designers can invoke knowledge
components which have been constructed from
knowledge component management center. The invoke
requests include two aspects of information, one aspect is
the identifier of the knowledge component which we need
to invoke, the other is the input data of the knowledge
component. After sending the request, the designers need
to do nothing to change or monitor the executing of the
knowledge component except wait for the result returned
by the management center.

Parse request
y

Validate

R
parameter Result Instantiate
¢ component

Input data

Generate model

v

“— Analyze model

Design process

Outpuf result

Knowledge component
management center

# Capture result

% Return result

Fig.2. The invoking way of knowledge component

When the knowledge component management center
receives the request, it parses the request and instantiates
the corresponding knowledge component, and then injects
the input data into the input parameters of the knowledge
component, and then starts the driver program of the
knowledge component. The knowledge component
executes a series of actions automatically and outputs the
results. At last, the knowledge component management
center captures and returns the results to the designers.
The entire life cycle of the knowledge component finishes.

M. Dong et al.

[I. DESIGN KNOWLEDGE INVOLVED IN
KNOWLEDGE COMPONENT

Design knowledge can be acquired from various
sources and generally requires an integrated
representation for its effective and efficient reuse [1Z13],
Team members’ experience knowledge, together with the
product design process knowledge, are very important
intellectual properties of an enterprise and will
tremendously improve the efficiency of future design
projects if properly reused. In knowledge component,
these two types of knowledge are respectively represented
by input parameters and template files.

A. Experience knowledge

Compare with other types of knowledge, an obvious
feature of experiences knowledge is the existence form.
The majority of experience is stored in the designers’
minds, so it’s difficult to inherit and reuse. In order to
solve this problem, we encapsulate this type of knowledge
in form of production rules when modeling knowledge
component input parameter. As in Fig.3, a production rule
is a two-part structure using First Order Logic for
reasoning over knowledge representation. “When” and
“then” is the logical fields, “LHS” (Left-Hand Side) is the
execution conditions of the rule, and “RHS” (Right-Hand
Side) is the actions will be executed.

when
LHS

then
RHS

Fig.3. The structure of the rule

We take the barrel chamber design task as the
example to illustrate the representation method ofrules. In
order to assure the sealing of chamber and the
convenience of pumping bullet shell, the gap (Al, A2)
between the barrel and the bullet shell must be kept in a
reasonable scope, as showed in Fig.4. According to
previous design experience, the gaps should be in
accordance with formula (1)

0.05 < 41 <£0.30

A

)
0.05 < 42 <0.35
/ %
o, first cone. i.

second conex

Fig.4. The assembly relation between barrel and bullet shell
The final rules are showed in Fig.5. In general, the
parameters of the shell are known before designing the
barrel. In “LHS”, we can use some identifiers to indicate
the diameters of shell, and then write the expression of
target parameter using these identifiers and design



The Reuse Method of Design Knowledge Based on Knowledge Component 59

experience in “RHS”. When we design the chamber, the
only thing we need to do is input the parameters of shell
and design requirements of chamber into the knowledge
component, then the engine will execute the rules
automatically and the design experiences will be reused
conveniently. The key advantage of this point is that using
rules can make it easy to express solutions to difficult
problems and consequently have those solutions verified.
What’s more, the experience knowledge can be much
easier to maintain as there are changes in the future, as the
knowledge is all laid out in rules.
f‘
Calculate the diameter of the first cone
tl‘
rule "firstConeDiameter"
when

Bullet{SbulletFT

then
$barrel. setFDiametex($bulletFD+0.05, $bulletFD+0.30);
update($barrel);

Identifiers

- firstConeDiameter)

Design experience

end

NX75032
Macro File: E:\chambermacro
Macro Version 7.50
Macro List Language and Codeset: simpl_chinese 13
Created by DongMingMing on Mon Sep 02 17:27:01 2013
Part Name Display Style: SFILENAME
Selection Parameters 1 2 0.305441 1
Display Parameters 1.000000 16.880577 5.708333 -1.000000
i R ok Rk K
RESET
FOCUS CHANGEIN 1
MENU, 0, UG_FILE_OPEN UG_GATEWAY MAIN MENUBAR ! <MB/Toolbar>
FILE DIALOG BEGINO, ! filebox with tools_data
FILE_DIALOG_UPDATE 2
FOCUSCHANGEIN 1
FOCUS CHANGE OUT 1
FOCUS CHANGEIN 1]
FILE DIALOG END
FILE BOX-2, example_prtFilePath example priFilePath 0! Open
SET VALUE: 0! FSB item
SET_VALUE: 1 | FSB item
SET_VALUE: 0 ! FSB item
FOCUS CHANGEOUT 1

Basic information

The path of result

EVENT VALUE CHANGED 00, 7340035,0.0,0!

ASK _ITEM 7340035 (1 STRN 0)="%{example T}" !
EVENTFOCUS_OUTO00, 7340035.0,0.0! The input parameter
ASE_ITEM 7340035 (1 STRN 0)="${example T}" !

MENU, 0, UG_FILE_QUITUG_GATEWAY_MAIN MENUBAR ! Pre actions<

/%
!

Calculate the diameter ofthe second cone
81‘
rule "secondConeDiameter"
when
$barrel : Barrel()
Bullet($bulletSD : secondConeDiameter)

then
$barrel setSDiameter($bulletSD+0.05, $bulletSD+0.35);
update($barrel); Design experience
end

Fig.5. The content of rules
B. Design process knowledge

Design process knowledge is another important and
abundant type of knowledge in enterprises. It records the
whole solution and tools ever used to solve design
problem, so we can rapidly complete design work by
perfectly reproducing the previous design process [1413],
Design process knowledge cannot represent by simple
number or regular expressions, we represented it by
template file in knowledge component. We take the macro
file as the example to illustrate the modeling method of
template. A streamlined template is shown in Fig.6. We
need to pay attention to three aspects when modeling the
template. First, we need to build the relationship between
template and solver so that the template can be executed
accurately. in this basic information we can find the
mformation about solver. Second, we need to build the
relationship between template and input parameter so that
the design parameters can be injected into the template, in
this example, we use ${example T} to instead of variable
T 'so that the template can receive parameters dynamically,
which makes it more convenient to reuse the knowledge
component. Third, we need to configure the path of the
result file so that the engine can extract the result
conveniently.

Fig.6. The content of template file

IV. CASE TESTING

In order to verify the feasibility of the proposed
function of the knowledge component, we developed a
prototype system and took the design process of barrel
chamber as an example to test the executing process of a
knowledge component, the process and result are shown
in Fig.7: @ log in the system, select the “chamber design”
knowledge component and double click to start; @ input
the design requirements of the chamber and click the
submit button, then the inference engine reasons the
design parameters of chamber in the background;
examine all the parameters and change which does not
suitable for requirements; @ the selected knowledge
component runs automatically; & the NX software starts

= =4

e el a AR A S A3 A0 L

Fig.7. The ;:xecuting procéss of k;lowledée component 7
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itself; ® the model of chamber is created; (7 a result file
is returned to the designer. Of all the 7 steps, only 3 need
to be operated by the designer, which indicates that the
knowledge component is very easy to reuse. And the
whole process only takes half a minute, shorter than
operating in NX artificially.

V. CONCLUSION

It is a common sense that the previous design
knowledge may play a crucial role in a product redesign
process. Ensuring efficient knowledge reuse to support
new product design, it is important to develop a
systematic and structured way to represent the knowledge.
In this paper, knowledge component is presented to
implement this function. Knowledge component can
represent design knowledge through its constituent
elements and be executed automatically controlled by the
engine. Designing product with knowledge component
can rapidly reuse the design knowledge and greatly
improve the efficiency of design, for it integrates design
knowledge and design process and at the same time,
making the CAD and CAE process run automatically.

It must be remarked that in the context of the present
paper, only normalized design knowledge have been
represented using knowledge component, whereas vague
and unstructured design knowledge are not considered by
the current approach. Actually the uncertainty and
fuzziness often accompany the design knowledge. In our
future work, we will study how to represent uncertainty
and fuzziness knowledge so that knowledge component
can have greater applicability.
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Abstract - Complex product development is featured
by technology innovativeness, large scale investment,
long development cycle and uncertainty. Therefore,
early technology assessment is essential for
decision-making in the development project. This paper
aims to provide a TSM (Technology Satisfaction
Measurement) metric, which dynamically gauging the
customer’s satisfaction to the technology applied. The
purpose of TSM is: 1) assessing market competitiveness
of the product developed; 2) developing a synthesized
metric to compose all of the technology measurement.
Firstly, in this paper, a TRD (Technology
Reliability Degree) distribution model has been
presented. Secondly, a technology satisfaction
distribution model has been built. Thirdly, TRD and
TSM distribution model are synthesized to formulate the
single technology’s TSM. The fourth, weights were
allocated to each of the technologies according to
customer preference and thus a system technology
satisfaction measurement was formulated. Finally, the
method was exemplified by the application in the project
of aircraft brake system development.

Keywords - Complex product development, complex
product system, technology satisfaction measurement

I. INTRODUCTION

Complex product System (CoPS) is defined as the
product of complex customer requirement, complex
composition, complex  technology, complex
manufacture ring process and complex project
management, such as spacecraft, airp lane, automobile,
ship, complex Mechanical and electrical products,
weapon system, etc. []. the complexity of CoPS has
rendered the following features to the CoPS
development project:

1) Technology innovativeness. There are more
unknown knowledge area, more innovative point, and
more exploration in the CoPS.

2) Large scale investment. The cost of a Cops
development project may range from millions to
billions.

3) Long development cycle. The process from
project starting to prototyping and carrying on
production may include many complex stages, and the
cycle time may be several years, even a dozen years.

4) and uncertainty. These uncertainties include
uncertainty of requirement, technology, cost, and
market etc. 2],

These features have definitely complicated the
decision-making for the CoPS development project.

Therefore, many  researchers develop Key
Performance Indicators (KPI) to monitor and control
the CoPS development project 1. Among all the KPIs,
those measuring technology capability are especially
important for CoPS development because of the
technology complexity feature of the product.

Dynamic and effective measurement of system
situation during the development process has become
a key issue for the decision-making. The purpose of
this paper is to provide a method which can
dynamically and effectively measure the satisfaction
of customer to the product being developed.

II. METRICS IN THE CoPS DEVELOPM ENT
PROCESS

According to literature, some technology metrics
are static. it implies the performance of the
technology can not be measured until the end of the
development project, when the prototype or the
product have been produced and put to validation or
use in field 4], Yet there some dynamic metrics is
presented. In US military industry, TPMs (Technical
Performance Measures) was used to manage
technology development [31 [¢] In addition, TRL
(Technology Readiness Level) was considered as an
important indicator to decide whether the process
should entry into next stage at milestone A, B, or C in
the materiel acquisition process [7],

Literature [ 31 proposed that the technology
developing of CoPS is a process of performance
fluctuating, maturity growing, uncertainty reducing,
and eventually the performance being stabilized in the
design domain before the CoPS being put into
operation. Evaluating technology performance in a
development environment requires considering 3
factors: technology capability, technology maturity,
and product requirement. The concept of TRD
(Technology Reliability Degree) was present by
combining TPM and TRL.

III. TECHNOLOGY SATISFACTION
MEASUREMENT (TSM)

With the concept of TRD and TRD distribution
model, metrics such as technology risk measurement,
schedule measurement, and effort measurement, etc.
can be developed. In this paper, however, they will be
used to develop a Technology Satisfaction
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Measurement (TSM). TSM is a dynamic metrics. It
can be define as the degree that customer will be
satisfied with the technology performance of the
product. Applying TSM has 2 purposes:

1) To evaluate market competitiveness of the
product developed during the development process.
This will help making decision about closing project,
technology modification, or enhancing support.

2) To create a metric synthesizing all kinds of the
technology measurement for the project. Technology
metrics in CoPS development is not generally unique,
therefore, how to composing them place difficulties
for the project decision. PSM method synthesizes
them by given the weights according to customer
preference.

IV. TRD DISTRIBUTION MODEL

TRD can be defined as: according to current
performance, the probability of the technology
satisfying the requirement by the end of the
development.

As Fig.1 shows, a requirement REQ related to a
product PRD can be described as:

REQ: PRD.ATT = {a,b} )]

Where ATT is a measurable attribute of product; a
and b are respectively lower limit and upper limit of
the design domain. {a, b} is the design domain.

| b = ——

30
| an i
| B\ |
i L Design i
: [ Domain }
| : |
| |
| |
i I ~
a u b X

Fig.1. the concept of TRD

Technology TCH is the solution of requirement
REQ, x is the technology capability. Considering
technology uncertainty, the x value which the
technology will finally gain is a random variable,
Subjecting to the probability distribution function f{(x).
for the purpose of simplification, let f{x) is a
continuous function and submits to the normal
distribution. The TRD is calculated by the following
formulas:

R=[f(x)dx

(@)
_ _ <x—m2)
£ =zl 5
Where:
R=TRD
flx) = technology capability distribution
function;

u = current measurement value of the technology
capability. x can be measured by calculation and
analysis in the early stages(identified by TRL 1,2,3)

H. He

of the development project, or by testing and
simulation in the middle stages (identified by TRL
4,5,6), or by validation or field operation in the later
stage (identified by TRL 7,8,9).

o is technology uncertainty. The larger the o is, the
more probable the technology will eventually deviate
from current value. In engineering practice, o can be
determined by TRL. As TRL increasing, ¢ decreases.
When TRL=9, ¢=0. Development organization can
specify the value of ¢ by formulating an o-TRL
relation curve according to related disciplines of the
project.

V. TECHNOLOGY
SATISFACTION DISTRIBUTION FUNCTION

When technology capability is x, the customer
satisfaction to the technology can be calculated by
g(x) . g(x) is named as technology satisfaction
distribution function. According to the shape of the
function curve, TSM distribution function can be
identified as 4 types: A) Horizontal, B) Trapezoid, C)
Left Sloped, and D) right Sloped, As Fig.2 shows.

In which {a, b} is the design domain, s is customer
satisfaction degree, 0<s<1.

A Horizontal function curve means the customer
satisfaction is make no deference to the technology
capability (s=1) so long as the technology capability
meet the design requirement (a < x<b).

A trapezoid function curve means the closer the X is

to the region {c,d} , the higher the customer

satisfaction. When ¢ < x <d , the s gains its highest
value (s=1).

A left sloped function curve means the greater the x
is, the higher the customer satisfaction. When x = c,
the s gains its highest value (s=1), ¢ is therefore called
satisfaction saturation point.

A right sloped function curve means the smaller the
x is, the higher the customer satisfaction. When
x<c, the s gains its highest value(s=l), ¢ is
therefore called satisfaction saturation point.

VL. TSM FOR SINGLE TECHNOLOGY

According to the above statement, it can be known
that when the value of technology capability get value
X, the customer satisfaction will be g(x) . On the other

hand, if current value o f'the technology capability is x,
and o can be figured according to current TRL, and
the possibility of technology capability of getting
value x can be calculated by formula (3), so the
formula of TSM for specific technology is:

s = J‘j f(x)g(x)dx C))

TSM is the customer satisfaction degree to specific
technology at the end of the development project,
according to current technology capability value.
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Fig.2. the types of technology satisfaction distribution function

VII. COMPOSITION OF SYSTEM TSM (STSM)

Provided CoPS development system has several
TPMs, any of the technology’s TSM can be

63
represented by s, .

5= [ £i(0g (ax

Where =1, 2, ..., n
In order to synthesize each s, into a STSM

®)

(marked by S), each s, should be given a weight
(marked by Ww,) according to customer preference,

Ww; can be evaluated by Delphi method or analytic
hierarchy process (AHP) method. The System TSM

formula is:
n
S= ZSiWi
i=1

Where: S=STSM, 0<w, <1, and Zwi =1
i1

(©)

VIII. APPLICATION

An aircraft design company is going to develop a
high quality aircraft anti-skid braking system. After
investigation, they decided adopting the following
technology, as listed in Table 1. They hoped the new
system will gain advantages on braking distance,
weight and durability over the old system. To assess
market competitiveness of the product being
developed, STSM ofboth systems has been calculated
for comparison.

Firstly the TPMs and TRLs of the two systems has
been listed in Table 1. Secondly, determine all
parameters required by STSM calculation. Finally
calculate STSMs of both systems, the result is shown
as Table IL

Result shows the STSM of new system is much
higher than that of the old system. This indicates new
system will be more competitive than the old system,
and suggests it is worthy to make strongly support for
new systemdevelopment.

TABLE 1
TECHNOLOGY COMPARISON OF NEW SYSTEM AND OLD SY STEM
New system old system
Component -
Technology discipline dDoerillag?n _l(.)l}l)rﬁm gg{em Technology _l(.)l}l)rﬁm _?:{iem
. Weight .
Braking Device | B | mechanic-electronic | (Kg) W=160(Kg) | 4 Hydraulic |y _300(kg) | 9
raking W={0,200} brake
Anti-skid Intelligent Braking Differential
controller anti-skid Auto control distance(m) [ D=70(m) 4 braking D=80(m) 9
control D={0,80} control
Powder ?Eak}f disk c/C
Brake disk metallurgic Material I;e{(l gOO L=1500(h) | 5 composite L=1200(h) | 9
brake disk 0} ? material
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TABLE 11
CALCULATING STSMS OF BOTH SYSTEMS
. New system Old system
Component Unit g(x) a b w
i TRL | o i TRL | o

Braking Device W(kg | 160 4 20 | 300 9 0 | Right Trapezoid 0 300 03

Anti-skid controller | D(m) 70 4 5 80 9 0 | Right Trapezodd [ 0 80 04

Brake disk L(h) [ 1500 5 50 | 1200 9 0 | left Trapezoid | 1200 [ 99999 | 0.3

STSM 0.71 0.56

H. He

Note: 1) The value of each o is determined accordingto TRL and discipline. Because the TRL of old system is 9, so 6=0; 2) To make metrics
of both systems suitable for comparison, design domain of new system should expand to include the TPM of old system; 3) The actual

equations of T SM distribution function have not shown in this paper.
IX. CONCLUSION

TSM can dynamically evaluate the technology
performances, so it often used in the early stage of the
development to support decision-making. And STSM
can be a very effective comprehensive metrics to
understand the overall systemtechnology situation.
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Abstract - Reconfigurable manufacturing systems (RMS)
show multiscale characteristics on the granularity of
reconfiguration. In order to assist manufacturing enterprises
to appropriately select a reconstruction scale, the
performance of manufacturing system was transformed into
signal, which was disposed to be quantitatively expressed.
On the basis of the characteristics and structure principles,
the multiscale characteristics of RMS were proposed. Then a
multiscale intrinsic model was established. The daily
capacity was chosen as the production performance signal.
Fourier transformation was wused to reveal and
quantitatively state the relationship between the
reconfiguration scale and system performance. The model

was then validated by means of a case-study.
Keywords - Fourier transform, multiscale, production
performance, reconfigurable manufacturing system

I. INTRODUCTION

In the 21st Century, in the circumstance of increasing
global competition, manufacturing enterprises are
confronting with rapidly changes in market demands [
Traditional paradigms, such as dedicated manufacturing
lines and flexible manufacturing systems become
inadequate in meeting the market demands on capacity
and functionality, giving rise to redundancies and
deficiencies in productive resources. To keep
competitiveness in such a global competitive environment,
manufacturing  enterprises  should  utilize new
manufacturing paradigms, which are costly effective and
can rapidly respond to requirements. In 1999, the concept
of reconfigurable manufacturing systems (RMS) was
firstly proposed systematically by Koren [2- 3] Recent
years, reconfigurable machines [#] reconfigurable
manufacturing cells 7?1, and reconfigurable system [10-14]
were widely researched.

In this paper, the multiscale characteristics of RM'S
were described and a nwltiscale intrinsic mathematical
model was established. Daily capacity, that is able to
reflect production efficiency, was chosen as the
production performance signal, so that the analysis
process is simplified. The production performance signal
is mathematically transformed to arrive at the quantitative
relationship  between reconfiguration scales and
performance changes. The purpose intends to assist
decision-makers in scales-selecting for reconfiguration.

Foundation item: Project supported by the National Natural Science
Foundation, China(No.51105039).

II. PRINCIPLES OF RECONFIGURATION

The construction of RMS includes equipment
selection and distribution. Equipment selection is the
procedure that matches the process design with the actual
productive resources. Equipment distribution is the
procedure that arranges the selected equipment, it’s
designed based on the product task and process
requirements etc. In RMSs, products are grouped into
families, each of which requires a system configuration
(151, When products are in the same family, the whole line
reconfiguration is not necessary but some adjustments in
the line will be needed as the products change.

Producers are primarily concerned about functionality
and capacity. Generally, the reconfiguration of
reconfigurable manufacturing tools (RMT) is oriented
towards functionality, while the reconfiguration of
production cells is oriented towards capacity. Machining
precision is a type of functionality, which, in turn, will
influence on the efficiency of a product line. When RMTs
fail as regards precision, procedures such as updating or
replacing the function modules are required. To improve
capacity, adding or removing machines to match the new
throughput requirements and concurrently rebalancing the
system for each configuration, should accomplish the
systemreconfiguration [16],

A. Criteria selection

The high degree of flexibility of RMS is in terms of
its capacity and functionality. With regard to the
sophistication of RMS, productive function is no longer a
primary issue, as there are various configurations, which
could be selected for manufacturing configurable
machines, which tend to cater for corresponding to
requirements of processing techniques. The design of
RMS is driven by external demand, since the aim of RMS
excogitation is sustaining productive capacity with
minimal redundancy and the lowest deficiencies.

Furthermore, productive functionality could be
conveyed by productivity capacity. On the assumption
that a current configuration of RMS does not possess the
capacity for forging a particular output, then the capacity
of the RMS for producing such an end product should be
considered as being nil. On this basis, productive
efficiency could evince the effect of the reconstitution and
profitability of an enterprise, which should be considered
as a dominant factor for a company, as a norm for
measuring the performance of RMS productivity.

In dedicated manufacturing lines, the daily output of
manufacturing systems is fixed. Based on RMSs, daily
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production changes, in response to external require ments.
Regarding a RMS as an integrated item, without
contemplating  internal reconfiguration, the daily
production could be treated as an index reflecting
productive efficiency. Abiding by the criterion that, ‘to
reconstruct what is inferior’, the effect of reconfiguration
should be, ‘visible’ and demonstrated by daily
productivity.

On the assumption that the operational use time of a
manufacturing system per day is 7and the number of
workpieces produced during A7; is n, then, the daily
productivity of the whole system during A7; could be
calculated as Eq. (1),

_nT (D
i AT:

According to economic theory, the external demand
conforms approximately to the demand curve, which
could be regarded as reflecting the lifecycle of the
production. With external the needs augmenting, the
productivity of RMS, cannot outweigh s the outward
demand, thus, the consignment could not be completed in
a specific time and as a result, reconfiguration of the
system should to be considered. On the assumption that
the amount of orders in a day 7 is Qi and the requirement
for delivering of the goods is before day j, the quantity of
production in day m could be reckoned as formula (2),
Oy )

0<i<m, ] l+1

m<j<n
As for RMS, the conceptual reconfiguration should
achieve producing N; at time i within the day m,
fluctuating at, R, according to the daily demand.

Rm =

B.  Production performance signal

On the basis of ignoring intermittent issues (**please
check this carefully!) during the reconfiguration
processing, the productive signal of manufacturing
systems is incessantly changing, which could be regarded
as a continuous-time signal. During the time domain,
productivity could be considered as function v(z) to time ¢,
where the voltage of resistance is R, therefore, the average
power is:

2
Ptim— [ YDy ©)
a—>n 20 —a R

When electrical resistance equals 1 ohm, the average
power relates to the signal as

e v 2(t)dt “)
a2 3-
And the power of the signal is:
E= Ii VA(t)dt ®

If a signal’s energy has limits, it is called an energy
signal; if its power is limited, it is called a power signal. A
cycle of production, which is consistently limited, is a
time-signal, therefore, in a life cycle of an RMS, the
mechanical system’s productivity signal is limited, which
is a typical energy signal. If the ideal RMS is deemed to
have ideal reusability and its life cycle is considered as
being unlimited, then in ideal RMS life cycle, it has

Y. Bao et al.

unlimited consistent time-signal. Obviously, Eq. (4) has
its limit and the RMS has unlimited energy, with limited
power. The result is that, the productivity signal in whole
life cycle is a power signal.

II. MULTISCALE CHARACTERISTIC OF RMS
BASED ON PARTICLE SIZE

A. Intrinsic description

System reconf'gurauon
Numbet of Cells
Cells mtemmon
Cells System
functions structure

Cells reconfiguration

Machines
interaction
( ells
5lructme

Numhu of

- ™
Machines reconfiguration
Number of Spindles
\
Spindles Machines A
\ functions functions

—
Fig.1. Characteristics of reconfiguration scale

The form of RMS presents multiscale features
regarding time-scale and space-scale, therefore, the
definition of multiscale should be made initially, when it
is to be considered. When considering changes in
different scales after a system has been divided into
different scale group, in a space-scale, based on different
granularity, it is possible to divide it into a system level,
unit level and machine-tool level (Fig.1). Granularity is
similar to the concept of granularity and scale in a
landscape pattern, with the smaller the granularity, the
more detailed is the research (Fig.2). The object of
research changes from considering the layout of the plant,
to the reconfiguration of reconfigurable manufacturing
tools (RMT) according, to the operation cluster of a single
workpiece.

Generally speaking, scale is the magnitude of time
and space but to define scale in RMS in this manner is
inappropriate. In a mechanical system, clearly the size of
machines differs and different work pieces also have
numerically level difference. This paper will analyze the
relationship between RMS of systems, producing units for
systems and machines for production units.

RMS is similar to a level system and therefore, the
scale involved inclines towards the definition of
organization scale and function scale, in Hierarchy theory.
At different levels, different sub-systems have different
functions and have a clear position in the complete system.
Although they are different from typical time-scales, they
can be considered as comparable in certain ways.

Machines
functions

Bk

- 'ﬁ u '73

]

Change of amplitude Change of granularity Change of amplitude and granularity
Fig.2. Diagram of granularity and amplitude
In reconfiguration at the machine level, the object is

the configuration of the machine tools. The process needs
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to consider the quantity of similar modules, types of
module and the relationship of function-to-function and
module-to-module in each machine. At the unit level, it is
machines’ quantity, function, structure and their inter-
relationship that is important. At the system level, the
object under consideration is a whole system’s layout,
which relates to the interaction of units’ quantity, function,
systemstructure and the like.

In practice, it is necessary to reconfigure to RMS by
using the optimization rule, to choose that part which
poses the need to reconfigure. The effect to the system is
shown in the fluctuations of its performance. The
reconfiguring of the machine tools of a unit should
improve the performance of the unit, so long as the
machine tools’ performance is improved, which, in turn,
Should improve the operation of the entire system.
However, Ifthe reconfiguring is relatively larger, (ex. The
whole RMS’s machines machinability becomes much
better), this should bring obvious change to the system, by
the accumulative effect.

The effect has, however, its own limitations. To
reconfigure a unit at this time, should, however,
significantly improve unit productivity.

B.  Multiscaleintrinsic model

In RMS, the operation relates to work pieces
geometric features and forms mapping with them, which
means that many operations relate to a single feature. An
operation is similar to a process and if operations can be
done by the same machine, this is called an operation
cluster and can be considered as one-to-one relationship
[7]. To ensure the structure of RMS, it is first necessary to
design a craft for work pieces and then form an operation
cluster. It is, then possible to bring order to the process,
which will ensure the process route. Finally, the structure
of the RMS is achieved. M, U, S is assumed as the
structure of the machine, with unit and system, p;i as the
operation cluster i. The process route for producing unit j
is Ri=[pj1, pj2,...,pji], mi as the structure of the machine for
the operation cluster 7, u; as the structure of the producing
unit j. /(x) represents the information which is position or
relative position of x. Assuming that the vector of the
structure of the machine unit is M;=[mji, mj2,..., m;;] and
the vector of all producing units is U=[u,, u>,..., u;]. For
X=[x1, x2,..., xi], there is L(X)=[I(x1), I(x2),..., I(xi))] and
thus, the function relationship is:
S Py —my
Ju (M, LM ), [n,,n,,.0,]) > u;
fs U, LU)—>S

nji represents number of machines in same position in
unit j. Only if one exists, then n;; =1. Since the RMS is
changing with time, a function can be formed as:

m; = fM (p_,wt)
The function of a unit’s structure is:
= fy (M, LOM 1,0), [, 0,7, 6).01, 6)))
For a systemit is:
S =F,(U,LU,1)

Taking the system output function as f:, then the C,
the systemoutputis:

C=F(S)

If the system is concerned with productivity, then C
represents the system’s productivity capacity. In the
process ofan RMS’ design and configuration, the optimal
goal is to allow the system meet external environmental
changes. The deterministic variables would than become
the RMS machine level, unit level and system structure.
The constraint requirements are permitting the RMS’
scale within certain limitations. As a result, an RMS
optimization model is:

min F(S)= E.(S,t+1,)-0(S,0)| ©)
s, MeiM,|xe N} )
Ue{U,_ |xeN}, ®)
Se{SX|xEN}' (9)

In addition, Q(S,¢) represents the outer demand which
S produced during the period of 7. # represents the
response time to the external demand, which shows how
rapidly RMS can react to external demand fluctuations.
The result is that, the value is smaller than with a
traditional mechanical system.

IV. SCALE DECOMPOSITION AND SELECTION

The implementation of unit reconfiguration signifies
re-configuring a machine’s layout in the workshop, which
only operated as and when necessary, for instance, when
significantly adjusting the performance of specific
producing units or when the technicalities of a certain
workpiece of some products has been substantially altered.
The influence of reconfiguration of a unit scale for
production performance is in terms of time-consumption,
largeness of scale, which is reflected in the production
performance signal, as demonstrated in the middle of the
signal spectrum generated by unit-level reconstruction for
production performance.

The frequency of system-level reconfiguration for a
complete system is relatively low, with few operations
during a lifecycle, this only occurring as regards
producing cross-product processing or when the existing
RMS configuration cannot meet the changing of external
demands. The economic value of reconstruction is
considerable, in that the cost for reconstruction is lower
than the opportunity cost for the original production
configuration. Nonetheless, reconfiguration for the whole
systemtends to incur the highest cost and have the lowest
frequency. The reconfiguration should, however, be of
benefit to production capacity and production function.
With respect to the signal of production performance, the
changing of system-level reconfiguration tends to be
displayed in the forepart of the signal spectrum (Fig. 3).

With regard to any type of product, during a single
lifecycle of the product, the longest interval between the
adjacent effective unit-level reconstruction is 7. and the
longest interval between the adjacent effective machine-
level reconstruction is 7. After every reconfiguration, the
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object will have its ramp up period and deterioration
period one after another. Analyzing the graph of the
production performance signal, it can be presumed
reasonably that the fluctuation generated by a single
reconfiguration of RMS corresponds to a half-cycle of the
sinusoidal signal. The interval T reflecting the frequency
domain being w=xn/T. Each scale reconfiguration maps
frequency domain, in which the different demarcation
point is w.=n/T. and w,=nr/T,respectively.
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Fig.3. The tendency of Producing performance signal frequency
spectrum and the distribution of each scale reconstruction

According to the regulated changing scope (the
difference between the current daily output and daily
demand) of an RMS system’s performance, the
corresponding amplitude of frequency spectrum will be
|Fu|=kA, (k is a constant). There is a value that
corresponds to |F,| in the frequency spectrum, called w
and to be specific, if w<w, system-level reconfiguration
were to be considered. On the other hand, if w.<w<w:,
the unit-level reconfiguration should be taken into account,
moreover, if w>w,, the machine-level reconfiguration
must be considered. Furthermore, if the frequency value
o, which corresponds to the amplitude |Fy|, spans
multiple intervals, then the two forms of reconstruction
should be considered. In this situation, issues such as cost,
together with others factors should be took into
consideration simultaneously, in terms of a reconstruction
strategy.
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Fig.4. assistance decision-making of reconfiguration scales selection

Fig.4 illustrates the spectrum waveform for a
particular RMS during a lifecycle. Such a wave pattern is
representative (for instance, obtained from historical
analysis) as a guiding value for reconstruction for a target
system. One point to note is that if the periodic signal
created by the prolongation indicates a single lifecycle,
then the frequency spectrum tends to be discrete, which
needs to connect each point as consecutive processing. On
the contrary, if the analytic point is a full lifecycle, in

Y. Bao et al.

which the wave shape of the frequency spectrum itself is
continuous, it should be unnecessary for consecutive
operation. With respect to two different external
variations 4;and 4, the corresponding amplitudes are
|Fu|1=kA; and |Fpn|2=kA2. From Fig.4, it can be seen that,
with the variationd; there are relative frequencies
designated as w/ s an”, and a)zm, and; with regard to
variation, the relative frequencies are designated as w2
Based on analyzing the specific interval for the respective
frequency, as a result, as for variation 4, the
reconfiguration should be implemented for system-level
or unit-level structure; as for variation A2, the
reconfiguration tends to aim at machine-level structure.

V. EXPERIMENT ANALYSIS

Because RMS still remains only at the theoretical
level, there is, as yet no created RMS. Nonetheless, by
using the method this paper recommends to analyse data
from a mechanical system, it can, theoretical at least, give
a possible indication the RMS’ reconfiguration scale.
Assuming production data for 100 days and taking every
4 hours as a unit to analyse daily production N; in the 7 th
4 hours, which includes 600 samples (TABLE I).

TABLE I

PRODUCTION DATUM OF ONE ENTERPRISE

Number t (hours)/4 Daily output N;
1 1.00 3.12
2 2.00 4.57
3 3.00 5.67
4 4.00 5.65
599 596.02 11.35
600 597.01 10.57
601 600.99 7.25
602 602.01 4.30

The results of the example taken as sample are in
accordance with the initial prediction. It is still possible;
however, to establish if there is a significant scale effect
from Low frequency reconfiguration on production
capacity and that, then bigger range, the greater are the
changes. With changes from 0 to 10, this means that the
company has little unit RM S but machine-level RMS are
not included in those of the system. In a traditional system,
the adjustment of machines can be regarded as machine-
level reconfiguration. The reconfiguration of the layout of
manufacturing plant can be regarded as unit-level RMS
because the structure of a production line is fixed and the
company wills adjustment to combine machine tool and
CNC, in an effort to improve productivity. This outcome
totally different from a typical one because it has no
reconfigurable and scalable features, which makes
reconfiguration of the layout of mechanical plant more
difficult. To sum up, Fig.6’s prediction has its own logic
and proves Fourier transform as being available for RMS.
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The production ability signal in 100 days is shown as
Fig.5:

L s L s L
L 100 200 300 400 500 600

Fig.5. Production performance signal
After Fourier transformation by infrared, it is shown
as Fig.6:

A5H T

Fig.6. Spectrum curve of production performance signal
VI. CONCLUSION

This paper analyses the theory and process of RMS. It
uses a mechanical system’s daily production as an index
of the production capacity of RMS and it collects
production data regarding a productivity signal. By doing
this, a spectrogram is created, which can reflect the
relationship between reconfiguration’s frequency and
range. In addition, Fourier transform infrared has been
proved to be useful in connection with the productivity
signal of RMS and provide a simple way to assist a
company to reconfigure range. It is also helps to make the
collect and analyse of different ranges easier and it forms
a sound basis for a multiscale model of RMS.
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Abstract - The position of a supplier in the supply
network is emerging as one of the important aspects of
supplier management, but the role of managing supplier
supply network position in improving the performance of
manufacturers still remains undear. This paper examines
the impact of supplier supply network position on
manufacturer performance and stresses the mediating role
of supplier capability and supplier performance. Using
structural equation modeling (SEM), this paper empirically
tests a number of hypothesized relationship based on the
data collected from 228 Chinese manufacturers. Results
indicate that supplier supply network position does not have
any significant direct effects on manufacturer performance,
moreover, supplier capability and supplier performance
plays a fully mediating role between supplier network
position and manufacture purchasing performance.

Keywords - Manufacturer performance, supplier
capability, supplier performance, supply network position

I. INTRODUCTION

In today’s business environment, reliance on supplier
for manufacturing and innovation has become
commonplace, the position of a supplier in supply
network is emerging as one of important aspects of
supplier management. In a supply network, supplier
network position is defined as the outcome of the
interaction relationships between a supplier and other
actors, and then a supplier with the superior position in a
supply network has more opportunities to learn from
other actors and can access a large number of
heterogeneous knowledge and informationl'l. The
network position also shapes the competitive priorities of
a supplier and translates into resource advantage and
capabilities. Thus a supplier with the superior position in
a supply network can be expected to help its
manufacturers obtain novel information and develop
realistic marketing strategies[?-31,

Although existing researches have been realized that
any supplier is embedded in a wide supply network, and
suggested that the manufacturer should manage its
suppliers in their structural network context, since the
network surrounding of a supplier can affect the
manufacturers' business decisions, behavioral choices,
and economic outcomesB4l. While current researches on
supplier network position emphasized individual itself as
the research object and focused on the relationship
between supply network position and innovation
performance, the benefits of supplier network position
and its role in improving the performance of
manufacturers remain poorly understood.

Thus, this study addresses the research questions:

Does the supplier supply network position influence the
performance of manufacturers? And if so, what's the
mechanis m? This remainder of this study is structured as
follows. Section 2 reviews the theoretical background of
this study. This is followed by the development of
hypotheses. Next, we describe the research methodology
and present the results. Finally, the last section draws
some conclusions and suggestions for future research.

II. LITERATURE REVIEW AND HYPOTHESES

A. Supplier supply network position and manufacturer
performance

Network position, a key variable of social network
analysis, is the result of the interaction relationships
between the actors in the network. With the deepening of
the network research, scholars found that the various
behavioral attributes of an actor, such as resource
acquisition, strategy choice and innovation, can be
interpreted as the function of its network position. The
network position of an actor represents different
opportunities to gain access to network resources and
learn from other actors in the network, which plays an
important role in operation and innovation of itself and
partner firms.

Supplier supply network position refers to the
structural position of a supplier in its supply network; it
embodies the supplier’s status and power that relates to
other actors in network, and represents the opportunities
and capabilities to obtain network resources. The effect of
supplier supply network position on the performance of
manufacturers is mainly manifested in the following two
aspects: First, a superior position in a supply network
promotes supplier knowledge base and absorptive
capacity, then creating favourable conditions to satisfy the
diversification demands of process improvement and new
product development of manufacturers. Second, a
supplier with the superior position could transfer network
resources to manufacturers through the close
manufacturer-supplier relationship, manufacturers can
recognize the potential market opportunities or threats and
review the competitiveness level of existing products and
production technology so that they can promote product
improvement and improve operational and innovation
performance accordingly. Research hypotheses based on
the above analysis:

H1. The supply network position of a supplier has a
significant positive effect on the performance of
manufacturers.
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B. Mediating role of supplier performance

A superior position can bring the abundant network
resources to suppliers, but how to directly use suppliers’
network resources is difficult for manufacturers. Studies
have showed that the contribution that a supplier made to
manufacturers depends on its deliverables—supplier
performance, which is achieved by the integration of
internal and external network resources of supplier.
Supplier performance means whether a supplier is able to
dispatch products with the agreed quality, cost, flexibility
and innovation on time. As the initially external input,
supplier product attributes and service performance will
affect the final output performance of manufacturer!>-9],
meanwhile, existing network research showed that a
supplier with the superior position in a supply network
could have opportunities to learn from other actors and
gain access to new knowledge, which helped supplier
provide the manufacturers with satisfying performance
for a long timel”#]. Research hypotheses based on the
above analysis:

H2. Supplier performance plays a mediating role in
the relationship between supplier supply network position
and manufacturer performance.

C. Mediating role of supplier capability

Supplier capability refers to the supplier’s ability to
make use of its resources to meet the demands and
business goals of manufacturers. From the perspective of
the capability-based theory, supplier capability is a key
factor to support its future business development and
promote the improvement of manufacturer performance.
There is the fact that different supplier capabilities can
lead to different performance resultsPl, and directly or
indirectly affect manufacturers’ performancel'?l. Only
when having expertise, technical skills and knowledge
resources can a supplier create unique competitive
advantage in terms of R&D, production, network
relationship and strategic capabilities, and launch more
innovative, cheaper products than its competitors. In
addition, manufacturers would arouse interest in
collaborating with suppliers that do possess superior
capabilities in order to capitalize on such supplier
capabilities, avoid the inherent risks that are associated
with partnering with incapable supplier, and create
collaboration performance.

At the same time, supplier supply network position
correlates significantly with supplier capabilities. A
superior position is beneficial to strengthen the possibility
of supplier learning and promote the effective integration
between internal and external resources of supplier in
order to realize supplier technical innovation and products
upgrades, and improve the capabilities to meet the various
demands of manufacturers. Research hypotheses based on
the above analysis:

H3a. Supplier capability plays a mediating role in
the relationship between supplier supply network position
and supplier performance.

H3b. Supplier capability plays a mediating role in
the relationship between supplier supply network position

S.Liand N. Li

and manufacturer performance.
1. METHODOLOGY

A. Sample and data collection

To test the hypotheses on a broad empirical basis, we
surveyed a cross-sectional sample of manufacturing firms
located in China by means of face-to-face, onsite
interviews and mail survey. A total of 276 questionnaires
were filled out, and 48 were returned as nondeliverable,
leading to an effective respond rate of 82.6%.

B. Variable definitions and measurement

All constructs for measuring independent and
dependent variables were developed on the basis of
previous literatures. The construct of supplier supply
network position (SSNP) was designed to consider
supplier extended supply network (which companies the
supplier is connected to and how the connected
companies fare in their own business) and how a supplier
was embedded in its supply network. Based on the work
by Choiand KimB], Gilsing et al.l'!], Tsai et al.l'?], Kiml!3],
the SSNP scale measuring used the five reflective items.
Supplier capability (SC) scale was adapted from the prior
research of Scheer et all'¥l. In this study, two items
assessed supplier’s product quality and delivery service,
the other two items measured supplier capabilities in
product improvement and new product design, the
remaining two items evaluated the supplier capabilities to
improve interaction quality and problem solving with the
manufacturer through effective communication. The
supplier performance (SP) scale was based on Ziggers
and Henseler®], Carterl!®] and Shin et al. ['7], using the
five reflective items. The manufacturer performance (MP)
scale measuring used five items from Azadeganl'8l. All
items were presented on 5-point Likert scales from 1=
strongly disagree to 5= strongly agree.

C. Scalereliability and validity

TABLE 1
DESCRIPTIVE STATITICSAND CORRELATIONM ATRIX (N=228)
Variable 1 2 3 4
SSNP (0.792)
SC 0.234%* (0.784)
SP 0.355%%* 0.311** (0.721)
MP 0.325%* 0.360%* 0.627%* (0.718)
Mean 4.0794 3.9250 4.0969 4.0676
S.D. 0.51175 0.58921 0.54743 0.43859

*significantat 0.05 level; **significantat 0.01 level.
() values on the diagonal are the square-root of AVE.

This paper used Cronbach's o and composite
reliability (CR)to examine the reliability of each variable.
Internal reliability was high, with Cronbach's a values
between 0.804 and 0.888 and CR values between 0.8087
and 0.8932 for the subscales. We applied confirmatory
factors analysis to evaluate the validity of the constructs.
The overall fit of measured model was good
(x?/df=1.3505; GFI=0.952; CF1=0.990; RMSEA=0.042),
and the average variance extracted (AVE) for each
variable value was above 0.5, indicating that all
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constructs have good convergent validity. Discriminant
validity was supported as showed in TABLE 1, all of the
square root of AVE for each latent factor exceeded the
respective correlation between factors. These results
suggested that all measures exhibit satisfactory validity
and can be used for hypothesis testing.

D. Statistical analysis

According to data in questionnaire survey, we tested
our hypotheses based on structural equation modeling.
The final model fitting was adequately supported. The
y2/df index value of 1.355 and GFI index value of 0.948,
both indices indicate an acceptable fit to the data. The
RMSEA value of 0.043 at p < 0.05 indicates that the final
model cannot be rejected at a high level of confidence.
Furthermore other essential indices, such as CFI (0.979)
and IFI (0.980), provide strong evidence that the fit
between the structural model and the data is acceptable.

As depicted in TABLE II, the test results suggested
that all hypotheses are supported. Supplier supply
network position has not directly effect on performance of
manufacturer (f=0.285, p=0.736>0.05), but the indirect
effect generated by supplier capability and supplier
performance is supporting, the value of indirect effects
was  0.3353(0.328x0.740+0.399%0.232), the results
support H1, H2 and H3b. Furthermore, supplier capability
also plays a mediating role in the relationship between
supplier supply network position and supplier
performance, the mediating effect intensity was 0.102
(0.399x0.256), the result supports H3a.

TABLE 11
RESULT S OF HYPOTHESIS TESTING
Standardized
parameter estimate(f}) SE. CR. P
SSNP—SP 0.328 0.143  3.599 ok
SSNP—SC 0.399 0.170  4.448 ol
SSNP—MP 0.025 0.095  0.337 0.736
SC—Sp 0.256 0.080  2.656  0.008
SC—MP 0.232 0.055  2.798  0.005
SP—MP 0.740 0.079  7.533 ok

IV. RESULTS AND DISCUSSION

This study contributes to the existing literature on
supplier management by investigating the impact of
supplier supply network position on manufacturer
performance and the mediating role of supplier capability
and supplier performance. The research results show that
supplier supply network position has a significant positive
effect on manufacturer performance, meanwhile supplier
capability and supplier performance play a fully
mediating effect. Moreover, the supplier capability also
plays a partial mediating role in the relationship between
supplier supply network position and supplier
performance.

There are two categories of managerial imp lications:
First, this study tells managers that when evaluating
suppliers, investigating supplier supply network position
is generally beneficial, since a supplier’s behaviors and
performance depend on how it environs itself with other

companies, especially its key suppliers and customers.
Second, manufacturers should develop network
awareness capability to identify their key suppliers’
supply network position, to evaluate the informational
and reputational values of the position, and to increase the
level of integration between itself and supplier supply
network.

The limitations should be acknowledged for future
research. First, the questionnaire survey-based studies
traditionally suffer from common method bias. Moreover,
Sample data was collected from the manufacturers, it
ignores suppliers’ perspective. Finally, we empirically
demonstrated that choosing a supplier who occupied a
superior position in supply network is beneficial to
improving manufacturer performance, but what specific
managing practice that can promote this effect is still need
for further exploration. Future research can probe into
theseissues.
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APPENDIX: KEY VARIABLES AND MEASURE

Supplier supply network position

(Cronbach's 0=0.888; CR= 0.8932; AVE=0.6267)
SSNP1 suppliers who connected with our supplier fare in
good condition.

SSNP2 customers who connected with our supplier fare
in good condition.

SSNP3 our supplier interacts with its partner firms in
supply network in high frequency.

SSNP4 the cooperation between our firm and other
companies who are embedded in our supplier’s supply
network is brokered by our supplier.

SSNP5 Supply network ties generate
influences on our supplier behaviors.
Supplier capability

(Cronbach's 0=0.827; CR=0.8269; AVE=0.6142)

SC1 this supplier’s product quality is excellent.

SC2 this supplier rarely delivers incorrect products.

SC3 this supplier could improve the features of its
products our firm purchases each year.

SC4 this supplier could develop new technologies that
enhance its products sourced by our firm.

SC5 this supplier could communicate with our firm
effectively.

SC6 this supplier could timely provide our firm with
information regarding problems it encounters.

Supplier performance

(Cronbach's 0=0.838; CR=0.8420; AVE=0.5199)

SP1 compared with other suppliers, this supplier’s
product cost performance is competitive.

SP2 compared with other suppliers, this supplier’s
product quality is higher.

significant
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SP3 compared with other suppliers, this supplier delivers
on time.

SP4 compared with other suppliers, this supplier’s
scheduling is flexible.
SP5 compared with other suppliers, this supplier’s

productis novel.

Manufacturer performance

(Cronbach's 0=0.804; CR=0.8087; AVE=0.516)

MP1 using this supplier has enhanced our ability in
reaching internal manufacturing costreduction goal.

MP2 using this supplier has enhanced our ability in
reaching defect rate reduction goals.

MP3 using this supplier has enhanced our ability in
reaching delivery speed and reliability improvement
goals.

MP4 using this supplier has enhanced our ability in
responding to customization requests.

MPS5 using this supplier has enhanced our ability in new
product introduction time reduction goals.
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Abstract - At present the most important of our national
strategy is to deepen the reform of science and technology, to
promote the closer integration of technology and economy
and to accelerate the construction of the national innovation
system, which is combined of enterprises, market and
Industry-University-Research Cooperation. Our research on
the Cooperation started late and there was only a little help
to enhance China's comprehensive strength by the
cooperation. Many factors are affecting the research results.
This paper collects some mainly factors that affect the
operation of the cooperation system by actual convey and
analysis them by IMS, which provide the theoretical basis
for the development of Industry-University-Research
Cooperation. Cooperative system consists of subsystems of
willingness to cooperate, cooperate resource subsystem and
environment subsystems. The three subsystems work
together to influence the development of the Industry-
University-Research Cooperation system.

Keywords - Factors, Industry-University-Research
Cooperation, SIM

[. INTRODUCTION

Industry-University-Research  Cooperation is an
important component of the national innovation system. It
is the key of the leading industry and strategic emerging
industry in the country's overall development. But our
country’s cooperation has been in a low level over the
years. There are many factors, interaction and mutual
influence between them are complex. These factors form
a more complex system. Chunhua Feng and others study
from the cooperation and innovation and then to establish
a Industry-University-Research Cooperation Theory
which proposed by the government "); Xiaoli Guo think
that it can improve our Industry-University-Research
Cooperation by increasing corporate dominance and
market leading through the combination study on the
status and success of Japan. This makes a great
contribution to our country ¥l But there is still no one
summarize all of the factors together that may affect
cooperation to analyze the relationship between each
other systematic. This paper determines the impact factors
of cooperation in accordance with the actual situation of
China's Industry-University-Research Cooperation first,
analyzes the influencing factors essentially by
Interpretative Structural Model Method and then tries to
find more effective measures to promote Industry-
University-Research Cooperation

II. THE ANALYSIS OF COOPERATIVE
INFLUENCING FACTORS

Xiaoyun Tang analyze the Industry-University-
Research Cooperation on Macro perspective, he got five

factors that risk investment mechanism is imperfect, the
services of agency is imperfect, the necessary policies and
regulations are not perfect, the conversion rate of research
and development results need to be further improved, the
lacks of governmental appropriate guidance and support
and defined them as external factors of the Industry-
University-Research Cooperation *). The lacks of research
capacity of partners, cannot find a suitable partner,
partners lack of integrity, the market value of R & D
results are not high, lacks of the motivation and energy of
cooperation. These five major factors are related to the
participants ~ of  the  Industry-University-Research
Cooperation are named their own factors. The low level
of cooperation, lack of technology transfer personnel, lack
of equipment and funds, coordination and monitoring
mechanisms, operating mechanism are imperfect, benefit
distribution mechanisms are inadequate, unclear
ownership of scientific and technological achievements,
the lack of a platform for exchange, information of
cooperation does not flow, these eight factors are common
factors on both sides.

Azagra-Caro, Archontakis analyzed the influence of
absorptive capacity of the region to the level of the
Industry-University-Research Cooperation . GDzisah
and Etzkowitz analyzed the constraints of the cooperation
by the "triple helix" theoretical, derived that the
importance of industry and universities have become
increasingly prominent, innovation policy is becoming
results of the interaction, the role of the institutional
environment is not obviously ). Hemphill and Vonotars,
Judithsutz got that transaction savings and strategic
motives are the main factors contributing to the Industry-
University-Research Cooperation through opportunist

theory . Geisler also pointed out that the ideal
willingness to cooperate, mutual trust and the
psychological contract and previous history of

cooperation, the degree of communication between
partners, communication range, will influence the
occurrence of cooperation |,

Zhong Ling, Wang Zhanwu noted factors that
restricting China research cooperation including research
system is not perfect, the shortage of industrial capital
markets combined with low college degree, intermediaries
underdevelopment, poor flow of information, the
promotion of science and technology talent shortage,
imperfect scientific evaluation system ®!. Kong Yiping
multiple regression model with SPSS software for
analysis, and got that the research and development
capabilities, size of the business, the technical
characteristics of cooperation with the government
policies have a direct impact on mode selection of the
Industry-University-Research Cooperation . Cui Xu,
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Xing Li’s survey showed the top three factors that affect
the cooperation and got uneven distribution of rights and
interests for 74.7%, technology is not mature enough for
36.8% decision management uncoordinated for 31.2% '

Fan Xia studied from the requirements of business
cooperation threshold, by using of thresholds based on
panel data regression model to make a conclusion that the
company's own research capacity has a direct impact on
the cooperation, which shows that companies with
different sizes and different strategic intent have different
influence on cooperation ',

P. Shen et al.

Scholars studied theoretical and empirical aspects of
factors and draw some common conclusions that
government support and relevant policies formulation, the
main motivation for the cooperation parties and the
organizational structure of cooperation have become
important factors which would restrict the Industry-
University-Research Cooperation. For information flow,
capital investment, lack of talent, the impact of moral
hazard, the distribution of benefits and other factors will

have to be determined according to the actual situation %
13]

TABLE I
THE RELATIONAL MODEL OF COOPERATION
Industry-University- The success rate of Industry-University-Research Cooperation S1
Research Cooperation
Willingness to cooperate Dummy variables and intrinsic motivation of cooperation S2 1
Cooperation resources Basis of cooperation, including available resources come from companies and universities S3 1
Cooperation Environment Cooperative external environment, factors except for the two co-main, including government S4 1
support, and environmental markets
Venture Capital A form of obtaining funds from the market. It can reduce the investment burden on the parties, S5 3,20
and help to improve the cooperation willingness between the two sides.
Transaction savings and Cooperation in line with the concept of savings and compliance with national policy. This S6 4
strategic support policies belongs to the cooperation environment
Cooperative credit It is dummy variable, namely the mutual cooperation relations. It has a direct impact on their S7 12
willingness to cooperate
Corporate research capacity Ability of enterprises of their own research S8 2,21
Research Capacity Research capacity of universities that can make a contribution to the cooperation S9 2,14,21
Development of cooperative | That is now a platform for cooperation. It can provide more convenience and security to the S10 | 4,5
cooperation and increase willingness to cooperation between the two sides
Government investment It is also a part of the environment, which can increase sense of innovation and obtained money S11 | 3,8,9,10
for universities, as well as improve the agents
The level of cooperation The level of cooperation between the two sides can use the advanced projects, complexity S12 | 2
degree and time of cooperation to express
History of cooperation Due to historical cooperation partner of choice to produce subjective preferences S13 17
Combination degree of The knowledge of the needed content of research in the market. S14 | 22
universities and market
Corporate strategic intent Enterprise's strategic intent is means that whether the cooperative enterprise views technology S15 | 2,12,17
innovation as the main productive forces, which will affect the level of cooperation between the
two sides as well as their willingness to cooperate enterprises
Market demand for high- Belonging to the external environmental factors, and the potential for development of the market | S16 | 2,4,14,22,21
tech products research results. It is the main driver of corporate willingness to cooperate
Enterprises investment Research funding invested by enterprises for cooperation S17 | 3
Scientific concept of Whether researchers are trying to achievements in industry or completing the paper work and S18 | 2,12,21,22
researchers others
The number of papers The number of papers published and the high level of university patents published S19 | 3,59,11
published and patent
applications
Interest distribution Gain or loss sharing mechanism between universities and enterprises S20 | 2
mechanism
Characteristics of scientific High level of cooperation content between enterprises and universities S21 | 12,22
content
High-tech industry index The proportion of marke earnings that the scientific research transformed into practical products | S22 | 3,
Domestic GDP China's GDP, reflecting the overall economic situation of China and the desire for technological S23 | 5,11,16
innovation
Direct benefits of Through effective collaboration to increased revenue, which will increase the transformation S24 | 18
cooperation to bring idea of scientific research
researchers
The current situation of our country is based on, from supporting each other "joint action". Successful

the perspective of cooperation to analyze and extract
factors that influence the Industry-University-Research
Cooperation. From the general sense of sociological sense,
cooperation is an activity to achieve a common purpose
between individuals, groups and communities, a mutually

cooperation basic conditions are include: a common goal;
unified understanding and norms; mutual trust and
cooperative atmosphere; co-existence and development of
certain material basis !'*). Firstly extracting factors from
the goal of this basic condition: willingness to cooperate,
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cooperation model, cooperative goals, benefit distribution
mechanisms, knowledge protection force, the flow of
information flow and cooperation historical researchers.
Second factor extracted from the material basis for
cooperation: research capacity of enterprises, research
capacity of colleges, universities and patent number of
published papers, funding, benefit distribution
mechanisms, scientific evaluation system, research ideas,
technical cooperation project features, which funds
invested sources include investment government,
investment companies, venture capital on community.
Lastly factor extracted from the environment for
cooperation: ~ government  environmental  policy,
cooperation credit, development and research alliance,
college degree combined with the market, the transaction
savings and strategic motives, supervision and operation
mechanism, history of cooperation, GDP. The interaction
between them as shown in the Table 1.

III. THE STRUCTURE MODEL OF RESEARCH
SYSTEM IS AS FOLLOWS

For the relationship between the above factors, we
calculated and processed by the model of SIM '), finally
got the hierarchical relationship between them as shown
in Fig.1.

2 3 4
20 || 12 2 | 17
7051 1151/ 21 14

13 1

1 16

0 8 9
11
19 23

Fig.1. Progressive Struvture of Research Cooperation

IV. CONCLUSION

The analysis of the SIM result of the Industry-
University-Research Cooperation:

Our goal of studying this system is to improve the
efficiency of Industry-University-Research Cooperation.
Based on the goal, there 22 influencing factors for this
cooperative System, in the 22 factors, source conservation
and policy of strategic support factors as external factors,
and the rest 21 factors that constitute the three subsystems:
subsystem of willingness to cooperate, collaborate
resource subsystem and cooperate environmental
subsystem, factors affect the system goals by the three
subsystems.

1. Industry-University-Research  Cooperation is
affected directly by the willingness to cooperate,
cooperation resources, cooperation environment. Other
factors also affect the operation of the system by the three
factors.

2. Assuming the state's policy is unchanged on T time,
then the initial national policy on research cooperation
would have a direct impact on the entire system in a long
time, so the initial policy of the state is critical. So the
policies made by relevant state departments must be
combined with the actual situation, and the government
must play a guiding role on the Industry-University-
Research Cooperation

3. Cooperative alliances throughout the system have
played a very important role in convergence. We can see
the development of research alliance is a key part of the
internal and external research cooperation will be linked
together. So the emphasis on the development of research
alliance is an important means to promote research
cooperation. Especially in our country, because of the
strength of the relatively large gap between research
institutions, subject to geographical affect and influenced
by the level of cooperation and co-habit with the impact
of the previous form of cooperation obviously. Over the
past few years, our study has improved the market
conversion rate of our research, and brought great
economic benefits. So it is necessary to increase
government investment in research to improve the
development platform and research alliances.

4. The main source of funding is government
investment, venture capital, business investment. Venture
capital funds mainly depends on the community, so the
government's responsibility to play a good guide, business
as the main role of research cooperation should increase
investment in the cooperation.
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Abstract - This paper analyzed supply chain network
optimization problem with the grey uncertainty of customer
demand information, and established its mathematical
models by grey system method. Then, an improved artificial
fish swarm algorithm was put forward to solve the models
based on binary encoding. Finally, the paper testified the
effectiveness of the models and algorithm by using dynamic
particle swarm optimization algorithm to solve the same
calculation examples.
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I. INTRODUCTION

With the economic globalization, the competition
between enterprises tums to be more severe and the
demand of customers varies from minute to minute.
Under the volatile environment, how to reasonably plan
supply chain network has become a hot topic in
optimization management of supply chain system!'l. Grey
system method is effective to tackle uncertain issues with
inadequate sample data, poor information and shortage of
cognitive experience [2:31. Therefore, this paper used the
method of grey system in combination with artificial fish
swarm algorithm, to study and solve the optimization of
supply chain network with uncertainty of customer
demand information as follows.

II. MATHEMATICAL MODEL ESTABLISHMENT OF
SUPPLY CHAIN NETWORK OPTIMIZATION
PROBLEM WITH GREY UNCERTAINTY DEMAND

A. Description of Problem

There is a four-stage supply chain network, which
consists of M material vendors, N manufacturers, K
distribution centers and L sales centers. The customer
demand in each sales center is uncertain due to the variety
of market competition. But historical data indicates that
its demand information follows certain interval grey
number distribution generally. Now, it requires to select
some material vendors, manufacturers and distribution
centers from the supply chain nodes, and meantime
properly arrange their logistic relationship to accomplish
the supply taskat minimum cost.

B. Settings of Parameter

IDs for material vendor, manufacturer, distribution

centers and sales centers are set as M , 1, k and [

respectively. Set Raw material ID as |, and product ID as
J- a,,, is unit price of raw material i purchased by
manufacturer n from material vendor m ; bjnk is unit
freight of product j from manufacturer n to distribution

center k ; Ciu is unit freight of product j from

distribution center k to sales center [ ; e,ln is maximum
quantity of raw material provided by material vendor m ;

2

e, is maximum quantity of product produced by

manufacturer # ; e,f is maximum amount of product
distribution of distribution center £ ; f, , 1s fixed fees for

the establishment and running of manufacturer n; 7, is
for the establishment
distribution center £ ; g}n is unit production cost of

fixed fees and running of

product j produced by manufacturer n ; gjz.k is unit
distribution cost of product j for distribution center £ ;
h,./. is quantity of raw material i in need to manufacture

product j per unit; P is maximum permissible quantity

of manufacturers; () is maximum permissible quantity of
distribution centers; dﬂ(®) is the grey quantity of
product j demanded by sales center [, and its grey

number interval is [d;,,d;] .

C. Settings of Decision-making Variables

w, : 0-1 variable, 1 denotes manufacturer n is
selected, 0 is not; §, : 0-1 variable, 1 denotes distribution

centre k is selected, 0 is not; X, : quantity of raw

material [ purchased by manufacturer n from material
vendor m ; ¥, : quantity of product J delivered from

manufacturer 7 to distribution centre k ; zZ jki * quantity

of product | delivered from distribution centre k to sales

centre /.

D. Establishment of Mathematical Model

Target function:
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In above models, formula (1) is target function,
which ensures the minimum total cost of manufacturing
and distribution in the supply chain network, and
formulas (2)-(11) are the capacity constraints.

E. Whitening of Grey Parameter and Transformation of
Mathematical Model

The grey variable dj,(®) in the

mathematical formula (9) makes the constraint condition
unclear and the original model unresolved. Generally, for
a certain interval grey number & € [a,b], its whitening

original

value could be assigned as ®=aa+ (1 —a)b , Where
o €[0,1] is position coefficient 1. If the distribution

information for the value of interval grey number is
inadequate, it is usually whitened with equal weighted
index, where the positioning coefficient ¢ = 1/2 Il

Accordingly, dﬂ(®) in the original model could be

whitened with the function in formula (12). By the same
token, the original formula (9) could be transformed into
formula (13).

d,(®)=(d,+d)/2 (12)

K
Dz, =, +d)/2 V), 1 (13)
k=1
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II. IMPROVED ARTIFICIAL FISH SWARM
ALGORITHM AND ITS SOLVING PROCEDURE

A. Principle of Artificial Fish Swarm Algorithm

Artificial fish swarm algorithm (AFSA) is a kind of
evolutionary computation technology based on swarm
intelligence with the advantage of simple concept, easy
implication, good robustness and high speed in finding
the optimized solution %7, It has been widely applied in
solving combinational optimization problem.

B. Encoding and Solving Procedure of Improved AFSA

AFSA, which is continuous intelligent algorithm,
could not solve the discrete-type combinational
optimization model. Therefore, this paper proposed an
improved artificial fish swarm algorithm (IAFSA) based
on binary encoding method [l which encoded the
individual artificial fish discretely. Hence, behaviors of
artificial fish, which include following behavior,
swarming behavior, preying behavior and random
behavior, are selected in accordance with fitness
evaluation of objective function. The problem will be
solved after repeated iterative operation and replacement
of bulletin with best state of artificial fish. The general
solving procedureis as follows:

Step 1 Set parameters of AFSA, for details see [6];

Step 2 Define position vector X = [X,,X,,*+, X,

XNH,“',)C,\HK] for individual artificial fish. Function
RAND is used to generate the artificial fish’s initial
position vector;

Step 3 Fuzzy function SIGMOID and random
function RAND are employed for binary encoding of
artificial fish, as shown in formula (14) and (15);

1

sigmoid(x) = (14)
1+exp(—x)
0,if (rand > sigmoid (xi))
= (15)
1, otherwise
Step 4 Let W, =Y, , J yNH X s Y juk and

Z jy could be calculated by simplex algorithm. Having

them substituted into objective function f(x), we could
obtain the initial position of every artificial fish (x, f(x)) .
The best position state of every artificial fish
(Xpoer» /(X)) is selected as the initial one in the bulletin.

Step 5 the operations on each artificial fish:

(1) Following behavior: Let x'” denotes the
artificial fish i current position. Its neighborhood area
within perceptive scope is explored for the best
neighboring position xf]? CIf f(x(i))> f(x[(w’;r)) and the

(0))

number of companions within x'' area nof/N< ¢ , let
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x0 = x® + Random(Step) x (xi’? —x(i)) / H(xi’? —x(i))H
and update state with (x, £(x)). Thus, following

behavior succeeds, and turn to step 6. Otherwise, the
behavior fails and turns to (2) for swarming behavior.
(2) Swarming Behavior: Set nof as the number of

companions within x* area. If nof/N <& and f(x(i))>

f(x,), let xO = x4 Random(Step) % (x, —x(i)) /‘

Thus, swarming behavior succeeds and the state will be
updated. Otherwise, swarming behavior fails and turns to
(3) for preying behavior.

(3) Preying Behavior: A position state XD is

selected randomly within the perceptive scope of xDIf
S>> £ holds, let X =x" + Random(Step) X

new new

= _x(i))/H(x(i) _f”)” . Thus, preying behavior

succeeds and the state will be updated. Tum to step 6.
Otherwise, select another position state randomly for
preying. If artificial fish could not prey successfully after
Try num times oftrial, turn to (4) for random behavior.

(4) Random Behavior: the artificial fish chooses a
position randomly within the visual range and move to

this new position x,,, . If f(x")> f(x,,) holds, let
2 = 2 + Random(Step)  (x,, = ) /5,0, = x|

and the state is updated.

(i)
(x, - x )H

Step 6 Compare the current state of artificial fish
with the one on the bulletin. If its current state is better,
update the bulletin.

Step 7 If the iteration times has reached the
maximum limit ITmax, end the iteration. Otherwise, turn
to step 3.

IV. EXPERIMENT OF CALCULATION EXAMPLES

A. Example Description

The data in this example is cited from [9]. Suppose
there are 3 material vendors, five candidate manufactures,
five candidate distribution centers and four sale centers in
the supply chain network, which mainly undertakes to
manufacturer, distribute and sell two products A and B.
Product A is made by raw material Cand D in proportion
of 2:1. Product B is made by raw material C and D in
proportion of 1:1. Due to market fluctuation, the demands
of products from sales centers are grey variables, whose
grey demand interval is shown in Table I. Capacity
constraint and fixed cost of each material vendor,
manufacturer, distribution center and sales center is
shown in Table II. Running cost between each node in the
supply chain network is shown in Tables III-VI. The
decision-maker is searching for the optimization design of
supply and distribution network, to minimize the overall
operation cost ofthe supply chain.

TABLE I
THE GREY INTERVAL OF PRODUCT A AND B DEMANDED BY EACH SALES CENTER

Sales Center i

Grey Demand Interval of Product A by Node i

Grey Demand Interval of Product B by Node i

! ®d,, [150,200]

2 ®d,, €[100,160]

®d,, €[200,250]

®d,, €[120,150]
®d,, €[100,260]
®d,, €[150,170]

®d,, €[100,150]

TABLE II
CAPACITY CONSTRAINT S AND FIXED COSTS OF EACH NODE IN THE SUPPLY CHAIN NET WORK

P; Py Ps D, D; D; Dy Ds

4
®d,, €[180,200]
Type of Node S S, S; P, P
Capacity Constraint 1500 1000 1500 400 550
Fixed Cost 0 0 0 1800 900

2100

490 300 500 530 590 400 370 580

1100 900 1000 900 1600 1500 1400

Note: In the table above, S,, P, and D; represent the nodes of material vendor m, manufacturer n and distribution center k respectively in the network
(the same below). Capacity constraint indicates the maximum capacity of supply, production and distribution. Fixed cost is the fees for establishment

and running of the nodes.

TABLE III
UNIT PRICE OF RAW MATERIAL I PURCHASED BY MANUFACT URER N FROM MATERIAL VENDOR M

i P, P; P; P, Ps Lomn P, P; Ps P, Ps
S 5 6 4 7 5 S, 5 6 7 6 5
S5 6 5 6 6 8 S, 8 6 5 5 7
S5 7 6 3 9 6 S; 4 5 3 9 6
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TABLE IV
UNIT FREIGHT OF PRODUCT J FROM MANUFACTURER N TO DISTRIBUTION CENTER K
bink D, D D D, Ds bonk D, D> Ds Dy Ds
P, 5 8 5 8 5 P, 3 5 3 5 5
P, 8 7 8 6 8 P 5 6 6 8 7
P; 4 7 4 5 4 Ps 3 5 4 4 3
Py 3 5 3 5 3 Py 3 4 3 5 3
Ps 5 6 6 8 3 Ps 4 5 5 6 3
TABLE V
UNIT FREIGHT OF PRODUCT J FROM DISTRIBUTION CENTER K TO SALESCENTER L
Cikl G &) Cs Cy Cal G G G C
D, 7 4 5 6 P 5 3 4 5
D> 5 4 6 7 P, 4 3 5 6
D3 7 5 3 6 Ps 6 4 3 5
Dy 3 5 6 4 Py 3 4 5 3
Ds 4 6 5 7 Ps 3 5 4 6
TABLE VI
UNIT PRODUCTION COST g{/k AND UNIT LOGISTICS DISTRIBUTION COST gz_/‘k OF PRODUCT J
g]./'k P P P Py Ps g2,~k D, D; D; Dy Ds
Product 1 1 1 2 2 2 Product 1 2 1 2 2 1
Product 2 1 1 2 2 1 Product 2 1 1 2 1 1
B. Experimental Results and Discussion 0 0O 0 0 0]
The problem is solved by the models and IAFSA © 148 0 0 0
mentioned above. The experimental parameters of IAFSA
are set as: N =60, [Tmax =100, Visual D =2, y,=[137 0 0 0 64|
Try num =30, Step=0.2, 6 =0.8. The calculation results 0 0 0 0 0
are shown as follows: 0 0 0 0 169
< | _ L >
0 0 3 0 833 0 35 68 190
=10 420 0 0 0 1,
i 0 95 0 0
0 0 756 0 0
- - z, =0 0 0 0 |,
0 40 0 0 501
0 0 0 0
x,={0 59 78 0 0 [,
: (175 0 157 0 |
Lo 226 416 0 0 ] To » e 15T
0 0 0 0 0
0 148 0 0
0 95 0 0 0
z,=[ 0 0o 0o o0,
={293 0 0 O 0 |,
Y 0 0 0 0
0 0 0 O 0
(135 0 98 0
0 0 0 0 332

. Optimum value min f = 36419.

To verify the effectiveness of IAFSA algorithm,
dynamic particle swarm optimization (DPSO) algorithm
brought out by [10] is used for comparison and checking
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computation. After running algorithm DPSO and IAFSA
each for 300 times of itineration calculation, their optimal
results are both 36419. The calculation process is shown
in Fig.1 and Table VIL. The comparison of the iteration
calculation of these two algorithms indicates that IAFSA
has both advantages and disadvantages. Its solution has
high precision and small relative error in average, and its
algorithm has good robustness. However, it has some
weakness as long response time in solution, low
convergence speed and easy sinking into local optimum

during iteration in later period.
39500 ~

39000 ——DPSO
—— IAFSA
38500 -

38000

37500

Fitness value

37000

36500 ~

36000 T T T T 1
0 20 40 60 80 100

Iteration times
Fig.1. The iteration process of optimum calculation by both algorithms
TABLE VII
COMPARISON OF THE CALCULATION RESULTSBY BOTH
ALGORITHMS AFTER RUNNING 300 TIMES

Algorithm OVF AVF T R
TAFSA 36419 36822.41 16 5.33%
DPSO 36419 37259.05 23 7.67%

Note: OVF-the optimal value of fitness function, AVF-the average value
of fitness function, T- the frequency of getting optimum result, R- the
success ratio of getting optimum result.

V. CONCLUSION

The optimization of supply chain network with
uncertain background is a research hotspot of supply
chain management and decision. This paper analyzed and
built the mathematical models for the optimization
problem of supply chain network under the condition of
grey demands by customers. To solve the models, an
improved artificial fish swarm algorithm based on binary
coding was presented. Through experiment of calculation
examples and the comparison with DPSO algorithm, it
indicated that the model and algorithm proposed by this
paper were effective and feasible.
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Abstract - Gronwall-Bellman-Bihari inequality is an
important tool in the study of existence, uniqueness,
boundedness, stability and other qualitative properties of
solutions of differential equations and integral equations. We
can found a lot of its generalizations in various cases from
literature [1-3, 11-12]. More recently, many authors have
made researches on retarded integral inequalities and
obtained the plenteous results [4-10].
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I. MAIN RESULTS

Lemma ([8], Theorem 2.1) Let a, be as in Theorem
1.1 of [8]. Assume k,a)eC(R*,R*) are nondecreasing

functions  with  £(0)>0,@(t)>0 for ¢>0 and

[ U 1t ueC(R',R) satisfies

w(1)

u(t) < k(t)+ Ioa(t)a(t,s)w(u(s))ds,t >0,

u(1)<G" (G(k(t))+ jo“(’)a(z,s)ds),t >0

where G(z) = j:%

= [0, +oo] ,R*

then

,t20.

Throughout R =(0,4+x), and we use

the notion Dom( I ) to denote the domain of function f.

Theorem 1.1. Let ae(Ro*,R*) and aeCl(Ro*,Rg) be
nondecreasing with a(1)<¢ on R;, f,g,he C(RO*,RO*)
Moreover, let ¢ C( R}, RO*) be nondecreasing with

a)(t)>0 for t>0. IfueC(RO*,RO*) satisfies

u(r)< a(t)+j(ih(s)w(u(s))ds +J.:(Y)f(s)j[:g(r)w(u (z'))dz'ds,t eR;,

Theorem 1.2. Let f(1,5),g(t,s),h(t,s

n (Rg xRy, R, ) and nondecreasing in f for every S

fixed,

) be continuous
ae(RJ,R*) and aeCl(RJ,RJ) be

nondecreasing with «(7)<z. Moreover, ® as in
Theorem 1.1, «

ue C(RJ,RO+ satisfies

u(t) < a(t)+v[;h(t,s)a)(u(s))ds
(u(s))+], &(

is a diffeomorphism of R;. If

+j0a(t)f(t,s)(w u s)) s,r)a)(u(r))dr)ds, teR;,
3)

then

u(1)<G" (G(a(t))q;h(t,s)ds+j:(’)f(t,s)(1+j;g(s,r)df)¢s),

re0.0]. )

where G(t):.[l ds

Los)
t, € R" is chosen so that
G(a(t))+I;h(t,s)ds+J.:mf(t’s)(HJ.(:g(s’r)dr)ds e Dom(G™),
re[0,1].

Since the proofs of Theoreml.l and Theoreml.2 are
similar, we only give the proof of Theorem1.2.

>0, G is the reverse of G and

Proof. Assume first that 1 =0, then the conclusion is true.

Fixing an arbitrary number 7, €[0,7,], we define a

positive and nondecreasing function z(7) on [0,,] by
z(t)=a(to)+J to,s ( )ds
+J.:(t)f(to,s)(a)(u(s))+_[0 g(s,r)a)(u(z'))dr)ds

then

) and
then
u(t) =G (G(a(o))+ [ (s + [ £ ()] (e ls). e[, #(0)= h<foaf>w(u(t)):({(ro,a(r»a (1)

@ (@)= [ lexlr).s)o(u(5) s
where G(;):Il'wdi t>0 and # e R, is chosen so that Sh(to,t)w(z(t))+f(to,a(t))a’(t)
Glalo)) ¢ [ n(skis + ;" £ (5)[, a(eWeds e Dom(G"). 1< (o] (@(=(a)+ [ (e(t)s)a(=(s))s)
where G™' is the reverse of G. Sh(to,t)a)(z(t) +f(t0,a(t))

@' (o(=(0)( 1+ g (a(r).skis)
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ie.
a)?z((tt))) <ty + f (e (e)) ! (0) 1+ [
Integrating the above relation on [0,7,] yields
G(2(1)) < G(2(0))+ [/ h(t,5)ds

L (i (0)a () 1+ e (a(5).r) e s
Since G™' is increasing on Dom(G™'), the above

inequality yields
[ Glan)+ [ toh(to,s)dv
+J'(:”f(t0, (1+_|'

t€[0,4]. Since 1, is arbitrary, taking ¢ =1, in the above

dr) ds

relation, using u (1) <z(¢), we get
[Gla()+ [ (2.s)ds
[ f(als) e (5)1+ ] e (s
[Glan)+ [ (es)ds
S f(t,s)(1+ J, g(s.exi s

so inequality (4) is true.

),r)dr)ds

Remark 1. Seting «(1)=0 or =0 or g=0 in

Theoreml.1 and Theoreml.2, we obtain the Bihari
inequality [11].

Remark 2. If ”ﬂzoo’ then
> os)

conclusions of Theoreml.l and Theoreml.2 are valid on

R;.

G(oo) =, the

Remark 3. If 7=0 and g =0 in Theoreml.2, we obtain
the Lemma.

Remark 4. If 7=0 and g=0 in Theoreml.2 and
f(t,s)=b(t)m(s), we obtain Theorem1.2 in paper [8]
immediately.

Theoreml1.3. Let a e(RO*,R*) and a, € CI(RJ,RO*) be

nondecreasing with a,(t)<t on R},
f;agisheC(R(;’R(;)J:l)zs'“;n MOreOVer, let
we C(RO*,RO*) be nondecreasing with o(¢)>0 for 7> 0.

If ue C(R;.R;) satisfies
u(t) < a(t)+j;h(s)a)(u(s))ds
+z [ 5[ g ()olu(z

))dzds,t € R}, (5)

t),s)ds).

Q. Gao
then
u(r)< G [G(a(t))qo'h(s)dwgff’“)f} ()], 2 (’)‘”dsj’
te [O,tl], (6)

where G(t)zjt ds

tas)
+I s)dH—I f Ig, T)drdseDom(Gl)

i=1,2,--,

t>0 and ¢, € R; is chosen so that

n,t €[0,1,], where G™' is the reverse of G.

Theoreml1.4. Let f,,g,,h, a,o; be as in Theoreml.2.
Moreover, @ as in Theoreml.1, ¢, is a diffeomorphism

of Ry, i=12,n If ue C(R;,R;) satisfies
u(l)Sa(t)+J.;h(t,s)w(u(s))dS

t

+§‘[:"( )fl. (t,s)(a)(u(s))-ﬂ—j: g (s,r)a)(u(r))df)ds, teR;,

()

then

u(t)<G ( +_[ t, 9)d9+2j f (t,s (1+I s r)dr)civj

tefo,1,], ®)
t ds

where G(t):.[l a)(s)’

t, € R" is chosen so that

G(a(t))+ﬂh(t,s)ds+I:'(l)j;. (t,s)(1+j':g,. (s,r)dr)ds € Dom(G’1 ),

i:1,2,---,n,te[0,tl].

Since the proofs of Theorem1.3 and Theoreml.4 are
easy, we omit the details.

>0, G is the reverse of G and

II. SOME APPLICATIONS

In this section, we give some applications of our
results in the estimate of the solutions of differential
equations with deviating argument, of which the earlier
inequalities do not apply directly.

Example. We first discuss the following differential

equation

{x'(t) =F(t.x(1).x(a(1)))
x(0) =x,.

with x, eR",FeC(R;xR™ R"). Let o cC'(R;.R;)

be a diffeomorphism of R; with a(r)<tfor ¢>0. As in

)

[12], let [0,7] be the maximal interval of existence of of
solution x(7) to (5), which satisfies the initial condition

x(1)=x,, if T <o, then }iﬁnrlsup"x(t)”:oo. Using our
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conclusions we can give a sufficient condition of global
existence of solutions of (9).

Proposition: Let
t

[F(e. )] <m0+ h(o)o(lx])+ £ (o) [ e shollr])as
(X.Y)eR", h.f.g.0cC(R;.R;)
and m e C(RJ,R+ ) be nondecreasing, a)(t) >0,

Lwi = o0, Then all solutions of (9) exist on R".

v os)

Proof. Proof by contradiction.
Let [0,7] be the maximal interval of existence of a

solution x(7) for (9), which satisfies the initial condition

x(0) =x,. From the conditions, we have

X (O <m(e)+h()o([x ()) + ((0) [ g (s)o([x(a(s))])ds-

Integrating the above relation on [0,7],7 €[0,T), yields

"x(t)"ﬁ”x O ||+J”m s)ds—i—J‘(:h s a)("x(s)")ds

+j f ) I w("x(a z’))")drds.
"x(O ||+I (s)ds, then

Suppose a

(¢ ||<a

+ [ h(s)o(x () as
+I f(a(s)[ g x(c
1)+ J,h(s)eo(x (o) s
+J‘04tf ))'J;;g(a’l(r))(a’l(r))'co(Hx(r)H)drds,
1 e[0,T). Applying Theorem 1.1, we get
+I s)dy+j f(s .[ r)drds) te[0,1],
(10)

where #,,G is chosen as in Theorem 1.1, (10) holds on
[0,4,] for any ¢ €[0,T). So (10) also holds on [0,T).

r))")drds,

Ix(1]=6" (el

Observe that the right hand side of (10), as a function in 7,

is bounded on the interval [0,T). So is x(¢) on [0,T),
which
lim sup”x(t)" =o0. So all solutions of (10) exist on R".

t—>T

contradicts the known conclusion

III. CONCLUSION

In this paper, we have established a generalized
retarded integral inequality of Bihari-like type. Our results
generalize the existing results and give more convenient
tools in the study of solutions to differential equations and
integral equations.
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We note that, in our opinion ,many new applications
of Bihari-like inequalities are still to be found. We still
have a lot of work to do.
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Abstract - This paper mainly discusses the influence
factors of 3D printing rapid prototyping system using
entropy weight method and system dynamics model. Firstly,
through survey we find the influence factors, next using
entropy weight method to calculate index weight, then we
use SD method to simulation and draw the causal diagram
and loop diagram. Finally, we analyze the various
influencing factors and find the key factors. The results
shows that improving the advanced level of molding
equipment and enlarged material R&D efforts are of
important guiding significance for largely improving
effidency of forming and promoting the popularization of
3D printing rapid prototyping system.

Keywords - 3D printing, entropy weight method, factor
analysis, system dynamics model

I. INTRODUCTION

With the development of science and technology, the
3D printing technology plays an increasingly important
role. The 3D printing system that contains computers and
3D printing devices can be fast and accurate to print out
new products in a short period of time, which will surpass
the traditional process of the product development design
and continue to work wonders. The 3D printing
technology is widely used in medicine, machine
manufacturing, the restoration and other industries. The
accuracy and speed of print in all these areas have higher
requirements, but the accuracy and speed of the 3D
printing level is not high in reality ,for example, Some
enterprises pursue speed so blindly that causes the
printing precision and vice versa. The contradiction
between speed and accuracy that reflects in the reality is
print inefficiency, which not only hinders the
development of 3D industry, but also wastes resources.
Therefore, we need to find how to improve the efficiency
of the 3D printing system to achieve the goal of 3D
printing service in a good and fast way.

Many scholars at home and abroad have studied a lot
on 3D printing rapid prototyping system, for example,
Zhang Nan (2013) [1] explains the revolutionary change
for the future design from the 3D printing on the concept
of product design, design details, design process, etc;
Wang ping (2013) 2] thinks the application of 3D printing
in the field of education will help teachers to humanize
model, and also can promote the student to study the level
of ascension; Barry Berman (2012) B! stresses the 3D
printing has a great impact on the enterprise production by
analyzing 3D printing which has an influence on the mass
customization production and application in other areas;

Giovanni Cesaretti (2014) ] etc. discusses the idea that
building a lunar habitat by using of lunar soil in 3D
printing; Suki (2012) Bl has made the analysis and
suggestions of the future based on 3D printing technology
by introducing the development situation at home and
abroad with the survey data. Much more researches focus
on the principle of 3D technology, application,
development prospects, but to improve the efficiency of
3D printing system level research is little. So we need to
strengthen this aspect of the research.

As 3D printing rapid prototyping is a complex and
interlocking system, its efficiency is determined by
internal and external factors which are interactional and
inter-constraint, so these impacts on the efficiency of 3D
printing system are inconsistent. The entropy weight
method is objective and empowerment. According to the
variation of each index, it can calculate the entropy
weight of every index by using information entropy and
through the entropy weight to revise the weight of each
indexand obtain more objective index weight. Meanwhile,
the system dynamics based on system theory can reveal
the change law of high order, nonlinear, multi feedback
complex systems by a feedback loop to describe the
structure of a system. Therefore, in this paper, we use [°]
entropy method and system dynamic to set up the system
dynamics model of 3D printing rapid prototyping system
and use simulation software Vensim model for simu lation
in order to explore different factors on the impact of 3D
printing rapid prototyping system and then direct the
enterprise to improve the efficiency of 3 d printing rapid
prototyping system.

II. 3D PRINTING RAPID PROTOTYPING SYSTEM

INFLUENCE FACTOR ANALYSIS AND THE
WEIGHT

A. 3D printing rapid prototyping system influence factor
analysis

3D printing process can be divided into previous,
medium and later period. In the previous period, we
mainly pre design phase model for printing objects,
including 3D structure model of 3D scanning and
mapping software, construction which will have a great
influence on the quality of printing products and printing
efficiency level of the stage 3D model. The medium
period is a key for 3D printing. We use 3D printing
equipment translate the molding materials into material
object according to the 3D mode. This process requires
operating personnel, cooperation to complete printing
equipments, so it will be affected by printing equipments,
mo lding material, forming environment and personnel etc.
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The later one is 3D printing products processing stage that
puts forward a very high request to the stage of technical
personnel skill level. Three interdependent stages, organic
combination, finally achieve the successful operation of
3D printing rapid prototyping system, constantly through
the print devices print materials into actual objects.
Combined with the analysis of the process,
experimental operation experience and related enterprises
[79] the factors affecting the 3D printing rapid prototyping
efficiency into six parts: degree of specialization of the
operator, advanced level of the equipments, the
characteristics of the molding material, the complexity of
the molding object, construction of 3D model, effects of
environmental factors. These factors work together in the
3D printing rapid prototyping system, as is shown in Fig.1.

Degree of
specialization of the
operator

Advanced level of
the equipment

The characteristics
of the molding
material

3 D printing rapid
prototyping
system

Effects of

— .
environmental factors

The complexity
of the molding object

Construction of
3D model

Fig.1. 3D printing rapid prototyping system model structure

(1) Specialization of the operators refers to 3D print
related knowledge the operator has and operation
proficiency of 3D print system, also includes scan or
drawing of the print model in the early stage and the
printing processing and the daily maintenance in the
later stage;

(2) Advanced level of the equipment refers to 3D
printing equipments in the rapid prototyping system
includes the 3D printing rapid prototyping system
characteristics of the equipments including 3D
scanner and 3D printers, configuration, performance
and the kinds of the resolution of the printer, printing
process, such as advanced degree [10];

(3) The characteristics of the molding materials refer to
the kinds of molding materials, thermal properties
(heat capacity, thermal conductivity, heat of fusion
and thermal expansion, the boiling point melting,
etc.), mechanical properties (elastic modulus, tensile
strength, impact strength, yield strength, fatigue
strength resistance, etc.) and functional;

(4) The characteristics of the molding object refer to the
target object's shape, size, comp lexity, the purpose of
the forming object, color and the precision and
quality requirements;

(5) Construction of 3D model refers to the detailed and
complete degree of the 3D digital models which are
designed or constructed by using 3D scanner in
printed early or with the aid of design software;

(6) Effects of environmental factors refer to 3D printing
rapid prototyping system environment requirements,
including molding workshop of temperature,
humidity, voltage, ventilation and lighting;

L. Feng et al.

B. To determine weight of factors based on entropy
weight method

With system dynamics simulation analysis, we first
need to find the weight of index influence on the level of
system efficiency. At present, the common methods to
calculate the weights are Rough Sets, Principal
Component Analysis (PCA), Analytic Hierarchy Process
(AHP), the Variation Coefficient method and so on. These
methods are flawed by subjective factors causing
deviations, which are not conducive to accurately
determine the weight of each index, moreover, they can’t
explain the results. The entropy weight method is a
method to determine the index weight, which has strong
objectivity, accuracy, and can better explain the results
obtained. Such as Zhao Xiuli (2013) ['!] etc. uses entropy
method to determine the objective weight, then gets
comprehensive weights, makes an analysis of supply
chain logistics capability evaluation results, provides
reference to promote the performance of supply chain
logistics capability; Zhao Lei (2012) 2] carries on the
research of sustainable land use in Huludao City,
comprehensive evaluation and puts forward some
suggestions of sustainable utilization of land resources in
Huludao city in the future. Based on the advantages of
entropy weight method, this paper uses the entropy weight
method to determine the weight of each index, which
provided support for the construction of the system
dynamics model and the simulation. To calculate the
weight of entropy method comprises the following steps:

1) To gather data, x,.j.(izl,Z,...,m;j:1,2,...,n)
means the index value of item i in the j year, set data x;
into formula (1), calculate the proportion of each index

a;

)

2) Calculate the entropy of the I indicators h, ,set &
into formula (2), calculate the entropy of each index #,,

n

i Inn (2)
3) Define weight CL, , set h, into formula (3),
calculate the weight of each index CL,

Si-ryo<cr <1,>cr, =1
i=1 i=1 (3)
The magnitude of the weights CZ, reflect the relative

importance of the factors on the system. Under certain
conditions, the greater the weight Cz, , the greater the

factors that influence the change on the system level. As
in 3D printing rapid prototyping system, there are
dynamic interaction relationships, so we need use system
dynamics to build dynamic model which can reflect the
influence each otherbetween the index relationships.
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III. SYSTEM DYNAMICS MODELING FOR 3D
PRINTING RAPID PROTOTYPING INFLUENCE
FACTORS

A. causal diagram and variable definition

The relationships in 3D printing rapid prototyping
system are inter-constraint and interactional. And there
are multiple relationships between positive and negative
feedback, which 3D printing rapid prototyping system
dynamics modeling can be founded ['31.
1) Causal diagram of 3D printing rapid prototyping
system

The level of printing rapid prototyping system is
influenced by the workers’ specialty, equipments,
materials, objects, models and environment, and their
causal relationship. Causal diagram is an effective way to
analyze and understand system function and lay a good
foundation for systemflow. It is shown in Fig.2.

Degree of
specialization of
the operator

Effects of
environmental
factors

Advanced level
ofthe equipment

3D printing rapid

+
prototyping system
‘ cfficiency level
Construction
3D model
The complexity of
the molding object

Fig.2. Causal diagram of 3D printing rapid prototyping system

Fig.2 shows that the relationships in 3D printing rapid
prototyping system are not only inter-constraint and
interactional, but also multiple positive and negative
feedbacks which can make 3D printing rapid prototyping
systemdynamics modeling.
2) Variable-definition of 3D printing rapid prototyping
system

The model variables can be defined by the causal
diagram and loop diagram, so we can define the following

mode variables, shown in Table I.
TABLE I
TABLE OF VARIABLES

fThe characteristics
of the molding
material

R Increment of the complexity of themolding
! object

Rs Increment of construction of 3D model
Increment of effects ofenvironmental

Rs
factors

The influence coefficient of degree of
Crm specialization ofthe operatoron
construction of 3D model
The influence coefficient of degree of
Crs specialization ofthe operator on advanced
level of the equipment
The influence coefficient of advanced level
Csc of the equipment on the characteristics of
the molding material
The influence coefficient of the complexity
Cdc of the molding object on the characteristics
of the molding material
The influence coefficient of the complexity
Cds of the molding object on advanced level of
the equipment
constant . . .
The influence coefficient of the complexity
Cdh of the molding object on effects of
environmental factors
The influence coefficient of the complexity
Cdm of the molding object on construction of 3D
model
The influence coefficient of construction of

Cms 3D model on advanced level of the
equipment
The influence coefficient of construction of
Cmh 3D model on effects ofenvironmental
factors

The influence coefficient of effects of
Chr environmental factors on degree of
specialization ofthe operator

Variables  definition implication
auxiliary ASP 3D printing rapid prototyping system
variable efficiency level
L; Degree of specialization ofthe operator
L, Advanced level of the equipment
level L; The characteristics of the molding material
variable Ly The complexity of the molding object
Ls Constructionof 3Dmodel
Ls Effects of environmental factors
R, Increment of degree of specialization ofthe
operator
rate R Increment of advanced level of the
variable equipment
R Increment of the characteristics of the

molding material

B. Flow and SD equation
3D printing rapid prototyping system flow can be
made by the analysis of casual graph and variable
definition, as is shown in Fig.3. We can establish model
equations according to system flow diagram, as follows,
auxiliary equations:

ASPK =CL x L K +CLyx L, K +CLx LK +CLx L K +CL x L K +CL xL K (4)

CL, can be got by the above entropy method, CL, means

the weight of the index i (5)
state equations:

L, K =(L,.J+ R, <xDT) 6)

L, K =(L,.J +R, xDT)xCrsxCms xCds %)

L, K=(L,J+R,xDT)xCsc )

L, K=(L,J+R,xDT) ©)

L, K = (Ls.J + R, x DT) x Crmx Chm x Cdm (10)

L, K =(L,.J+R,xDT)xCdh an
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K means the present tense and J is the past tense
(Initial value). JK means the space of time from the past
to the present. DT means simulation time step variables,
which is the space of time it takes to answer from J to K.

The initial value equations:

L =78,L, =80,L, =81,L, =82,L. =84,L =86
Crm =1.28,Crs =1.35,Csc =1.41,Cdc =1.25,Cds =1.38,Cdh =1.32,Cdm =1.34,Cms =1.25,Cmh = 1.30,
Chr =137

Step DT=1(month), space of time is 36(months)

The influence coefficient of the
complexity of the molding object on
cffects of environmental factors Cdh

The influence coefficient of degree of
specialization of the operator on
construction of 3D model Crm

o

Increment of effects of
environmental factors R6

3D model LS
Increment-of

construction of-3D
model RS ™

The influence coefficient of the
complexity of the molding object on
construction of 3D model Cdm

Effects of weight construction of 3D
model on 3D printing rapid prototyping

system efficiency level CL5 —
The comp lexity
of the molding
Increment Sfthe object L4
complexity of the moiding..........
object R4

prototyping
system

efficiency

level ASP

of the mol
Effects of weight the complexity of the material L3
molding object on 3D printing rapid

prototyping sy stem efficiency level CL4

Effects
environmental
factors L6

Effects of feight effects of

environmeftal factors on 3D .

printing rapid prototy ping sy sterf1
efficitney level CL6 .~

3D printing X
rapid

The characteristics
3 ing

L. Feng et al.

According to the parameter, the level increment
quantity of all factors is I, xexp(—ASP/100)(i 4,2,..,6) s and
the increment rate in the system is 0.5.And according to
dynamic development of the system level , the equation
and value tends to be in accord with prototyping and
finally will be obtained by the repeatedly- debugged
historical statics. The increment rate can be expedited to
0.7 in simulation adjustment.

The influence coefficient of
construction of 3D model on effects of
environmental factors Cmh The influence coefficient of effects of
environmental factors on degree of
specialization of the operator Chr
Effects of weight degree of
specialization of the opgpétor on 3D
printing rapid prototyfing sy stem
efficiency leyél CL1

of

Degree of
specialization of
the operator L1
Effects of weight advanced level of the
equipinent on 3D printing rapid
~“prototy ping sy stem efficiency level
CcL2

Increment of degree of
specialization of the
operator R1

The influence coefficient of degree of
specialization of the operator on
advanced level of the equipment Crs

Advanced level o
<~z

> o

e ement of advanced
Effects of weight the characteristi¥ T the cquipment R2

“the molding material on 3D pXinting

The influence coefficient of

rapid_prototyping system efficiency
; level CL3 construction of 3D model on
advanced level of the equipment Cms

Increment of the
characteristics of the
molding material R3

The influence coefficient of the
complexity of the molding object on
advanced level of the equipment Cds

The influence coefficient of advanced level
of the equipment on the characteristics of
the molding material Csc

Fig.3. 3D printing rapid prototyping system dynamic flow diagram
TABLE 11
THE IMPACT OF 3 D PRINTING RAPID PROTOT YPING SYSTEM

Index

Year

Degree of specialization ofthe operator

Advancedlevel of the equipment

The characteristics of the molding material
The complexity of the molding object

Constructionof 3Dmodel
Effects of environmental factors

2011 2012 2013
3.7 4.0 4.2
3.5 3.7 4.0
3.4 3.6 3.8
3.8 4.0 4.1
3.9 4.0 4.2
3.9 4.1 4.3

IV. THE ANALYSIS OF SIMULATION

A. To gatherdata

Before employing entropy method, the paper gathered
data through expert evaluation method [14-15], which
means that 50 experts in the field analyze and obtain
relevant certain value through experience and 3 years of

data from 2011 to 2013, 30 = b2 M I=12,00m)

the targeted value of the target i in j year, the data is
shown in Table II.

B. To determine weighing of all factors

The above targets are calculated and processed
through entropy method which can get weighing of all
factors CL; (=1, 2, 3,..., 6),which means the target i
weighs the system. The results are as follows:

CL, =0.16074, CL, =0.18433,CL, =0.19302,CL, = 0.15708,CL, =0.13508,CL, =0.14975

C. To analyze simulation and results

With system dynamics simulation software Vensim,
we build the system dynamics flow chart of 3D printing
rapid prototyping system (Fig.3). And with reference
variables, we simulate factors of efficiency levels of 3D
printing rapid prototyping systemwhich takes 36 months.

In terms of initial values of variables and efficiency
of enterprises, the initial value of every subsidiary factor
increment rate is 0.5 (dimensionless value), which is
based on the trend of system efficiency. In the same way,
to be obviously contrast under different regulation ranges,
the increment rate of regulation is 0.7 (dimensionless
value), and then we analyze the level changes of
regulation variables. The results are as follows:

1) The simulation analysis of increment rates of
factors efficiency

Based on the variables and system dynamics flow
chart simulation software, we conclude that the level trend
of 3D printing rapid prototyping system efficiency is
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shown in Fig.4, the level trend of 3D printing rapid
prototyping system efficiency factors is shown in Fig.5. In
the initial conditions, the target value of the level of
prototyping efficiency will be 90 in 24 months, so it takes
a long and continuous term to improve the efficiency.
Meanwhile, the level trend of all factors can be seen in
Fig.5.
3D printing rapid prototyping system efficiency level ASP

100

95

20

85

20

8] 4 g8 1z 16 20 24 28 3z 36
Tirme (Month)
3D printing rapid protoyping system eficiency level ASP" © Currere

Fig.4. 3D printing rapid prototyping system efficiency level trend chart

Selected Variables

0 4 8 12 16 20 24 28 32 36

erestroranenaal -
charsctaristics of the molding material L3 : Cument
complesty of the molding object L4 : Cumrent.

Fig.5. The level trend of 3D printing rapid prototyping system efficiency
factor

2) The simulation analysis of increment rates of all
factors levels

In simulation, the increment rates of other factors
remain the same, and the increment rates of selected
factors levels are to be 0.7 one by one. With the software,
we should know the influences of different factors on the
levels of system efficiency. Currentl, Current2, Current3,
Current4, Current5 and Current6 represent the profession
of operators, the advanced degree of equip ment, materials,
related subjects, objects and environment. The increment
rate model construction is to be 0.7 one by one. The
system efficiency levels are shown in Fig.6 when the
increment rates of other factors remain the same.
3D printing rapid prototyping system etfficiency level ASP

The
The

100

85

20

25

20

o] 4 8 12 16 20 24 28 32 36
Time (MMonth)
'S0 privting Tpid prototping srrtam eficiny level ASP" : Cument

“3D printing rapid prototyping system eficiency level ASP" | Cumentd
'SD printing rapid Frototyping systam eficincy el ASP : Cumentl

Fig.6. The addition ofvarious factors on the impact of 3D printing rapid
prototyping system efficiency level trend

3) The actual rates of all factors
The actual rate refers to the increment percentage of
system efficiency levels every month in the same level

increment of other factors. On the basis of current in Fig.4,
the average of system efficiency levels is 87.82452; the
level values of every month in Fig.6 minus those of
Current every month is the average, which is compared
with the level average values of current, and the actual
rate of factors will be got respectively. The actual rates of
all factors are 0.003678, 0.007157, 0.004544, 0.002625,
0.004441, 0.004291, it can be seen that the equipment had
the greatest influence on the efficiency of the molding
system, followed by molding material, then forming
model and forming environment, staff levels and forming
objects. This is consistent with actual situation roughly of
the 3D shape. The actual action rate contrast with the
efficiency level about the different factors in complex
systemon the overall systemaccurately.

V. CONCLUSION

In this article, through the systematic analysis of the
factors of efficiency level about 3D printing rapid
prototyping system and comprehensive using entropy
method and system dynamics model has carried on the
simulation for the affecting factors and the relationship
between influencing factors and system efficiency level,
we find out the key factors influencing the system
efficiency level at last. By improving the equipment of
advanced level, increasing the intensity of materials
research and development, the efficiency of 3D printing
rapid prototyping system can be improved. It will be of a
guiding significance for our 3D printing enterprises to
improve production performance and promote the
development of 3D printing industry.
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Abstract - Machinery industry enterprise as research
background, this paper analyzed the feature of production
scheduling for discrete manufacturing and proposed the
collaborative multi-objective optimization problem. Based
on the improved Taguchi loss function, nonlinear
relationship of quality, delivery and cost was established.
And the multi-objective collaborative optimization model of
production scheduling was created as well as synthetically
considering of discrete constraints. The effective solution
was studied to solve the model integrating simulation
modeling and genetic algorithm. Further, through the
enterprise empirical study, the practicability and validity of
the model and algorithm is verified. This study will improve
the synergy degree among quality, delivery and cost three
goals, and provide an effective theoretical method of
production schedule for the discrete manufacturing.

Keywords - Collaborative optimization, discrete
manufacturing, genetic algorithm, production scheduling,
simulation modeling, Taguchi loss function

I. INTRODUCING

Discrete manufacturing scheduling is optimization
problem which has the characteristic of multi-part,
multi-target, multi-constraint and randomness. In
machinery industry, the typical enterprise such as heavy
machinery enterprise, which designs and manufactures
products according to customer order and demand, their
products are multi-type, complex in structure, long
production processes and long cycle time. Their machine
is mainly universal ['],

Quality, delivery and cost become their schedule
goals, process, time and resources as major constraint,
there also comes with random uncertainty of insert urgent
orders, withdrawals, and machine failure, the research of
this issue becomes a worldwide NP-Hard problem [2]
Currently most enterprises of this type schedule their
production based on their experience and statically, it’
difficult to guarantee duration, low efficiency, without
science and lack of method of multi-objective
optimization theory. Therefore, this research has both
theoretical and practical value.

The NP-Hard problem of production scheduling
optimization has been attracting scholars both home and
aboard. But the production optimization problem of
mu lti-objective scheduling is also the lack of research,
especially for discrete manufacturing. The current
research results focused on aspects related to the
optimization model and algorithm B-°1, but most of the
optimization goal which only consider a single goal,
fewer with multi-target. Multi-target research mainly
focus on weighted integrated optimization, such as

literature [19; literature '] used a hybrid intelligent
algorithm to implement multi- resource scheduling
constraints target the total duration of the project and WIP
inventory; literature "2l used heuristic rules and genetic
algorithm to optimize manufacturing cycle, resource
utilization, manufacturing costs. Our research group is
also continuing research on such issues as the literature [!-
Blused a simple multi-objective weighting method, but
did not fully consider the relevancy between
multi-objective. In actual production scheduling, every
goal do not exist alone, they affect each other and are
reciprocal relationship. Therefore, the research of this
subject has certain challenges.

Taguchi quality loss function (TQLF) is to describe
the quality loss or deviation squared deviation from the
target value and quality characteristics [4]. It illustrates the
nonlinear relationship between quality and the cost.
Taguchi loss function has been successfully applied to
model of the relationship between quality and cost [15].
This paper focused on collaborative optimization model
of three goals by establishing the relationship of quality,
time and cost based on improved TQLF. And it integrated
simulation technique and genetic algorithms to solve
global optimal problems, and verified the practicality and
effectiveness of the model and algorithm through case
study. This paper will better improve the synergy degree
among quality, delivery and cost three goals, and provide
an effective theoretical method of production schedule for
the discrete manufacturing.

II. THREE GOALS RELATIONAL MODEL BASED
ON IMPROVED TQLF

A. Model of quality-cost relation

Based on improved TQLEF, the relationship model
between quality and cost was built. Product costs include
normal target cost and quality loss caused by process
variation. We assumed that the normal target cost of parts
j of the product iis named C,j) and quality loss is

named C?, ¢; is quality, Ag, is variation of quality,
k; is loss coefficient, s is target value of quality, gq
is standard deviation of quality. So the model of quality
-costrelation is as formula (1).
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B. Model of cost-time relation
Cost -time relation is similar with the quality-cost
relation. It is the nonlinear relation. We assumed that the

loss of the parts j of the product ; named C; Ly

which is the product period, Atij is variation of time,
kl.; is loss coefficient, u; is target value of time, ot is
standard deviation of time. So the model of cost-time
relation is as formula (2).

1 i ’ i)
G = oo [ Bty =) xexp _(;(a.‘;) “ 0
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III. MULTI-OBJECTIVE COLLABORATIVE
OPTIMIZATION MODEL

+

t

;
H
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In view of production scheduling optimization
problem of machinery industry enterprise based on
formula (1) and (2), the three goals (quality, time and cost)
synergies optimization was made the total cost ofa single
goal. The collaborative multi-objective optimization
model was established as formula (3).
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Formula (4) is process sequence, time constraints,
components of the starting time of process r should
before the starting time and the processing time of process
r—1; formula (5) is equipment capacity constraints;
formula (6) is uncertain constraints, considering random

X. Yang et al.

factors ¢ ; formula (7) and (8) are Moderator Variable.

IV. SIMULATION MODELING AND ALGORITHM
DESIGN

A. Simulation Modeling (SM)

Based on Plant Simulation Software, the system
physical model of discrete manufacturing was built,
embedded mathematic model, solution algorithm and
parameters of reality. The model was constantly
debugging for calibration and validation.

B. Genetic Algorithm (GA)

1) Coding: Chromosome is made up of all parts of
the code. Chromosome coding for genes are
n(n=1,2,...,ix j) . Chromosome length is iX j . The
parts P
(r=L2,..,9), M, is coding for machine equipment,
e(e=1,2,..,N,) . The

J is result space matrix of the work

product process of encoding is 7

its name

[ij, r,M ,t. .t

e?"ijrs 2 “ijre

decoding

schedule. Machining process, equipment and its various
parts of the starting time and the completion time is made
by the matrix into a Gantt chart.

2) Fitness evaluation: Based on the adaptive
function, the use of each individual in the population to
adapt to the evolutionary search function value. Fitness
function by the objective function formula (3) the scale
transformation, Such as formula (9):

fitness(x) = min C ©)

3) Genetic operations: Including population size,
age level, mutation probability, generations, the crossover
probability and termination of algebra, etc. When reach
the preset maximum breeding, the number of algebraic
algorithm automatically stop.

V. CASE STUDY

In this paper, the research of scheduling take the
cement mill production of some machinery industry
enterprises as an example. The grinding rotary part of
cement mills includes three key components which are
barrel, end cover, hollow shaft. Using P and partij

@@=1, 2, 3; =1, 2, 3) represent products and product
components. Main demand is wusing collaborative
optimization model and integration algorithm to put
forward the optimal production scheduling plan in a
certain plan period.

There are 13 kinds of equip ments, excepting two sets
of M2, two sets of M4 and M12 and M13 are regardless
of the constraint, others has only one set. Table I shows
the processing craft and process time.

Depending on the product, equipment and
technology and other basic information embedded in
collaborative multi-objective optimization model, a
simulation model systemof Plant Simulation was created,
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shown in Fig.1.

TABLE I
PART SPROCESSING CRAFT AND PROCESS TIME

The parts machining process/time (days)

N Parts
1 2 3 4 5 6 7 8 9 10 11 12
1 Partll M3/3 M4/3 M7/10 Mg/13 Ms5/4 MI11/5 MI1/10 M10/5 M6/20  M9/8  MI2/1  MI3/4
2 Partl2 M3/1.5 M4/1.5 M7/5 M5/3 M2/5 M13/3
3 Partl3 M1/8 M3/2 M2/6 M3/25  M2/10 M3/2.5 M2/25  MI13/25
4 Part2] M3/1 M4/1 M7/6.5  M8/8.5 M5/2 M11/2.5  MI1/1.5 M10/3 M6/15  M9/6  MI2/1  MI3/2
5 Part22 M3/0.5 M4/0.5  M7/0.5  M5/1.5 M2/3 M13/1.5
6  Part23 M1/6 M3/1 M2/4.5 M3/1 M2/2.5 M3/1 M2/1.5  MI13/1.5
7 Part3l M3/2.5 M4/2 M7/85  M8/I11 M5/3 M11/4 M1/8.5 M10/4 M6/18  M9/7  MI2/1  MI3/3
8  Part32 M3/1.5 M4/1 M7/4 M5/2 M2/3.5 M13/2
9  Part33 M1/7 M3/1.5 M2/5 M3/1.5 M2/9 M3/2 M2/2.5 M13/2
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The genetic algorithm embedded into the simulation
model, a crossover probability is 0.9, mutation probability
is 0.15, genetic race to 20, population size for 100.
Optimization parameters according to the order of the
parts to set up, the fitness functions for the collaborative
optimization objective function. The fitness of
convergence is obtained by simulation the optimized
value as shown in Fig.2, the red line represents the
optimal solution, the green line represents the average, the
blue line represents the worst solutions, race number
algebra in the diagram to the abscissa, ordinate is fitness
values. The optimal fitness evaluation value is 27898.2

Yuan. The optimal solution Gantt chart is shown in Fig.3.
229005 §

¥orst solution

:

average

Boxt golution

M TR TR ) TG TR TRED AT
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Fig.2. Fitness convergence values
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Fig.3. Production Scheduiing Gantt

This case applied the collaborative optimization
model and its algorithm to simulation modeling and test,
the optimal solution of the production schedule obtained.
Will this method compared with enterprise artificial
scheduling results, the results showed that the production
schedule after the collaborative optimization, the final
loss of 108340 Yuan for the enterprise to reduce the cost,
improve the efficiency of production scheduling of nearly

55.8%. The test results showed that the collaborative
optimization model and SM&GA is effective and
practical.

VI. CONCLUSION

This paper focused on the difficult problem of
production schedule for the discrete manufacturing. In
view of the multi-objective optimization problem of the
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quality, time and cost is less studied, the non-linear
relation model of quality, time and cost was established
based on improved TQLF. So that the multi-objective
collaborative  optimization model of production
scheduling was constructed, considering time constraints,
equipment constraints, and uncertainty factors. And
integrated SM&GA, the effective method was studied to
solve the model. The validity of the model and algorithm
had been verified through enterprise example. It proved
that the optimization method has certain theoretical
significance and practical value to cope with the
production scheduling of discrete manufacturing.
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Abstract - Based on the basic particle swarm
optimization algorithm and the analysis of the basic
principles of job shop scheduling problem, an improved
discrete particle swarm optimization (IDPSO) is proposed in
the paper. In the IDPSO, the discrete particle location is
updated by the operation of mutation and crossover based
on the evolutionary mechanism of PSO, and a neighborhood

algorithmis introduced to enhance the ability of local search.

Finally a simulation results of an example proved the
feasibility and validity of the algorithm.

Keywords - Job shop schedule, local search, particle
swarm, simulation

I. INTRODUCTION

The job shop schedule take the time allocation of
resources into consideration to complete the task to meet
certain performance index, under limited resource and
task process constraints, it belongs to the most difficult
combinatorial optimization issue. Specifically, in a
dynamic production environment, some unexpected
events may occur, it needs to change the old scheme.
According to the current state of the system, assign the
machine and change the order of process, then make the
original plan and new reasonable cohesion, optimal
operation target. Liu [! has studied the particle swarm
optimization and the application is discussed.

II. METHODOLOGY

A. Particle Swarm Optimization

Particle swarm optimization is an evolutionary
algorithm based on population iteration , each individual
is referred to as a particle in the particle swarm, and each
particle is a point which moves to a certain rule in the
target search space, by searching the speed and the
location of the particle to find the optimal solution[2]. The
basic particle swarm optimization algorithm process is as
follows

Step1: The initialization of algorithm. It involves the
location and the speed.

Step2: to the fitness function, evaluate the fitness
value of each particle.

Step3: Compare the fitness value of each particle and

figures to adjust column length. Use automatic
hyphenation and check spelling. All figures, tables, and
equations must be included in-line with the text. Do not
use links to external files.

Step5: Judge it whether meet the termination
conditions of the algorithm, if so, end the running and
output the optimal solution. If not, turn to step2.

B. Job Shop Scheduling Problem [3,4]

Job shop scheduling is a problem of sorting job task
on the basis of time. So, we can express the job work as a
manufacturing process of a work piece, the mathematic
model of job shop scheduling is as follows:

MinJ = Max(S,,,,+T ) ieN (1)
S.t. Sl.,q _Sikq Zﬂkq,[O Oikq] eP,le{l,--,mlieN(2)
Silq —Sikq ZT[kqorSikq —S/.,q ZTM,[O, Ojkp]eRi i,jeN,geM (3)

ikq >
<8y <d -T,,ieN,geM,jell,-,n}

Formula one shows the minimize production cycle,
formula two shows ordering constraint among all
processes, the two different processes of the same work
piece cannot be processed on two machines at the same
time. Formula three shows resource constraint, each
machine just process a procedure of an artifact, formula
four means preparation time and delivery time constraints.

ikp >

C. Calculation method

Problem of coding: Problem of coding is the primary
key problem of designing particle swarm algorithm.
Genm [5,6] proposed coding method based on process
expression which using genetic algorithm to solve job-
shop scheduling problem. Assumes that the workshop
scheduling problem involves n work pieces and m
machines, so each chromosome particle composed of
genes that represent the integer value of the operation.
And each artifact i appears m times, so we can know that
the particles is a feasible solution. A problem of job shop
schedule about three work pieces and three machines, as

shown in Table I.
TABLE I
THE INST ANCE OF JOB SHOP SCHEDULE

Processing time

Machine sequencing

the fitness value in the optimal position Opi, if the latter is Work process Work process
better, choose it. Then compare the Opiofall particle and piece 1 2 3 piece 1 2 3
:heoilpbal optimum gb, if the Opi is better, update the gb B 3 N 3 0 - - o~
o Opi.
. .- j 3 5 2 j

Step4: Update each particle's position and speed. J.Z 5 3 J,Z e s m
Left and right-justify your columns. Use tables and & 3 )3 msom 0m
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From Table I, we can know that the first 2
correspond to the j2 of the first work piece is processed on
the m1,the processing time is 1, the second 2 correspond
to the j2 of the second work piece is processed on the
m3,the processing time is 5,Then decode the chromosome
particles, can get the maximum completion time is 12, as

shown in Table II.
TABLE II
PARTICLE CODING

Particle dimension 1 2 3 4 5 6 7 8 9

Chromosome 32 2 1 1 2 3 1 3
Work number 1 1 2 1 2 3 2 3 3

Machine number 2 1 3 1 32 1 3 3

D. Particle position update strategy
The key factors of the position about the particle
include influence part [7], cognitive part, society part,
through the analysis can be obtained that the particle
evolve to a new position is due to the current state, their
best condition and the group best state mutual influence.
So, based on the evolution optimization mechanis mof the
basic particle swarm algorithm, define the location update
formula as follows:
)(ikJrl =6 ®f(c]®g(a)®h(Xf )’PB,-k )’gBA) (5)

. . . C .. .
@ inertia weight factor, ': cognitive coefficient,

c . . w,c,,c, €[0,1
2: social coefficient, > 172 [0.1]

E. Local search strategy

According to the particle coding and particle location
update strategy, we find it suitable for the job shop
scheduling of discrete particle swarm optimization
algorithm. Meanwhile, it retains the advantages of fast
convergence speed, easy to implement. Local search
strategy is a key technology. So, to further improve and
optimize the algorithm performance, we should do the
local search strategy after the update. The procedure is as
follows:
d, e[l,len]’ len

X,'=X,

Stepl: Randomly generate an integer

means the length of Xi . Set M7 d

Randomly generate an integer d between [0 1], if d= 1

turn to Step2. If d>1 , turn to step3.
Step2: According to the following steps:

Step2.1: If d,>1 , randomly generate an natural
number d2 between [0, d1-1]. It means the dl1th gene start

forward search to the d2th gene on the X , if ,>0

on.
Step2.2: Exchange the (m-1) th gene and the d2th

, 20

gene on the X .

Step2.3: Carry out m=m-1. if m>(d,~d,)

Step2.2.
Step3: Follow the step below.

, return

L. Yinetal.

Step3.1: If d, <len , randomly generate an integer d2

between [0, len-d 1], it means the d1th gene start forward

search to the d2th gene. If 4,>0 , go to the step3.2.
Step3.2: Exchange the (mt1)th gene and the dlth

geneontheXh ff(X)<f(X) set X=X Go to

the step3.3.

Step3.3: Carry out M=m+1 |f m<(d;+d,)

back Step3.2

» 80

III. RESULTS

A. The results of simulation and analysis

To test the performance of the improved discrete
particle swarm algorithm, the numerical simulation tested
and matched the eleven typical JSP test (FT06, FT10,
FT20, LAO1, LAO6, LA11, LAl6, LA21, LA26, LA31,
LA36) respectively. The scale and theory optimal solution

of'the eleven test example as shownin Table III.
TABLE III
THE SCALE AND THEORY OPTIAL SOLUTION OF THE TEST

*

problem n, m C* problem n, m C
FT06 6,6 55 LAl6 10,10 945
FT10 10,10 930 LA21 15,10 1046
FT20 20,5 1165 LA26 20,10 1218
LAO1 10,5 666 LA31 30,10 1784
LAO06 15,5 926 LA36 15,15 1268
LAL1 20,5 1222

Related algorithm parameters are as follows: the
problem of population size is set to double the size,

=1000

G=2xnxm , the maximum iterations ”
095

inertia weight @= 0.95 , cognitive coefficient ©

social coefficient <2~ . The stop criterion of the
algorithm is the iterations become the maximum or the
optimal 300 consecutive generation no longer updated.

The algorithm of this paper used are IDPSO, DPSO
and BPSO, then random independently run 30 times for
every test example. DPSO shows that it do not use local
search algorithm on the basis of IDPSO, the algorithm
parameters are consistent with IDPSO. BPSO is referring
to the fundamental particle algorithm, The parameter is
w=09,¢c,=c,=2

setto

B. Simulation Result

As a general rule, the optimization ability is the
assessment criteria of the comparison test of the algorithm.
By using relative error to represent the optimization

(Cuo=C)/C'x100% C

max .

ability of the algorithm,
the optimal solution of multiple independent operatlon

C*

the theory optimal solution of each test ,
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BRE =(BF ~C')/C x100% . the optimal relative
ARE = (AF -C")/ C"x100% .

error percentage. the
average relative error percentage
WRE =(WF —C")/C"x100% : the worst relative error
percentage.

Among that, BF, AF, WF represent the optimal
solution, the average optimal solution and the worst
optimal solution when the algorithm performs thirty times
respectively.

The paper also list the relevant results about HDE [8,
9] and HDPSO [10]. Then according to the calculation
results, comparing the value of three kinds of algorithms:

12

B2 6"
=
N
2 b
o .
FT0O6 FT10 FT20 LAO1 LAO6 LAl11 LAl16 LA21 LA26 LA31 LA36
—*—BPS0 —*—DPS0 —&— IDPSO
Fig.1. BRE comparison chart
25
>
20
15
g 10
'3
5|

0
FTO6 FT10 FT20 LA01 LAOS LAl11 LAl6 LA21 LA26 LA31 LA36

—*+—BPS0 —*—DPS0 —&— IDPSO

Fig.2. BRE comparison chart

FT06 FT10 FT20 LAO1 LAOS LAl11 LA16 ©LAZl LA26 LA31 LA36

—+—BPS0 —%— DPS0 —&— IDPSO

Fig.3. WRE comparison chart

From Fig.l, we can know that the BRE of IDPSO
slightly greater than 4% except the FT20 example, the rest
were greater than 4%. But some BRE of DPSO and BPSO
all reach to about 10%. It shows that the global
convergence ability of IDPSO better than DPSO and
BPSO obviously.

From Fig.2 and 3, we can get that the IDPSO has a
better optimization ability, and the ARE and WRE
fluctuate less relatively, and the stability is perfect. In all,

we can see that the IDPSO is competent on the optimizing.

IV. CONCLUSION

Based on the basic particle swarm optimization
algorithm and the analysis of the basic principles of job
shop scheduling problem, an improved discrete particle
swarm optimization (IDPSO) is proposed in the paper.
The future will use other algorithms for the exploration of

the field
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Abstract - The concept of error matrix and the matrix
representations of error decomposition and combination are
proposed in the paper firstly, and then the paper points out
that how the error occurs can be described as T(u): U and
the paper focuses on studying how to get one element when
the other two are known in this equation. In the last part of
this paper how to get 7 is solved by the example about the
things decomposition in traffic management of Guangzhou.
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I. INTRODUCTION

1% of the error will lead to 100% of the failure,

which means 100 minus 1 is not equal to 99 but equal to 0.

Such as “broken window effect”, “domino effect”,
“butterfly effect”. These cruel facts make us realize that
any small mistake in the management work will bring
destruction [1-3].

There are many ways to solve the mistake, for
example 2004 years ago too many bus-lines stopped in the
same stand dock in Guangzhou and lead to traffic congest
and traffic jam [4, 5]. Later, the traffic administrative
department adopted the things decomposition method, the
former one dock was divided into adjacent 2-5, and the
buses could stand partly, so the road was not crowded.
Another example, when people move a machine which is
greater than the door into the house also use the things
decomposition method, first to decompose the machine
into subsystems which less than the door, and then to
assemble them in the house[6-10].

How the error occurs can be described as T(u):u1 s

in which 7" means the decomposition, U means the
object studied, and u, means the target object of the

problem needs to be solved [I11]. So to study the
mechanism and the law of the error in the economy
management is to get one element when the other two are
known in this equation.

II. THE CONCEPT OF ERROR MATRIX

Define 1.1 suppose [12]
(g sty g seeesthy )5 X)) (W seees by )5 X1

o (st g sty ), X))

II. THE MATRIX REPRESENTATION OF ERROR
LOGIC TRANSFORMATION
It is can be known that each column of the matrix
can be defined as a decomposition transformation by the
definition of matrix multip lication. And it can act on each
element ofthe matrix on its right [13].
Define3.1

Suppose
() = U8,(2). 2 T3(2). £, (). x(0) = S (ele). £). G, () =

_Um So(t) Plvezx) Tule) Lylr) xlo([):.fm((”(’)ﬁ\)ﬁwo([)) Gy (1)
Uy Sl](t) p]!(xl»xza“‘ﬂxu) ]In(l) Ln([) x!l(l):fll((u(t)’pl)7GL'll(r)) Gun(f)

7U“ Su(t) By (mxrn,) () L () x,,([):f“((u(r),ﬁl),GU“(t)) Gy, (1)
And
7 3) = 02.8,(0). P2, T2 (0). L0 3(0) = £ ((v02). £2). G (1)) =

-(Vzo’szo([)) pzo(xuxzs""xn) Tz([) Ll([) yzo([):fm((“([)"l)’ V([)) GI’IO([)
)

((un u,, ulk)ax1) 1
A=(u,x)= (2w 1y )X, )
(uml Mm2 Mmk)’xm)
B:(v’y):((vll V12 Vlk)ay)
((Wn Wi Wiy )s X, /\y)
AxB= ((WZI W WZk)axz /\y)
(W W2 Wi )5 %, /\y)_

Every element of the matrix above is null if
X, 2 y(i = l,2,---m)
((Wil Wi Wik)axil/\y):((uil Uy “ik)axi)

and v=(u1hu2h---hum) are hold. Then 4 can be named
as the decomposition transformation of B.
Define 3.2 Suppose[14]

((“11 Up Uy )ax1)

otherwise

U, u U, ),x
Qg sty seeesttyg s%) (Wt gty )s%0)  oee (st sty )s %) | A4 (( o 2k) 2)
.
(st sty %) (Wt )5 X00)  oee (Wt )5 %) ((um U u’”“’x’”)
bea M XN error matrix with k elements. B:(((Vll Wy o Vlk)vyl) ((Vll Vp Vzk)?yz) ((le Vg vmk)7ym))
Then,
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BXA:(WJ):((WI Wy Wk)7 (xlAJ’1)V(x2/\yz)V """ V(xm /\ym))
and W, =u,hu,,h---hu,, =v, hv,,h---hv,,
z=( A Y )V (0 A P,V eeeeee v(x, Ay,)> Which is the
target error value after the combination. For example if
V2 xi(i =12, ,m) and z = max(xl,xz, ------ ,xm) , then
z2=(x, Ay )V (6 A, Ve v (x, Ay, )is met. Then 4
can be named as the combination transformation of B.

From here we can see that the relationship of
decomposition transformation and combination
transformation is just like the relationship of the
mu ltip lication which multiply things from right to left and
the multip lication which multiply things from left to right
in the matrix multiplication.

IV. THE EXAMPLE OF THINGS DECOMPOSITION

Suppose U = {Matters involved in the traffic of
Guangzhou}, S(z)={The traffic of Guangzhou from 2007

to now}, p = {The location of Guangzhou traffic},
T(t)= {Traffic congestion}, L(t):{ a%(the road width),
b% (the crossroads width, ..., ...)}, G, (¢)={The traffic

rules and regulations, the goal of Guangzhou traffic

system}, x(t)z f((u(t),ﬁ,), GU(t)) [15, 16].
So A=(U.S().p.7(t).L(t).x(e) = f(ule). p).G, (1))

is one error logic variable.

And
U S p 1) L) )= f(w)p)G,(1) G,l)
U S0 p 1) L) )= f((w()p.)G, (1) G,lo)
U Sie) p T) L) x(0)=f((ule) p.) G, (1) Gy lr)
U S p 1) L) )= f((w()p)G, (1) G, ()
B={U Sit) p T() L) x(t)=f((ulc)p.)G, (1) G, ()
U S) p 1) L) )= f(w()p)G,(1) G, ()
U S,t) p Tl Lle) x(t)=f((ule)p.) G, (1) Gy ()
U S po1(0) L) )= f(w()p)G, (1) G, (0)
U S(e) p Tle) L) x(t)=s((ule) p.) G, (1) Golr)
Therein, Sl(t): {Buses in Guangzhou traffic from

2007 to now}; St ~ {Private cars in Guangzhou traffic
from 2007 to now}; S3(t):{L0rries in Guangzhou traffic
from 2007 to now}; 5,(e)= {The road surface in

Guangzhou traffic from 2007 to now}; Si(t)= {Road
facilities in Guangzhou traffic from 2007 to now};

Sﬁ(t):{Traffic management rules in Guangzhou traffic
from 2007 to now}; S7(t): {Pedestrian in Guangzhou
traffic from 2007 to now}; SS(t)z {Traffic management

software}; Sg(t): {Other relevant things in Guangzhou
traffic from 2007 to now}.

K. Guo et al.

Uy Sls(’) ﬁ!%[x,,\‘z, %) Tlx(t) Lls(’) xls(’):f;x((l‘(l)’pl),GLvls(t)) Gmx(t)

So we can get T, x A=B , that is

T, < (U,S(0). p.T(0) L(t).x(r) = £ (u(e). ). G, (¢)) = B -
Because it is a things transformation, so elements of

things column are different, but the rest are the same in
the corresponding matrix. So we can get the thing

trans formation T by solving the following equation set:
Sio(@)NS()=5,(0):
Szo(t)m S(t) = Sz(t);
SSO(t)m S(t): S3(t);
S4o(t)ﬂ S(t) = S4(t);
Sso(t)m S(t) = Ss(t);
Seo(t)ﬂ S(t) = Se(t);
S70(t)ﬂ S(t) = S7(t);
Sso(t)ﬂ S(t) = Ss(t);
S9o(t)m S(t) = S9(t)-
It is can be known by the composition of this

equation set that this equation set has solution only
when

8(t)2 8, (US, (U, (1)U, ()US(r)US (1)U S, (1)U, (1)U S, (0)
is hold, so let

SlO(t) =5, (t);

Szo(t) =S, (t);

S30(t) =S, (t);

S4o(t) =5, (t);

Sso(t) =S5 (t);

Seo(t) = Se(t);

S7o(t) =S, (t);

Sso(t) = Ss(t);

Sgo(t) =S, (t)

be hold, so the solution of this equation is:

fow =B

We can known that this solution is coincide well
with the practice, things decomposition is to divide S(t)
into 5, (1)U, (1)U S,()US, () US,(0)US,()US,(0)US())US, (¢) -
It is also further proved that to express the transformation
by matrix is correct.

A can also be broken down further. For example:

U S@) p 50 Ll) 2(0)=1(ul).p).G,(0) G,()
U St p L) L) )= f().p)G() Gylo)
U St p L) L) x0)=rf(w0)p)G) G)
U S p T,0) L) xe)=f().p)G, () Gulo)

Therein, 7(t)= {Traffic congestion caused by
hardware}; Tz(t)z {Traffic
software}; 7i(r)= {Traffic

congestion caused by

congestion caused by
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emergency}; 7,(¢)= {Traffic congestion caused by multi-
factor} andso on.

V. CONCLUSIONS

Error- elimination transformation can be expressed
by error matrix in the error eliminating theory, such as
T(u)=u,, and any unknown can be got by solving the

matrix equation, which provides methods to avoid and to
eliminate error in theory and practice.
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Abstract - This article is based on the characteristics of
the field maintenance service for agricultural machinery,
proposing a kind of emergency service mode in which
agricultural machinery enterprise sets up emergency service
station composed of maintenance vehicle in the rural to
supple the existing fixed service ability at the busy farming
season. By establishing the mathematical model and using an
adaptive genetic algorithm, temporary service station
location and service range are determined. The model is
verified that enterprise can improve the service level and
reduce the maintenance cost by an illustration.

Keywords - Adaptive genetic algorithm, agricultural
fault, emergency service stations, location, site maintenance

I. INTRODUCTION

With country supporting agriculture vigorously,
agricultural mechanization has achieved an unprecedented
development meanwhile after-sales maintenance service
level of agricultural machinery also has got corresponding
improvement. In order to improve the market
competitiveness, agricultural machinery enterprises must
improve the service level and increase farmers' customer
satisfaction. Considering farm machinery fault’s
characteristics that include uncertainty of occurrence time,
location and quantity, and farmers often have to spend a
lot of time and cost to make agricultural machines resume
their work. It not only hinders the normal of agricultural
product operation, but also greatly reduces the customer
satisfaction. In order to solve the problem, setting up
emergency maintenance service system for agricultural
machinery is the key, which emergency service station
site selection is the primary task.

At home and abroad, the research about emergency
facility location problem has had certain development.
Reference [1] puts forward the emergency facility
location problem for the first time. Since then, in view of
the problem, the main research model has set covering
model, maximum coverage model and value model, etc.
At the same time, the optimization algorithm of the model
proposed successively, including the accurate algorithm,
analytic hierarchy process (AHP), genetic algorithm and
ant colony algorithm, etc. Reference [2] puts forward a
covering model to determine the service station location
and the number of configured service personnel, in which
minimize costs and ensure the response time. However, it
didn’t solve the model. Reference [3] puts forward facility
location problem in the case of demand uncertainty,
aiming at minimizes risk of rescue, but it didn’t consider
the influence of the existing rescue facilities. Reference [4]

constructs the loss minimization model, regarding the
demand cannot meet the losses as the breakthrough point.
Emergency system is mostly used in the rescue, medical,
fire and other fields, but maintenance service research for
agricultural machinery breakdown is very lacking B,

This paper establishes a mathematical model based
on agricultural machinery fault characteristics during the
busy farming, considering the existing service station, and
proposes an adaptive genetic algorithm to solve the
multiple emergency service stations position in the rural.
Thus, the emergency maintenance network for
agricultural machinery is set up, which supplies service
ability, reduces response time, improves service levels,
and reduces the maintenance cost of the enterprise.

II. PROBLEM DESCRIPTION

At present, typical enterprise after-sales maintenance
services of  domestic  agricultural = machinery
manufacturing uses a cooperation model that local dealers
is given free agent to provide spare parts while
agricultural machinery manufacturing enterprises pay the
corresponding maintenance costs. In this case, dealers as
service stations are directly responsible for after-sale
maintenance of agricultural machinery.

Through the analysis of the characteristics of
agricultural machinery fault, this article divides it into two
categories: The farm machinery fault has influenced
seriously the operation of agricultural machinery. So
farmers have to wait to continue to work production after
completion of maintenance; another type of failure does
not affect the operation of agricultural machinery, in this
case, the farmers are more willing to take time to rush in
the harvest. For the first kind of failure mode, the paper
establishes a kind of emergency maintenance system.
Because of the uncertainty of the agricultural machinery
fault’s occurrence time, location and demand, and the
limitless of dealer locations and service ability, servicer
can’t arrive timely, which leads to severely reduce the
customer satisfaction. Especially in the growing season,
agricultural machinery faults force farmers stop to wait
for repair, and dealers are often located in the center of
the city whose physical distance from the fault occurred
hinders completing maintenance tasks in time. Thus,
influence of agricultural work lowers the service level
seriously.

Therefore, establishing emergency maintenance
system by agricultural machinery enterprises during
farming rush, namely establishing emergency service
station in the rural, equipped with maintenance vehicle, is
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effective way to fill the inadequacy of ability of dealers
and improve the ability of the enterprise service. In order
to use this method, this paper solves the following
problems: the location of the emergency service station,
the service scope of emergency service station and
existing service station.

1I. MODEL

A. Assumption

— maintenance vehicle of dealers and farm machinery
manufacturing enterprises can repair all types of faults;

— each farm machinery fault is repaired by only one
service station;

— the speed of maintenance vehicle is constant;

— transportation cost is proportional to the driving range,
due to the constant speed, so the transportation cost is
proportional to the driving time;

— know agricultural machinery fault occurrence time and
location;

— each service station service capacity is enough; the
number of maintenance vehicle is infinite.

B. Mathematical model
Based on the above hypothesis, the mathematical
optimization model was established as follows:

minV;=)">"at,z, 0))

iel jeJ
min¥,=» b x, )
jeJ
min/;=» x,+(I+e) D x, ?3)
JjeF JjeJ-F
> y,=Lviel 4)
=
t,y; =T (5)
Yy <X, (6)
X5y € {0,1} NielNjeJ (7)

In formula: I is maintenance points set, i=1,2,3...; J is
new emergency service station points set, j=1,2,3...; F is
original service station points set; a is transportation cost
per time; € is a strength factor, the higher the cost of a
new service station is, the greater the coefficient is; b; is
the fixed fee for establishing service station; T is the
limited response time; #; is time of service station j to the
maintenance point i; x; indicates whether or not to set up
the service station, if service station j is established, x; =1,
otherwise, x; =0. y;; indicates whether or not service
station j services maintenance point i, if service station j
services maintenance point i, y;; =1, otherwise, y;; =0.

In this mathematical model, (1) is the objective
function which means that minimize the total time of
response time; (2) is the objective function that minimize
the total fixed charge; (3) is objective function that keep
the existing service stations as much as possible, if they

X. Lietal.

must be retained for all, neglect (3). Equation (4) to (7) is
restraint conditions, (4) makes sure each maintenance
point has service station for its services; (5) represents the
time of each emergency service station to its maintenance
point must be no more than T;(6) ensures that service
station can send its service to a maintenance point only
under the condition that the candidate sets up service
station.

C. The evaluation index

The layout of service point can be proved reasonable
by service level basically. Economy mainly refers to the
maintenance costs, due to the emergency service point is
composed of car maintenance, so the fixed costs only
include rental costs of staff recreation sites,so this article
assumes that the maintenance cost combines
transportation costs and the rental cost of emergency
service station.

Service level mainly refers to the response time of
service station, contains a single service point average
response time Tav which is calculated by (9) and the
average response time of all service points Tave which is
calculated by (10).
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Among them, n is the number of the maintenance
station, p is the number of service stations.

IV. OPTIMIZATION ALGORITHM

A. Chromosome Coding

By analyzing the model, the binary coding method is
a suitable method which is simple and feasible. The coded
character set made by the binary symbols of one and zero
is binary notation set {0, 1}. The individual genotype is a
binary code strings. Chromosome coding length is
determined by the number of candidate service stations;
meanwhile, each code position corresponds to a candidate
service station. Assuming n is the number of candidate
service station, that is to say, each chromosome has n
genes which are one or zero, and zero represents the
service station is not to participate in the agricultural
machinery service network while one represents it. For
instance, chromosome coding was [010001] for six
candidate service stations while represents the second
station and the sixth candidate service stations are
selected.

B. Fitness Function

Fitness function is a kind of criteria to distinguish
individual species according to the objective function, so
the fitness function is evaluated through the objective
function. For more than one goal function, this paper uses
the linear weighted sum method to make the multi-
objective function into single objective function.
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According to different target importance, this article gives
different target weights intuitively to show the influence
of different target tendency for service stations location,
then integrats various aspects demanding to optimize

service point location. Weighting function (10) as follows:

3
> h =LA, =0,k=1,23 10>
k=1
Akis the weight of K objective function.
3
min F=> A, V, at

k=1
Objective function is (11), the fitness function (12)
as follows:
Fit=C,_ -F (12)
Chaxis the biggest estimate of F.

C. Selection Operator

Genetic algorithm uses selection operator to weed
out a group of individuals. This article uses the method
combining the roulette wheel selection and optimal
preservation strategy to select the next generation.
First ,use the roulette wheel selection method which the
probability of each individual in the next generation is
equal to its fitness value’s proportion in the total
individuals fitness value.The higher the fitness value, the
greater the likelihood of being chosen. And then use the
optimal preservation strategy, that is, the highest fitness in
current population individuals doesn't participate in
crossover and mutation operations ,while replace the
lowest fitness of the individual in the next generation
populations directly. By this method can avoid destroying
the fitness of the best individual in the group which due to
the randomness of genetic operations,at the same time,
improve the global search ability of the algorithm.

D. Crossover and mutation operator

Crossover operation is the main method to generate
new individual, thus determines the genetic algorithm
global searching ability; Mutation operation is auxiliary
method to generate new individual, which determines the
local search ability of genetic algorithm 1. In order to
ensure that "rapid convergence", genetic algorithm hope
group as soon as possible get to the optimal state
transition, this reduces the diversity of the individuals in
the group and makes the algorithm "premature".
Guarantee the global optimal, that is, maintain the
diversity of the individuals in the group to avoid falling
into local extremum, but that is at the expense of the
convergence speed. Adaptive pm, pc are able to dynamicly
provide the best value according to the centration of
current fitness.Adaptive formula is (13) and (14):
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The ratio of maximum and minimum fitness value
can reflect the concentration of the whole group, that is,
the more Fitmin/Fituax closes to 1, the more group
concentrates. The ratio of average and maximum fitness
value can reflect the concentration of internal group, that
is, the more Fitave/Fitna: close to 1, the more group
concentrated.

At the beginning ofthe evolution, that is, the number
of iterations is less than 50, for the sake of rapid
convergence and finding global optimal solution, this
article  assumes  that, if  Fitmin/Fitna>0.8 and
Fitavd Fitnax >0.8, the group focused, and pwm, pe carry out
adaptive changes in accordance with the above
formula(13), otherwise, keep the initial value. In late
evolution, in order to guarantee convergence, use
(14),among it,n is the number of iterations.

Cross intersection method ueses a single point,
namely,in accordance with the crossover probability, pick
two chromosomes in a population ,and then set an
intersection within the scope of the chromosome length
randomly.The parts of two individual carried on the
exchange, so we generate two new individual [7-8],

Mutation method is the basic variation which the
value of certain genes in individuals changes, namely,
according to the mutation probability, take randomly
mutation point position, and then the value in the mutated
gene changes opposite value. Finally, forms a new
individual.

E. Termination conditions

Genetic algorithm has a variety of termination
conditions, one is when the largest fitness value and the
average fitness value tends to be stable; The second is
when the genetic iterations or algebraic reaches preset
value; The third is when a group of optimal fitness value
reaches the a given value 1.

This paper termination method is: maximum fitness
does notchangein 30 generations, algorithm stops.

V. EXAMPLE VERIFICATION

Take the maintenance area responsibled by Laiyang
Feng Ge Zhuang Chia agricultural repair shop as a
example, take a set of maintenance data during busy
season, such as Table I. Select eight candidates for
emergency service points in the region based on the
factors of actual geographical, social and economic,which
location, rental costs are known [10-12],

Feng Ge Zhuang Chia agricultural repair shop is a
identified service station, so the chromosome coding is a
binary sequence of length 9 with a starting point 1.
Parameters set, the initial value of crossover probability pc
is 0.5, and p is 0.05. Maximum estimated value of fitness
Cmax 1s 2500, the objective function weights are all set to 1.
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Traveling speed of maintenance vehicles is 50 km/ h, the
cost per time is a = 2.5, the maximum response time T is
40min. Get results by Matlab.

TABLE I
MAINTENANCE POINTS DATA

Num. Maintenance point Latitude and longitude
I Okara Village 121.373309,36.762793
2 Wali village 121.30197,36.752716

3 Young Village, 120.611628,36.742797
4 Chengyang Village 121.210728.,36.801828
5 Matsuyama Village 120.875163,37.417165
6 Tingkou Village 121.022207,37.323749
7 Canggezhuang Village  121.014194,37.489735
8 Tangezhuang Village 120.603722,37.125921
9 Dayanjia Village 121.12938,36.692236

10 Xinda Village 121.352963,36.759533
11 Dongcun Village 121.235294,36.800354
12 Shangyijia Village 121.239111,36.949103
13 Suozhiqian Village 121.12994,36.911579

14 Songjia Village 121.341365,36.771907
15 Dayangjia Village 121.136732,36.695123
16 Wanliu Village 120.836442,37.00208

17 Daxiejia Village 120.836442,37.00208

18 Jinling Village 120.305229,37.400855
19 Taocun Village 121.142524,37.184617
20 Fangyuan Village 121.435988,36.781659
21 ChengyangVillage 121.154707,36.827325
22 Liugezhuang Village 121.323358,36.811829
23 DaxinjiaVillage 121.374377,36.754733

Total cost 2080
The allocation of Maintenace points is shown in
Table II. From the Fig.1, the existing service point,
namely Chia repair shop, is not allocated to any
maintenance point, showing its location is unreasonable,
but it is a fixed service station whose relocation needs a
large costs, so in reality, we can regard it as a superior
service station .When a more complex fault occurs which
the underlying point of the emergency services can’t
afford to repaire, it can solve this kind of fault [13.14],

average time 3.2h

TABLE 11
TTE LOCATION OF MAINTANEANCE POINTS

Num. Responsibled Average T'otal T'otal

Maintenance response  average cost(RMB)

points time time

(min) (min)

1 no no
3 1,4,10,21,23 22
5 3,8 28
6 5,18 18.5 20.6 1427
7 6,7,17,19 19.5
8 11,16,20 17.5
9 29,12,13,14,15,22 18.3

X. Lietal.
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Fig.1. Service points distribution
Optimal iterative figure is Fig.2 which shows
optimization process. Fig.1 shows service points
distribution which is visual expression of Table II.

When using the only fixed service station,enterprise
costs 2808 yuan, with an average response time of 3.2h,
while as is shown in Table II, it can costs only 1427 yuan,
with total average response time of 20.6 minutes by the
new service station layout.Therefore, the proposed layout

mode of service station is rational and effective [13],
1100 : . : . .

1050

1000

950

900

850

optimal value

800

750

T00H

650

600

0 20 40 60 80 100 120
iteration
Fig.2. Optimal fitness iteration curve.

VI. CONCLUSION

This article proposes a kind of service model based
on the characteristics of agricultural failure in the busy
season, which the agricultural enterprises send a lot of
maintenance vehicles to the country to build emergency
service stations which can supply existing service
capabilities. Then, establish a mathematical model, and
use an adaptive genetic algorithm to obtain the location
and scope of services emergency services station. That
model is verified by an example of a certain maintenance
that can reduce maintenance costs and improve service
levels. But the article does not consider the number of
maintenance vehicles configuration in each emergency
repair service station, so the maintenance costs will not
combine the cost of maintenance personnel. Future
research will improve this aspect.
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Abstract - In this study, we consider a single echelon
supply chain in which a retailer replenishes inventory from
two vulnerable suppliers whose supply could be affected by
in/out-bound disruptions sporadically. Under a stochastic
demand setting, a dual-sourcing policy with a supplementary
supplier is introduced to mitigate the profit losses for the
retailer. We built mathematical models to evaluate the
performances of the retailer under single and dual sourcing
policies respectively. The study shows that a risk-neutral
retailer will prefer a dual sourcing policy that makes him
carry more inventory from a more robust supplier when
facing two-sided disruption risks. Furthermore, the retailer
performances in terms of total profit are overwhelming under
scenarios where the supplementary supplier is less, median
and more robust to risks. Our mathematical models is
examined through numerical examples and the results
provide important guidelines for implementing sourcing
policies when two-sided disruption risks is considered.

Keywords - Dual sourcing, inventory replenishment,
supply chain disruption

I. INTRODUCTION

Global competition features efficient operations in
supply chain integration and coordination. To gain the
competitive edge, more and more companies engage in
improving the vendor-buyer relationship. Supply chain
disruptions and hedging risks are considered the most
pressing concerns facing business competing in today's
global marketplace [1]. A disruption could result from an
unplanned or unanticipated occurrence which brings huge
and unintended losses for the supply chain in comparison
with normal supply/demand complex interactions.
Examples of these include the 9/11 terrorist attacks, the
devastating earthquake and nuclear crisis in Japan 2011,
severe flooding during monsoon season in Thailand 2011,
the lightning strike at the Philips NV microchip plant in
New Mexico, or the shutdown of all air traffic due to a
volcanic eruption in Iceland. These events caused the
variation of damages that decrease value-added activities
in a chain. Therefore, building trustworthy relationships
between suppliers, retailers and contractors becomes more
and more important when dealing with disruption
management and supply chain risks hedging [2].

A single entity in a supply chain can be vulnerable to
supply disruptions, but if there is more than one supply
source or if alternative supply resources are available, then
the risk of disruption would be reduced [3]. Thus, our aim
is to show the adaption of triangular relationships between
one retailer and two suppliers who facing two-sided
disruption risks are preferable than that in the one-to-one
bilateral supply chain. We consider a dual-sourcing
newsvendor model by building mathematical models in a
one echelon supply chain facing stochastic end demand.

Our study concludes that the dual sourcing policy for the
retailer can improve his performance when both suppliers
are vulnerable to their in/out-bound environment risks.
Supply chain disruption management theories and
practices provide alternative ways to hedge against supply
side risks. One of the most common policies is
flexible/multiple-sourcing that firms useit to a variety of
strategic reasons, such as hedging against supply
disruptions and  safeguarding against predatory
monopolistic practices [4]. While academics and
practitioners argue that supply chains have become more
vulnerable to disruption due to global competition in the
last few years [5]. Building a multi-sourcing channel could

significantly reduce the losses from supply chain
disruptions. Cisco and Apple, leaders in the
communication technology industry, provided good

examples. Thanks to their sophisticated supply chain
disruption management strategies, they were able to assess
the impact of the disruption for their suppliers in 12 hours
when the tsunami catastrophe struck Japan in March 2011
[6]. The sale for Apple's iPad2 went on just hours after the
tsunami hit. With consolidated relationships with suppliers,
Apple was capable of dealing with subsequent shutdowns
caused by stockshortages and long delays in deliveries [7].

One of the vanguard and important studies concerning
uncertainty framework is to characterize a product when
seeking to devise the right supply chain strategies. His
framework specifies the two main key uncertainties, i.e.,
demand and supply, and matches for supply chain
strategies to the right level of demand uncertainties [8].
Anotherwork as in [3] expanded this framework to include
supply uncertainties. A dual sourcing policy is built to deal
with such uncertainties. It implies that the buyer
replenishes inventory from two suppliers in the same time
(or may not). One of the supplies may dominate the other
in terms of business share, quality, price, reliability, and
others. Two significant research contributing in the field of
inventory management for dual-sourcing policies are
presented as in [9] and [10]. Both research considered a
retailer who faces constant demand and replenishes from
two identical-cost, capacitated suppliers subject to specific
production failure rates. The assumptions in their models
that demand is constant and the suppliers have identical
cost structures are often not the case in reality. A recent
comprehensive overview on supply disruption literature is
provided by Snyder et al. [11]. There are research not only
highlighted the long-term negative effects of supply chain
disruptions but also contributed relevant insights into
related issues such as supply chain disruption strategies [5]
[12].

E. Qi et al. (eds.), Proceedings of the 21st International Conference on Industrial Engineering 113
and Engineering Management 2014, Proceedings of the International Conference on Industrial Engineering
and Engineering Management, DOI 10.2991/978-94-6239-102-4_24, © Atlantis Press and the authors 2015



114

In the past few years, there has been a substantial
increase in supply chain disruption related fields applying
different research methodologies to evaluate the impacts
and its managerial implications. One stream of the existing
publications are based theirefforts on empirical qualitative
studies,e.g.,[13] and [14]. While some other studies utilize
available secondary databases and archival datato analyze
the impact on supply chain disruptions [15].

While disruption management in supply chains has
drawn extensive attention in academia in recent years, the
modeling of multi-sourcing is still in an embryonic phase.
Thus, we construct triangular retailer-supplier relationships
by mathematical models to clarify the benefits of a dual
sourcing policy under two-sided supply risks.

II. SINGLE AND DUAL SOURCING
REPLENISHM ENT

Our research will first present asingle sourcing policy as
the baseline under stochastic demand, and then we will
construct a newsvendor model within a dual sourcing
scenario by incorporating a secondary supplier under two-
sided disruption risks. In this scenario, the retailer split his
order between two non-identical suppliers simultaneously.
Then, a numerical example will be performed to illustrate
the performances of the retailer.

We consider in and out-bound disruption risks in a one-
echelon supply chain. One type of risk is considered when
the suppliers are vulnerable to its environment, i.e., natural
disasters or unexpected accidents. The probability of such
event occurrence is defined as «a; for each supplier i, where
i=1 or 2. When such an undesirable event happens, only a
proportion of the initial ordered quantity could be delivered
on time and thus the retailer will encounter a loss from
goodwill cost due to the shortage. The otherdisruption risk,
defined by 7;, is characterized by the features of supplier’s
recovery ability which presumes supplier’s capacity to
react and recover from a specific disruption event.
Whenever a disruptive event happens in the environment
of supply chain, at probability «;, the supply ofthe product
will endure a difficult situation. Therefore, the
corresponding quantity delivered will diminish to a portion
of retailer’s initial order, i.e., ; Q;, where Q; is the initial
retailer’s order quantity. The notations are as follow:

a; the probability of environmental disruptions for
supplieri (i =1,2),
; the recovery ability when supplier i faces
disruptions (i = 1,2) 0 <17, <1,
T; the on-time delivery rate for supplieri (i = 1,2),
T, =[1-a,(1 —7)],

w; the wholesale prices for supplier i (i =1, 2),
g the goodwill cost due to product’s shortage,
p the retail price,

s the unit salvage value,

x the customer demand with probability density
function fx) and cumulative distribution function F(x).

Without loss of generality, the retail price p is assumed
greater than the wholesale price w; (p > w;) and thew;
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will be greater than the salvage value s (w; > s). We
assume, for simplicity, there is zero order lead time for
each supplier and zero setup cost for retailer. One single
batch is allowed in a single selling period and no
emergency order and backorder.

In a single sourcing scenario, the retailer needs to
determine an order quantity Qs to the sole supplier in the
beginning of sale season. Without any disruption, i.e., the
probability (1 — @,), the retailer’s expected profit is
obtained based on newsvendor analysis. When out-bound
disruptions happen with probability a,, the supplier can
only deliver the quantity of 7; Q¢ to the retailer.

Taking both situations into account, we obtain the
retailer’s expected total profit in equation (1)

5s(Qss) = (1 — ;) x [fons(px —w,;Qss + 5(Qgs —
x))f(x)dx + I(ZS(PQSS —w; Q55— glx —
Qss))f G dx] +a, x [forlQSS(px = w71 Qss + 5y Qs —
%) f () dx + frTQSS(Prl Qss = wi1 Qss — glx —
1, Qss)) f () dx]. (1)

The retail is assumed to be a risk-neutral decision-maker,
therefore he will order the quantity that maximize his total

.. 3
profit based on the necessary condition azﬁ = 0. We have
SS
_ Gp-wyi+g)

(1 — a)F Qi) + ayr F(1;Q3%) = e XT @

Proposition 1. In a single sourcing policy under
stochastic demand scenario:

(i) The retailer’s total expected profit function mgg is
concavein Qggs.

(i) The optimal order quantity Qgg, that maximize Tgg,
can be obtained by equation (2).

The proof of Proposition 1 can be easily obtained and is
omitted. Based on the Proposition, the retailer thus will be
guaranteed to achieve his global maximal profit basedona
specific decision on Qgg.

After considering the sole sourcing policy, we construct
the dual sourcing scenario in a similar vein. When the
retailer adopts a secondary supplier, his/her decision will
be the order quantities i.e., Qs, and Qg,, simultaneously to
supplerone and suppler two respectively. In the same time,
supplier one and two face different disruptions probability
a, and a, respectively. When disruptions happen, supplier
one could only deliver quantity of r; @5, and supplier two
can only deliver quantity of 7,Q,, to the retailer

respectively.

Unlike the previous settings,there will be four possible

circumstances in dual sourcing settings when the retailer
place his orders to these two suppliers simultaneously:
(I) Both suppliers do not encounter any disruptions, with
a probability (1 — a,)(1 — a,), and the order quantity will
be received on time without any shortage. The expect total
profit for the retailer is 7y, , where

Tsp, = Ly ™t %% (px — wyQs, — w, Qs, + s(Qs, +

05, ) f@) dx +Jge o, (05, + 0s,) — w105, -
w,Qs, — 9(x = Qs, — 0s,) ) F&) dx]. 3)
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(II) Disruption could happen solely on supplier one and
that makes him discount initial order quantity Qg, tor; Qg,
while the othersupplier remains delivery quantity Q,. The
probability for this circumstance is a, (1 — @,). Thus, the
expect total profit for the retailer is gy, , where

r10s,+Q
Tsp, = [f01 17 (Px —winQs, — w0, +

s(n s, + @5, = 1)) FG) dx+ [T o0 (05, +
QSZ) —wn Qg, —w, 0, — g(x —1nQs, —

Qs,)) £ GO dx]. (4)
(IIT) Disruption could happen solely on supplier two and
that makes him discount initial order quantity Qg, to7, Qg,
while the othersupplier remains delivery quantity Q.. The

probability for this circumstance is (1 — a;)a,. Thus, the
expect profit for the retailer is 7y, , where

Qs, +120Q
Tsp. = [fo ST (px —wyQs, — w150, "‘S(Qs1 +
7 0s, = x)) fG)dx  + Qs, +720Qs, (p(051 +n Qsz) -

w1Qs, — W10, — g(x —Qs,— 1 Qsz))f(x) dx]. (5
(IV)  Disruption could impact these two suppliers in the
same time at a probability a,a,. Thus suppliers will be
forced to diminish their quantities delivered, i.e., 1, Qg, and
1, Qs, respectively. Thus the retailer’s expect total profit is

Tsp,» Where

7105, t720s
Tspg = [fo ' : (px —wn Qg, — w0, +

s(r1 Qs, + 1,05, — x)) ) dx +
fr1Q51+T2Q52 (p (rlel +n Qsz) —winQs, — W0, —
9(x = 1Qs, —1,05,)) £ 0O dx]. ©)
Finally, taking four circumstances above into account,
retailer’s expected total profit now can be calculated by
tallying up equations (3), (4), (5) and (6) as follows:
”SD(Qsvasz) =1- al)(l - aZ)T[SDa + 0‘1(1 -
az)”SDb +1 - “1)0‘27TSDC + a1 a4, gp, - @)
In a dual sourcing setting, the decision for the retailer is
to find optimal quantities Q;, and Qg, which ordered from
supplier one and two to maximize his/her expected total
profit. To maximize HSD(Qsl,QSZ), we equate its partial
aTL'SD — 0 and 011.'51)
S1 S
ESD(QSI,QSZ) is continuously differentiable and strictly

derivatives to zero, ie., = 0. Since

concave on its domain, this approach works. We obtain
equation (8) and (9) accordingly as follows.

(1 -a)A - a)F(Q; + Q) +a,(1—
ozz)rlF(rlQ;‘1 + Q;z) + 1 - o:l)azF(QS*1 + 1, Qs*z) +

a1a2r1F(T1Qs*1 +7n Q;Z) = z;_w—sl:j xTy. ®)
(1 - ) - a)F(Q; + Q) + a,(1—

az)F(r1 Q;l + Qs*z) +1 - a1)a’27"2F(Q;1 +7 Q;z) +

a1“2rzF(r1 Q5,1 Q:Z) = % X Ty. )
Proposition 2.In a dual sourcing policy under stochastic

demand scenario:
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(i) The retailer’s total expected profit function mgp is
concavein Qg, and Qg, .

(i) The optimal order quantity, Qg and Qg, , that
maximize Tgp, can be obtained by solving equations (8)
and (9) together.

The proof of Proposition 2 is omitted. Based on the
Proposition, the retailer thus will be guaranteed to achieve
his global maximal profit based on specific decisions on
Qs, and Qg as it in a sole sourcing scenario.

III. NUMERICAL ANALYSIS

In this section, a numerical study was carried out to
demonstrate the mathematical behavior of the proposed
models and to gain some insights into the problem being
studied. We adopted parameters from the example as in
[16]. In order to analyze the mathematical models, we
applied a free software, R (programming language) which
used among statisticians and data miners for developing
data and statistical analyses.

We assumed the customer demand is normally
distributed with mean value 400 units and standard
deviation 130 units. The “Environment Factor” parameters,
i.e. retail price p, goodwill cost g and salvage value s are
given p = $45, g = $15,s = $10 respectively. To
compare the performance of the parameters, we classify
supplier’s parameters (probability of disruptions risk «;,
recovery ability 7; and wholesale price w; ) into three
different level of settings to measure the behavior of
suppliers. The supplier one is assumed to be a less robust
one with parameters setting featured highest disruption
probability, lowest recovery ability from disruptions and
hence a less expensive wholesale price accordingly. On the
other hand, the second supplier is a more robust one with
lowest probability of disruption, highest recovery ability
from disruptions and hence a more expensive wholesale
price accordingly. The setting of a median supplier will be
in between. Table I shows these three level of parameters
settings for the supplier and the retailer’s optimal expected
profits.

From Table I, we obtain the on-time delivery rate T; by
computing T, =[1—a;(1 —7r)] and the retailer’s
expected profit mgs in single sourcing policy under three
level of parameters settings. It is worth noting that the
retailer’s optimal profit in the median robust parameter
setting is overwhelming in three circumstances.

Fig.1 presents the effects of supplier’s disruption risk on
retailer’s decision and his optimal profit. It shows the
higher probability of disruptions risk will make the retailer
order more quantity for the sake of avoiding stock out.
Meanwhile, the retailer’s optimal total expected profit will
declines when facing higher supply chain disruptions.
Fig.2 shows a higher supplier’s recovery ability will make
the supply chain partnership more robust to disruptions
risks by achieving a higher retailer expected profit. It is
worth noting that the optimal order quantity is a concave
function of'the supplier’s recovery ability.
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In order to demonstrate the effectiveness of the
implementation of the dual sourcing policy, we analysis the
retailer’s optimal total expected profit underthree levels of
supplier’s parameters settings mentioned before and
compare with that undera dual sourcing setting.

TABLE I
THE PARAMETERS SETTINGS AND RETAILER PROFITS
Supplier  a; T wi($) T; NE))
Less =5 0.1 21 55% 1,850.5
robust
Median 0.3 0.6 23 88% 6,026.2
More 0.9 25  99% 57346
robust
Il
L? L™
‘l €«
Oreder o
apeantimy PSR (5)
Fig.1. The effects of disruption risks
- Qun "
Order / V
qranty - L \ 000 Mol (3)
o "-' a

2 L L) l'(- s
Fig.2. The effects of supplier’s recovery capability

At first, we compute the optimal retailer’s profits by
choosing sole supplier under a less, median and more
robust parameter settings. Then, in dual sourcing, we
incorporate a secondary supplier and adopt his settings
from less robust to more robust parameters in each case.
There will be nine pairs of comparisons for retailer’s
optimal profits and theresults are showing in the Table IL.
It can be seen obviously that the retailer’s optimal total
expected profit under dual sourcing settings is higher than
thatundersettings at three levels for the secondary supplier.
From the analysis, we conclude that the dual sourcing
policy is always preferable compared to a single sourcing
policy when suppliers are vulnerable to two-sided
disruption risks under three levels.

I.-C. Lin and Y.-H. Hung

To clarify the differences between the quantities ordered
from the two suppliers result from the various disruption
risks facing by the secondary supplier. The supplier one
parameters are setat a median level and the supplier two is
changing from the less robust one to more robustsettings.
The results show in Fig.3 the retailer will likely replenish
more quantity from a supplier who is more robust to risks,
and on the other hand reduce order quantity from the other
supplier who is less robust. The retailer’s profit increases
when the secondary supplier faces lower disruption risks

just as it in sole sourcing scenario.
TABLE II
COMPARISONS OF RET AILER PERFORAMCE UNDER SINGLE
AND DUAL SOURCING

Supplier ~ Excepted Supplier ~ Excepted Profit
one profit ($) two profit ($) comparisons
Less 4308.8
Less robu;t Dual
1,850.5 Median 6,177.5 ;
robust More > Single
5,827.8
robust
Less
robust 6,177.5 Dual
Mediate  6,026.2 Median  6,375.5 ua
More > Single
6,080.7
robust
Less 5,827.8
More robu._st Dual
5,734.6 Median 6,080.7 .
robust More > Single
5,741.8
robust
e @, ‘
Ordier /
quetity ™1 \ % Prcfit ($)
» Q\
o 02 o3 oA s

-

Fig.3. The effects of various disruption risks of the secondary
supplier

IV. CONCLUSIONS

We propose a newsvendor framework and illustrated the
differences between sourcing strategies which will provide
some insights in disruption management of supply chain
and guidelines for companies. We build mathematical
models under stochastic demand with two vulnerable
suppliers and investigate the issues with sourcing strategies,
e.g., single versus dual sourcing policies. To comply the
reality, the in-bound and out-bound disruptions risks for
suppliers are taken into account. It concludes, in a single
sourcing policy, a higher disruptive risk for the supplier
will prompt the retailer to increase retailer’s order quantity
while in the same time it undermines his total expected
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profit. Furthermore, a supplier with higher recovery
capability will improve the retailer’s expected profit by
increasing replenishment quantity from such a supplier. It
is worth nothing that a critical point exists in supplier’s
recovery ability that the retailer’s order quantity declines
inversely after the critical point.

In a dual sourcing policy, there are delicate trade-offs
between the supplier’s disruptive probability, recovery
ability and wholesale price. A supplier with a higher
disruptive probability makes the retailer order less quantity
and that will lower the retailer total expected profit.
Intuitively, a higher wholesale price will make such a
supplier less attractive.

The retailer’s optimal total expected profit is more
sensitive to the supplier’s recovery ability than the
disruptive probabilities facing the supplier, while the
retailer’s optimal order quantities will be on the opposite of
the story. It shows a supplier with higher recovery ability
is more important than the levels ofdisruptive probabilities
that the retailer should considered in a priority. In other
word, the robustness of order fulfillment to risks for the
suppliers or a consolidating partnerships between suppliers
will be mostly important for the performance ofthe retailer.

The contributions of this research are as follows:

1. This research constructs the supply chain two-sided
disruptions problems into mathematical models and
generates propositions and insights that could help the
retailer to make optimal decisions on order quantity.

1. We provide comparisons between single sourcing and
dual sourcing policies under stochastic demand, and
then facilitate parameter analyses to show the effects
of various settings on the retailer’s performances.

The possible extensions of the studies could consider
more complicated supply chains with more tiers or more
than one selling periods that will be more close to the
generality of reality. Moreover, a multiple-sourcing policy
or the adoption of partnership contracts under supply chain
disruptions are still the prospective directions that can be
investigated in the future.

REFERENCES

[1] C. Craighead,J. Blackhurst,M. J. Rungtsunatham and R.
Handfield, ”The severity of supply chain disruptions: Design
characteristics and mitigation capabilities,” Decision Sci,
vol.38, no.1, pp. 131-156,2007.

[2] J. W. Kamauff and R. E. Spekman, "The LCCS success
factors," Supply Chain Manag Rev, vol.12, no.1, pp. 14-21,
2008.

[3] H.L. Lee. “Aligning supply chain strategies with product
uncertainties,” Calif Manag Rev, vol.44, no.3, pp.105-119,
2002.

[4] S. Veeraraghavan and A. Scheller-Wolf, "Now or later: A
simple policy for effective dual sourcing in capacitated
systems," Oper Res, vol.56, no.4, pp. 850-864,2008.

[5] E. Simangungsong, L.C. Hendry and M. Stevenson,
“Supply-chain uncertainty: A review and theoretical
foundation for future research,” Int/ J. of Prod Res, vol.50,
no.16, pp.4493-4523,2012.

[6] M.J. Séenz, and E. Revilla, The supply chain management
casebook: Comprehensive coverage and best practices in

117

SCM.. Cisco Systems, Inc.: Supply chain risk management,
Financial Times Press, 2013, pp.80-96.

[71 E. Revilla, and M.J. Séenz, “Supply chain disruption
management: Global convergence vs national specificity,”J.
Bus. Res, vol.67, no.6, pp.1123-1135,2014.

[8] M. L. Fisher, “What is the right supply chain for your
product?” Harvard bus rev, vol.75, pp. 105-117.1997.

[9] M. Parlar and D. Perry, “Inventory models of future supply
uncertainty with single and multiple suppliers,” Nav Res Log,
vol.43, no.2, pp. 191-210, 1996.

[10] U. Giirler and M. Parlar, "An inventory problem with two
randomly available suppliers," Oper Res, vol.45, no.6, pp.
904-918, 1997.

[11] L.V. Snyder, Z. Atan, P. Peng, Y. Rong, A.J. Schmitt and B.
Sinsoysal, “OR/M SM odels for Supply Chain Disruptions: A
Review,” Unpublished working Paper, 2012.

[12] B. K. Kaku, and B. Kamrad, “A framework for managing
supply chain risk,” Supply Chain Manag Rev, vol.15, no.4,
pp.24-31,2011.

[13]1S. M. Wagner, K. J. Mizgier, P. Arnez, “Disruptions in
tightly coupled supply chain networks: the case of the US
offshore oil industry,” Prod Plan Control, vol.25, no.6,
pp.494-508,2014.

[14] A. Baghalian, S. Rezapour, and R. Z. Farahani, “Robust
supply chain network design with service level against
disruptions and demand uncertainties: A real-life case,” Eur
J. of Oper Res, vol.227,no.1, pp.199-215,2013.

[15] A. Chaudhuri, B. K. Mohanty, and K. N. Singh, “Supply
chain risk assessment during new product development: a
group decision making approach using numeric and
linguistic data,” Int J. Prod Res, vol.51, no.10, pp.2790-
2804, 2013.

[16] A. Xanthonoulos. D. Vlachos. and E. Iakovou. “Ontimal
newsvendor policies for dual-sourcing supply chains: A
disruption risk management framework,” Comput Oper
Res, vol.39, no.2, pp.350-357,2012.



21st International Conference on Industrial Engineering and Engineering Management 2014 (IEEM 2014)

The Analysis of Special Equipment Accident Factor Based on Rough Set

Jian Zhang', Hua-jie L?, Xue-dong Liang?"
'Inspection Institute of Fujian Special Equipment, Fujian, 350008, China
2Business School, Sichuan University, Chengdu, 610065, China
(330596518@qq.com)

Abstract - The exploration of special equipment
accident factor is of great significance for preventing
the happening of safety accident and ensuring the safety
work of special equipment. In this paper, the special
equipment accidents of calendar year are statistical
analyzed, on this basis, special equipment safety factors
are ascribed to management, environment, equipment
and personnel. Through the processing of rough set, the
incidence of special equipment safety accident levels
influenced by the above four factors is concluded, and
factor control measures are put forward accordingly.

Keywords - Factor, rough set, security, special
equipment

I. INTRODUCTION

Special equipment is the facilities referred for
safety of life and greater danger. According to
“Special equipment safety law of the People's
Republic of China”, special equipment includes
boilers, pressure vessels (including gas cylinders),
pressure  pipes, elevators, lifting machinery,
passenger ropeway, large-scale amusement facilities,
etc, its character includes: 1, casualty which affecting
public security is easily caused by the accident; 2, the
risk is bigger, once an accident happens, it is likely to
cause the group die or injury; 3, the using field is
wide, involving all aspects of the national economy

the cause of the accident and the accident quantity
levels. Then the key factors leading to higher lever
accident quantity are found out.

II. INTRODUCTION TO ROUGH SET THEORY

Rough set theory is put forward in 1982 by
Polish scientist Pawlak [, it is a new mathematical
tool to study the fuzziness and uncertainty problem.
The characteristics of this method is to use the
information provided by the data itself, does not
require any additional information or prior
knowledge, through the indiscernibility relation and
indiscernibility  classes  to  determine  the
approximation of a given problem domain, so as to
find out the inherent law of the problem.

Definition 1S =< U,A,V,f >is named as a
knowledge expression system, U is an non-empty set,
it is the set of all objects, known as the domain
ontology; A =CUD is all of the attributes of object
in domain ontology, Subset of C and D respectively
refers to as the condition attributes and decision
attribute sets, V =a[EJAVa is the set constituted by

attribute value, V,means attribute value range of V,,
namely, the values range of a; fFUXA ->Vis a
information function, f(a,x) determines the value of
object x about attributes a.

and people's life ['l. Therefore, the operation and . - )

safety in operation of special equipment is very .l?eﬁmtlor.l 2POS(X) = R_(X) is called set X R~
. . . positive domain

important. However, special equipment safety

accidents occur frequently, and bringing heavy losses
to the people's life and property. The incidence of
accidents will be effectively reduced by analyzing the
reason of the accident and taking improvement
measures.

At present, the cause analysis of the special
equipment safety accident is mainly presents the two
characteristics. (1) The cause analysis of some kind
of special equipment safety accident or a specific
accident is focused on. Tang Hongkai analyzes the
accident reason of crane Pl. Xu Huoli analyzes the
accident reason of boiler burst, and preventive
measures are put forward [}]. Wang Peiyuan, Cheng
Jun, Li Jianzhong, etc analyze the accident reason of
tower crane happened in Tianjin 4. (2) Qualitative
analysis is mainly, lack of theoretical support and
quantitative analysis model. In this paper, the special
equipment accidents of calendar year are statistical
analyzed, on this basis, special equipment safety
factors are ascribed to management, environment,
equipment and personnel. Reduction function of
rough set is used to explore the relationship between

POS(X) = R_(X) is called set X R —negative
domain.

Definition 3 K= (U,R) is a knowledge base,
P,Q c R, knowledge Q depends on the knowledge of
P by the degree of dependencyK(0 < K < 1), and
denoted by P => kQ, If and only if

k = y,(Q) = card(POS, (Q)/card (U))

If k = 1, it means knowledge Q depends entirely
on the P;

If 0 <k <1, it means Q part depends on the
knowledge P;

If k = 0, it means knowledge Q completely
independent in P.

Definition 4P and Q is the equivalent relation
collection in domain U, said POS,(Q) =

Uxeu/q P-(X)

In rough set, the importance of attribute is
measured by Changes in the classification of decision
table after removing the attribute. If the classification
of decision table change is big after the attribute is
removed, it means the importance of this property is
high, whereas the attribute importance is low [° By
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rough set attribute reduction, therefore, factors
impacting on the quantity of accidents can be selected,
and the influence size of the factors can also be
distinguished. The reduction of decision table means
making it has the same function between after the
reduction of decision table and before reduction of
the decision table, but decision table has fewer
condition attributes after the reduction.

Specific processing steps are as follows:

(1) Eliminating duplicate rows;

J. Zhang et al.
(2)Simplifying the condition attributes of
decision table (relative simplification), namely

reducing some columns from the decision table;

(3) Eliminating redundancy value of each
attribute in decision rules;

(4) Forming the decision rules, and revealing the
relationship between condition attributes and decision
attributes.

The study framework of this paper is as shown in
Fig.1.
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Fig.1. The Analysis framework of Special Equipment Accident Factor Based on Rough Set

III. DATA PROCESSING AND CALCULATION

A. Data processing

Every year in May, a national special equipment
security situation report issued by AQSIQ (General
Administration of Quality Supervision),the quantity
of special equipment safety accident and the reason

last year are revealed by the report. Through the
analysis of these reasons, accident key factors can be
attributed to the management, environment,
equipment and personnel. Eight groups of statistical
data from 2005 to 2012 are selected in the paper,
Shown in Table I:

TABLE I
NUMBER OF ACCIDENT S CAUSED BY VARIOUS FACT ORS FROM 2005-2012

Year Management Environment Facility Personnel The total numberof accidents
2005 219 8 22 81 274
2006 287 62 62 284 299
2007 249 0 56 149 256
2008 274 52 73 307 307
2009 308 45 47 271 380
2010 252 43 46 287 296
2011 238 0 0 245 275
2012 134 5 8 132 228

Case sets can be represented as S = (U, A), it is
a knowledge representation system, U is a finite set
of objects, and represents a collection of vintage in
this year. A=CUD,C={C,C,C;C} as the

condition attribute set, represents the {management,

environment, equipment, personnel}

{1, 2, 3} is taken as condition attribute domain
Management factors C; ,C; = {1,2,3} = ({the

small number, the reasonable number, the high
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number};
Environmental  factors C,,C, ={1,2,3} =
{the small number, the reasonable number, the high
number};
Facility factors C;,C; = {1,2,3} = {the small

number, the reasonable number, the high number};

moderate level of accidents, the high level of
accidents }

In order to use rough set for processing
expediently, which level the accident number located
need to be determined According to the overall
situationthat factors caused the accident number,

Personnel factor C,,C, = {1,2,3} = {the accident number level cased by various factors and
small number. the reasonable number. the high accident number level in those year can be divided as
number}. Table II:

D=1{1,23} = {the low level of accidents, the

TABLE II
THE DIVISION ACCIDENT NUMBER LEVEL CASED BY VARIOUS FACTORS AND ACCIDENT NUMBER LEVEL IN THOSE
YEAR

Quantitylevel
Attribute ! 2 3
Number interval
ManagementC, 0<C, <200 200<C; <270 270 and above
EnvironmentC, 0<C, <20 20<C, <40 40 and above
FacilityC, 0<C, <30 50<C, <60 60 and above
PersonnelC, 0<C, <200 200<C, <300 300 and above
Accident number D 0<D< 100 100 <D < 250 250 and above

Therefore case set decision table of accident
number cased by various factors can be shown as
Table III:

TABLE III

CASE SET DECISION TABLE OF ACCIDENT NUMBER
CASED BY VARIOUS FACTORS FROM 2005 TO 2012

vu ¢ G G G D
1 2 1 1 1 2
2 3 3 3 3 3
3 2 1 2 1 1
4 3 3 3 3 3
5 3 3 2 3 3
6 2 3 2 3 3
7 2 1 1 2 2
8 1 1 1 2 1

B. Model calculation
For the same members in Table II1, such as 2, 4,
can be eliminated, and get the Table IV:

TABLE IV
THE DECISION TABLE AFTER ELIMINATING DUPLICATE
MEMBERS
9] G G G (o D
T 2 T T T 2
3 2 1 2 1 1
4 3 3 3 3 3
5 3 3 2 3 3
6 2 3 2 3 3
7 2 1 1 2 2
8 1 1 1 2 1

After eliminating duplicate members of the
decision table, the degree of dependency decision
attribute D depending on condition attribute C can be
calculated and analyzed, whether condition attribute
C can be omitted is examined, then the relative
reduction between condition attributes C and decision
attribute D can be determined, the repeat members in
the decision table after simplified can be merged, the
specific calculation is as follows:

u/{c,} = {{1,3,6,7}{4,5}{8}}
v/{c,} = {{1,3,7,8}{4,5,6}}
u/{c,} = {{1,7,844}{3,5,6}}

u/(c,} = {{1,3}4,5,6}{7,8}}

U/{c,,C,, G} = {{1,73(3}{4} {56} {8}}
u/{c,,c,, ¢} = {{1,3}4,5}6}7}{8}}
u/{c,,C,,C,} = {134} {sH6}{7}{8}}
U/{c,,Cs,C, 3 = {{13(3}{4}5,6}{7,8}}

u/{c} = {{13{3H4} s} e} {7} {8}

u/{p} = {{1,7}3,8}4,5,6}}
posC{D} = {1,3,4,5,6,7,8}

k =yC(D) = Iposc{D}l/IUl =7/7 =1

D depending entirely on the C can be known By
K = 1. The relative reduction between condition
attribute C and decision attribute D can be
determined as follows:

pos(C — {c,D{D} ={1,3,4,5,6} # posC{D}

pos (C —{c,D{D} = {1,3,4,5,6,7,8} = posC{D}

pos (- {C3}){D} =1{4,56,7,8} # posC{D}

pos(C — {¢c,)H{D} = {4,5,6,7,8} # posC{D}

Because pos(C —{C,D{D}={1,3,4,56,7,8} =
posC{D} , so C, is redundant variables, the
classification ability of the decision table would not
be altered after removing the attribute C,, the
decision table after removing C, is shown in Table
V:

TABLE V
THE DECISION T ABLE AFTER REMOVING REDUNDANT
VARIABLES

U C, C, C, D
T 2 I I 2
3 2 2 1 1
4 3 3 3 3
5 3 2 3 3
6 2 2 3 3
7 2 1 2 2
8 1 1 2 1

The further calculation of rules reduction is as
follows, the nuclear value of each rules can be
calculated firstly
The first rule:
c,[2]c,l1]c, [1] - D[2];
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{c,[2],c,M11, ¢, [11} = {{1,3,6,73,{1,7,8}, {1,3} };
D[2] = {1,7},
¢, [21nc,l1] ={1,7} e D; ¢, [2] nc,[1] = {1,3}

Zp; cyl1lnc,[1] = {1} e D.

It means that when removing C;and C,the rule
Cl1lc,[1] » p[2] and C,[2]1C,[1] - D[2] s
compatible, while when remocing C;, C,[2]n
C,[1] - D[2] is not compatible, so the nuclear value
of the first rule is Cj, Similarly, the nuclear value of
each rule can be gotas Table VI:

TABLE VI
THE DECISION TABLE AFTER BEING SIMPLIFIED
U G, [ C, D
1 1 2
3 1
4 3
5 3
6 3 3
7 2 2
8 1 1

The rules as follows can be got from Table VI:
(1C;[1] - D[2]

)c,[3] - D[3]
(3)c,[2] - p[2]
“c,[1] - p[1]

The rules that special equipment safety
operation factors influence the accident quantity level
can be concluded as follows:

(1) Ifthe facility factor accident quantity level is
low, the medium levels of accident quantity will be
caused;

(2) If the personnel factor accident quantity
level is higher, the higher levels of accident quantity
will be caused;

(3) If the management factor accident quantity
level is moderate, the moderate levels of accident
quantity will be caused;

(4) If the management factors accident quantity
level is low, the lower levels of the accident quantity
will be caused;

(5) Environmental factors accident quantity
level impact little on the quantity of accidents.

Therefore, in the process of special equipment
safety management, personnel and management
factors should be paid more attention, facility factors
should be paid moderate attention to equipment, less
attention can be paid to environmental factors.

IV.CONCLUSION

Based on the statistical analysis about the
special equipment accidents, the accident key factors
dividedinto management, environment, facility and
personnel. Through the processing of rough set,
management and personnel are the biggest influence
factors, followed by facility, the smallest affecting
factor is the environment. Therefore, userdepartment
should strengthen the management of special
equipment and personnel operating driving skills
training, at the same time inspection and maintenance
on special equipment should be down timely to

J. Zhang et al.

ensure the safe operation of it. In addition, a safe
environment of operating and using special
equipment should be built. Through the above
measures, the operation safety of special equipment,
can be ensured, and the special equipment accidents
quantity can be reduced.
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Abstract — Virtual machining uses software tools to
simulate machining processes in virtual environments ahead
of actual production. This paper proposes that feature
recognition techniques can be applied in the course of virtual
machining, such as identifying some process problems, and
presenting corresponding correcting advices. By comparing
with the original CAD model, form errors of the machining
features can be found. And then corrections are suggested to
process designers. Two approaches, feature recognition from
G-code and feature recognition from IPM, are proposed and
elucidated. Feature recognition from IPM adopts a novel
method of curvature based region segmentation and
valuated adjacency graph. Recognized machining features
are represented in conformance to STEP-NC. Feature
recognition can help the virtual machining analysis in
revealing potential defections in machining operations.

Keywords — Feature recognition, G-code, in-process
model, STEP-NC, virtual machining

I. INTRODUCTION

In a CAM environment, using a part’s CAD model,
after tool path strategies and cutting conditions are settled,
the part’s NC program can be generated. Then the NC
program should be verified or proved in order to lower
production risk. NC program proving by trial-and-error
cycle on a physical machine is slow and costly.
Sometimes, in manufacturing costly acrospace parts, trial-
and-error based optimization might be unaffordable. The
aim of virtual machining (VM) is to decrease the trials by
simulating machining operations in digital environments
prior to actual manufacture. VM is performed mainly on
the establishment of the mathematical modeling of part-
tool engagement geometry, machining process physics,
structural and rigid body kinematic motion of the machine
and work material properties. The simulation of
machining operations in a virtual environment can predict
dimensional surface errors left on a part, as well as
maximum cutting forces, torque, power, Vvibration
amplitudes in shorttime [1, 2].

We have been trying feature recognition techniques
for virtual machining in two ways. One way is to carry
out feature recognition on part programs (G-codes in
conformance to ISO 6983) to rebuild the machining
feature based model of the part. In some cases, the

original CAM model could be neither available nor usable.

For example, the part’s archive is lost/damaged, or
incompatible with upgraded systems; the part is designed
and machined at shopfloors without aids of CAx tools.
Therefore the rebuilt model can help understand and
check the VM outcome. The other way is to perform
feature recognition on the part’s in-process model (IPM)
resulting from the virtual machining. Then the extracted

features can be used to evaluate form errors for machining
and inspection. In both ways, the recognized machining
features are expressed as STEP-NC features by the ISO
14649 standard for convenience of subsequent
applications. The process diagram is illustrated in Fig.1.

G-code
Form errors
Featurﬁ} ) . STEP-NC___f cvaluation
IPM recognition features for VM

Fig.1. Process diagram of feature recognition for VM

The IPM, which is the geometric output data of the
virtual machining, is usually a collection of unordered set
of triangles, without topological information. Many NC
simulation tools output the IPMs as STL files, like
NCSIMUL, VeriCut. In fact, an IPM bears two types of
features: surface micro features and machining features
(such as holes, pockets, slots, steps). Surface micro
features refer to textures, scallops, marks, veins, etc. on
machined surfaces of the IPM. Fig.2 shows examples of
surface micro features of a face milling. Surface micro
features could be related to some cutting parameters, such
as scallop height, stepover. From the patterns of the
surface textures, we can determine whether the machining
operation is stable, or is under chatter influence. If there
are series of marks left on a machined surface, usually at
its corners, that indicates jerks, revealing discontinuous
feed rates along tool paths. Surface micro feature
recognition involves image pattern recognition, etc., and
in this paper we do not discuss it. Here we only use
feature recognition approach to extract machining features
from IPM. Thereafter we can identify potential machining
operation problems by analyzing these features.

/

b
Fig.2. Examples of surface micro features: a) texture form)ed by stable
milling of a plane; b) chatter marks left by unstable milling
Common feature recognition approaches take a solid
model as their inputs, and search for pattern of faces and

edges that obey certain topological or geometrical
relationships [3]. But in this work we take a G-code
program or the triangle mesh instead as the input of
feature recognition. These need to design new methods to
treat the G-code or the IPM data.

The remainder of the paper is organized as follows:
Section II explains the feature recognition approach from
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G-code, Section III elaborates the feature recognition
approach from IPM. Finally, we draw conclusions in
Section IV and give some directions for further research.

II. FEATURE RECOGNITION FROM G-CODE

A. General strategies

G-code focuses on programming the cutting tool
paths with respect to machine axes, rather than the
machining process with respect to the part. Generally
there is no information about cutting tools, the rawpiece’
shape and its location, and the CNC controller type in the
G-code, we should first supplement these for ensuring
successful recognition. Then by analyzing hints (such as
tool changes, speed changes, machining regions) in the G-
code, workingsteps can be generated. In these
workingsteps all operations are treated as freeform
operations and features as toolpaths (which is converted
into the data structure “toolpath” of freeform operations.),
except those (like canned cycles) that can be easily
attached to operations. Finally, we can extract machining
features from the toolpath data by analyzing the
machining regions, machining strategies, etc. By
organizing the extracted feature data by ISO 14649
definitions, the STEP-NC features can be obtained.

B. Explanation ofthe approach

We devised an interpreter for the toolpath generation
[4]. The interpreter emu lates the execution of the given G-
code one block by one block: if it meets a “G0” command,
a “rapid movement” entity is created; if it meets one or
several consecutive “Gl1”s or “G2|3”s, a “machining
workingstep” which includes a freeform operation is
created. The parameters of these commands are used as
cutter location data stored in the toolpath list of the
freeform operation. Sometimes computation is needed for
obtaining the toolpaths.

Next, we deal with the extraction of manufacturing
(machining) features from toolpaths and tool’s geometry.
In this phase, one freeform operation corresponds to one
machining workingstep. Many freeform operations might
correspond to one manufacturing feature because often
there are several layers of a rough machining and a finish
machining, which are needed to make a final feature.
Hence one major procedure is to merge those freeform
operations that machine the same feature, as well as the
relevant workingsteps and rapid movements.

Some features can be easily extracted by the toolused.
For example, if the tool type is for drilling, the feature is a
hole; if the tool is a facemill, the feature is a planar face.
If the tool is an endmill, which is a general and complex
case, then analyse the x, y, z-values of the CL (cutter
location) data in the toolpath list. If z-value varies and x,
y-values keep constant, it mills a hole feature. If x, y, z-
values all vary, it is a freeform milling operation for
making a region of surface. If z-value keeps constant and
X, y-values vary, it is a 22D milling operation. The main
grounds to find the remaining features (which can be
planar faces, general outside profiles, closed pockets and
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open pockets in STEP-NC.) in a 22D milling operation
are the cutting area (the tool’s covering region for cutting
movements) and the milling strategy, which are computed
based on toolpath CL data.

C. An Example

In the example G-code of the study case part (Fig.3),
3 cutting tools (a drill, a reamer and an endmill) are used.
By the tool types and the canned cycles in the code, we
can extract a hole feature. By the cutting area and the

milling strategy,we can identify a pocket feature.

G54 GI0G21 GA0GAI MG M9
G0Z100. (Move to the secure plane)
(Todril and ream a thru hole)

T2M6 (Usea spiral drill, diameter 20mm)
G43 H2 (Length compensation by 70mm)
M8 M3 F900. 5720

G0Z30.

G90G99 GBL X20. Y60. Z-18. R10.

G99 G81X20. Y60. Z-36. R10. F1800.
G99 G81X20. Y60. Z-60. R10. F1350.
G1Z10. F1800.

G80G49MS M9 (end of driling cycle)
T3M6 (Use a reamer, diameter 22mm)
G43 H3 (Length compensation by 50mm)
M8 M3 51080

G90G99 GBS X20. Y60. Z-60. R10.
G80G49MS M9 (End of reaming cycle)

(Tocuta pocket, rough & finish)
T1M6 (Use an endmil, diameter 18mm)
G43H1 (Length compensation by 50mm)
M8 51200 M3 F2400.

G0Z30.

X64.754 Y50.069

z15.

(Torough pocketin 5layers, 5.9/layer)
(First 2 blocks: to run helical approach)
G2X77.2Y55. 2-5.915.246 J4.932
G2X70. ¥55. 1-3.6010.

Y100,
X85.

Yao.

X55.

Y100.

X70.

z0.

GOX69.532Y47.815 (End of 1st layer)
........ (Code of next4layers omitted)

(Tofinish pocketin 6 layers. 5mm/layer)
(Bottom allowance 0.5,side allowance 1)
G02Z30.

X74.890Y60.285

Z15.

(First 2blocks: to run helical approach)
G2X77.2Y55.2-2.1-4.891)-5.285
G2X70. Y55. 1-3.600.

G1Y93.

X78.

Y47.

X62.

Y93.

X70.

Y101.

X85.

G2X86.Y100. 10.J-1.

G1Y40.

G2X85. Y39, 1-1.J0.

G1Y90. G1XSS.
X75. G2X54. Y40. 10. J1.

Y50. G1Y100.

X65. G2X55. Y101. 1. J0.

Y90. G1X70.

X70. 20. (End of 1st layer)

Yos. ] (Code of rest of layers omitted)
X80. G2X55. Y101. 11. JO. (nowZ-30.)

vas. G1X70.

X60. 215. (End of finishing)

Y95. 0

X70.

&

Fig.3. Case study and example G-code.

After the recognition from the G-code, we got two
features: a hole and a pocket. Structuring the feature data
by the STEP-NC standard, we can get the part21 file for
the recognition result, like the following excerpt.

DATA;

#0= PROJECT (EXECUTE EXAMPLEI'#1 (#2),$ $8);

#1= WORKPLAN (MAIN WORKPLAN',(#11,#1 2,#13 #14),$ #3,5);

#2= WORKPIECE (BLOCK WORKPIECE'$,0.01 3,5 $ (#91 #92,#93,#94));
#3= SETUP (MAIN SETUP,#62,#60,(#4));

#4= WORKPIECE_SETUP (#2,#63,5,5,0);

#11=MACHINING_ WORKINGSTEP (‘WS DRILL HOLEI',#60 #21,#32.8);
#12= MACHINING_ WORKINGSTEP (‘WS REAM HOLEI'#60,#21 #33,5);
#13=MACHINING_WORKINGSTEP (‘WS ROUGH POCKETI1",#60 #22,#34,%);
#14= MACHINING_ WORKINGSTEP (‘WS FINISH POCKET1",#60 #22,435,8);

#21= ROUND_HOLE (HOLEI D=22MM,#2,(#32,#33)#67,#70,#111,8,#25);
#22= CLOSED_POCKET (POCKET!',#2,(#34,#35),#69 #71,(,,8 #26,8,#1 12,#27);
#25= THROUGH_BOTTOM_CONDITION ();

#26=PLANAR POCKET_BOTTOM_CONDITION ();

#27= RECTANGULAR CLOSED_PROFILE (8.#113#114);

#32= DRILLING ($,8,DRILL HOLEL',15.$ #44,#54,451 $ $ 3.8 $ #55);

#33= REAMING ($ S ,REAM HOLE1',15.5,#47 #154,451,8,5.5.5.8.#56, T.8 $);

#34= BOTTOM_AND_SIDE_ROUGH_MILLING (8,8, ROUGH POCKETI',15..8,
#40,#57#51,8,8,9,#58,6.5,5.1,,0.5);

#35= BOTTOM_AND_SIDE_ FINISH MILLING (8.8, FINISH POCKETI',15.8 #40,#57,#51 $ $ $#59,2.,10.,S$}

#40= MILLING_CUTTING_TOOL (ENDMILL_ISMM' #41,(#43),80.,$,9);

#41= TAPERED_ENDMILL (#424,RIGHT.,F.$ $);

#42= MILLING_TOOL_DIMENSION (18.$$29.08 $);

#43= CUTTING_COMPONENT (100,,$,5,$.5);

#44=MILLING_CUTTING_TOOL (SPIRAL_DRILL_20MM' #45,(#43),90_$.8):
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#45= TWIST DRILL (#46 2, RIGHT., F. 0 84);
#46= MILLING TOOL DIMENSION (20.31.0.1 45.2,5..8);

#47= MILLING_CUTTING_TOOL (REAMER_22MM'#48,(#43), 100_$.5);
#48= TAPERED_REAMER (#49,6,.RIGHT.,F.$ $);

#49= MILLING TOOL DIMENSION (22.5 S 40.5.5 $);

#51= MILLING_MACHINE_FUNCTIONS (.T.,$.5,F.$ ) T..$,8,0);
#54= MILLING_TECHNOLOGY (003, TCP,$.-18.8 F..F..F.$);
#55= DRILLING_TYPE_STRATEGY (0.75,052.,0.5,0. 758)
#56= DRILLING_TYPE_STRATEGY (5,5,5,5,5,5);

#57= MILLING_TECHNOLOGY (0.04, TCP.$,-20.8,F,..F..F.$);
#58= CONTOUR_PARALLEL (5,3, CW., CONVENTIONAL.);
#59= CONTOUR_PARALLEL (0.05, T.,CW.,.CONVENTIONAL.);

#60=PLANE ('SECURITY PLANE'#61);

#61= AXIS2 PLACEMENT 3D (PLANEI'#90,#81 #82);

#62= AXIS2 PLACEMENT 3D (SETUPI'#80,#81 #82);

#63= AXIS2_PLACEMENT 3D (BLOCK WORKPIECE'#80,#8 1,482);
#67= AXIS2 PLACEMENT 3D (HOLEI'#97,#381,#82);

#68= AXIS2 PLACEMENT 3D (‘DEPTH PLANE'#98 #81,#82);
#69= AXIS2_PLACEMENT 3D (POCKET1'#99,#81,#83);

#70= PLANE(DEPTH SURFACE FOR ROUND HOLEL'#68);

#71= PLANE(DEPTH SURFACE FOR POCKET1'#68);

II. FEATURE RECOGNITION FROM IPM

A. Introduction of the approach

The widely used mesh-based virtual machining
simulation refers to that the IPM uses triangle mesh for
processing and dynamic display, and hence the IPM can
be output as collection of triangles. Most of commercial
NC simulators provide an STL export interface for
outputting the IPM data. During machining process
simu lation, one popular method is that the workpiece and
the cutting tool are represented as discretized triangles for
simplifying the computation and display. The geometric
modeling of the cutter-workpiece engagement along the
tool path are very important to the variation in chip
thickness, and axial/radial depths of cut that are needed to
evaluate force, torque, power, vibration and other process
states along the tool path. The IPM mesh data has the
following characteristics.

1) The IPM is a collection of triangles, among
which have no sequence and topological relationship. The
IPM sometimes contains offcuts, which should be
identified and eliminated in the beginning of feature
recognition. The mesh data usually contains degenerated
triangles (i.e. isolated vertices and edges) and incorrectly
oriented triangles, or lacks of triangles data resulting a
gap on the surface.

2) Compared with the mesh data of a faceted CAD
model, the IPM mesh data is more irregular and complex.
For example, a rectangular planar face in a CAD model
may be faceted as 4 triangles; but the counterpart in [IPM
might be like a waved surface composed by numerous
triangles after machining. This is due to the scallops left
on the face, forming small ridges and ruts, which are
represented by tiny triangles in the IPM.

The overall method we designed is as follows: first,
build a surface B-rep model by processing the IPM data;
then, recognize machining features from the B-rep model.

Two approaches are considered to the feature
recognition for virtual machining in our work. One is to
attach attributes to triangles while carrying out the virtual
machining. This approach is simple while practical when
the number of the triangles is small. The other approach is
to analyze the pure geometric mesh data of the simulation,
on basis of discrete segmentation [5,6]. This is a general
approach, not rely on a certain NC simulation tool. In this
paper, we will focus on the latter.
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B. Description of key procedures

1) B-rep triangular model building

We use the Open CASCADE [7] toolkits, an open source
geometry development platform, to build the B-Rep
triangular model from the IPM data. Each triangle in the
STL file is transformed into a triangular face. When
completed, a manifold, waterproof B-Rep triangular solid
model is generated. This model has the following
characteristics: In ruled surface regions and in planar
regions at its curved boundaries, the model has many long
and thin triangles resulting from the discretization;
Vertices of triangles in planar and ruled regions are
mostly on the part’s boundary edges; Triangles in flat
regions are sparse and relatively large, while dense and
uniform in highly curved regions.

2) Curvature based region segmentation

Discrete curvature calculation is based on vertex
vicinity. In triangle sparse areas, most of vertices are on
boundary edges, belonging to two or more regions.
Discrete curvature estimation in this case is not reliable,
resulting in wrong segmentation. To avoid this, we detect
the part’s sharp edges. After the B-Rep triangular model
construction, we compute the dihedral angle between two
adjacent triangles. All the sharp boundary edges can be
found by a threshold on dihedral angle. Using a
propagating approach, preliminary regions demarcated by
sharp edges can be obtained. Follow-up curvature
calculation will be confined to use vertices only within
such a region. Curvature calculation is improved and is
more reliable since the neighborhood of each vertex is not
disturbed by vertices in other regions.

On a surface the local shape around its point P is
characterized by maximum and minimum principal
curvatures (kmx, Kmin) and by the two principal directions
(dmax, dmin) corresponding to the tangent vectors for
which the principal curvatures are obtained. The method
used here adopts Cohen-Steiner’s [8] and Zhao’s [9] to
compute the curvatures of a discrete shape. Shape index
and curvedness [10] are two indicators derived from the
principal curvatures. Shape index, ranged [-1, 1], is a
quantitative measure of local surface type. Curvedness is
a positive value that specifies the amount or intensity of
the surface curvature.

Ten surface types (spherical cup, trough, rut, saddle
rut, saddle, spherical cap, dome, ridge, saddle ridge, and
plane) are defined based on shape index and curvedness
[11] (Fig.4). Every vertex, except vertices of sharp edges,
of the shape is assigned a surface type label during local
surface type recognition. We use the curvedness value to
detect smooth edges within a preliminary region. Vertices
on smooth edges and transition regions have higher
curvedness value, as thus a threshold can be given to
detect them.
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Fig.4. Surface types, shape index scales and color scales.

Then connected regions are generated from these
clustered vertices. Two operations are performed:
connected region growing to generate initial segmentation
result, and region refining, which aims to reduce over-
segmented regions and to improve the segmentation result.
When a vertex yet unassigned with a region label is met,
the vertex is marked with a region label by its neighbor
condition. With this associated region label, the vertex is
added to an existing region or creates a new region. We
adopt the approaches reported in [5, 11] for the operations.
Fig.5 shows a segmentation example.

a) b) <) d
Fig. 5. A segmentation example: a) discrete shape; b) iitial clustering; c)
cluster refining; d) segmentation.

3) Machining Feature Recognition

To obtain the boundary representation model, we use
the meshes’ additional information, which help to know
which meshes belong to the same surface and what is the
type of the surface to be constructed. Edge loops that form
the surface are identified and built. Surface reconstruction
techniques are then used. Thus a continuous surface of the
part is built. When all regions are exhaustively searched,
the part’s surface B-rep model is built. At present the
surface types of the model can be planar faces, spheres,
cones,cylinders and tori.

Machining feature recognition is performed on the
surface B-rep model obtained above. Here we adopt the
valued-adjacency graph approach [5], in which the B-rep
model is converted into a planar graph where, e.g., its
nodes represent faces and its arcs represent edges.
Additional information, such as edge-xity (a measure of
concavity/convexity), is incorporated into the graph.

A machining feature is regarded as a set of connected
faces satisfying certain geometrical and topological
conditions on the workpiece’s B-Rep. These faces have
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topological links of concavity that form cavities or
protrusions and are related to a machining volume. For
each form feature, it is possible to define a set of convex
edges that are the limits of the feature: boundary edges.
Note that the definition of a feature is only based on its
topology. Seven generic classes for form feature
classification have been proposed. General and specific
rules to define the classes are based on properties of
planar graphs.

K-Protrusion class definition depicts formal rules
(Fig.6¢) that have been developed with strong emphasis in
graph theory. The classification rule consists of the
identification of a base face which is connected to all the
wall faces by concave edges. The wall faces are linked to
each other with either convex or concave edges that form
inner protruding volumes (Fig.6 a and b). The rule can be
easily described using cyclomatic and co-cyclomatic
numbers of extracted planar graphs.

Il——concavity
0——convexity

a) b)

Class K-Protrusion Definition:
Let FF an extracted form feature
Let sG the topology graph of FF
Let sG° the concavity graph of sG
Let H=sG- { x| deg(x) =A(sG") }
MsGE): The cocyclomatic number of sG¢
v(H): The cyclomatic number of H
Let vi(H) an elementary cycle of H
v;(H) = number of concave arcs -
number of convex arcs
Characterization:
TF(3!x|deg(x)=A(sG%))and(v(H)=k#0)
and (Vie {1, ..k vH)<0)
THEN FF belongs to a K-Protrusion class

Cc
Fig.6. Adjacency graph: a) a par)t; b) the adjacency graph; c) K-
Protrusion classification rule

The type and data structure of a machining feature
adopt STEP-NC’s definitions, so that the recognized
feature data can be stored in conformance to the standard
[12]. So far the types of machining features that can be
recognized are closed pockets, open pockets, slots, steps,
holes. A machining feature is then regarded as a set of
connected faces satisfying certain geometrical and
topological conditions. For each feature type, its feature
template is defined. A graph-based and rule based
manufacturability analysis approach is used for validating
the results. For example, as for the manufacturability of a
step, multiple interpretations due to 3 potential machining
directions are available in the extracted feature data.

From the reconstructed surface B-rep model or the
machining feature based model, we can easily obtain form
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parameters to be controlled, and compare them with the
part’s original CAD/CAM model. Hence we can evaluate
the form errors under current machining operations.

C. Example
The part in Fig.7 has planar faces, holes, pockets,
slots, etc. This figure shows some feature recognition

results for the test part.

step

slot

open

pockets

round
holes

h

Fig.7. A test part

IV. CONCLUSION

This paper proposes that feature recognition
techniques can be applied to virtual machining for
identifying some machining operation problems. Two
types of features exist in in-process model of a simulation:
machining features and surface micro features. We focus
on machining features, especially on feature recognition
from IPM, which involves B-rep model construction,
curvature based region segmentation, and valuated
adjacency graph based feature recognition. By comparing
with the original CAD/CAM model, form errors (such as
over/undercut, out-of-tolerance dimensions) of the
features can be found. So performing feature recognition
on the VM output model can help the VM analysis in
finding potential machining operation problems.

The work is in an initiating phase. Future works
include: for the work of recognition from G-code, to
increase the capacity of machining feature recognition,
especially for region features; for the recognition from
IPM, to develop specific approaches of region
segmentation for other quadric/free-from surfaces and to
test the approach on more complex parts, such as parts

that are manufactured by five-axis and mill-turn machines.

Future work will also verify that feature recognition can
play a part for virtual machining.

ACKNOWLEDGMENT

This work is a part of the ANGEL FUI project funded
by the French Inter-ministerial Fund and endorsed by top
French competiveness clusters (SYSTEMATIC PARIS
REGION "Systems & ICT", VIAMECA "Advanced
Manufacturing" and ASTECH "Aeronautics & Space").

127

REFERENCES

[1] Y. Altintas, P. Kerting, D. Biermann, E. Budak, B.
Denkena, and 1. Lazoglu, “Virtual process systems for part
machining operations,” CIRP Annals — Manuf. Tech., 2014

[2] Y. Zhang, X. Xu, Y. Liu, “Numerical control machining
simulation: a comprehensive survey”, Int. J. of Computer
Integrated Manufacturing, vol.24, no.7,2011, pp.593—-609

[3] S. Joshi, “Graph-based heuristics for recognition of
machined features from a 3D solid model”. Computer-
Aided Design, vol.20, no.2, 1988, pp.58—66

[4] S. Xu, N. Anwer, S. Lavernhe, “Conversion of G-code
part programs for milling into STEP-NC”, in Proc. of
Joint Conf. on Mech., Design Eng. & Adv. Manuf.,
Toulouse, France, June 2014

[51 S.Xu, N. Anwer, C. Mehdi-Souzani, “Machining feature
recognition from in-process model of NC simulation”
(Accepted for publication). Computer-Aided Design &
App.

[6] H. Zhao, N. Anwer, P. Bourdet, “Curvature-based
registration and segmentation for multisensor coordinate
metrology”, Procedia CIRP, 10,2013, pp.112-118

[7] Open CASCADE, http://www.opencascade.org

[8] D. Cohen-Steiner, J.-M. Morvan, “Restricted Delaunay
triangulation and normal cycle”, In 19th Annual ACM
Symposium on Computational Geometry’03, 2003, 312-
321

[9] H. Zhao, N. Anwer, P. Bourdet, “Curvature-based
registration and segmentation for multisensor coordinate
metrology”, Procedia CIRP, 10,2013, pp.112-118

[10] J.J. Koenderink, A.J. Doorn, “Surface shape and curvature
scales”, Imaging and Vision Computing, vol. 10, no. 8,
1992, pp.557-565

[11] N. Anwer, Y. Yang, H. Zhao, O. Coma, J. Paul, “Reverse
engineering for NC machining simulation,” In
IDMME’2010—Visual Concept 2010, Bordeaux, France

[12] ISO 14649 Part 10: General process data, 2002



21st International Conference on Industrial Engineering and Engineering Management 2014 (IEEM 2014)

Application of Cell Automaton in the Production Quality Inspection

Qing-hui DAI", Lin-lin XING
School of Energy Power and Mechanical Engineering, North China Electric Power University, Baoding, Hebei, China,
071003
("dcba6789@]126.com, Xinglinlin163.2008@ 163.com)

Abstract - On the basis of quality inspection, Cell
Automaton theory was used to study quality management.
This paper introduced the basic principles of cell automaton.
The researcher established two-dimensional cell automaton
model of product quality inspection, and defined cell
morphology based on the state of the product, cell space
based on product quality inspection, as well as cell
neighborhood. The researcher constructed the transfer
function by the combination of product quality factors of the
production process, while the introduction of cell firmness,
propensity score and other related concepts, and the design
of appropriate parameters. Though the simulation, we verify
the application of cell automaton in quality inspection.
Research shows that, once the production factors change, it
should be timely inspected in the initial stage. Otherwise, the
substandard rate of product will increase with the passage of
time.

Keywords - Cell automaton, computer simulation,
quality inspection, transfer function

I. INTRODUCTION

A. Cell Automaton Principles

Cell Automaton (CA) is a kind of Dynamics Systems
which is defined in cell space composed by discrete and
finite-state cells and evolves in discrete time dimension
according to certain localrules ['. The main feature of CA
is that the time, space and states are discrete. The basic
principles of CA system are: cell automaton system
consists of independent cells; each cell is arranged in a
regular grid; these cells all have a finite number of
discrete states; each cell which follows the same state
transfer rule updates; the cells only interact with their
neighbors. CA which is the state discrete systems can
reveal complex global properties. Thus it can be used for
product quality inspection.

Distinguished by general Dynamics Systems, CA
does not have determined mathematical functions, but
operates systematically only by a series of identified
models. The basic components comprise: cells, cell space,
cell neighbors and cell rules.

B. Cells

The cell also called primitive, which is distributed in
discrete one-dimensional, two-dimensional or multi-
dimensional Euclidean space on the grid, and forms a
discrete state; this is the most basic component of CA [21,
As shown in Fig.1. Each cell has its own cell discrete state
at a fixed point in time. Discrete set is composed by
assigning to discrete state of the cell, which can be {0, 1}
binary form, or {-1, 0, 1} ternary form, also {xo, x1,x2, ...,
Xn} in the form.

(a) One-dimensional CA

(b) Two -dimensional CA

(c) There -dimensional CA

Fig.1. Cell type of cell automaton

C. Cell Space

(1) Geometric Division. According to the theoretical
point of view, the cell can occupy Euclidean Space of any
set dimension; the research is generally conducted in one-
dimensional or two-dimensional space at the present stage.
The space dimension of one-dimensional CA is only one;
two-dimensional CA presents multiple spatial structures
whose common spatial configuration is triangular, square
or hexagonal form. As shown in Fig.2. Because of the
difference of various geometric shapes arranged in
network, as well as advantages and disadvantages of their
own, the characteristics and effect of the performance of
Power System should be balanced. We should make a
reasonable choice when selecting spatial structure.

AANNNNN/

INONINININDN!
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(a) Triangular Form  (b) Square Form (c) Hexagonal Form

Fig.2. Two-dimensional Space Configuration

(2) Boundary Conditions of Cells. The common
boundary conditions: periodic (or loop) boundary, fixed
boundary, adiabatic boundary and mapping boundary Bl.
As shownin Fig.3.
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Fig.3. Boundary conditions of cell

(a) Periodic Boundary: refers to connecting the cell
space of relative boundary. Such is often used for
experiments in the associated theoretical analysis and
simulation.

(b) Fixed Boundary: refers to the outer boundary
cells are all taken to a fixed value.

(c) Adiabatic Boundary: refers to the states of the
outer boundary neighbors always maintain consistent with
the state of boundary cells, that is, with zero gradient
condition.

(d) Mapping Boundary: refers to the states of the
outer boundary neighbors are specular reflection with the
axis ofits boundary.

D. Cell Neighbors

Cells and cell space only show the static component
of CA. In order to introduce "dynamic state" into the
system, the evolution rules must be added to. In CA, the
evolution rules are defined within the local area; that is,
the state of a cell in the next time depends on the state of
itself and its neighbors. Thus, the impact of a cell to other
cells should be considered when the dynamic evolution of
CA is in progress. So it is necessary to consider the local
area of cell space which is named Cell Neighbors.

When considering influence from a cell to other cells,
which each cell will affect what neighbors must be
specified. In one-dimensional CA, usually using radius
(abbreviated as r) to ascertain cell neighbors, and cells
whose distance from a certain cell is less than r are
regarded as cell neighbors of this certain cells. The
definition of two-dimensional CA neighbor is more
complex, and VWn Neumann Type, Moore Type and
Extended Moore Type are commonly used 41,

E. Cell Rules

CA is one of Kinetic motion model. The function is
called the State Transition Function of CA, which defines
the cell state of next time based on the current state of
itself and the states of neighbors within specified range [7].
The function can be written as:

780 =rlsi.sy)

From this function, f'is the State Transition Function;
si' represents the state of the cell i at time ¢, and sy
represents the state of cell neighbor N of the cell 7 at time .

CA is a dynamic system; with the change in time,
every time although the physical structure system does
not develop, the state changes. If you use a mathematical
formula to represent CA, which can be summarized as a
four-tuple, namely

Q. Dai and L. Xing

A= (L4, S, N, f)

Here, A represents a CA system; Lq represents cell
space, d 1 the space dimension; S is the limited and
discrete cell state set; N represents the combination of all
cell neighborhood (including the center cell); fis a state
transition function, which is the evolution of the rules [8].

II. ESTABLISHMENT OF CA BASED ON
PRODUCT QUALITY INSPECTION

A. Cell Morphological Definition

Each cell represents a product. Each subject i
defined three quality status. The cell state set is a finite set
like A = {product status transition, lack of product status,
product status suitable}, and the initial and final values of
the unit cell can be expressed as A = {1, -1, 0}. In the
simulation stage of evolution, according to the actual
situation, the cell state value A allows to be given an
absolute value less than or equal real number one.

B. Cell Space

The samples of 200 products were used as the test
data of product quality inspection. Therefore, we used cell
space of 200 for a group of one-dimensional lattice
structure, and in the evolution of cells, we used the one-
dimensional cell space traversal algorithms. In the entire
product quality inspection, cell space which uses 200
samples for whole products is very limited, but that does
not prevent the "holistic" test, with 200 samples reflect
the overall product.

C. Cell Neighbors

The production line is regarded as a one-dimensional
grid. In the pipeline, each product can accept influence
from the quality level of every cell in the cell space,
meanwhile, can affect other cells, realizing the impact of
space and time. Due to the adoption of a one-dimensional
grid, in order to simplify calculation, we choose every cell
around the field, namely two neighbors are used as the
conversion neighbors. Then using 200 one-dimensional
cell networks and using cell traversal algorithm achieve
the testing of all cells within cell space.

D. A Status Converting Method

(1) State Setting. Taking into the high stability
requirements of the products, we define the cell
transformation rules related to cell stability: si(?)
represents the state of cell (7) at time t, and represents the
state of the products produced at this time. So si(7)
belongs to [-1, 1], and is defined as follows:

When -1< 5i(#)<-0.5, cell(7) is in the absent state;

When -0.5<s:(£)<0.5, cell(?) is in the appropriate state;

When 0.5<s;(t)<1, cell(i) is in a transitional state.

(2) Production Factors. In the actual production
process, factors affecting the quality of products are
shown as follows:

(a) Human factors. It includes people’s quality
consciousness, sense of responsibility, dedication, cultural
quality, technical level, the operation proficiency and the
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ability of organization and management.

(b) Material factors. It refers to the quality of raw
materials, blank, spare parts, standard parts and external
components etc.

(c) Machine factors. It refers to the quality of
equipment, process equipment, and other related
production tools.

(d) Method factors. It refers to the quality of the
production process, experimental analysis, measuring
tools and testing instruments etc.

(e) Testing methods. It refers to the quality of the
method for measuring and testing, measuring tools and
testing instrument etc.

(f) Environmental factors. It refers to the temperature,
humidity, dustiness degree, noise, vibration, radiation, and
poison of air, the lever of cleanliness, beautification and
civilization of labor environment.

(3) Design of Transfer Function. In fact, the value of
si(t+1) is not only have relation with neighbors, but also
have relation with the value of tendency and firmness
coefficient for cell itself [l. Coefficient which influences
the product quality factor is determined by the inherent
properties of the model, it is represented by the following
formula:

Si(“'l): wxsi(t)+q><(f] tht i+t +f6)xsi—l(t)+si+l([)

Among them, w is expressed as the product stability
coefficient, reflecting the stability of the center cell for the
next cell. Its value is [0, 1], and larger w indicates the
stability of center cell stronger. When w=0, the stability of
center cell is 0, that is very unstable and we can
completely ignore the stability of center cell. In this case,
si(t+1) is completely obedient to the state of neighbors.
When w=I1, production is in a stable condition, which
depends entirely on the central cell, and we can
completely ignore the impact of neighbors. In this case,
si(t+1) is entirely submissive to the state of center cell; g
is defined as the neighborhood coefficient, indicating that
two neighbors are in the same position. Currently we use
the two neighborhood, so g=0.5.

In actual production operations, f represents the
product quality factors- the influence degree of human,
machine, material, method, environment, test and other
factors [°- 191, However, in the actual production operations,
the six kinds of factors will not operate simultaneously,
usually no more than three changes. So in the process of
simulating quality inspection of CA, we set fi, 5, and f3 as
the situation changes as up to three of six factors. The
integration formula is as follows:

Si(“'l): wxsl,(t)-l-qX(f] +/5 +fz)><si—l(t)+si+l (t)

(4) Cell Traversal Algorithm. CA can be used in the
case of free moving or fixed neighborhood transformation
U1 121 Just above conversion rules are applicable to the
conversion of fixed cell neighborhood, but because of the
liquidity of products, the conversion rules are more
applicable at the free conversion neighborhood. Now cell
traversal algorithm is as follows:

Initial: one dimensional array s (200);

For T=1, N;
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Do i=1to 200;

si(t) exchangewith si (t+1);

Mapping newsi (t), si (t+1) intos; (m), s; (m+1);

Update s; (m), s1 (m+1) by Ep. (1);

End;

Outputs (200);

End;

Among them, T is the number of cycles for this
algorithm, and N=2. Derived by the algorithm, it ensures
that each cell could make internal communication with
others in the one-dimensional network on the process of
moving in freedom neighborhood in every cycle, and
using this algorithm will avoid double counting to achieve
minimization. In cycles, however, the value will always
be changing with the moving of cells after setting the
basic distribution of specific values. So the stability of
cell would not produce mutations with continually
changing of its position.

1I. SIMULATION

In the simulation, the stability coefficient of cell and
the initial distribution of the weight value are random [13],
And once the formation of the initial distribution is
confirmed, all experiments will be fixed. The experiment
of moving cell to traverse space is as follows:

About the initial state setting: We initialize the
amount of -1 to 35, 0 to 135 and 1 to 30, relevantly
wi=0.65, w2=0.60 and w3=0.65. The number of cycles T is
1 or 2, and the calculation of each circular convolution is
200 times.

Fig.4 shows the stability of the two cycles - the
corresponding diagram of the cell numbers.

__4Traversal 1

= Traversal 2

Cell Number

-1 -0.8 -0.6 -04 -0.2 0
Quality Status

02 04 06 081

Fig.4. Rendering Quality Status

Fig.5 represents the cyclical trend graph at a certain
time.
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Fig.5. Quality Trends
IV. DISCUSSION OF SIMULATED EXPERIM ENT

A. The Distribution of the Overall Tendency of Three
Products

In the initial experiment design, “Suitable quality”
products were significantly more than those of
“superfluous quality” and “absent quality”, then these
three values were set 60:25:15. Under the above
guidelines, observed from Fig.5, “suitable quality”
products gradually had reduced and those of “superfluous
quality” and “absent quality” had continually increased
after experiencing a certain number of cycles. Among
them, the “superfluous quality” products increased faster
than the “absent quality” products.

B. The Influence of Changes in Quality Factors

Based on the above analysis, we can conclude: it is
necessary to make the quality testing when one or more
factors (human, machine, material method, environment
and testing) of production have changed in the production
process. If you neglected, the longer the production time
lasted, the greater effect of the whole production line
could appear in the production process. Therefore, once
the production factors change, it should be timely
inspected in the initial stage. Otherwise, the substandard
rate of product will increase with the passage oftime.

V. CONCLUSION

Based on the quality inspection, this article
introduced CA, built quality-inspection CA models, and
proposed cell transfer function and method of calculation
designed by cell firmness. Through simulation analysis, it
was concluded that quality inspection rules would change
with production factors in the production activities; and
when to inspect tightly, loose, generally, and even to do
exemption are determined by the relevant factors and the
stability with test result of the current production phase.
Therefore, when an amount of production conditions
changed in the production, product inspection should be
carried out as soon as possible, and product quality status
must be controlled from the source.

Q. Dai and L. Xing
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Abstract - Seeing that the influence quality factors in
operation process of supply chain are complex, multidevel,
interconnection and interaction, which possess uncertainty
and fuzziness obviously, product quality building process in
supply chain is deeply analyzed, and evaluation system
model of product quality oriented lifecycle in supply chain is
established. On the basis, G1 is applied to determine weights
of product quality indexes, which could solve the problem
that it is not necessary to reorder the quality indexes in the
case of their changes (increase or decrease); and intrinsic
fuzziness of expert judgment is considered, fuzzy
comprehensive evaluation (FCE) is applied to establish
mathematical evaluation model of product quality oriented
lifecycle in supply chain. Finally, the product of some
Enterprise (lubricant station F335) is introduced as an
example to demonstrate the rationality and validity of the
method.

Keywords - Product quality, product lifecycle, supply
chain

[. INTRODUCTION

For globalization of world economy and
individualization of customer’s require ments, cooperation
of enterprises has been closely, and market competition
has changed into the competition among supply chains
fromthe competition among enterprises [1]. Furthermore,
integration of supply chain and quality management will
be the very important factor of the future competition
among supply chains [2]. Therefore, how to assure and
constantly improve product quality, has been the primary
task in operation process of supply chain, which is the
key to gain market competitive advantage.

Since distribution of members in supply chain is
dispersion and discontinuous, both the operation process
and organizations of supply chain are dynamic changes.
These lead to dynamic and several variable of product
quality in supply chain. Therefore, how to constantly
assure product quality is the key problem that enterprise
in supply chain must face. Furthermore, evaluation of
product quality is the most effective of continuous
assurance and improvement of product quality. So, how,
it is the important significance to realize the dynamic
evaluation of product quality in supply chain for
sustainable development of supply chain.

Study on product quality in supply chain has been the
focus in the field of supply chain at present, scholars and
enterprise technicians at home and abroad has carried out
research to solve the problems of product quality in
supply chain, and obtained some achievements. But,
some disadvantages are existed, e.g. quality control in

product collaborative design (Xiaoqing Tang, 2006) [3],
research of collaborative quality evaluation based on
supply chain (Jun Zhang, Aiping Song and Yimin Li,
2005) etc [4]. (1) These studies lack the deep analysis of
product quality building process in supply chain; (2) The
evaluation system of product quality mainly focused on
the study of individual factor in supply chain, which
lacks perfect evaluation system of product quality in the
operation process of supply chain. (3) AHP and FCE are
respectively applied to study the evaluation method of
product quality in supply chain, which is difficult to solve
the problems of complex, dynamic and multi-variable
evaluation of product quality in supply chain.

Therefore, product quality building process in supply
chain is further analyzed, the key factors influencing
product quality in supply chain are found, evaluation
system of product quality oriented lifecycle in supply
chain is established. On the basis, for the problems of
complex, dynamic and multi-variable quality index in
supply chain, G1 is applied to determine the weights of
dynamic and multi-variable quality index, which could
solve the problem that it is not necessary to reorder the
quality indexes in the case of their changes (increase or
decrease); and intrinsic fuzziness of expert judgment is
considered, fuzzy comprehensive evaluation (FCE) is
applied to evaluate product quality oriented supply chain.
Scientific, reasonable results of quality evaluation can be
realized, and accord with actual.

II. PRODUCT QUALITY BUILDING PROCESS IN
SUPPLY CHAIN

Design, production, sale and service after sale of
product in supply chain could be accomplished in
cooperation of all the members of supply chain [5, 6],
objectively, product quality is assured and realized by all
the members of supply chain [7]. Actually, building and
realizing process of product quality is across the range of
the whole supply chain. So, the factors influencing
product quality in supply chain are throughout the whole
process in product lifecycle included design,
manufacturing, using.

Formation of product quality starts at market,
customer requirements are collected and arranged by
market investigation, that is the product quality customer
expects; the customer requirements are transformed and
mapped to  engineering  quality  characteristics
(engineering design requirements), product design is
conducted, on the basis, process design is completed, so
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as to form product design quality; then entering
production preparation, raw material and purchased parts
are purchased, so as to form purchase quality; then
entering product manufacturing, product is manufactured
and assembled, so as to form manufacturing quality;
finally, the product is sent to customer by sales, in this
case, the product quality is the very final product quality
that customer feels actually. It is shown as F1g L.

—_——— e — |
" Material | . l
‘]lﬂm.L ] | | Machmmg I

qualny | |

|| Design |, |
Il_qua]m .

Process
quality

" Product ||
quahlv

Sale and
service

. Purchased L
| part quality
Cooperating m
par quality

|:> manufacturing |:>

Fig.1. Product quality building process in supply chain

In the operation process of supply chain, the assurance
of product design quality is provided by design
department of core enterprise; product manufacturing
quality is jointly assured by core enterprise, parts supplier
and material supplier; quality of sale and service after
sale is assured by distributors and retailers. Different
quality is formed in various stages, the quality
characteristics are transferred to next stage along quality
flow, which is a part of product quality in next stage, in
this way, final product quality is formed along the

Sale and

Purchasing Service

Design

X. Jiang et al.

transmission order, product quality in former stage
influence the one in next stage directly, downstream
enterprise cannot interfere that product quality in former
stage have effect on final product quality.

Therefore, the key factors that influence product
quality in supply chain are determined, which includes
product design quality, purchase quality (material and
purchase parts), manufacturing quality, sale and service
quality.

II. EVALUATION SYSTEM MODEL OF PRODUCT
QUALITY ORIENTED SUPPLY CHAIN

Product quality evaluation oriented lifecycle in supply
chain is the systematic evaluation activities of product
quality in every stage of lifecycle in supply chain
according to product integration information, by applying
evaluation technology and method, with the support of
the responding organization and persons, for the goal of
quality improvement. There are lots of factors that
influence product quality in every stage in operation
process of supply chain, furthermore, these factors
possess obvious dynamic, uncertainty and fuzziness. So,
establishing the quality index system that is systematic,
overall and hierarchical, is the foundation realizing
scientific and effective product quality evaluation [8]. It
is shown as Fig.2.
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Study on Evaluation System of Product Quality Oriented Supply Chain

Evaluation system model of product quality is
compose of quality goal, quality rule and quality
characteristic index, which is used to describe the
hierarchical relationship of quality goal, quality rule and
quality characteristic index. It could meet the require ment
of product quality evaluation in every stage in operation
process of supply chain, consideration to technicality,
economy, customer demand and ecological environment
etc., and realize multi-level, multi-view evaluation of
product quality oriented lifecycle in supply chain.

IV. EVALUATION METHOD OF PRODUCT QUALITY
ORIENTED SUPPLY CHAIN

AHP or FCE is mostly applied by existing evaluation
method of product quality, but people’s subjectivity is
greatly in evaluation process of these method, which lead
to deviation of objective fact. Furthermore, complex
matrix and consistency analysis need to be structured,
quality index order need to be reordered because of
quality index change, quantity of quality index also need
to be limited in using process of these method. These
problems could greatly influence the efficiency and
accuracy of quality evaluation.

Gl is a new method that determines index weight [9,
10]. Its basic steps are: quality indexes are ordered on
their importance according to evaluation rule, ratios of
importance degree of adjacent quality index are given,
then quality index weight is obtained. So, it weakens the
influence of people’s subjectivity. Furthermore, it can
solve the problem that it is not necessary to reorder the
quality indexes in the case of their changes (increase or
decrease), which is suitable for group judgment.

Since it need not structure complex matrix, test
consistency, and limit quantity of quality index, G1 is
more efficiency and easy to realize quality evaluation for
complex, dynamic and multi-variable quality in supply
chain.

Step 1: establishing quality evaluation model

Assume factor set of quality evaluation U={ Ui, Uz, Us,
Us, Us}, common set V={V1, V2, V3, Va, Vs}.

Step 2: determining order relation

If important degree of quality index U; is more than

that of quality index U, relative to some evaluation rule,
then order relation is denoted by U, > U, if relative to
some quality evaluation rule, the relation equation of
v.u,....U,

U'sU'=.>U'=..>U" , k=12,...m , then
order relation between quality index is determined

quality index can be denoted as:

according to “>". Where U,-* is i quality index after

{Ul.} is ordered according to order relation “ > (i=1, 2,
3, ..., m).
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For{U,,U,...,U,, }, order relation can be established
by the follow steps:

1) Evaluation expert choose the most important
quality index (only one) n { U,,U,...,U, }, which is

denoted as Ul* ;

k) Evaluation expert choose the most important
quality index in remainder [m-(k-1)] quality indexes,
which is denoted as Uk*;

m) A fter (m-1)th choose, the remainder quality index
is denotedas U, ".

In this way, an order relation is only determined.

Step 3: Comparison judgment of relative important
degree between adjacent quality index U/, and U, _,

r=w_/w, k=m,m-1,...,3,2 (1)

Step 4: Calculating weight W,

w, =1+ T]»" @
k=2 i=k
W =1,/ Wp> k=mm-1,...32 Q)

Where w, is the weight of quality index k. Then

weight set of quality index is denoted as

W={w, w,, Wy,...,w, }.

Step 5: Establishing fuzzy comprehensive evaluation
system.

Common set V and fuzzy relation R is quantization,
and fuzzy comprehensive evaluation system is
established.

Step 6: Fuzzy comprehensive evaluation

Final fuzzy evaluation is conducted, which is denoted
as:

WieR

o ks @
B=WeR=We|W,eR,

W,eR,

W5 e R
Final scores of some quality index is denoted as 4:
A=(BeV) ®)

V. A CASE STUDY

The product of some Enterprise, Lubricant station
F335 is introduced as an example to established hierarchy
structure of evaluation index system of design quality.
The evaluation index system of design quality is
composed of total quality object, quality rule and quality
index, which describes the hierarchy relationship and
related attributes among quality object, quality rule and
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quality index. The system considers all influence quality
factors of product life cycle, in order to make the system
suit most products, that is to say, the system includes
most indexes of general product basically.

In order to obtain objective evaluation result, expert
group of Quality evaluation (20 experts) is retained to
evaluate the design quality of the product, and both
design quality evaluation set U={product performance
product performance index (U)), product structure index
(Uh), product agility (U3), product economy (Us), product
green properties (Us)}, and common set V={Excellent,
good, middle, qualified, unqualified} are established.

Suppose that quality expert i evaluate product
performance product performance index (Ui), product
structure index (U2), product agility (U3), product
economy (Us), product green properties (Us) respectively.

Step 1: Importance ordering

UsU,=U,=U,>U,=U U U =U =US
Step 2: Ratios of importance degree between adjacent
quality indexes are given by quality expert:

X. Jiang et al.
* * * *
\/1/1 W2 W3 W4
n= =13, r,= =12, r,= =12, = =14
% E * * *
W, W Wy Ws

Step 3: Calculating weight W;

Step 4: The weights of quality indexes (includes Ui,
Un, Us, Us, Us) are obtained, which are as follows:

w =w: =0.3007, w, :w; =0.1927, w, =w; =0.1147

w, =w, =0.1606, w;, =w, =0.2312

In this way, three grade indexes of the product design
quality are ordered according to their importance by 20
quality experts, and Ratios of importance degree between
adjacent quality indexes are given respectively, each
quality expert determines weight of every quality index
respectively. So, each quality expert obtain a table of
quality indexes’ weight, mean of each quality index’s
weight is obtained by each quality expert’s opinion, then
the comprehensive weight of each quality index is
obtained. It is shown as Table L

TABLE I
COMPREHENSIVE WEIGHT S OF QUALITY INDEXES
Second grad index  Third grad index \(;(e)glfl)trehen swe Secondgrad index ~ Third grad index Svgirglﬁ)tlehenswe
practicability 0.1237 Productivity 0.2798
suitabil'it.y 0.1207 Product agility Product. handlAng 0.2076
operability 0.1077 Reconfigurability 0.1912
stability 0.1013 0.1887 Parts generality 0.1887
safety 0.0982 Serialization 0.1328
Product adaptability 0.0773 profit 0.4501
performance manufacturability 0.0735 Product economy  cost 0.2500
0.2547 debugging 0.0674 0.2365 price 0.2012
fault testability 0.0652 Product lifecycle 0.1031
assembling ability 0.0624 pollution 0.2698
maintainability 0.0522 Harm to human health 0.2076
techr}ical support  and 0.0453 Optimum  uilization of 0.1887
service resource
Reliability 0.2156 Product - greeh " Sustainable uilizaton of g7
property energy
Product structure  _Froduct appearance 0.1856 0.1454 Recyclingandreusing 0.1452
Structure similarity 0.1685
0.1765 Machining ability 0.1524
Part assembling ability 0.1470
Structure compactness 0.1400

The product design quality is graded by Common set
V, which is quantified as V={0.9, 0.8, 0.7, 0.6, 0.3}. The
final weights of the product quality indexes are obtained
by establishing fuzzy comprehensive evaluation system.
It is shown as Table II.

According to Equation (4), (5), the calculation result is
equal to 0.73, then the evaluation score of the product
design quality is 0.73, that is the grade of the product
design quality is normal.

VI. CONCLUSION

(1) The key factors that influence product quality in
operation process of supply chain are determined, which
are design, purchasing, manufacturing, sale and service.

On the basis, evaluation system model of product quality
oriented lifecycle in supply chain is established, which
could reflect actual state of product quality in supply
chain more completely and systematically.

(2) Aiming at complex, dynamic and multi-variable
quality in supply chain, Gl is applied to determine
weights of product quality indexes, which could solve the
problem that it is not necessary to reorder the quality
indexes in the case of their changes (increase or decrease);
and intrinsic fuzziness of expert judgment is considered,
fuzzy comprehensive evaluation (FCE) is applied to
establish mathematical evaluation model of product
quality oriented lifecycle in supply chain.
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(3) The product of some Enterprise, Lubricant station ACKNOWLEDGEMENTS
F335 is introduced as an example to evaluate its design
quality, the evaluation result is consistent with the actual
condition of the enterprise. It is further verified that the
method of Gl and FCE is reasonable and reliable. An
effective way is provided for continuous assurance and

improvement of product quality in supply chain.
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TABLE 11
FUZZY COMPREHENSIVE EVALUATION WEIGHT S OF F335
Second grad index ~ Third grad index gvte)irg};l)tlehenswe Second grad index ~ Third grad index VCVgiI;IEtIehenswe
practicability 0.1237 Productivity 0.2798
suitability 0.1207 Product agility Product handling 0.2076
operability 0.1077 Reconfigurability 0.1912
stability 0.1013 0.1887 Parts generality 0.1887
safety 0.0982 Serialization 0.1328
Product adaptability 0.0773 profit 0.4501
performance manufacturability 0.0735 Product economy  cost 0.2500
0.2547 debugging 0.0674 0.2365 price 0.2012
fault testability 0.0652 Product lifecycle 0.1031
assembling ability 0.0624 pollution 0.2698
maintainability 0.0522 Harm to human health 0.2076
techx}ical support  and 0.0453 Optimum  utilization  of 0.1887
service resource
Reliability 02156 Product — green “Sustaimable wilization of | goo
property energy
Product structure Product appearance 0.1856 0.1454 Recyclingandreusing 0.1452
Structure similarity 0.1685
0.1765 Machining ability 0.1524
Part assembling ability 0.1470
Structure compactness 0.1400
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Abstract - The total cost error and the costing system’s
robustness were influenced by measurement errors under
different resource sharing patterns. According to the
analysis of Time-Driven Activity-based Costing calculation
process, we propose the cost error models for variables of
unit time and quantity to increase the costing system
sensitivity to errors for the aspects of diversity studied,
analyze the robustness to measurement errors under
different resource sharing patterns. We also identify
conditions where allocating costing system limited resources
to cases characterized by high diversity in resource sharing
patterns is detrimental to improve cost accuracy.

Keywords - Cost management, measurement errors,
resource sharing, time-driven activity-based costing

LINTRODUCTION

The accuracy of cost analysis directly affects a firm
to improve the cost and correct the process of production
or service [!112], However, the indirect cost is so difficult
to tracing its origin directly but easy to produce deviation,
a wide deviation will directly affects the manager’s
decisions Bl. So in the different background of resource
allocation, deviation will lead to the different cost errors
eventually. The most common deviation is called
measurement errors which are caused by the estimate [4].
Thus, it’s crucial to analyze the total cost deviation caused
by different measurement errors and the costing system’s
robustness under the different resource sharing patterns,

use scientific cost accounting methods to build
measurement errors analysis model.

With the production or service presenting
personalized characteristics in the modern firm,

time-driven activity-based costing (TDABC) arises at the
historic moment. It can be more rapidly established than
activity-based costing (ABC) and easier to be updated and
maintained, at the same time, it can response the complex
operation of actual situation more flexibly, eliminate
tedious and subjectivity process in the allocation of
resources to activities, fill the gaps that ABC produces
more errors in computing B, and improve the accuracy of
costaccounting.

There were some valuable research results in the
study of costing accuracy, including that there was setting
or offsetting effect between measurement errors and other
errors when changing variable values in ABC [Bl; it
proved the interaction between measurement errors and
other errors by using simulation data, [®]; it proved that
increasing the diversity of resource sharing would
enhance the robustness to measurement errors in the cost
drivers [7]; according to different production environments,
choosing correlation method or cost rules can reduce cost

errors in ABC [81. However, these studies are general
research on ABC errors and there was not detailed
research on resource sharing under some specific
production environments. The conclusion that uses some
specific experimental data or simulation method was
vague and not general. In fact, it’s clearer and has
stronger commonality to choose a more accurate cost
accounting method to build a theoretical model that
analysis cost errors in the consideration of production or
service environment. Such as the resource of doctors and
nurses in hospital, compared with the nurses’ cost, the
doctors’ is apparently much higher. If some division of
activities is not so clear that the allocation of these two
resources is confusing, it will not only cause a waste of
resource and raise the cost, but also make the doctors’
cost confused and lead to some greater measurement
errors. At the same time, due to the difference of patients’
condition or quantity every day, it’s more reasonable to
allocate costbased on TDABC.

Therefore, we study the measurement errors of cost
in the firm based on TDABC and establish its model for
cost errors. By setting two specific resource sharing ways
(resource cost consumed evenly and resource cost
consumed extremely unevenly) in the firm’s production or
service environment, we analyze the total cost error
caused by different measurement errors and the
robustness of costing system under different resource
sharing patterns.

II. CONCEPT DEFINITION

A. Measurement Errors in Product Cost Estimates based
on TDABC

Indirect cost

ME / ME
A

Direct cost

Cost " | Practical capacity
l /' ME
Typically Unitcos | | Unitetime
assumed:
no errors’”’
l / ME

Cost driver rate X Quantity

Cost object

Fig.1. ME in product cost estimates based on TDABC
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Measurement errors (ME) occurs when variables to
be measured are not supported by well-defined
measurement guideline or measurement techniques, it is a
kind of common errors in the indirect cost allocation 1. In
accordance with the accounting process of TDABC,
measurement errors may exist in four variables as shown
in Fig.1[°]: (1) measurement errors in the cost (MEC); (2)
measurement errors in the practical capacity (MET); (3)
measurement errors in the unit time(MEU); (4)
measurement errors in the quantity (MEQ).

B. Diversity in Resource Sharing

To illustrate the diversity in resource sharing, the
parameter 7CD (distribution of total cost) is introduced.
We define that x; represents the cost that ith resource pool
consumed, X represents the mean value of the total
indirect cost. acwis the sum of the absolute deviation of

resource pools defined as Zx,»—X‘ and oamx is the
i=1

n J—
maximum deviation defined as max‘xi - X‘ . There are no

i=1
restricted conditions about each resource pool to cost
consumption, then [©1;

n _
2-X ‘
TCD = a.,, _ ‘O
- a(’l‘(‘k\x - ; Y
max|x; — X

i=l

The total cost C

C-(n-1)e

~

Resource Resource Resource
pool 1st pooln-/th pool nth

Fig.2. TCD close to 1

Thetotal cost C

Resource Resource Resource
pool 1st pooln-/th pool nth

Fig.3. TCD close to 0

Accordingly, if TCD is close to 0, the cost is
consumed more equal among resource pools, denoted by
LTCD. If TCD is close to 1, then the cost is consumed
much less equal among resource pools, denoted by HTCD.
As shown in Fig.2 and Fig.3, it can be regarded as LTCD
when the cost of each resource pool is ¢(C=nxc); it can be
regarded as HTCD when most of the cost is consumed by
nth resource pool but less is consumed by the first n-/
resource pools (¢ is minimum rather than maximum.
Because if ¢ is maximum, it illustrates that most of the
cost is consumed evenly among the n-I resource poolk

X. Wuet al.

and the remaining pool consumes little cost. It reflects the
condition of LTCD and doesn’t conform to the definition
of HTCD.).

II. CONSTRUCTION OF ERRORS BENCHMARK
MODEL

A. Construction of the Total Cost of Errors Formula

Suppose the total indirect cost is C, and there are m
activities, n resource pools and s cost objects. So we can
establish the errors benchmark model based on TD-ABC
method as follows:

(1) Definition of the variables

The cost matrix of each
isC = [C1 ¢, - C,],q . The practical time of each
resource pool is7 = koo %, lwa . The unit time matrix
of activities is U=luu) G=1,2,....m; k=1,2,...n). The
quantity matrix is @ = l, | (=1,2,...,s; j=1,2,....m).

(2) Logical expression of computation

(DUnit cost of each resource pool can be expressed

resource  pool

as
C/T =le, /t, ] (k=12,...n)

c
Where Tk is the unit cost of the kth activity,

k
k=12,...n.
@The distribution ratio of the cost driver can be

expressed as

Rz[rl,rz,...,rm]r =U xg

mxn
nxl

Where . :Zn:u .Sk represents the unit activity
j *
k=1

k
costof jth activity.
(3The cost matrix of cost objects can be expressed
as

CO:[col,coz,...,cos]T =0, xU ¢ (M

sxXm mxn X
T na

Where €O; = ZQ,-,- ‘7 is the cost of ith cost object,
Jj=1

qiiis the quantity that the ith cost object consumes the jth
activity. ujris the unit time of the jth activity in the ith
resource pool. i=1,2,....s. F=1,2,...m. k=1,2,...n.

(@The total cost error of all the cost objects can be
expressed as

We define the standard cost matrix of cost objects
as 7C = [tc,,tc,, - tc. ], simulated (false) cost matrix

as FC = [‘fcl,‘fcz,"',fCS]T .
relationship between the positive errors and negative
errors of cost objects, the total error in the cost accounting
can be expressed as(!0]

EUCD = \/(tcl - fo )2 + (t02 - fe, )2 +eeet (lcl\v - fe, )2 )

s

= Z(lci _fci)z

i=1

Considering the offsetting

Where fc; gives the true cost accruing to cost object /
in the true benchmark scenario, and fc;is the (false) cost
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allocated to cost object / by the costing system
approximation.

B .Construction of Measurement Errors Model

In this paper, we only construct and analyze
measurement errors for two important variables: unit time
and quantity.

(1) Measurement errors existing in the unit time

Due to the unit time is also obtained by estimated or
interviewed, measurement errors may occur in some
activities. Measurement errors in the unit time can come
in several forms, but this article only choose one form so
as to calculate and compare in the form of mathematical.
Suppose that the unit time about each activity can produce
errors, its scale is oJ; (6; € (-1,1)y=1,2,...,m) and its
proportion of measurement errors is equal in all resource
pools. So it can be expressed as

1+6, 0 0 Uy, U, Uy,
0 1+9, - 0 Uy, Uy o0 Uy,
. . . . X . . . .
0 0 e 140, o LUt Uy e Uy |

When there are no measurement errors in the whole
cost accounting, the standard cost matrix of cost objects
can be expressed as

m

qu/ZuM

/1 k=1 /, (3)

c=90,, x x%: ;qhzu/k

k

Z Ay z uﬂ

== I

sx1

When there are measurement errors in the unit time,
the false cost matrix of costobjects canbe expressed as

Zq1/(1+5) Zu/k C"
@)
C,
FC=Q,, x(1+8)U,,, *x—= Zqz/(1+5> ZMM i
qu(l+5) Zu/k
r=ER N
So according to the formula (2), when the

measurement errors exist in the unit time, the total error in
the costaccounting can be expressed as

2
EUCD ;= \/Z(qu -0, 'Z“/k %j )
=1 \_j=1 k=1

k

(2) Measurement errors exiting in the quantity

Due to the observation statistics of managers, the
distribution of each activity on all cost objects may lead
to measurement errors. Suppose that the quantity about
each cost object can produce errors and its scale is J; (6; €

(-1,1),i=1,2,....,s). So it can be expressed as
1+, 0 0 9 912 " Gim
0 1+6, - 0 « 921 922 " Yo
0 0 e Txa ], 14 4o Do Joem

When there are measurement errors in the quantity,
the false cost matrix of costobjects can be expressed as

(1+6)Zq1,2u,k

11 k=1 Z (6)

(1+0, )z%]zu/k

sxm mxn

FC=(1+8)0 x%:

(1+5)qu/ZuM

Of course, the standard cost matrix is the same with
the former formula (3). So according to the formula (2),
when the measurement errors exist in the quantity, the
total error in the costaccounting can be expressed as

EUCDMEQ=\/Z[5 iqv Zuﬁ J 0

i=1

b dsx1

IV. ANALYSIS FOR THE DIVERSITY OF
RESOURCE SHARING

As mentioned in the first part, the consumption
patterns of total cost is divided into two cases.
Specifically, the contents are as follows:

a. (HTCD): Suppose that all the resource pools from
1 to n-1 consume ¢ units cost, but the remaining cost is
consumed by the resource pool n. So ci1=..=cn-=¢,
cn=C-~(n-1)e, (¢ is minimal,e— 0);

b. (LTCD): Suppose that the total cost is evenly
consumed by all the resource pools. Soc1=...=c,=C/n=c.

Next, we will discuss the effect of total cost
consumption on measurement errors in each variable.

A. About the Unit Times of Activities
According to the formula (5), when measurement

errors exist in the unit time, we calculate the total error in
the costrespectively in HTCD, LTCD:

m

2
EUCDMEU,,TL.L,:\/Z[Z% 5, Zujk +Zq,/ ; /”(Ct‘g)J

n

2
EUCD\gy-1700 = \/Z(qu’f 18 'ti+ 29570, D Ct_gj
i=1\_j=1 k=1 ko j=l k=1 k

What does the two consumption patterns of resource
effect on the measurement errors in the unit time? It needs
to compare EUCDumrunrcp and EUCDwevrrep. We

should discuss in two different conditions:

Hypothesis 1: The sum that the unit times of all
activities in nth resource pool account for its practical
time is less than the average value that the unit times of
all activities account for practical time in all resource
pools, it can be expressed as

2t *ZZu,k -
Jj=1 j=1 k=1
Based on the above hypothesis 1 and returning to the
expressions EUCDyeunrcp and EUCDygu-Lrep, it must
have the following expression established:

1 & 1 1 & 1
;.;q!j.gj .ujk.a=(c_5).;.;ql_j.§j .ujn.z

min, (c—¢)-
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1

S(e—¢€)— un 5 Zu/k t—
k=1
"'qu 5 Z”Jk

(c— s)fan”5 U,
no 5 !

1
Zqij ‘5,- U, —
) t,

>(c—&)n

2
\/Z[Z% 8 D D, 8, Y HJ
i=1 \_j=1 k=1 L = k=1 b

2

s (m N . |

) \/Z(un 9 ‘Zu/k .t£+ n(c —E)un 0, Uy, 't]
i=1\_j=1 k=1 ;

k Jj=1

. BUCD yzy_s7ep = EUCD ypo_prep

Conclusion 1-1: When the sum that unit times of all
activities in nth resource pool account for its practical
time is less than the average value that the unit times of
all activities account for practical time in all resource
pools, the greater the diversity in resource sharing in
resource pools, the smaller the MEU. It also suggests that
as the diversity in resource sharing increases, the
robustness ofcosting systemwill be strengthened.

Hypothesis 2: The sum that the unit times of all
activities in nth resource pool account for its practical
time is greater than the average value that the unit times
of all activities account for practical time in all resource
pools, it can be expressed as

Zujn ~ *ZZW -
j=1 Z, J=1 k=l

Based on the above hypothesis 2 and returning to the
expressions EUCDyru-urcp and EUCDwyeu-Ltcp, it must
have the following expression established:

1 1 &
max,(c—¢)-— qu O, uy t— —6)-;~Zqﬁ~§f~um~t—
S(e—¢g)— un 0, Z%A —
.'.Zqijﬁj-Zujk-;S(c—g)-n

=] k=1 4

cgfanudju —
n

.qu_j '5,- U, —
J=1 Zn

3 m n m n _ 2
\/Z[Zq/ LY IEEED WAL Y ”J
i=1\_j=1 k=1 tk Jj=1 k=1 tk

2
s m n ¢ ” 1
S .
i= Jj= = ;

k Jj=1

EUCDMEU—LTCD < EUCDMEU—HTCD

Conclusion 1-2: When the sum that the unit times of
all activities in nth resource pool account for its practical
time is greater than the average value that the unit times
of all activities account for practical time in all resource
pools, the greater the diversity in resource sharing in
resource pools, the greater the MEU. It also suggests that
as the diversity in resource sharing increases, the
robustness ofcosting systemwill be weakened.

Obviously, the above two conclusions are also
applicable to other resource pools and universal.

X. Wuet al.

B. About the Activity Quantity
According to the formula (7), when measurement

errors exist in the quantity, we calculate the errors of total
costrespectively in HTCD, LTCD:
EUCD MEQ-HTCD —
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What does two dlfferent consumptlon patterns of
resource effect on the measurement errors in the quantity?
It needs to compare EUCDmegrrcp and EUCDyegLTCD.
We should discuss in two different conditions:

Hypothesis 3: the same as hypothesis1,so it can be
expressed as
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Based on the above hypothe51s 3 and returning to the
expressions EUCDueg-nrep and EUCDwyEgg-L1ep, it must
have the following expression established'
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Conclusion 2-1: When the sum that the unit times of
all activities in nth resource pool account for its practical
time is less than the average value that the unit times of
all activities account for practical time in all resource
pools, the greater the diversity in resource sharing in
resource pools, the smaller the MEQ. It also suggests that
as the diversity in resource sharing increases, the
robustness ofcosting systemwill be strengthened.

Hypothesis 4: the same as hypothesis 2, so it can be
expressed as
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Based on the above hypothesis 4 and returning to the
expressions EUCDueg-nrep and EUCDuyEgg-L1cp, it must
have the following expression established:
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Conclusion 2-2: When the sum that the unit times of
all activities in nth resource pool account for its practical
time is greater than the average value that the unit times
of all activities account for practical time in all resource
pools, the greater the diversity in resource sharing in
resource pools, the greater the MEQ. Meanwhile, it also
suggests that as the diversity in resource sharing increases,
the costing system’s robustness will be weakened.

Obviously, the above two conclusions are also
applicable to other resource pools and universal.

V. CONCLUSION

We use TDABC as an analysis tool and set two types
of resource sharing situations to study the effect of
various measurement errors on the cost accuracy. It’s
helpful for managers to analyze the effect of different
resource consumption on the measurement errors and cost
accuracy and understand the true cost of each product or
service. Finally, it provides strong support for firm to
establish scientific cost analysis and control systems,
improve the level of cost management, and strengthen the
competitive power.

Through modeling and analyzing, it finds that the
total cost error caused by unit time is the same as by the
variable of quantity. When the sum that unit times of all
activities account for its practical time in the resource
pool which consumed most of the cost is less than the
average value that the unit times of all activities account
for practical time in all resource pools, the greater the
diversity in resource sharing in resource pools, the smaller
the measurement errors existing in the unit time or
quantity. It also suggests that as the diversity in resource
sharing increases, the robustness of costing system will be
strengthened. When the sum that the unit times of all
activities account for its practical time in the resource
pool which consumed most of the cost is greater than the
average value that the unit times of all activities account
for practical time in all resource pools, the greater the
diversity in resource sharing in resource pools, the greater
the measurement errors existing in the unit time or
quantity. It also suggests that as the diversity in resource
sharing increases, the robustness of costing system will be
weakened.

We still use the medical resource as an example and
define resource pools as a doctor pool and a nurse pool.
Meanwhile, we use the time that the doctor spent on each
patient as unit time. If some division of activities is

confusing (some simple activities are finished by doctors
instead of nurses), it may cause measurement errors in
unit time. It not only makes the cost higher, but also
makes the costing system’s robustness weaker. In other
words, the cost itself is not controlled reasonably and the
costaccuracy is descended.

Meanwhile, our study has several limitations. Firstly,
the cost consumption patterns are diverse in other
different conditions. In addition, aggregation errors is
essentially different from measurement errors [!1and they
have different mathematical expressions. In the future, we
can continue to study the effect of aggregation errors on
the costaccuracy.
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Abstract - This article focus on virtual ergonomics
evaluation based on SolidWorks. The authors have created
the parametric human models based on the software
SolidWorks. These models have different percentiles; they
can switch from one to another rapidly. Not only did the
shape simulate from human beings, but also the motion of
joints followed the people do. In vehide design, virtual
human model can be used to test if the product is better for
people to use when it is just a digital model. So it is
available and economic for the engineers and designers at

work.
Keywords — Configuration, parametric human model,
percentile, vehicle design, virtual ergonomics

I. INTRODUCTION

Nowadays has got giant achievement which can
create realistic artificial simulated environment by multi
high technology. Virtual Reality In the field of
ergonomics, Virtual Reality brought great improvement
about human-computer interaction technique and
provided a new convenient interaction means for the
application. In the process, the human model plays more
and more important role between human and products. It
can give the virtual test and evaluation if it is
comfortable or not, or how to fit the users in the process
of product design. The designer can get the virtual
information about the users to use the products before the
products can be manufactured, then they can decide if to
produce the product or to improve it[!l. This may reduce
the cost and shorten the period of research and
development. As you know, we have a lot of software to

building human models, such as CATIA, POSER. But
SolidWorks has great characteristics. It is a set of 3D
software for mechanical design which is very popular to
Industrial Designers, and more important thing is that has
the more strong functions of modeling and virtual
assembly, so you can test the product easily in
SolidW orks 213141,

II. VIRTUAL REALITY TECHNIQUE APPLYING IN
ERGONOMICS

How does Virtual Reality technique combine with
ergonomics? The main points lie in building prototype,
virtual human model and virtual environment by Virtual
Reality technique, and then give test and evaluation
about ergonomics capability of design and biomechanics
report about people at work. According to this, designer
can keep enough health care and occupational safety to
people. They display in the following aspects IO

1. Test and evaluation of workspace

2. Evaluation of environment effect

3. Analysis of kinematics and dynamics

4. Evaluation about ergonomics capability of
comfort and operability

5. Design of human-computer interface

6. Virtual design, virtual manufacturing, virtual
assembly, virtual repair

The frame model of Virtual Reality technique
applying in ergonomics is shown in Fig.1.
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Fig.1. The frame of Virtual Reality technique applying in ergonomics
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[I. SIMPLIFYING THE HUMAN MODEL AND
CONFIRMING THE DIMENSIONS

A. Creating the parts of human models

As SolidWorks only can be used for mechanical
design, in this study, we must simplify the models to
some parts like a machine tool based on human body
skeleton form. The model is divided into 15 parts: head,
neck, trunk, left upper arm, left former arm, left hand,
right upper arm, right former arm, right hand, left thigh,
left shank, left foot, right thigh, right shank and right foot.
These parts can be connected by some hinges, such as
ball hinges, then the human models can be assembled
together.

B. Confirming the dimensions

We confirm the control dimensions of parts
according to the anthropometrics data. Some can be used
directly, some must be deduced. Moreover, some
dimensions cannot be deduced from the data directly,
such as the neck length, which is not the key dimension
and can be modified after assembly by checking the
whole high of the model.

IV. PARAMETRIC DESIGN USING
CONFIGURATION FUNCTION

Configuration function is a great feature of
SolidWorks. The user can establish different dimension
models by design tables; then modify the parameters
according to the request to provide many designs, and
switch one model to the other rapidly.

There are two important steps to process the
models:

1) Choosing percentiles 3!

2) Creating parametric parts of the models (Table I

shows the different dimension)
TABLE 1
ANTHROPOMETRICSDATA (FOREXAMPLE) [mm]

Items 5th%ile  50th %ile  95th %ile

1 Headlength 210 230 250
2 Upperarmlength 289 313 338
3 Formerarmlengh 216 237 258
4 Palmlength 163 173 183
5 Shoulder breadth 344 375 403
6  Thigh length 428 465 505
7  Crus length 338 369 403
8 Foot height 71 75 80

We create a model according to some percentile
firstly, and then modify the dimensions in turn to gain
the rest by the configuration function. For example, we
choose the dimension of 5 percentile to create the upper
arm model firstly, and add the configuration of 50
percentile and 95 percentile, then modify the dimensions
of'these two percentiles in different configurations, Fig.2

shows the models of upper arm for different percentiles
9.

L. Zhang et al.

Fig.2. The models of upperarmfor different percentiles
The others, such as forearms, thighs, etc, can be

done like this. But the trunk is little bit complex, because
it is the base parts of model, the others must be
connected to it (As showing i 3

Fig.3. Half ball forms in assembly

Fig.4. Three freedoms of neck joint

V. ANALYZING THE ASSEMBLY RELATIONSHIP
BETWEEN PARTS AND THE ASSEMBLY

A. Analyzing the assembly relationship between parts

In the assembly, parts are connected by joints which
are neck joints, shoulder joints, elbow joints, wrist joints,
knee joints and ankle joints. In SolidWorks, a joint just
can control movement in single plane. For example, the
neck joint has three freedoms, which include
flexion/extension, lateral bending and axial rotation. We
use the head joint, neck joint and a ball to mate to
implement, refer to Fig.4 and Fig.5, the ball control
flexion/extension, neck joint control lateral bending and
head joint control axial rotation 11112}

According to this, we can deal with the mate at
shoulder point, wrist point and the rest. For the one
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freedom joint, such as elbow point, it is easier to deal
with, even without the ball parts.

B. Building the assembly

Loading the parts in turn to a new document, and
make sure about the assembly relationship between the
near two parts. For example, show you how to assemble
the neck. Firstly, load the trunk, and make it fix, then
load the ball restricting the movement range of the joint.
Load the neck and control the mate relationship between
them (131, Finally, load the head restricting the movement
range of the joint, as showin Fig.5.

Fig.S.Parts mate in the neck

C. Building Configurations of the assembly

In the assembly, we need to build three
configurations to fit three percentile models, and build
the reference relations between the different
configurations of the same part and the configuration of
the assembly. Fig.6 shows the limited the movement
range of the joints.

A .
Fig.6. Restricting the movement ranges of the joints

VI. THE APPLICATION OF VIRTUAL HUMAN
MODELS IN DIFFERENT PRODUCT DESIGN [14115]

The application of virtual human models in different
kinds of vehicle design is shown in Fig.7, Fig.8, and
Fig.9. Among them, Fig.7 is shown the application of
virtual human models for interference checking in
forklift cab. Fig.8 is shown the application for evaluation
of field of vision in fork lift truck. The shadows area
showed the normal vision and mesh area showed blind
area. Fig.9 is shown the application for evaluation of
accessibility in forklift cab.

_
Fig.8. Application for evaluation of field of vision in fork lift truck

Fig.9. Application for evaluation of accessibility in forklift cab

VII. CONCLUSIONS

Nowadays, virtual ergonomics has got great
achievement in industrial design. So the human model
plays more and more important role in the design of
interface between human and products. It can be used to
test if the product is better for people to use. This article
has created the parametric human models based on the
software SolidWorks. These models have different
percentiles; they can switch from one to another rapidly.
Not only did the shape simulate from human beings, but
also the motion of joints followed the people do. In the
future, we have more and more work to do to develop the
feature of virtual human models. More importantly, the
virtual human models can be used to test the ergonomics
characteristics for vehicle design effectively and
economically.

REFERENCES
[1] Y.L. Ding: Ergonomics (Beijing Institute of Technology
Press, 2000: 20-25) (In Chinese)
[2] Y. Cao: Proficient posts of SolidWorks 2007 (Chemical
Industry Press, 2008: 338-339) (In Chinese)

[3] L.J. Wang and X.G. Yuan: Computer Applications and
Researches, 2005:194-195 (In Chinese)



148

Y. Li.: Computer Applications and Software, vol. 25,
2008:78-79 (In Chinese)

M Ji and CH.Q. Zeng: Mechanical Engineer, 2009:43-45
(In Chinese)

S.F. Gao and CH.L. Zhang: Machinery Design &
M anufacture, 2006:134-135 (In Chinese)

Alvin R. Tilley: The measure of man & woman: human
factors in design (Tianjin University Press, 2008: 11-17)
J.D. Ren and Z.J. Fan: Automotive Engineering, vol.28,
2006:647-651 (In Chinese)

J.CH. Wang: Ergonomics in products design (Chemical
Industry Press, 2004:104-118) (In Chinese)

CH.R. Liu: Applications of ergonomics (Shanghai:
People’s Art Press, 2004:115-125) (In Chinese)

J.F. Huang, W. Tao, G. Zhao and P. Li: Standard for
Applications of Virtual Reality in Man-machine
Engineering (Chinese Journal of Ship Research, vol.3,
no.6, Dec. 2008.) (In Chinese)

[12]

[13]

[14]

[15]

L. Zhang et al.

S. Julier, J. Uhlmann and H. f. Durrant-Whyte: A new
method for the nonlinear transformation of means and
covariance in filters and estimators (IEEE Trans a C, 200,
45(3):477-482)

M. Xu and S.Q. Sun: Progress of Research on
Computer-Aided Ergonomics (Journal of
Computer-Aided Design & Computer Graphics, vol.16,
no.11, Nov. 2004: 1469-1474) (In Chinese)

M. Grujicic, B. Pandurangan, X. Xie, A.K. Gramopadhye,
D. Wagner, and M. Ozen: Musculoskeletal
Computational Analysis of the Influence of Car-seat
Design/Adjustments on Long-distance Driving Fatigue.
(International Journal of Industrial Ergonomics vol.40
2010: 345-355)

K.R. Wang and R.J. Ma: Virtual Reality Technology and
Its Application in Agricultural Machinery Design.
(Journal of System Simulation vol.18, Suppl. 2 Aug
2006: 500-503) (In Chinese)



21st International Conference on Industrial Engineering and Engineering Management 2014 (IEEM 2014)

Intelligent Manufacturing Enterprises’ Efficiency Evaluation of Technological
Innovation: Research Based on DEA
Feng Liu, Jian Ning"
Institute of Industry Information, School of Economics, Hefei University of Technology, Hefei, Anhui, China
(ning2013@mail hfut.edu.cn)

! Abstract - In this paper, we utilize Chinese
intelligent manufacturing enterprises’ panel data during
2010-2013 to evaluate technology innovation efficiency.
Studies have shown that the average technology
innovation efficiency of intelligent manufacturing
industry is in the rising stage, but the overall efficiency is
still relatively low. Differences in technology innovation
efficdency in various fields of intelligent manufacturing
industry is relatively obvious. The development of CNC
machine tool industry is relatively mature, while the
technical development of intelligent manufacturing
complete sets of equipment area is still in its infancy.

Keywords - CNC machine tools, intelligent
manufacturing, innovation performance, robotics

1. INTRODUCTION

According to the modern economic growth theory,
technology progress and innovation are important
factors in determining economic growth Ul Since
entering the 21st century, China has gradually become
the world's manufacturing plant. In the guidance of the
strategy of "secondary innovation", we not only have
accumulated a wealth of manufacturing technology, but
also accumulated abundant R&D knowledge and skills.
With the increasingly fierce international competition
and the development of economic and technological
globalization, Chinese enterprises have to face the
direct competition from global leader companies in
foreign market even in the domestic market. If Chinese
companies only take the learning style of imitation and
reverse engineering to catry out a local search in order
to catch up with technology and then achieve the
middle oftechnical chain , they are usually trapped in a
"chasing---backward---chasing  again---fall  behind
again" cycle 12, and even fall into the trap of "local
lock". You-lun Xiong believes that intelligent
manufacturing representatives the dominant trend and
inevitable result of manufacturing industry digitization,
networking and intelligent, contains a wealth of
scientific connotation (artificial intelligence,
bio-intelligence, brain science, cognitive science,
bionics and materials science), and it becomes high
vantage point of high and new technology (internet of
things, intelligent software, intelligent design,
intelligent control, knowledge base, model libraries,
etc.) and brought together a wide range of industrial
chains and industrial clusters. It will be an important
development direction of the new round of world
scientific and technological revolution and the
industrial revolution Bl Xin Xie believes that
intelligent manufacturing is in the basic of integration

' Supported by “the Fundamental Research Funds for the Central
Universities (J20 14HGXJ0156)”

of modern sensor technology, network technology,
automation technology, anthropomorphic intelligent
technology and other advanced technology, through
intelligent perception, human-computer interaction,
decision-making and implementation of technology,
achieve design process and manufacture process
intelligent [, Chinese intelligent manufacturing
industry is in a weak position in international
competition and at the end of the industrial technology
chain. Even some are in branched chain or supporting
technology chain and assistive technology chain. On
the one hand, enterprises are in the face of fierce
competition from the global, they want to achieve
technological catch-up by the introduction of high and
new technology from other enterprises. On the other
hand, in the reality background of a huge technology
gap between developed countries, enterprises worry
facing huge costs and risks, and then they may be
caught in a dilemma while they carry out autonomous
technological innovation. Technological innovation
efficiency research will help us understand more
clearly about its process of technological innovation
inputs and outputs so that enterprises and the
government sectors can make decisions.

Numerous empirical studies have proved that
technology innovation is the main factors influencing
enterprises’ efficiency, so an army of enterprises are
paying more attention to efficiency of technology
innovation. From the angle of enterprise, innovation
brings them competitive edge, prevent potential
competitors from entering and seizing the market, thus
high entry barriers are created and these enterprises
take the lead in accumulating market knowledge,
occupy a bigger market share and then get favorable
development space. However, research on efficiency of
technology innovation from microscopic perspective of
enterprises is still scarce. Outstandingly, employing
panel data on provincial level from 1985 to 1997, Li-an
Zhou and Kai Luo (2005) conduct research on
disparities between China’s enterprise scale and
innovation by adopting dynamic panel model *l. They
found that enterprise’s scale bolsters innovation
markedly, while non-state-owned enterprises rather
than state-owned enterprises serve the positive function
of enterprise scale’s effects on innovation. Meanwhile,
innovation bears significant cumulative effects and
economic openness makes for level improvement of
innovation activities. Using panel data of China’s large
and medium-sized manufacturing enterprises, Jefferson
et al. (2006) study innovation performance’s effects on
enterprises. They confirm technology innovation
indeed promotes development of enterprises, facilitates
new product introduction, and improves enterprise
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efficiency [°l. On the basis of a large number of
questionaries, regarding manufacturing enterprises in
Jiangsu province as samples, Jie Zhang, Zhi-biao Liu
and Jiang-huai Zheng investigate key factors which
affecting enterprises’ innovation activities from the
microscopic behavior level and found that there exists
an obvious inverted U shape curve between enterprise
scale and innovative input intensity, as well as
“threshold effect”. Rather than exerting stimulant
effects on enterprises’ innovation activities, industry
build-up effect exerts certain negative effects at the
present stage. Export factors forms complex
influencing effects on enterprises’ innovation activities.
Adopting China’s manufacturing panel data from 2000
to 2009, Zao Sun and Wei Song estimate effects of
enterprises’ R&D input on industrial innovative
performance and found that in comparison with
state-owned enterprise, private enterprises are provided
with more strikingly positive correlation between R&D
input and industrial innovative performance 71,

Above handful research contribute to our
knowledge of influencing factors of Chinese
enterprises’ innovation activities and industrial
innovation efficiency. Unlike above literature research,
this paper analyzes the efficiency of technology
innovation emphatically from the angle of intelligent
manufacturing enterprises and key factors influencing
the intelligent manufacturing enterprises’ technological
innovation efficiency, thus puts forward improvement
measures on this basis.

In march of 2012, China issued “the 12th
five-year”  specialized planning of intelligent
manufacturing’s  technology development, which
pointed out that comprehensive research on intelligent
manufacturing technology would be the core content of
developing  high-end  equipment manufacturing
industry and the necessity of promoting our country’s
shift from a big manufacturing nation to a great one. It
means that technological innovation of intelligent
manufacturing, which defines enterprises as the
principals to implement technological innovation, has
become a significant national strategy. In term of clear
policy guidance, the follow-on question is what the
current situation of Chinese intelligent manufacturing’s
overall technological innovation efficiency is. Whether
Chinese intelligent manufacturing enterprises is in
possession of a strong independent innovation strength
or not? These issues will be studied and analyzed
empirically.

Covering numerous fields, to have a foothold on
high-end level, highlight the key points, focus the
limited sight, seize the first chance of strategic
development and boost the healthy and rapid
development of intelligent manufacturing industry, the
intelligent manufacturing lean its policy priorities to
cultivation of high-end fields like high precision NC
machine tools, 3D printing, and robots, which gain
rapid development. According to latest data released by
Gardner, the total output value of machine tools among
world’s 28 major producing countries or regions in
2012 is about $93.21 billion. China is still the world’s
biggest manufacturer. Japan is in the second place, with
Germany on its heels. It indicates that NC machine tool
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industry  possesses a  comparatively = mature
development. Other development areas of intelligent
manufacturing can learn from its development model.

II. RESEARCH METHOD

A. Selection of research method

Data Envelopment Analysis (Data Envelopment
Analysis, DEA for short), put forward by famous
American operational research experts A. Charnes and
W. W. Cooper et al. 8], is A blend of mathematics,
operational research, mathematical economics and
management science knowledge. It’s an efficiency
evaluation method on the basis of relative efficiency
concept. Depending on input and output data of
analysis and decision making units, DEA employs
mathematical  programming  (mainly  contains:
multi-objective programming, linear programming,
generalized optimization with cone structure, class
infinite programming, stochastic programming) to
evaluate the relative efficiency of multiple input and
multiple output decision making units 1. DEA method
has been widely used in various fields, its advantage
lies in: (1) no need to estimate the production function
of input and output, thus avoids error function; (2) no
need to worry about dimensional normalization and the
determination of index weight, thus ensures objectivity
of evaluation; (3) DEA model has strong adaptability
of multiple inputs and outputs’ complex structure
system; (4) it can not only evaluate efficiency value of
each decision making unit, but also point out input and
output adjustment direction and value of invalid
decision making units, that is, how to get the same
output with less investment or get more output with the
same input 101,

Traditional DEA methods, such as the CCR model
and the BBC model, when evaluating efficiency of
decision making units, they do not consider the effect
of slack variables, may cause deviation of efficiency
measure. In this paper, we adopts efficiency evaluation
model SBM of non-angular general scale reward to
evaluate the innovative efficiency of each enterprise.
Specific SBM model is as follows:
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Si reflects relaxation of the input variables, sy
reflects relaxation of the output variable

B. The variables of input and output and the
illustrations for data
1) The selection of input and output variables

Most of the literature using the output of patent,
new product sales revenue, total revenue of enterprise
and other business indicators to measure innovative



performance of enterprise. Among many innovative
input and output indicators, we choose four inputs and
two outputs indicators based on the consistency of data
availability and datain all decision-making units.

In the indicators of innovative input, the following
indicators are widely used such as R&D investment,
net assets invested (represented by NetAssets), R & D
personnel investment, has patented inputs (represented
by Patinvown). But because of data availability
problem, R&D personnel are replaced by corporate
employees (represented by Staffs), R & D investment,
the net assets invested are in units of million. This
article focuses on the relationship between the firm
stale and innovative intensity. From the research
method, the net assets or employees can be used to
measure the scale of business. We try to
comprehensively study the inherent relationship
between the size of firm and the innovation of
intelligent ~ manufacturing  efficiency.  Existing
literatures generally use R & D investment of
cooperation or the number of engineers and scientists.
Based on the availability of data, this article will use
the R & D investment as a variable of input. As an
innovation might inspire and spawned a number of new
inventions, innovations in the past can permanently
play a role in improving the new products or
innovating the processes of production, so this article
choose the number of patents as variables of input,
making the results of experience are more reliable.

This paper choose the quantity of usual approval
patents (represented by Patg) and operating incomes
(represented by Incomes) to measure the indicators of
output of Innovation, the operating income ‘s units are
million. As the capability of innovation and the
potential signs of innovative economic value, the
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patents fully reflect the potential of long-term
development in enterprise's several input and the
potential performance of industrial innovation. It is
more important that the objectivity of patent's standard
makes the data of patents have good availability and
strong comparability, and it can well reflect the
dominant performance and the potential performance in
enterprise's several input. Considering these above, we
use the output of patents as the indicators to measure
innovative performance of enterprise.
2) The source of sample data

In this paper, we use intelligent manufacturing
enterprise's panel data in China in 2010-2013 to study.
We get treated sample included 18 observations of 50
intelligent  manufacturing  enterprises, relevant
statistical results are shown in Table I. These 50
companies are listed in the field of intelligent
manufacturing enterprises, mainly engaged in CNC
machine tools, robotics, 3D printing, industrial
automation and control systems, intelligent control
system software and other fields. The data used in this
article such as corporation’s R & D investment, net
assets, number of employees, revenue are all from
wind databases, the quantities of enterprise‘s patents
are from the database offered by the Intellectual
Property Press in State Intellectual Property Office of P.
R. China which obtain by the service of searching for
patents. From Table I we can see that during 2010 to
2013, the mean of R & D, Staffs, NetAssets, and
Incomes of intelligent manufacturing enterprises
increase year by year. Our intelligent manufacturing
enterprises are in a state of rapid growth and put
increasing emphasis on technological innovation of
enterprises.

TABLE I
THE MAIN VARIABLES DESCRIPTIVE STATISTICS

Variables Observations Mean Mean of 2011 Mean of 2012 Mean of 2013

R&D 18 4768.181 3060.287 5036.487 6207.769

Staffs 18 1694.946667 1563.88 1692.36 1828.6
NetAssets 18 105239.6883 96453.15 103089.4928 116176.422
Patinvown 18 79.04 83.92 34.64 118.56

Patg 18 30.89333333 27.84 34.64 30.2
Incomes 18 945212444 89891.9734 90423.3422 103248.4176

[I. EMPIRICAL ANALYSIS

This section will use the SBM-NonOriented
model to evaluate the efficiency of the input and the
output in intelligent manufacturing enterprises. The
results of technological innovation SBM efficiency
values in each enterprise are shown in Table II. From
an average score of each enterprise efficiency , the
following enterprises get high points: SMTCL,

Shanghai Automation Instrumentation Co., Ltd,
Aritime,, TRUKING HUAHONGIT; several
enterprises get low points: Suzhou Boamax
Technologies Group Co., Ltd, SCIYON, Tatwah

Smartech, Wisesoft Co., Ltd, CAC-CITC. China's "the
12th Five-Year Plan" determines the imp lementation of
innovation-driven strategy to promote industrial
upgrading and transformation through innovation,
aiming at stimulating economic development. In this
context, the Chinese government strongly supports the

development of intelligent manufacturing enterprises,
which enables the efficiency of enterprises’
technological innovation to improve significantly. The
efficiency of technological innovation SBM value
increases from 0.347043 in 2011 to 0.553255 in 2012,
and 0.671554 in 2013. It is worth noting that
enterprises with higher SBM efficiency value of
technological innovation belong primarily to fields like
industrial automation, intelligent system control and
CNC machine tools. This highlights a fact that various
fields’ development of intelligent manufacturing is
unbalanced. In fields of CNC machine tools and
industrial automation, there emerge a group of leading
enterprises, such as SMTCL, Shanghai Automation
Instrumentation Co., Ltd. and Aritime, which are
provided with a high efficiency value of technology
innovation. These outstanding enterprises basically
build their state-level technology center or inherit the
scientific payoff that the nation has obtained in its field.
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They have strong technical power and fruitful
achievements, and take on a number of national key
technology research. On the other hand, enterprises
with lower SBM efficiency value of technological
innovation are new entrants and on a smaller scale. A
short time-to-market disables them to get more money

F. Liu and J. Ning

from the stock market and then a lack of research and
development money leads to their low technical
innovation value. As to high-tech enterprises, broader
financing channels and more investment should be
government’s policy advantage to boost their entrance
into the market.

TABLE II
SBM ENTERPRISES TECHNOLOGICAL INNOVATION EFFICIENCY VALUES OF 2011-2013
Enterprise 2011 2012 2013 Mean Rank
SMTCL 1 1 1 1 1
Huazhong Cnc 0.226364  0.308381  0.654028 0.396258 31
HDCNC 0.302875  0.309029 0.276672 0.296192 40
KMTCL 0.140622  0.527022 0.202574  0.290072 41
Ght-china 0.01787  0.952993 1 0.656954 17
Himile Co., Ltd 0.02524  0.346781 0.413917  0.26198 44
DSBJ 0.028057 1 1 0.676019 15
Harbin Boshi Automation Co., Ltd 0.594319 1 1 0.864773 8
Mesnac Co., Ltd 0.23568  0.218829  0.646878  0.367129 32
Shanghai Automation Instrumentation Co., Ltd 1 1 1 1 1
Jiangsu Yawei Machine Tool Co., Ltd 0.165388  0.336647 0.575801 0.359278 33
Aritime 1 1 1 1 1
VMTDF 0.340398  0.833925 0.595317  0.58988 20
SIASUN 0.21915  0.343782 1 0.520977 22
Dalian Zhiyun Automation Co., Ltd 0.491131  0.413382  0.594237 0.499583 24
HANBELL 0.205344  0.232449 0.577536  0.338443 36
Guilin Guanglu Measuring Instrument Co., Ltd 0.363176  0.528416  0.590817  0.494136 25
Masterwork Machinery Co., Ltd 0.445647  0.547095 1 0.664247 16
RILAND 0.143223  0.359319  0.547403  0.349982 35
TONTEC 1 1 0.094141  0.698047 12
M 0.454579  0.841419 0.59906  0.631686 19
NTDY 0.351276 1 1 0.783759 9
SZSUNWIN 0.095341 1 1 0.698447 11
Suzhou Boamax Technologies Group Co., Ltd 0.151684 0.100129 0.065744 0.105852 50
FINCM 0.076726  0.316085  0.4478  0.280203 43
TRUKING 1 1 1 1 1
Dalian Rubber & Plastics Machinery Co., Ltd 0.728175 1 1 0.909392 7
Acrospace Hi-tech Holding Group Co., Ltd 0.220668  0.80904 1 0.676569 14
CAC-CITC 0.127377  0.11962  0.092376  0.113125 49
CHINARPM 0.115343  0.212444 0.59546  0.307749 39
Shanxi Qinchuan Machinery Development Co., Ltd 0.252344  0.468433  0.550956  0.423911 30
ZYS 1 0.440278  0.491641  0.643973 18
Fujian Haiyuan Automatic Equipments Co., Ltd 0.110338  0.248685 0.401228 0.253417 45
Suzhou Chunxing Precision Mechanical 0.251689  0.368433  0.355042  0.325055 37
WELLTECH 0.167813  0.317482 0.587379  0.357558 34
HUAHONGIT 1 1 1 1 1
Wisesoft Co., Ltd 0.108819 0.22787  0.171682 0.169457 47
IEFOREVER 0.118999 1 1 0.706333 10
Tatwah Smartech 0.086588  0.068758 0.253241  0.136196 48
CSG Smart Science&Technology Co., Ltd 0.043687 1 1 0.681229 13
Guodian Nanjing Automation Co., Ltd 0.928919  0.934546 1 0.954488 6
SF-AUTO 0.273858  0.394718 0.713043  0.46054 28
Iflytek Co., Ltd 0.065059  0.324485 0.977697 0.455747 29
TOPBAND 0.063886  0.522797 1 0.528894 21
Shenzhen Jieshun Science and Technology Industry Co.,Ltd  0.10662  0.407459 1 0.504693 23
HODGEN 0.241011  0.033978  0.575593  0.283527 42
SZHITTECH 0.248124  0.191651  0.488662  0.309479 38
CHN-DAS 0.207088  0.337993 0.88701  0.477364 26
SCIYON 0.120593  0.382461 0.16872  0.223925 46
Dalian Sunlight Machinery Co., Ltd 0.691087  0.335938 0.38603  0.471018 27
Mean 0.347043  0.553255 0.671554  0.523951
TABLE III
EACH VARIABLE’S MEAN VALUE OF RELATED ENTERPRISESIN 2011
Enterprises R&D Staffs ~ NetAssets Patinvown Patg Incomes
mean value of relatively high efficiency enterprises 369824  3678.6  55388.08 63.4 62.6 2495756
mean value of relatively lowefficiency enterprises 292222 143572 33900.39 69.68 6992 1072739
TABLE IV
EACH VARIABLE’S MEAN VALUE OF RELATED ENTERPRISESIN 2012
Enterprises R&D Staffs NetAssets Patinvown Patg  Incomes
Mean value of relatively high efficiency enterprises 8904466 3645 64758.14 126 89.8 219081.7
Mean value of relatively lowefficiency enterprises  4360.759 1498  45002.87 139.6 102.16 1071604
TABLE V
EACH VARIABLE’S MEAN VALUE OF RELEVANT ENTERPRISESIN 2013
Enterprises R&D Staffs ~ NetAssets Patinvown Patg Incomes
Mean value of relatively high efficiency enterprises  10140.73  3684.8 9067829 215.8 53.6 2102805
Mean value of relatively lowefficiency enterprises  5723.595 157136  54348.08 241.76 59.52 1047554




From Table III, IV and V, we can see that five
companies, which have higher SBM efficiency in
technology innovation than others, perform much
better in three aspects, namely, R&D, number of
emp loyees and net assets, whose value are significantly
higher than those of low efficiency enterprises.
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However, they are provided with smaller number of
patents than the low efficiency enterprises. Enterprises
which are higher efficiency in output are significantly
more in operating income than lower efficiency
enterprises, while approved patents are slightly less
than lower efficiency ofenterprises.

TABLE VI
REPRESENTATIVE ENTERPRISES’ EFFICIENCY VALUE OF SBM TECHNOLOGICAL INNOVATION
Enterprise 2011 2012 2013 Mean
SMTCL 1 1 1

Mesnac Co., Ltd 0.235680028 0.218829  0.646878 0.367129232
SIASUN 0.219149602  0.343782 1 0.520977279
Masterwork Machinery Co., Ltd 0.445647324  0.547095 1 0.664247377
CAC-CITC 0.127376946  0.11962  0.092376 0.113124567
ZYS 0.440278  0.491641 0.643972885
SF-AUTO 0.27385848  0.394718  0.713043 0.46053958

We can estimate that the R&D investment and net
assets have played a decisive role in the enterprises’
technology innovation efficiency. We should note that
SBM technology innovation efficiencies of Chinese
Intelligent manufacturing enterprises are commonly
lower. The average SBM technology innovation
efficiency is only 0.6716 in 2013, which has a huge
upside.

Table VI selects SBM technology innovation
efficiency values of representative enterprises in
various intelligent manufacturing fields. Thereinto,

SMTCL, MESNAC, ROBOT, MKMCHINA,
CAC-CITC, ZYS and BEIING SIFANG are
respectively representative enterprises in
numerically-controlled machine tool, robot, 3D

printing, intelligent manufacturing complete sets of
equipment, and the key basic parts and automation
fields. We can see from Table VI that the mean
efficiency of Chinese representative enterprises of
machine tool industry is highest, while that of Chinese
representative enterprises of intelligent manufacturing
complete sets of equipment is the lowest. There is more
rapid development in the field of 3D printing and
Robotics, concerned with Chinese policies to promote
two industries. On the whole. The development of two
fields, intelligent manufacturing complete sets of
equipment and intelligent control system, are relatively
weak, far behind with other intelligent manufacturing
fields.

IV. CONCLUSION

In this paper, we employ DEA model to evaluate
technological innovation efficiency of intelligent
manufacturing enterprises. The results show that R&D
investment, enterprise scale, and the number of existing
patents (the cumulative effect of technology) are key
factors affecting the efficiency of technological
innovation of intelligent manufacturing enterprises in
China. Meanwhile, unbalanced development appears in
each field of intelligent manufacturing industry in
China and the degree of technological development at
carly stage plays a vital role in its development.
Irrational industrial R&D investment, financing
difficulties, firm size, business management and other
issues all restrict improvement of technological
innovation efficiency. Accordingly, we propose

constructive countermeasures and suggestions on
technology innovation and development of intelligent
manufacturing industry:

Firstly, the government should guide the cluster
development of intelligent manufacturing industry and
foster scale economies in various fields. The most
maturely developed fields are CNC machine tools,
intelligent control system, and industrial automation in
intelligent manufacturing industry. A large number of
outstanding enterprises spring up in these areas, which
promotes their joint development and reduces the gap
between international lead corporations and domestic
ones.

Secondly, we should improve the industrial
financing mechanisms so as to increase industrial
capital investment. Fields of robotics, 3D printing and
other intelligent manufacturing fields owned
characteristics of high input, high-yield, and high-risk.
Industry investment and financing mechanism is
relatively simple. Its main channel is to mortgage from
banks or financing through the SME board listed.
Technology introduction and innovation of the industry
can’t do without a drive of large amount of capital,
which should also presents a rising trend year by year.
Shortage of funds has become one major factors
restricting development of intelligent manufacturing
SMEs. Therefore, we should broaden the financing
channels for the industry, vigorously promote the
development of securities markets, and promote
potential companies to be listed.

Thirdly, we should strengthen human resource
management of industrial technology, fostering
high-level innovative talents of compounding type. The
current social competition in the final analysis is the
competition of human resources. Only enterprises with
high-level innovative compounding talents can remain
invincible. Personnel training and introduction
mechanism should be improved. We can ameliorate
industry environment from aspects of policy and
funding; meanwhile, sound talent incentive mechanism
should be established and equity incentive policies
should be implemented.

Fourthly, government should strengthen support
for companies and reduce unnecessary administrative
intervention. Industry associations should cooperated
with the govemment to formulate related industry
supporting policies and carry out industrial strategy
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planning scientifically. Then reduce unnecessary
administrative examination and approval so as to
enhance productivity of enterprises.

It should be noted that DEA method is a measure

of'the relative efficiency rather than absolute efficiency.

The specific size of the data does not indicate the
absolute level o fefficiency. In this paper, we selected a
time period of data and the results will have a delayed
effect. Due to data availability, only selected 50
representative companies are emp loyed here. There fore,
this study can be further continued through increasing
the number of foreign companies. In this way can you
display the development status of intelligent
manufacturing enterprises’ technological innovation
efficiency in a more detailed way, and the gap between
foreign business leaders and domestic ones as well.
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Abstract - The intensive development of regional
higher education was established based on complex
system theory. Evaluate intensive development of regional
higher educational based on its development level,
coordination degree, sustaining ability by the basic theory
of complex system, and establish the conceptual model
and evaluation index system. Use the model to evaluate
the intensive development of higher education in Beijing
from 2000 to 2013. The result is able to reflect the
characteristics of intensive development of higher
education development in Beijing and provides support
for next strategy in intensive development of higher
education.
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I. INTRODUCTION

In recent years, along with the quality as the core
strategy to promote intensive development of higher
education, higher education has achieved a good and
rapid development. Many of the intensive development
of higher education research in academic field, but the
main stay in the theoretical knowledge and qualitative
analysis on the intensive development, the reports in
the literature are mostly limited to the concept, content,
influence factors, significance and macroeconomic
policies, the lack of empirical research on promoting
the intensive development of higher education 1. The
complex system is composed of many subsystems, the
unit system connected closely, forming a network, has

the characteristic of openness, dynamic, uncertainty [7-1,

From the view of system theory, higher education to
achieve the intensive development needs of talent
training, scientific research, social services and cultural
inheritance and innovation in all aspects of system
function. This paper starts from the theory of complex
system and regional higher education, establish the
system model of promoting the intensive development
of regional higher education, exploring the theory of
evaluate intensive development of regional higher
education.

II. SYSTEM MODEL

Regional higher education is a complex system,
composed of talent training subsystem, scientific
research subsystem, social service subsystem, cultural
inheritance and innovation subsystem, subsystem is
composed of many factors [191. Each subsystem and

factor are mutual connection, mutual influence,
promoting the higher education intensive development.
The systemis also affected by the external environment,
the external environment input to the system teachers,
students, funding, education facilities and other
resources, and the higher education system output
talent, scientific research, social services and cultural
inheritance and innovation to the outside world. The
system model of regional higher education is expressed
as Fig.1.

Input l Output
Talent training
Teachers . | Talent, scientific
| Scientific research research, social
Students )
services, cultural
Funds ] } . .
| Social service — inheritance and
Facilities : innovation

Cultural inheritance and
innovation

I

Fig.1. The system model of regional higher education

To achieve the intensive development of regional
higher education system, it’s needed to ensure each
subsystem of the complex system to realize the
structure optimization, system stability and dynamic
adjustment. The system is reflected by development
level (DL), coordination degree (CD) and sustaining
ability (SA).DL reflect the development level of the
system, is a vector sum of each subsystem, and is used
to Evaluate whether the regional higher education
development in talents training, scientific research,
social services and cultural inheritance and innovation.
CD refers to efficiency between the system and
subsystems, the factor and external factors, subsystem
and subsystem, it can be used to judge whether the
system and factors can be balance. SA is to grasp the
DL and CD from the time dimension. It can be a
judgment and the measure of region's effectiveness in a
relatively long period of intensive development. The
essence is how about the bearing capacity of
environment when regional higher education keeping
intensive development [''l. The concept model is
expressed as follows [121:

ID=max f(D,,D,,D,,T,L)
Stig(D,D,,D)<C i=1,2,..,4

X 2N, X, 2N, j=12,n
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/p as the system of regional higher education
intensive  development; §  as talent training

subsystem; §, as scientific research subsystem; g as
social service subsystem; g, as cultural inheritance
and innovation subsystem; pas DL, p - r(s.s,.5,.5,)5
D, as CD, D, =£,(8,.5,.8,,8,) > D 88 SA,
D, =£(S,S,.5,,S,)- T as time variable; L as spatial

variables; C, as the bearing capacity of each subsystem;

N, as the threshold value of each subsystem; , as
i y
the threshold value of each factor.

[I. THE SELECTION OF EVALUATION INDEX

According to the complex system theory, the
system of regional higher education intensive
development is not decided by a system (factors), but
by multi factors, multi system results 13l The collapse
of any factor in the system, will affect the ability of
regional higher education intensive development.
According to the characteristics of intensive
development and complex system, the intensive
development of regional higher education can be
evaluated from talent training, scientific research,
social service, cultural inheritance and innovation, so
the evaluation index systemcan be established.

Talent training is the core content of higher
education, is the key factor of affecting the higher
education intensive development. Scientific research,
social service, cultural inheritance and innovation are
the role of talent. Through talent training, higher
education institutions provide talent support for the
higher education function, conveying all kinds of
talents for the society.

Scientific research is the driving force of the
higher education intensive development, is the support
of forming knowledge, updating talents training
content, developing new subjects. Index system of
scientific research intensive development should be
structured from the results and the efficiency of
knowledge creation, application and popularization.

TABLE I
EVALUATIONINDEXOF HIGHER EDUCATION INTENSIVE
DEVELOPMENT

Subsystem Index
Fund income; Proportion of new students;
Teacher-student ratio; The number of full-time
Talent ) . -
trainin teachers; Proportion of graduate students;
& Proportion of senior professional; Total value of
fixed assets
Seientific R&D staff; Number of patents; R&D efficiency;
research Grant funding; Published scientific papers; Total
amount of patent sale; Award number
. Entrusted research funds; Number of self-study
Social e o
. students; scientific research; training; technology
service
transfer contracts; Numberof adult college students
Cultural Social sciences research funding; Published papers
inheritance | in social sciences; Full-time teachers of Humanities
and and Social Sciences; Number of students in social
innovation | sciences

Y. Sun and D. Guo

Social service means higher education should
meet the demand of the public and provide better
services. It’s the external power of higher education,
and is the basic path of achieve higher education
self-value. In order to reflect the status and changes of
social service, the evaluation index should contain
descriptive characteristics and changes.

Culture inheritance and innovation plays an
important role to promote and enhance talent training,
scientific research and social service in the human
world outlook, outlook on Ilife and wvalues. It’s
contributed to the development of higher education in
the higher levels.

The evaluation index of higher education
intensive development is expressed as Table 1.

IV. EVALUATION MODEL

According to the conceptual model, define p,
as DL, CD and SA respectively. Define

The intensive

D,, D,
0<D <1 , 0<D,<l » 0<D<I

development of regional higher education can be
counted as follows formula.

ID=3/D,xD,xD,

A. Model of development level

According to the synergetic, the change of system
element has two effects: one is positive effect, another
is the negative effect. Define order procedure variable
as y(i=1,2,--,m), X as the value of each system

element, ¢, f, as influence boundary of subsystem

index. The power function of system elements can be
expressed as following [14:

I X,28
u,=sX,-Bla,-B o <X, <p (1)

0 X, <aq

1 X . Zq
u=16-X,/B-a o <X <p )

0 X,>p

Type (1) is used to represent the parameters of X,

has a positive effect, type (2) is used to represent the
parameters has a negative effect.

Due to the DL of regional higher education is used
to evaluate the states of each subsystem. The utility
function is defined as the distance from the initial stage
0, the farther the distance, and the greater the level of
system development, so the calculation of regional
higher education system DL by linear weighted model,
such as formula:

n
D = Z wu,
i=l

W, as the weight of each element.
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B. Model of coordination degree
CD can be obtained relative Haming distance:

C;/ZI_\/a(uij _’Z‘,‘)Z +ﬂ(uij _ij‘,‘)z
Define Cl.,. as the CD between i and j. @ as the

J

weight of each subsystem. The calculation of regional
higher education system CD p, by linear weighted

model, such as formula:

m=1 m
D, :z z (aij XC[])

i=1 j=i+l

C. Model of sustaining ability

Sustaining ability can be understood as the
capacity requirements of system continue to future,
system meet the minimum conditions to maintain
sustained. So can describe any element x as follows:
define N as number of range [0, T] simulation, n(7)
indicate the number of times that lasts in time 7, the
number of x(T) > x, in N times’ simulation. System

duration in 7 time can be estimated by the relative
frequency of continuous frequency, i.e.:

S(T)=n(T)/ N
x, as the threshold of the system sustaining.
According to the Monte Carlo simulation 3], g(7) is

approximately obey Bemoulli distribution of random
variables, so its estimate of standard deviation:

S, = S-Sy /N

= n(T)(N -n(T))/ N’

W;as the weight of X .The simulation of §(7)

results can be obtained, therefore, SA:

D, = Z wS(T),
i=1

V. EMPIRICAL ANALYSIS

There is a specific application process in Beijing
in order to illustrate the above theory analysis method.

Beijing is developed higher education areas in
China. Since the enrollment expansion in 1999, the
higher education scale has been enlarged. because the
number of rapid expansion, the conditions for running
the university is difficult to keep up with the pace, such
as the shortage of teachers, the quality of emp loyment
competition etc.. After 2006, gradually higher
education transferred to the road of intensive
development, and taking the quality as the core.

The evaluation index data from 2000 to 2013
years are come from "Beijing Education Statistics",
"higher school science and technology statistics
compilation", "China Education Statistical Yearbook",
"Beijing Social Sciences Yearbook".

First, evaluate the weight of each index by AHP
and entropy information method, and determine the
index threshold by experts grading method. Then
evaluate DL of Beijing’ higher education from 2000 to
2013 years according to the above model as shown in

Table II:
TABLE II
2000-2013 DL OF BEIJING HIGHER EDUCATION
Year 2000 2001 2002 2003 2004 2005 2006
DL 0.25 024 0.23 031 034 0.34 0.45
Year 2007 2008 2009 2010 2011 2012 2013
DL 0.50 051 0.55 0.63 073 0.79 0.85
According to CD model, can evaluate CD of
Beijing’ higher education from 2000 to 2013 years as
shown in Table III:

TABLE III
2000-2013 CD OF BEIJING HIGHER EDUCATION

Year 2000 2001 2002 2003 2004 2005 2006
CD 0.34 038 037 039 040 043 0.46

Year 2007 2008 2009 2010 2011 2012 2013
CD 0.53 0.56 0.58 0.64 0.66 0.69 0.72

Then the SA of Beijing’ higher education from
2000 to 2013 years can evaluated according to the

above model as shown in Table IV:
TABLE IV
2000-2013 SA OF BEIJING HIGHER EDUCATION
Year 2000 2001 2002 2003 2004 2005 2006
SA 041 039 037 039 040 041 0.47
Year 2007 2008 2009 2010 2011 2012 2013
SA 0.52 0.55 0.57 0.63 0.64 0.71 0.76
Finally, according to the conclusion of DL, CD
and the SA, the level of Beijing’ higher education
intensive development from 2000 to 2013 years can be
can evaluated according to the above model as shown

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013

Fig.2.2000-2013The Change of intensive development of Beijing
Higher Education

Thus, higher education intensive development of
Beijing in the wave style development state of low
from 2000 to 2005. During this period, higher
education is in the rapid epitaxial expansion stage of
development, the school expanding and the number of
students increasing, resulting in lack of education
resources, restricts the improvement of the quality of
personnel training, scientific research and social
service functions are affected, cultural services and
innovation are neglected, the intensive development of
higher education is constrained. From 2006 to 2013,
the state changed the policy of rapid expansion higher
education, focusing on control scale of education,
improving the quality of higher education, intensive
development thought obtains the development and
takes highly. Beijing has also introduced a series of
policy to promote the intensive development of higher
education. Intensive development has a good and
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rapidly increasing momentum.

VI. CONCLUSION

The research results of this paper have two mainly
aspects: in theory, out of the limitations of pure
theoretical research and policy of higher education
intensive development, makes a systematic analysis of
the regional higher education based on the complex
system theory, put forward to research higher education
intensive development from three aspects of
development level, coordination degree and sustaining
ability, establish evaluation system and the simulation
model of the higher education intensive development.
In practice, using historical data of Beijing from 2000
to 2013, calculated the situation of higher education
intensive development, the result basically reflects the
development situation of Beijing. On this basis, the
intensive development of Beijing higher education is
evaluated.

As we can see, the intensive development of
higher education is a complex system with multi factor,
multi level and multi target, including many indexes,
variables and threshold, also need to design aspects of
the scientific theory and method for quantitative
analysis. This paper only made a beginning study on
regional higher education intensive development in the
perspective of the system. In the future, there needs
more research in stochastic process, stochastic analysis,
sensitivity of index analysis and random distribution of
threshold, in order to make the model more precise.
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Abstract - This paper analyzed the electric energy coal
collection and distribution system combined with the theory
of CPM (Critical Path Method); model the electric energy
coal multimodal transportation system. The objective of the
paper is to study the transportation process on the energy
coal under the collection and distribution networks of the
port, and establish the energy coal port CPM networks, to
solve the electric energy coal transportation optimal
planning route to improve the efficiency of electric energy
coal transportation.

Keywords - Collection and distribution system, CPM
network, multimodal transport, optimal planning route, port,
the electric energy coal

I. INTRODUCTION

Due to China's energy structure and coal resources
distribution, coal transportation becomes one of the most
important determinants on healthy development of
national economy, steady production behavior of
enterprises and improvement of social stability. However,
in order to accomplish coal transportation annual supply
task the special pattern of transportation (such as "western
coal shipping to the east" and "northern coal shipping to
the south through port") has to be overcome '31. To solve
such problem under the social context of coal's deficiency
supply chain which causes an increasing gap between
suppliers and demanders (e.g. electric power
corporations), how to increase the efficiency of coal
transportation is becoming crucial. Take the electric
energy industry as an example. In the field of electric
energy, the corporations have to effectively utilize their
resources to reduce the cost #€l. Further, they could also
reduce the cost by planning an operational transportation
scheme which can rationally increase the capacity and
also establish a scientific coal allocation. This is a
systematic and complex project. The purpose of this paper
is to research on such questions. Using the theory of graph
algorithm, combined with collection and distribution
system, we model the electric energy coal transportation
system. To create the electric energy industry coal
transportation optimal planning model.

Coal transportation like freight commodity based
models and trip based models as freight planning models
can be classified (Holguin-Veras and Thorson, 2000). The
commodity-based model estimates the freight tonnage
production and attraction in each zone and estimates the
tonnage flow between origin and destination pairs; coal
transportation is of this type.

In literature, Hu (2005) finds a railway bottleneck
when China uses coal from southern Mongolia’s; Zhao
and Yu (2007) analyze the road, railway and water

transportation of coal with respect to the distribution of
China’s coal resources, emphasizing that in the long run,
the pipeline transportation of coal should be introduced on
a large scale. However, Mou (2009) points out that the
pipeline transportation of coal faces too many difficulties
in China, most of which are policy related. Cheng et al.
(2008) study China’s inter- provincial coal flow and the
driving force behind it, emphasizing that perfect
transportation can facilitate coal regional flow. Li (2008)
suggests that China construct strategic coal reserves in
light of the long transportation distances and the
possibility of natural disasters interrupting coal
transportation [7-19],

This paper studies the China’s coal flows and further
considers future shifts in the coal supply zone and their
influence on coal transportation arteries. The conclusion
has practical value for the management of China’s coal
transportation.

II. METHODOLOGY

The critical path method (CPM) is an algorithm for
scheduling a set of project activities. The related concept
as followed.

ES(T) L5(T)

Start  Time of the The
node activity end
node o

Fig.1. Concept of CPM representation

Professor Qi using the CPM network representation
to said GPRs networks with minimum and maximum time
restriction transform ideas. From the Fig.l, auxiliary
condition with an arrow line said, if two working
procedure i to j there have time constraints between. We
can see the earliest process A representative start time x.
The latest process A representative the start time y, the
started node code is i, x and y according to downstream
arrow calculation. x means estimated time, y means last
start time, 1 means start node, T means time of the activity,
p means estimated finished time, ¢ means last finished
time and j means the end node. The earliest finish time of
the process A is p, q representative of the last finish time
of process A, ] is the end nodes code, p and qaccording
to reverse the arrow calculation.
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II. THE CASE STUDY

A. Problem statement

The coal resource distributes geographically
unequally. China’s coal resource locates mainly at the
north and north-west areas. According to data from
Ministry of Land and Resources (2008), the five
provinces, Neimeng, Shanxi, Xinjiang, Shaanxi and
Guizhou, have recoverable coal deposits 1014.8 billion
tons, accounting 81.4% of total national reserve, and the
total production of these five provinces is 1.57 billion tons,
accounting 56% of national total production. Yet five key
coastal provinces including Shandong, Jiangsu, Hebei,
Guangdong and Zhejiang have a total supply gap of 0.8
billion tons. The gap must be met by coal mainly
transported from the north and north- west areas. The
electricity scarcity suffered by Yangtze River Triangle
area during summer of 2011 is mainly caused by
insufficient coal transportation capacity in the north China.
Coal transportation has become the bottleneck of China’s
economy.

Because near sea transportation has a special status
in China’s coal transportation, we treat the ports handling
the coal by the logic shown in Fig.2. Suppose i is the
province that the coal is being transported out ofand j is a
province with a port that the coal is being transported to.
We then have several options when transporting coal from
i to j; transport it directly from i to j by railway or
transport it from ito port A or port B by railway then by
cargo ship to j. The price of sea transport is only about 1/3
of that by rail, thus the final choice of the route depends
on the total transportation costs.

Port B

”
-~ Port A

” "
§e—-=—""
.
g i

—

— —~— -
i
Fig.2. The path of coal transportation

B. Data

The data used in this paper study come from the
following sources: data on coal production and
consumption were obtained from the China Energy
Statistica Year book 2009; and actual coal transportation
data for comparison were obtained from Yearbook of
China Transportation and Communication 2009.

C. Fundamental assumptions

We also use the notation given by Whitehouse
G.E.as following:

7, =single estimate of mean activity duration time.

ES, =Earliest (activity) start time.

EF,=ES, +T, =FEarliest (activity) finish time.
LS, =Latest (activity) start time.
LF,=LS,+T,=Latest (activity) finish time.

L. Zhang et al.

TF,=LF,—EF,=LS,—ES, = Total activity float
(slack).

The time that any given task may be delayed before
it will affect the project completion time Lemma 1061,

In the path, the length of the path:

a—>r—>s—>t—>.—o>u—->v—>e—>b

u(a,b)=ES, —ES, — FF"

u(a.b) 1)
A
y(a,b) = LF;; _LEz _FF,u(a,h) )
Theory 1[6]
#; =ES, 3)
W _
,uj _LEz LF/‘ (4)
Theory 2[6]
_| EF, - LS, EF, 21s,
a3 ‘l 0] EF, < LS,

Theory 3(Barycenter Theory) [6] the one which has
the mini center of gravity of the two activities should be
done first. The shorter the tardiness of total completion
time is the better sequencing. IfC=Cs A — B otherwise,
G<C, B—>A

-

b
N ahe
\
7
e
/7

P
Fig.3. CPM network of coal Multimodal transport with Time value
Step 1:the electric energy coal was transported from
Taiyuan to Fujian, from Data we can calculate the total
transfer time to Qing Huang-dao port, Tianjin portt,
Huanghua port and Cao Fei-dian port, as shown in Fig.3.
T,=T(1-4-8)=2+9=11
I,=T(1-5-8)=3+8=11
T, =T(1-6-8)=4+6=10 @
LL=T(1-7-8)=5+4=9

ChooseT7, LS(T,) =min {LS(T})|i # a,1 <i <n}

From the Fig.4, the electric energy coal was
transported from Inner Mongolia erodes to port by train,
from Data we can calculate the total transfer time to Qing
Huangdao port, Tianjin port, Huanghua port and Cao Fei-
dian port.

T,=T(2-4-8)=3+9=12
I.=T(2-5-8)=6+8=14 Q)
I,=T(2-6-8)=7+6=13
L.=T(2-7-8)=8+4=12

Choose T7&4’, LS(T,) = min {LS(T;)|i # a,1 <i<n}

The electric energy coal was transported from
Shenmu to Fujian, from Data we can calculate the total



A Study of Coal Collection and Distribution System Based on Critical Path Method 161

transfer time to Qing Huang-dao port, Tianjin portt,
Huanghua port and Cao Fei-dian port.
T,=T(3-4-8)=5+9=14
T,=T(3-5-8)=4+8=12
I.=T(3-6-8=3+6=9
T.=T(3-7-8)=4+4=8
Choose T7*, LS(T,) =min {LS(T})|i # a,1<i <n}
Comparing the total transfer time of the electric
energy coal (formula 1,2and 3), to see the fattest way to
destination Fujian, which is from Shenmu by Cao Fei-
dian to Fujian used the shortest time.
Step2: the electric energy coal was transported from
Taiyuan to Zhejiang, from Data we can calculate the total
transfer time to Qinghuangdao port, Tianjin port,

Huanghua port and Caofeidian port,
T,=T(1-4-9)=2+10=12

I,=T(1-5-9)=3+9=12 @)
T =T(1-6-9)=4+7=11
T=T(1-7-9)=5+5=10

ChooseT7, LS(T)) = min {LS(T})|i # a,1 <i <n}

The electric energy coal was transported from Inner
Mongolia erodes to Zhejiang, from Data we can calculate
the total transfer time to Qing Huang-dao port, Tianjin
port, Huanghua port and Cao Fei-dian port,

T,=T,=T(1-4-9)=2+10=12

T,=T,=T(1-5-9)=3+9=12

T.=T,=T(1-6-9)=4+7=11

T,=T,=T(1-7-9)=5+5=10
ChooseT7, LS(T;) = min {LS(T)) |i # a,1 <i < n}

©)

)

The electric energy coal was transported from
Shenmu to Zhejiang, from Data we can calculate the total
transfer time to Qing Huang-dao port, Tianjin port,
Huanghua port and Cao Fei-dian port,

T,=T(3-4-9)=5+10=15
T.=T(3-5-9)=4+9=13 (6)
I, =T(3-6-9)=3+7=10
T.=T(3-7-9)=4+5=9

ChooseT7, LS(T;) = min {LS(T;)|i #a,1 <i < n}

Comparing the total transfer time of the electric
energy coal (formula 4,5and 6), to see the fatest way to
destination, which is from Shenmu by Cao Fei-dian to
Zhejiang used the shortest time.

Stpe3: the electric energy coal was transported from
Taiyuan to Guangzhou, from Data we can calculate the
total transfer time to Qing Huang-dao port, Tianjin port,
Huanghua port and Cao Fei-dian port,

I,=T(1-4-10)=2+8=10
I,=T(1-5-10)=3+10=13 (7)
T,=T(1-6-10)=4+7=11
T=T(1-7-10)=5+6=11

ChooseTe&7, LS(T;) = min {LS(T})|i # a,1 <i <n}

The electric energy coal was transported from Inner
Mongolia erodes to Guangzhou, from Data we can
calculate the total transfer time to Qing Huang-dao port,
Tianjin port, Huanghuaport and Cao Fei-dian port,

T,=T(2-4-10)=3+8=11
T,=T(2-5-10)=6+10=16 (®)
T,=T(2-6-10)=7+7=14
T,=T(2-7-10)=8+6=14

ChooseTe &7, LS(T;) =min {LS(T;)|i # a,1 <i <n}

The electric energy coal was transported from
Shenmu to Guangzhou, from Data we can calculate the
total transfer time to Qing Huang-dao port, Tianjin port,
Huanghua port and Cao Fei-dian port,

T,=T(3-4-10)=5+8=13
T.=T(3-5-10)=4+10=14 e
T, =T(3-6-10)=3+7=10
T, =T(3-7-10)=4+6=10

ChooseTe &7, LS(T;) =min {LS(T;) |i # a,1 <i < n}

Comparing the total transfer time of the electric
energy coal (formula 7, 8 and 9), to see the fattest way to
destination, which is from Shenmu by Cao Fei-dian and
Qiang Huang-dao to Guangzhou used the shortest time.

IV. CONCLUSION

Finally, based on the network optimization
technology and related coal port research materials, the
working operation processes have the maximum and
minimum time constraint between each other under the
GPR’s network in the coal port. The purpose of this paper
is to solve the electric energy coal transportation optimal
planning route to improve the efficiency of electric energy
coal transportation
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This paper introduces the basic concept of
servfglgs%gﬁef'n and content will be divided into service
center mode Service center mode user mode, the
introduction of the third-party service platform, research on
auto parts technology innovation service mode based on the
industrial chain is proposed in this paper. At the same time,
construct the service mode of the system structure, expounds
the service mode in detail the structure and function of
architecture.

Keywords — Auto parts, industrial chain, service mode,
service platform, technology innovation

I. INTRODUCTION

The automobile industry is a highly driven, very
long chain industry, involving more than 100 the
development of related industries, is one of the mainstay
of the national economy. And components is the
foundation for the development of the auto industry,
vehicle technology improvement, cost reduction depends
on parts industry level of ascension '),

However, the present situation of the auto parts
industry in China is low melee, high-end, lack of the core
components. This issue has seriously hampered the
development of China's automobile manufacturing
industry.

According to the four dimension contains proposed
by Jinming Wu ! auto parts industry chain, namely,
analysis of supply chain, enterprise chain, spatial chain
and value chain, it is concluded that lead to the problem is
very important one reason is lack of technological
innovation ability. And the innovation elements
generation, transmission, distribution and conversion
cannot do without good service mode ™.

Therefore, it need to study effective service model in
order to improve the technical innovation ability of the
auto parts industry chain, to make it out of the current
industry situation. Scholars at home and abroad were
studied

Analyzed such as Xiujie Wang ! the difficulties
encountered in the independent innovation of auto parts
industry in China, puts forward the integration of
administrative resources, the government-led macro-
control service mode.

Irene, Gereffi and Humphrey 7 from the industrial
perspective, such as suggested with the power of the
enterprise itself into an alliance of industry technological
innovation service mode to realize the whole industry
chain to break.

Weber ® is analyzed the role of technological
innovation service platform for small and medium-sized

enterprises in China, think platform service model can
efficiently integrate various resources of small and
medium-sized enterprises, improve enterprise
competitiveness in an all-round way.

Wenxuan Yao ) empirical analysis on the platform
service mode of the meaning of auto parts industry, and
using the product platform theory as the guidance,
expounds the platform service mode of economy principle.

Above for the auto parts industry, technological
innovation is different service models, but only solves the
technical feasibility of innovation theory, other aspects
are less mentioned. In this regard, the paper summarizes
the basis of previous experience, the introduction of a
third-party service platform, we propose a chain of auto
part based on technical innovation and service model, to
address shortage of auto parts industry chain technology
innovation capacity issues provide a useful reference.

II. SERVICE MODEL

Service mode refers description ' of users, service
providers, service content, service strategy and other
elements of the composition and the basic relationship.
The service mode of the third-party service platform is to
point to by the service platform will be the combination of
the above four basic elements of the relationship between
the, is a platform service system for the operation mode of
the service activities.

Based on the essence of which is server processing
value-added service content, forming the service products,
and to provide for the use of user service strategy ',
According to the four basic elements progression and
function in a different way, could be divided into three
service mode.

A.  Services center mode
Services center model description is derived from
services and services-centric service processes, as shown
in Fig.1.
Service Platform

Ser‘v'ice Se‘rver machiring  Service Ser‘v'iﬂ_’{ u::zr
Content Product Strategy
Fig.1. Services center model
Fig.1 can be seen in this service model, in this kind
of service mode, service activities is the center of service
content, focus on the service content of processing and
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service of production, occupies an important position in
the service content. The service process, the outstanding
is the service content itself, ignored the motility of the
provider, not targeted improve the technological
innovation ability of car parts industry chain.

B.  Service hub mode
Service hub model is a departure from the service

provider, and service provider-centric service model, as

shown in Fig.2.

[ Service Platforn |

Service Platform

berLlce Ser!ice Se:Lice
Content Product Strategy
Fig.2. Service hub mode

This service model revolves around the elements of
the service are started. Service providers based on their
experiences, abilities and preferences process the contents
for services, then a strategy of production products and
services available to users. Service providers in the course
of a dominant position in this service, all service
providers in accordance with the wishes of the elements
combined mutual relations, while the user is to be
dominant.

In this process, notably the service themselves,
ignoring the user's initiative, the participation of users is
not enough to make their needs can not be fully met in the
service process. This service mode is difficult to
fundamentally change the difficult status quo of China's
auto parts industry chain.

4
‘ Server

machining

C. User center service model
Users for center service model is based on the user's
needs and to meet user needs as the core objective of the

service process, shown in Fig.3.
Service Platforn

A 4 4 P A 4 A
‘ user demand Server Servics | Machining —gervice Service
Content Product Straﬁegv

ﬁ

satisfy
Fig 3. User center service model

Services are based on the wuser's needs, the
production of goods and services provided to the user in
some strategies to meet the needs of users. This is due to
the need to meet the process and finally needed. In this
process, the user needs and the use of services plays an
important role, customer demand has become the starting
point and destination service activities, the user's become
an important guarantee to meet the need.

This mode is fully aware of the impact of personality
factors in service activities in the user being and social
environmental factors, attention to explore and meet user
needs, attention to user choice of service offering, it is

Y. Wang et al.

China's auto parts industry chain technology innovation
needed mode.

III. BASED ON THE ARCHITECTURE OF THE AUTO
PARTS INDUSTRY CHAIN SERVICE MODEL
INNOVATION

Based on the auto parts industry chain service model
of technological innovation, mainly to address the
following issues: (D the presence of a large number of
users and service providers on the market, how to help the
relationship between supply and demand sides to quickly
build services; @ through the effective integration of
service provider resources, to provide personalized
services to users; 3 through the effective integration of
user needs, to service users to provide enough resources;
@ services performed for the whole process to effectively
monitor and ensure, improve service quality and value of
services as possible.

A. Based auto parts chain service model innovation
organization

From the perspective of the overall operation, based
on the auto parts industry chain service model innovation
respectively, by users, service providers, third-party
service platform composed of three parts connected via
the Internet, as shown in Fig.4.
tnternet 3

nternet <&

»
/ Service Platform \

Database

Demand User requiremen

User Index Server

database

EBCIRERT
1osn
90BJI0FUT
J9AT0G

Service Product Service Product

knowledge
base

Fig.4. Based auto parts chain service model innovation organization

Third party service platform which is based on
service-oriented architecture (SOA) system software
architecture. All users and service providers through the
service platform for the exchange, the service platform
can accept a variety of user needs and recommend
services and products, but also can receive services
provided by various service offerings and recommend to
user needs.

Users can be made to the service platform popular
demands, its can also make individual needs, the service
platform for processing according to the database,
knowledge base, the index library service product needs
of users. Services can opt to provide various services to
the service platform products, in accordance with the
needs of users can also be processed into a specific
service content services and products, and provides
strategies to use specific services through the service
platform users.




Research on Service Mode of Auto Parts Technology Innovation Based on the Industrial Chain 165

Service platform to build a bridge between the user
and the service provider service activities and value
exchange, which the user needs as the core, to serve those
who rely on the basic service content, service policies for
the protection and efficient integration of the user and the
service provider between service resources, while the
QOS service process for effective supervision, so that the
interaction between the two fully get added value.

User

A

service product
»

Server

Platform

B. Based auto parts chain service model innovation
functional architecture

From the perspective of the reality-based auto parts
chain technology innovation service modes are supported
by technical expertise, industry resources sharing,
“political research” collaboration of three parts, as shown
in Fig.5.
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Fig.5. based auto parts chain service model innovation functional architecture

(1) Professional Technical Support: simulation,
product design, mold design, reverse model, inspection
and so on.

(2) Industry resource sharing: Order consulting,
market analysis, products, personnel exchanges, inventory

management, supply chain management, equipment
sharing.
(3) “political research” Collaboration: project

reporting, collaborating laboratory, personnel training,
lean manufacturing, scientific and technological
achievements, the industry standard revisions.

This service model leverages the various components
of the automotive parts industry chain enterprises as the
core, through the service platform effectively build up
individuals, businesses, government, research institutes,
universities and other value chain and achieve win-win
cooperation, to enhance the car strategic objectives parts
industry chain technology innovation capability.

IV. CONCLUSION

China's auto parts business for the current
automobile companies far behind the situation, from the

perspective of industry chain, this paper-based auto parts
chain service model innovation. This model automobile
parts enterprises oriented, by building a third-party
service platform, design a reasonable organizational
structure and functional architecture, integrating a variety
of services resource industry chain, to enhance the
technological innovation capability of auto parts to
automobile companies to adapt to the trend of rapid
development.
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Abstract — Fuel consumption is directly related to the
vehicle velocity curve of arterial road, which indudes many
acceleration/deceleration patterns and idling times affected
by traffic signals. With the development of modern wireless
communication technology, the vehide can get real-time
information of the traffic signal information ahead. This
paper creates an arterial velocity planning algorithm, which
includes optimization calculation of the velocity curve part,
calculation of acceleration-cruise-stop part and cruise-stop
part, to suit the different conditions of the traffic signal
phase and timing information. This algorithm sets running
time and the acceleration as the optimization targets to
ensure that the vehicle will avoid the sharp
acceleration/decelerations and pass through intersections
without coming to a stop. Thereby, the fuel consumption of
vehicle with arterial velocity planning algorithm could be
reduced by more than 14 %.

Keywords - Arterial road, fuel consumption, traffic
signal information, velocity planning algorithm

I. INTRODUCTION

Reducing vehicle fuel consumption can effectively
reduce the oil consumption of urban transportation.
Unlike free driving in the expressway, when a vehicle is
driving on the arterial road, it is affected by traffic lights
usually, and continuously makes sharp acceleration/
deceleration, or idling at the traffic intersections [1-2].
The vehicle fuel consumption of idling at the traffic
intersections is about $ 7.8 billion every year in U.S.A [3].
In order to reduce the vehicle fuel consumption on the
arterial road, the following two points are needed:

1) Reduce sharp acceleration/deceleration as much as
possible;

2) Avoid long idling time at the intersections;

The vehicle eco-driving system has been created to
give dynamic speed advice to the driver including
acceleration and deceleration, so as to reduce fuel
consumption [4-7]. But, the traffic signals situation is not
considered in the eco-driving systems, the vehicle eco-
driving system could not help the driver to avoid the
idling at the interaction. With the development of modem
wireless communication technology, the wvehicles can
obtain real-time information of the traffic signals when
approaching a traffic intersection. So the researchers plan
velocity curve according to the obtained traffic lights
information, and give the optimal velocity curve to driver.
In 2009, Sindhura Mandava et al. proposed an arterial
road velocity planning algorithm according to the traffic
lights information which is 300m in front of the vehicle,
and the acceleration is optimized. The sharp acceleration
and deceleration can be reduced if the driver drives in

accordance with the velocity curve [4]. For the arterial
road velocity planning algorithm that Matthew Barth et al.
proposed in 2011, the idling is been reduced to a
minimum value via the way of braking ahead of time, and
the velocity is been controlled into a certain range, thus
greatly improve the vehicle fuel economy [2].

These above papers set the distance of getting the
traffic signal information to 300m, and take the short-
distance velocity planning calculation. In fact, under the
current communications situation, vehicle can get nearby
real-time traffic signal information even it is thousand
kilometers far away, so the velocity planning is not
limited to the distance of signal interaction. This paper
creates a long-distance velocity planning algorithm. When
the vehicle enters into the current road section, it obtains
the real-time traffic signal information of the closest
traffic intersection at once, and makes the planning
calculation to minimize the acceleration/ deceleration and
idling.

II. ANALYSIS OF TRAFFIC SIGNAL AND VEHICLE
OPERATION MODES

Assuming the distance between vehicle and the
nearby traffic intersection is L , the current state of
traffic light is green or red, as shown in Fig. 1. The time
is l‘; ,S € {g,r}, k is the number of light, § is the state
of light, g demonstrates the green light, » demonstrates
the red light [4].

A
8 red green red green
£
S D) j—— — — — — o= -—— — — —
g b
= tl tZ t}
>
>
0 time
(a) initial light state is red
8 green red green red
] —_——— . GED GED D S — — — - - e
0 : c 0T
2 4 15 [
=

0 time
(b) initial light state is green
Fig.1. Schematic traffic signal information

If the initial velocity is VO, the vehicle may cross the
intersection by following four cases,as shown in Fig.2:

Case 1: The vehicle keeps acceleration and crosses
the traffic intersection before the traffic signal turns to red.
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Case 2: The vehicle cruises at velocity ¢, makes
sharp deceleration when it arrives at the intersection and
stops.

Case 3: The vehicle cruises at velocity vo, coasts to
the intersection and stops.

Case 4: The vehicle brakes ahead of time and drives
at a relatively low velocity, which makes the vehicle cross
the interaction without coming to a stop.

A
case2 case3
casel /- case4
o p, | ereen) | red s
N -7
] < green red
< -7 - g
z s
= % P
v
-~
-
>
>
0 time
A
wkb-———m——— o - - .
1
z , 1
g ,~ case
- /
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R
N O\ 3
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SN\ 7
\—\\\— ———/4——— cased
N -~
>
0 time

Fig.2. Schematic diagram of vehicle operation modes
The vehicle fuel consumptions of these four operation
cases are different from each other. Case 1: Although the
vehicle does not stop at the interaction, it needs accelerate
sharply to cross the traffic intersection, results in a
significant increase of fuel consumption. Case 2: The
vehicle also makes sharp deceleration and idling at the
traffic light for a long time. The fuel consumption is still
high. Case 3: The coasting to intersection can make use of
the kinetic energy of the vehicle to reduce the fuel
consumption, but the vehicle still needs to idle. The fuel
consumption of the restart vehicle is still high. Case 4:
The vehicle can maximally avoid idling, and does not
need to accelerate at a stop state, thus it has the minimum
fuel consumption [2]. But in Case4, the deceleration value

and deceleration time must be calculated accurately.

III. ARTERIAL VELOCITY PLANNING ALGORITHM

Firstly, the shortest time of vehicle arrives at the
intersection is calculated. The vehicle firstly accelerates to

the maximum velocity Viim ,and drives at the max velocity
to the intersection.

. . t .
The acceleration time ¢ is:
_ Vim Vo
@ (1

a, is themaximum ofacceleration.

t

a
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The time of driving at the max velocity Viim is:

2
tczi D, —v, Viim = Vo, _la Viim — Vo )
Viim a, 2 a,

The shortest time of vehicle gets to the intersection is

r_
t,=t,+1, A3)
The time area of vehicle crossing the intersection
is [tl th). When the vehicle arrives at the intersection,
the traffic signalis green:
t, =t
)72 g ’ r
Lt 0 <t <1 “4)
t, =1,
When the vehicle arrives at the intersection, the
traffic signalis red:
— +8
L =1

_ r
th = Yk+l

Jif t St <t )
A. Optimization calculation ofthe velocity curve

In order to improve the fuel economy, the vehicle
should cross the interaction without coming to a stop.
This paper defines that the vehicle only accelerates or
brakes once in each road section. So, the vehicle firstly

. .V
runs at uniform velocity " ©, then accelerates or brakes,
finally gets to the interaction at a uniform

. v, =v,+tat, t,. L
velocity = e, “¢is the acceleration time. The

velocity curve is as shown in Fig.3.
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Fig.3. Schematic curves of velocity planning
It can be obtained from Fig.3 that the acceleration
value and time are different, even though the time of

vehicle crossing the traffic intersection is the same. *is
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the start time of accelerating, Ly is the time of crossing the
intersection.

So this paper optimizes the vehicle's acceleration and
crossing-time at the same time:

Min Ala|+ 4,1, (6)

Subject to:

! St} X )
Wt + (W, +5ate )+(v0 +at, \t,—t,~t,)=D,
2)0< t < tp

3)0< t, < tp

4)0£ts +1, Stp

5)¢ < tp <t,

6) a,<a<a,

NO0<v,+at, <v,,

/11 R /12 are the weight coefficients of @ and tp

respectively, @, is the minimum value of acceleration.

B. Calculation of acceleration-cruise-stop
In the optimization calculation of velocity curve, the
cruising velocity is not considered. If the initial cruising

velocity Vo <Viow and L > Ln , the vehicle should

takes the acceleration-cruise-stop mode to avoid cruising
at low velocity long time. Firstly, the vehicle accelerates

!
in 4 to the maximum velocity Vlim, cruises at uniform
14
velocity Viim , and brakes with deceleration @ . The
vehicle starts to accelerate when the signal lights turn to

green.
!

. ..
The acceleration time €is:

169
V..
g7 = Jlim (8)
a
t,
The cruising time is ¢ :
2 2
‘£ =L D, _vo[vlimjVoj_la'[vlimjvoj ~Iv. Vli;n _lan(LiTJ
Viim a 2 a a2 a
%)
The waiting time L at the intersection is:
_ ’ " '
t, =t —t,—t,—1, (10)

C. Calculation of cruise-stop

it V1 <Viow and = le =1 > Lo the vehicle

should takes the cruisestop mode. The vehicle firstly

5

.. . .V . . "
cruising at uniform velocity © and deceleration with &
to arrive at the intersection, and start to accelerate when
the signal lights turn to green.

The braking time of the vehicle t; is:

vV,
== (11)
a
N . LV,
The cruising time ¢ of uniform velocity is:
2
1 v, 1 %
t!=—|D,—|v,—2—-=a"| 2 (12)
Vo 2 \a
The waiting time L at the intersection is:
t, =t —t —t. (13)

IV. RESULTS

This paper takes the route that from Zizhuyuan South
Road to Huangchenggen Road of bejing in China, which

¢ Viim — Vo 7 includes 10 intersections, as shown in Fig.4.
t, = 761'
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The braking time ¢ is:
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In this paper, the test time was April 5, 2014 7:00:00
AM, the vehicle located at the starting point (Zizhuyuan
South Road). The initial velocity was 40km/h, the max
velocity of the road was 50km/h, the max acceleration

was 1.5 m/S2 , and the min deceleration was -2 m/sz .

In the traditional driver-controlled velocity curve
calculation, the distance of the drivers get traffic signal
information according to the visual and implement
acceleration or deceleration operation is 75m [3]. The
velocity curves are shown in Fig.5. The fuel consumption
is shown in Table I:
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(b) Without velocity planning algorithm
Fig.5. Calculation results of the velocity curves

The vehicle takes 5 stop times when the vehicle takes
the traditional driver-controlled mode without velocity
planning algorithm, and the idle-running time is 215s,
which is shown in Fig.5(b). But, it is shown in Fig.5(a)
that in the curve established by the velocity planning
algorithm, the vehicle just stops for once in the whole
drive process, the idling time is 123s, and acceleration and
deceleration rate are also eased.

TABLE 1
RESULTS
fuel consumption
(L/100km) reduce
Without velocity planning algorithm 6.3 /
With velocity planning algorithm 5.4 14.3%

Thereby, the fuel consumption of the vehicle with
velocity planning algorithm is reduced by 14.3%.

V. CONCLUSION

The arterial road velocity planning algorithms
presented in this paper have following advantages:

S. Wen et al.

(1) By taking advantage of the recent developments
in communication between vehicles and traffic lights, the
velocity curve can be planned by the velocity planning
algorithms. This algorithm ensures the vehicle to avoid
sharp acceleration/deceleration and pass through
intersections without coming to a stop.

(2) The velocity curve which is generated by the
velocity planning algorithms presented in this paper can
assist the driver to control the vehicle and greatly improve
the fuel economy.
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Abstract - The coordination in multi-agent system is the
key to the global optimum and centralized coordination is
regarded as the most natural and effective way to organized
work among agents. In this paper we propose a centralized
scheduling approach to manipulate centralized coordination
among heterogeneous agents. The main contribution is that
center agent, as information collector, processer and
resource scheduler in this study, enacts centralized
scheduling to run well. And clustering analysis based on
artificial immune algorithm is applied to process
information, moreover a series of schemes are suggested to
ensure smooth scheduling. The effectiveness of the proposed
method is shown through simulation results.

Keywords - Artificial immune algorithm, center agent,
centralized scheduling, clustering analysis, multi-agent
coordination

I. INTRODUCTION

Multi-agent System is an important research aspect in
the field of distributed artificial intelligence, in which a
basic and important issue is to deal with coordination.
Efficient coordination prevents agents form accidentally
interfering with each other’s sub goals while attempting to
achieve a common goal. Nowadays two problems have
been identified in executing multi-agent coordination,
namely incomplete recognition of environment and lack
of unified control.

In order to solve the problems mentioned above, this
study investigated one typical multi-agent system -
RoboCup Rescue Simulation System (RCRSS). Most
current researches regarding multi-agent coordination are
based upon RCRSS, and the numerous developed
methods can be classified into three categories:
Decentralized mutual adjustment, centralized direct
supervision, and environment partitioning [11 213141, Some
outstanding research achievements include:
Combinatorial auctions were used in [ 5] to achieve
optimal task allocation, but the model also required large
computational power and message bandwidth. MRL used
BELBIC algorithm, which is a kind of motion learning

method most effective in helping PF clearing blockades [©].

Q learning method is used by BonabRescue to train agents
learn to act right in the right time and/or condition without
communication with central control [7]. This method may
make the agents more independent, but the Q-learning
method requires a long time to start converging to good
results. Inspired by the Partial Global Planning approach,
LTI’s hybrid task allocation approach encourages the
agents to exchange information in order to reach a
common conclusion [, RoboAKUT, however proposed
Market-driven methods, focusing on the maximization of

the overall gain of a group of robots by coordination,
collaboration and competition among them [°1 The
decentralized approach is more flexible but not always
preferable.

The main concern in the above mentioned research i
that the active and critical role of center agent was
demoted and sometimes ignored. Actually, ignoring the
decision-making abilities of center agent, which is the
same as platoon agents, equals to wasting resource. In the
light of this, the study has come up with a method
depending on center agent scheduling. Center agents
collect information through communication between
agents, with emphasis in civilian location information,
because rescuing civilians is the main focus of simulation.
Then clustering analysis is used to process the collected
information. The cluster area is of heavy population,
around which centralized scheduling will be carried out.
There are two stages during the scheduling: one is to
choose a cluster and the other is to choose a specific task.
Therefore, center agent will play the role of information
collector, processerand resource scheduler.

The rest of this paper is structured as follows. The
next section introduces the RCRSS briefly. Section III
talks about the implementation of clustering and
scheduling. This is followed by the test results. And the
last part is discussion and conclusion.

II. BRIEF INTRODUCTION TO RCRSS

RoboCup Rescue Agent Simulation provides a
regional rescue under the environment of mass disaster [10],
Disaster may be defined as a crisis situation causing
widespread damage which far exceeds our ability to
recover. Its management is normally critical since it
involves a very large number of heterogeneous entities in
a complex and dynamic environment, where the
information is incomplete and uncertain, and decision
must be taken in a timely fashion. In those situations,
coordination and cooperation play essential roles in
assistance provisioning [11],

RCRSS provides a platform for disaster management
where heterogeneous field (platoon) agents (police, fire
brigades, and ambulances) cooperate with each other to
deal with a simulated disaster scenario. Police force (PF)
have to clear road blockades to provide access to the
disaster sites, ambulance team (AT) have to rescue
civilians, and fire brigade (FB) have to control the spread
of fire and extinguish it. The simulator also provides
center agents, a Police Office, a Fire Station, and an
Ambulance Center. And center agents cannot interact
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directly with the world, but only communicates with
platoon agents of its kind and with other centers ['2], Fig. 1
shows the mode of communication among agents.

‘Iﬂ ﬂ
Fnﬂ‘, ot

Fig.1. The mode of communication

So RCRSS is a partial global system. It is partial
because the agents do not have all the environmental
information available to make the best decision. On the
other hand, it is global because the agents can exchange
and obtain information through the centers which
consolidates the environment information from all the
agents [13],

1. METHODOLOGY

Based on the statements mentioned above, a variety
of raw information floods to center agent. However, the
disorganized information may distract decision making.
So in order to find out densely populated area, clustering
analysis is adopted to process the information of civilians’
location for the key task-rescuing civilians. Then
coordination will be made in these areas closely followed
by purposefully. In this way, disorderly disintegration of
all the agents can be avoided. The clustering analysis in
this study is based on artificial immune algorithm,
because compared to other clustering analysis methods,
there are two advantages in this method: In this algorithm
the search range is a wide and the convergence rate is
moderate. On the other hand, memory cells can store
excellent solutions, which can be used as initial antibodies
in the next round of clustering. By this means, the whole
process becomes dynamic.

A. Clustering analysis based on improved artificial
immune algorithm

Cluster analysis or clustering is the task of grouping a
set of objects in such a way that objects in the same group
(called a cluster) are more similar (in some sense or
another) to each other than to those in other groups
(clusters). It is a main task of exploratory data mining.

In computer science, artificial immune systems (AIS)
belong to computationally intelligent systems inspired by
the principles and processes of the vertebrate immune
system. The algorithms typically exploit the immune
system's characteristics of learning and memory to solve a
problem. The field of AIS is concermned with abstracting
the structure and function of the immune system to
computational systems, and investigating the application

W. Niu et al.

of these systems towards solving computational problems
from mathematics, engineering, and information
technology!14115],

The method this paper puts up with is described in the
following parts.
1) Antigen recognition and antibody initialization

Antigens in the immune system correspond to the
problems to be solved. In N data clustering analysis, first
converts these data into N p dimensional vector sets X=
{Ag,,Ag,,... ,Ag,} according to their attributes . In this
paper these data correspond to the antigens Ag; (i €/1, N])
in the immune system. The purpose of this algorithm is to
classify the N antigens.

Make a copy of antigens as the initial antibodies
Ab, (k €[l, M]), here vectors in dimension p are seen as

their coordinates, expressed in Loc, namely Ag; < Loc;=
(L], Li[2],..., Li[p]}. As a result, the structure of the
antibody can be composed of antibody coordinate Locy,
and a set of its captured antigens AgSy. C, is the structure
to describe cluster which is expressed by (1). k represents
the number of clusters, Loc, is the center of the class k.

Cr =< Locy,AgS; >. (D)

2) Affinity calculation and antigen capture

Immune system produces a variety of antibodies, and
the bonding strength between antigen and antibody is
evaluated through the affinity. Generally the formula for
computing the affinity is seen in (2).

(A9)x=1/(1 + t,). @

Among them, (Ag), is the affinity between an
antigen and antibody Ab, whose value is between O and 1,
and t;, is the combining strength. When (Ag), =0, it
suggests that the antibody and the antigen are ideal
combined. t;, can be described as “distance", and the
Euclidean distance D, (Aby,Ag;) is generally used to
measure the distance between Ag; and Ab,,:

Dy (Abk:Agi) = \/anzl(Abkm — Agim)?® 3

For each antigen Ag;, evaluate its affinity with every
antibody Ab,, and As;= {A;lk=1, 2,..., M} is the set of
affinities. Find the antibody Aby,, ., that corresponds to
the largest value in As;, and then add Ag; into AgS,,
which contains antigens captured by Aby.,.. - Keep
operating this process until every antigen is evaluated.
Then calculate Loc, ', the centric of all the captured
antigens according to AgS;. At the end of this process,
Ab,, can be expressed as C, =< Loc, ', AgS; >.

3) Cluster aggregation

The aim of cluster aggregation is to merge similar
antibodies and recapture antigens.

If the captured antigens of an antibody are less than a
certain value, then the antibody is relatively isolated and
needs to be deleted.

4) Cloning and variation

Calculate the distance between all antibodies and

choose the nearest M/2 antibodies for cloning and
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variation using (4), among which « is the variation rate.
Locy, =Locy, — a(Locy, — Locy,). 4)

Then recalculate AgS;, and AgS,,. Add antibodies
which are not selected but in variation into the memory
cells. Make dynamic adjustment to a according to (5).

a=0.2/ [gen/l0] . 3)

Among which // means ceil. Obviously with the
increase of generation, variation rate declines. So at the
preliminary stage of clustering, the mutation rate is higher,
the search range is bigger so that the antibodies can
capture antigen in a wider range; when algorithm evolutes
to a certain generation, the search range becomes narrow
and the clusters are relatively stable.

Keep operating this process until comes to the
stopping criterion.

During the simulation, civilians’ locations are taken
as antigens. The stable clusters are the outcome of the
algorithm.

B. Center agent scheduling

Scheduling is a process of distributing tasks to agents,
the main function of which is to maximize the efficiency
of this task allocation and reduce its costs. Besides, task
allocation plays a vital role in implementing coordination
since the decomposition of objective into tasks is the most
nature way to organize work among agents U4l Thus,
coordination can be brought out as long as effective
assessment schemes for scheduling are made. Therefore
scheduling, which depends on center, proposed in this
paper aims to coordinate agents. There are two phases to
implement scheduling: first, important clusters stand out
after cluster assessed by a weighted model, and then
specific tasks are clearly identified in the highlighted
cluster for each related agent in the same manner.

The weighed model for cluster is mainly determined
by the following factors: the size of area, population and
distance to fire spots. The larger area, denser population
and closer distance to fire spots all contribute to the
importance of the cluster. In addition, there are some
other influencing factors, including: the distance between
clusters and agents, the distance between refuge and
clusters etc. Hence, the importance of cluster is calculated
as follows

Importance of Cluster =

density
10( - L - )*area of cluster xx
min density 6
disToFire ( )
10

+distance+disToRefuge '

Y= {10 if thereis a fire spot in the cluster
1 otherwise

number of civilians in cluster

density=

area of cluster

In which min density represents the minimum
civilian density of all clusters, distance means the distance
from cluster to agent, and disToEntity is the distance from
cluster to the closest entity, for example disToRefiige is
the distance from cluster to the closest refuge.

When important clusters are fixed, it is slightly more
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complicated to choose tasks for agents. Different kinds of
agents deserve different weighed models.

With regard to fire brigade (FB), the importance of a
burning building is calculated as follows:

Importance of Building =
area of building *f (building fieriness)
disToCluster
10+xImportance of Cluster

@)

+ disToGasStation /10 ’
100 if fieriness =1
f(building fieriness) =110 if fieriness = 2
1 otherwise

In which, disToEntity means the distance from
building to the closest entity, for example disToCluster
represents the distance from burning building to the
closest cluster.

For ambulance team (AT), it is crucial to estimate
whether it will be able to rescue the victims in time. If
there is no fire spot in or near the cluster, ATs usually
work independently; but if there is, AT must gather
together to rescue the victim as fast as possible. At this
time, only the following condition is met can the victim
be rescued:

(RescueTime +10)/ TimeToBurn <n. ®

RescueTime is the time it takes for AT to rescue the
victim alone, TimeToBurn means the time till fire spreads
to the location of'the victim, n is the number of spare ATs.

As to the victims, the one who is at his last gasp
needs to be given top priority. Equation (9) is adopted to
rank the priority.

Importance of Civilian=100/DyingTime.  (9)

In which DyingTime is the victim’s remaining time
before death.

And the main task of police force (PF) is to assist
other agents in order to quicken the pace of rescue by
providing passive roads to disaster sites. In our tactics, the
priority sequence is as follows:

a. theroad with obstacles to cluster

b. the road to trapped agents

c. theroad to burning building

d. the road to the buildings with trapped civilians

The two processes mentioned above make the
important tasks in important clusters prominent from the
partial and global view respectively. Then, center needs to
match the tasks for each agent according to the
importance of tasks so as to enhance holistic scheduling.

distance +

IV. RESULTS

We adopt the Eindhoven map in this study to run the
simulation test and evaluate the proposed method.
Initialized scenario is set as Fig.2 with few blockages:
there are crowded victims and a covert fire spot in the
lower-left corner of this map; while there are spare
victims and an obvious fire spot in the top right comer.
And the improved version introduces centralized
scheduling to the original code of SEU Jolly.

In order to weaken the side-effects, comparative tests
are carried on the same map. Both versions of codes in
this experiment repeat 10 times.
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As is demonstrated in TABLE I, the test results of the
proposed method shows that the improved version
performs well and is of high stability. The following two
comparative screenshots are provided to demonstrate the
disparity of two codes in an intuitive manner.

TABLE I
TEST RESULTS
NO. Original code Improved code
1 46.03 90.79
2 47.12 93.04
3 46.35 91.66
4 45.97 89.30
5 45.66 91.13
6 46.14 91.21
7 44.88 92.47
8 47.54 91.82
9 48.01 91.46
10 46.25 90.53
Average Score 46.40 91.34

Fig.2. The initialized scenario of the Eindhoven map

Fig.3. The screenshot at the 100th second of simulation with the original
codes

Fig.3 shows the screenshot at the 100th second of
simulation with the original codes. The blue, white, and
red circles on the map represent respectively the PFs, ATs,
and FBs. The bright green, dull green and black circles
represent healthy, hurt or dead civilians in that order. The

W. Niu et al.

yellow, orange, and maroon colors represent the

increasing intensity if fire in buildings; black represents
completely burned and destroyed buildings. We can see
most FBs gathered at the top right corner of the map.
However, the fire spot at the lower-left corner is ignored
by FB due to the lack of global manipulation. What’s
more, ATs are scatted. As a result, all agents work
independently with inefficiency.

Fig.4. The screenshot at the 100th second of simulation with the
improved codes

The performance of improved codes is really
inspiring as is shown in Fig.4. From the screenshot at the
100th second of simulation with the improved, it is
obvious that effective coordination between FB and AT is
formed at the lower-left corner, the urgent area.

V. DISCUSSION AND CONCLUSION

This paper highlighted the importance of multi-agent
coordination to MAS and the difficulties of its realization.
The typical multi-agent system -- RCRSS was chosen as
the research and test platform. We proposed an approach
based on center scheduling to assist multi-agent
coordination, in which center is treated as an information
collector, processor and coordination scheduler.
Simulation tests showed that the coordination method
proposed in this study performed well in dealing with
agent coordination in RCRSS.

Yet, there are still some issues existing in this
approach which need to be addressed and improved in
further research. For example, the process of aggregation
and variation in the clustering analysis method can be
further optimized; the weighed model about clusters and
tasks could also be improved.

In addition, while center is default, more
considerations should be taken into making agents act on
behalf of centers in further work. And further research is
needed to see whether it is practical for agents to group
into teams to achieve partial coordination if
communication is poor. Under such circumstance,
whether partial coordination with limited information can
contribute to the globally acceptable optimum.
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Abstract - This study mentions the new business
mode and the business opportunity of the industrial
enterprises which the cloud CRM creates. Also, this
study introduces the concept of cloud CRM, analyzes
the advantages of cloud CRM and local CRM and
describes the designing principle and application mode
of cloud CRM. In addition, the study discusses the
effective way that the cloud CRM can be used in
industrial automation and points out the development
of industrial enterprises and improvement of techniques
which are applied.
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Industry and manufacturing requires the support
of IT technology. The new web technology based on
cloud computing provides a platform on which
industry and manufacturing combines and organizes
their resources effectively 'l. As a new generation of
technology and one of the strategic industries set by
government, cloud computing has successfully
provides the industry with core competences on their
business mode upgrading. In addition, cloud
computing not only makes new way to manage
enterprises IT foundation but also introduces new
wisdom to run business. The appearance of cloud
CRM provides CRM with techniques to make sure
that clients need can be successfully fulfilled. This
effectively limits business cost, improves business
efficiency and creates new business mode and
business opportunity.

I. CLOUD COMPUTING AND CLOUD CRM

A. Conceptof cloud computing

As a rapidly developing technology, the concept
of cloud computing has been modified and enlarged
all the time since its appearance [*#]. The University
of California, Berkeley issued a report about the
cloud computing, which believes that the cloud
computing means not only the application in the form
of services on internet but also the hardware and
software in the data center which provides these
services. These hardware and software are called “the
Cloud”. According to IBM, the cloud computing is a
certain style of computing, whose foundation is the
delivery of services, software and processing ability
with public or private network. Google defines cloud
computing as “the cloud of application”. Initially,
Google created the cloud computing in order to
optimize its search engine which is Google’s biggest
business. But it wants to provide clients with the
cloud computing as a type of service after it enlarges

the scale of facilities.

B. Conceptof cloud CRM

Cloud CRM, also known as cloud based CRM,
web based CRM or online CRM, is the CRM system
arranged on cloud system which provides different
enterprises with CRM services via internet. Narro wly
speaking, cloud CRM is the CRM services
specifically designed for clients which is obtained via
network (either Internet or local area network).
Generally speaking, cloud CRM puts the CRM
services specifically designed for clients on the server
engine. Providers of the server manage the data and
upgrading services. This mode makes clients input,
obtain and handle data at any point [],

C. Applications of Cloud CRM

Cloud computing will bring cloud CRM a series
of developments and CRM provides will break the
traditional limits to expands their business in the
fields of SaaS, Online, SNS and so on. Without
increasing the budget, cloud CRM makes the
following come true: effectively expands business
opportunity, cuts business burden of staff, optimizes
business flow, decreases the mistakes on daily
business running, shortens the service time,
maximizes clients’ satisfaction and loyalty and so on.

II. COMPARISON OF CLOUD CRM AND LOCAL
CRM

A. Advantages of Cloud CRM

Compared with local CRM, cloud CRM has
many advantages on providing services to medium
and small-sized enterprises (SMEs).

(1) It has the database of high accessibility. By
linking the data to cloud network, cloud CRM makes
it easier for different departments to share and
connect. Also, cloud CRM makes it possible for sales
persons who are on business trip to access database to
get information needed.

(2) Third party provides professional
management services, which effectively cuts working
burden. Also, service providers are able to configure
system, manage the process of testing and data used
in enterprise management application.

(3) It effectively limits business cost. It is highly
possible that cost limiting is the primary reason that
SMEs turns to cloud CRM. The way to pay is to use
the service before paying according to the amount of
clients monthly or yearly.
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(4) It consumes less resource. This saves more
resource for the enterprises in data and information
storage. It is obviously that the resource consumed
when the data is saved on internet servers is much
less than that consumed when the data is saved on
local servers.

B. Advantages of Local CRM

Compared with cloud CRM, local CRM has
many advantages on providing services to large
industrial enterprises.

(1) Local CRM has the database of high
controllability. This maximizes the ability of the
enterprises on controlling clients’ information. It is
totally unnecessary for the enterprises to build
database on public internet servers if they are able to
construct database on private servers.

(2) Data is updated timely. There are many firms
who prefer to handling the process of updating data
timely, although cloud CRM is a practical tool for
many applications of enterprises automation.

(3) It is quite safe. Local CRM plays a very
good role when the information stored is used
internal only.

(4) It is quite cost-effective. Sometimes it may
not be able to save costs for enterprises if they pay
according to the amount of users. Also, when the
enterprise database is accessed by large amount of
users every day, it will save more cost to set local
system.

(5) It is much more immune to external
interference. It is not exempt from external
turbulence if the daily maintenance is outsourced.
However, it cuts sharply the possibility that database
is failed to access if the information system is
constructed internally.

III. APPLICATION MODELS OF CLOUD CRM

A. Design principle of cloud CRM

Cloud CRM shows the principle of
data-flow-centered when designing system. In order
to show key steps of data flow in CRM system, it
divides the systeminto different parts: data collection,
data storage, data process and data delivery. Also, it
connects all chunks with distributed data bus to
exchange data effectively. As a result, the data flow
and data exchange mode are designed clearly.

B. Design of cloud CRM

Cloud CRM is designed layer by layer
Logically, it divides the system into ability layer,
platform pay and application lay. This way of design
makes it possible to adjust the organization of every
chunk in systemaccording to clients needs.

(1) Ability layer. It consists of distributed data
bus (ability to contact), distributed storage capacity
(ability to store), distributed working flow and
scheduling engine (ability to compute and arrange
resource), etc.
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(2) Platform layer. It contains consolidated data
management and accessibility, consolidated service
management framework, consolidated service
delivery framework and automation management
system, etc.

(3) Application layer. It structures the software
chunks run on platform layer. And the application
layer provides all these services.

C. Framework of cloud CRM application system

According to the above, cloud CRM application
mode can be divided into 8 sub-systems shown on
Fig.1.

(1) Maintenance management system. Built on
cloud server, it contains configuration and control,
priority ~ management, alarming  management,
application management and fault management. It
provides highly efficient maintenance service for
systemplatform and business application.

(2) Distributed data bus system. Built on cloud
server, it provides trustable data transformation,
exchange and application collaborative platform. It
supports the communicating and cooperating among
all parts in the distributed databus system.

(3) Data collection system. Built on cloud server,
it contains configuration manager, data purification
and data processing. It is the starting point of data
driving framework. The data comes from the source
like PC network, mobile network, community
network and etc. Also, it purifies, organizes and
converts the form of the input data according to
configuration and stategy.

(4) Data storage system. Built on cloud server, it
contains integrated data management system, cluster
of relational database, distributed real-time database,
distributed file system. It provides data storage
service for data collecting, data analyzing and system
platform.

(5) Data analysis system. Built on cloud server,
it contains distributed computing model, data
converting, data aggregating, data associating and
data mining. It provides data analysis service for data
storage, distributed working flow and strategy
engine.

(6) Data service system. Built on cloud server, it
contains service management system, data accessing
management service, business logic service and Web
service APL It provides data service management for
service delivery, datastorage and systemplatform.

(7) Service delivery system. Built on cloud
server, it contains server, delivery management, load
balancing. It provides data delivery service for
system clients, system platform, data service and
distributed working flow.

(8) Distributed scheduling system and working
flow engine. Built on cloud server, it serves as the
operator in the system. It provides the function of
defining, scheduling, cooperating and operating for
distributed working flow and strategy engine of large
scale.
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Fig.1. System Framework of Cloud CRM Application Model

IV. APPLICATION OF CLOUD CRM IN computing service in post-super computing era. The

INDUSTRIAL AUTOMATION technology and service development created by it

will have a great impact on the competition in

A. Technology Developments and Business Startups industries and accelerate the upgrading of economic
based on Cloud Computing structure adjustment [©],

Cloud computing platform and cloud computing Industrial cloud computing platform and

service mode have become the primary mode in industrial cloud computing service provides services
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to SMEs, especially those who are lack the ability of
production designing and developing. With the
techniques and business mode of cloud computing,
they build the advanced IT development tools on
cloud platform so that industrial enterprises are able
to rent network and reduce the barriers which prevent
the firms from using the service. With industrial
cloud platform, clients can learn advanced IT tools,
obtain skill support from peers either with or without
payment, get technical materials and design tools
specifically for themselves. And all these help to run
technology development and business startups.

B. Breaking point new technology system of
industrial automation based new generation of cloud
computing

Currently, cloud computing has been gradually
becoming popular in the world. Although some
people doubt the cloud computing, the solution
provided by Amazon, Google has already tells us that
it efficiently simplifies the computing process and
integrates remote information and local information
in just a few codes. Essentially the Andriod mobile
phone has become client terminal equipment of the
cloud computing. And the Apple is making effort to
make ITune the cloud computing service.

It can be forecasted that the super business and
super computer in scientific computation from all
countries will soon be integrated into cell phones like
those produced by Apple and Google. Therefore it is
growing to the next breaking point that we design a
new generation of the automation “cloud” system.
Among many types of “cloud system”, as a typical
cloud CRM application, mobile CRM supports the
accessibility via mobile phones, PC, tablet computer,
which makes it possible to work on internet
anywhere. Therefore, we can say that the era of
mobile CRM has been there.

C. Development of industrialization based on Cloud
CRM with laaS, SaaS and PaaS modes

In terms of service type, the cloud computing
can be classified as laaS, Paas and SaaS [l
Comparably, three types of CRM service systems can
be developed for industrial enterprises.

(1) IaaS. IaaS providers give clients the cloud
facilities which include multiple servers. This is a
hardware collocation way in which clients buy the
hardware from manufacturers.

(2) PaaS. PaaS provides development
environment as a type of service. This is a distributed
service platform where manufacturers provide
development environment, server platform and
hardware resource to clients. Clients make
applications on the platform provided, transfer to
other users via Internet and then run the applications
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on cloud computing platform.

(3) SaaS. SaaS providers put application
software on their own servers. Industrial enterprises
are able to not only obtain CRM services with low
cost but also use these application software via all
types of clients interface on client equipments like
internet browser and email based on web page.

Based on IaaS, SaaS and PaaS, industrial
enterprises are able to practice efficiently, cut their
costs in designing and manufacturing, shortens the
time span in the cycle of product upgrading and
increases the resources efficiency so that they can
develop their core competencies.

V. SUMMARY

The nature of the economic growth in China is
industrialization, whose essential is the optimization
of industries structure and the improvement of
economic efficiency. The cloud computing makes it
true that resource is integrated. Clients then use
massive resource with low cost to meet their specific
needs. Those resources are accessed through multiple
channels. The ‘“cloud computing” keeps high
efficiency of computer resources used and saves the
society’s input. Therefore, in the current environment
where the cloud computing is growing rapidly it is
important and urgent to develop the application of the
cloud computing on industrial automation.
Meanwhile, CRM will merge with the new
technologies like cloud computing, the internet of
things and cloud computing to help the development
of'the industrial enterprises.
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Abstract - Based on analyzing the reasons for the
vulnerability caused by medical decision-making system and
the formation process and the factors leading to the
vulnerability of the system and its impact methods and
results, we can establish the interference model. Through
analyzing the vulnerability of the health care system with
robustness theory, we may ultimately find a way to improve
the robustness of the system.
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I. INTRODUCTION

According to the study of medical institutions over
the past 40 years, the American Institute of Medicine
finds that 7% of medical patients had suffered serious
medical errors. WHO reports that about 10 percent of
patients in Canada, New Zealand and the United Kingdom
and other countries suffer adverse medical events more
than once every year. Therefore, how to improve health
care quality and efficiency in the health care process has
been an important research topic in the United States and
other developed countries.

Due to poor economy in Chinese developed regions,
the quality of medical services is difficult to be effectively
guaranteed, which leads to medical errors and other
adverse events by the diagnosis frequently. How to make
our country’s 2 percent of the world's medical resources
to effectively cover 22 percent of the world population is
an important issue facing the development of the medical
profession.

II. LITERATURE REVIEW

Medical decisions system’s quality and efficiency is
a hot and difficult problems in the field of research, which
is also a complex interdisciplinary problem. Many
scholars have done a lot of research work on it and the
robustness of complex systems is one of the important
research content.

Robust control theory first proposed by Zames in
1981 [1], which is the most successful and relatively
complete to solve robust problem currently. In the
medical system, the robustness means the ability to adapt
arange of different diagnostic or service require ments in a
changing environment and external disturbances. In order
to depth study the effect of the transfer efficiency to
robustness, the following will review three aspects,
including complex systems’ anti-jamming capability, fault
tolerance and redundancy of data structures.

A. Anti - interference ability of complex systems

In the knowledge uncertainty, a variety of random
events on the system will produce different degrees of
interference. Dismukes, et al. (1998) proposed several
strategies to solve the system’s vulnerability due to
interference [2]. Morrow D, et al. (1994) analyzed the
human expert blunders in medical decisions due to
various aspects of external interference [3]. In order to
solve the interference problem of complex systems, some
scholars have established various graph model and goal
programming, such as the space-time network graph
model (Ahmad I Jarrah, et al., 2000) [4], interference
resume game tree model, PERT chart model and use
precise algorithms, heuristics (Xiangpei Wu et al, 2008)
[5] and auction-type algorithm to solve the model. In
addition, from the perspective of the theory of complex
systems some scholars treat interference or signal as a
function of the variable signal to describe interference
problem, which is classifed into linear pulse interference
function, pure step-type function, enhanced function and
extended recession reduced impact type function (Guan
ZH, et al., 2002) [6]. However, due to the complexity of
the interference problem, the impact of interference
metric and interference events and evaluation method is a
problem, and modeling work is still a big challenge
(Xiangpei Wu et al, 2007) [7].

B. Faulttolerance of complex systems

For medical decision system, Bogner (1994)
considers emergency department is becoming important
areas of fault tolerance research because of owning a large
number of activities and special time constraints [8].
Information of medical decision systems is uncertain and
complex, including patient vital signs parameters,
diagnostic information and patient monitoring equip ment
to provide case information, etc., and the wvarious
emergency elements exhibit recessive, random or
uncontrollable characteristics, such as the limitations of
technology, data errors and inadequate communication
between health care. These factors make communication
in medical decisions system full of noise, which is likely
to cause medical decision-making errors. But system fault
tolerance can reduce or eliminate such errors in a certain
degree in specific conditions. Medical decision system
fault tolerance not only need to focus on the non-human
faults but also artificial and unpredictable attacks (PENG
Wen Ling, 2004) [9]. For instance, we can establish
common methods include hierarchical fault-tolerant error
detection and error handling framework to improve the
system fault tolerance (Xuanhua Shi, 2006) [10].
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However, research has yet to involve in solving fault-
tolerant of system robustness, which is focus on the
ability to maintain system stability when the environment
changes within a certain range. So considering the impact
of medical decision-making system robustness
characteristics and designing and controlling medical
decision robust systemis important.

C. Information redundancy of complex systems
Uncertainty of knowledge in complex medical
decision-making systems increases data redundancy,
which leads to less efficient reasoning. How to efficiently
eliminate data redundancy caused widespread concern (N.
Hazon, 2008) [11]. For instance, though using the genetic
algorithm in optimizing features to eliminate high-
dimensional data attribute redundancy can improve search
rate case, the case is easy to make into a local library in a
state of disorder caused by reasoning under optimal
accuracy decreased(GR Beddoe, 2006) [12]. Though
using the neural network for the elimination of case-based
reasoning similar matches redundancy can improve

J. Shen et al.

matching efficiency, reasoning accuracy loss when the
overall case neurons represented the maximum similarity
is relatively low (R. Das, 2009) [13]. The method which
dividing case into sub-case base library to overcome the
case base retrieval redundancy improves retrieval
efficiency, but the inference system sensitivity decreases
(CA Tighe, 2008) [14]. These conventional methods to
eliminate redundancy in the data to improve the efficiency
of'the systemto some extent, but ignores the robustness of
the system. For medical decision-making system,
robustness means that reasoning is still able to maintain
high accuracy and sensitivity when the system
information is uncertain (such as becoming disordered) (K.
Ziha, 2000) [15].

III. CONTENT OF THE STUDY
Questions of the Research can be further expanded,

as shown in Fig.l. Several basic concepts should be
explained:

Research on quality and efficiency
of the medical decision-making system

based on robustness theory

Medical Decision

C Practice Background: ) ( Theoretical background)
The vulnerability of the system Fusion robust reasoning

Constraints inherent
factor

H H;.,

Impact of exogenous
factors

H,

robustness criterion

H,., Hs, H;.

Effect on

1-2
Identification of Inherent factors’
vulnerability effect on interference
factors vulnerability physical model

Effect on

The methods and
. Robustness
interference - measures based on
criteria group
management model robustness

Fig.1. The expansion of the issues of the study

(1) Inherent factors of medical decision-making
process (H1): refers to the internal behavior restrictions
during medical decision-making process in the system,
such as time constraints;

(2) Exogenous factors of medical decision-making
process (H2): refers to the internal behavior restrictions
during medical decision-making process out of the system,
including hospital management factors and environmental
factors;

Based on the above assumptions, this study intends
to analyze complex medical decision-making system in
the internal mechanism of the vulnerability of the
phenomenon, using a variety of theories and methods of
analysis. The main contents of the subject are divided into
the following two aspects (Cl, C2 for the contents of the
code portion).

A. Cl: Medical decision-making system vulnerability
identification and interference transfer model

In this study, we determine the type of system
interference by vulnerability identification method, and
construct interference analysis model by using of system
identification modeling. Specific research can be
decomposed as follows:

C1-1: interference identification and classification of
system’s exogenous factors;

C1-2: qualitative study of vulnerability by the effect
of'the systemexogenous factors, such as the manifestation
of the key factors and influences (such as induction and
inhibition) mechanism, etc.;

C1-3: quantitative study of vulnerability by the effect
of the system exogenous factors. Study of the physical
model studies of interference according to the time
domain and frequency domain series expansion, and do
some research on sensitivity of system interference (such
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as the source of interference and interference frequency,
etc.);

C1-4: Study of interference delivery model of
vulnerability management system, such as interfering
factors’ influence to the mechanism of fusion model and
the system’s critical value in the vulnerability critical state
and soon.

B. C2: The method and measures of robustness to deal
with the vulnerability of the system

To deal with the vulnerability of the systems and
study measures of robustness, many factors need to be
considered, such as spatial data redundancy system,
tolerance and so on.

By adding Vulnerability constraints, we can establish
transfer function model; Because interference transfer
model can identify vulnerability in the robustness criteria
group, this study intends to build target model in the
robustness of the control, and use collaborative decision-
making method to study system fault tolerance, anti-
interference ability and robustness eliminating data
redundancy. Specific research can be decomposed as
follows:

C2-1: Study of fault-tolerant system’s impact on
robustness (such as improving the systemtolerance);

C2-2: Study of target model’s anti-interference
ability under the systemconstraints;

C2-3: Study of spatial reasoning redundancy systems
elimination’s impact on vulnerability;

C2-4: Establish a system robustness criteria group
and robustness measures.

IV. PROGRAM OF THE STUDY

Research programs by content broken down into the
following two aspects:

A. Interference model-based vulnerability analysis

Based on the reasoning in the integration model, C1 -
1 modeling using system identification method to
establish the model by adding random noise interference
term, robust criteria group study and assess the impact of
interference on the integration of the model error, the use
of multiple criteria, such as the case similarity distinction ,
resolution and inference rules reliability study is based on
the robustness of the decision-making and to study
medical decision support system vulnerability assessment
system. C1-2 simulated annealing genetic algorithm for
medical decision-making system mistakenly classified,
using FMEA method for medical decision-making system
mistakenly retrospective, tracking and consequence
assessment analysis.

B. The robustness of the system design to deal with the
vulnerability

C2 using robust analytical methods to raise three
robust threshold (in case similarity distinction
vulnerability resolution and inference rules of harmonic
maps in three dimensions on reliability) as constraints

added to the impact of the transfer of interference model
to identify system fragility of the critical point of change,
and thus eliminate the vulnerability of methods and
measures from interference, such as fault tolerance and
redundancy elimination of multi-angle study of the system.
C2-4 use robust evaluation framework for complex
medical decision-making system robustness criteria group
analysis, analysis and evaluation index system robustness
of complex medical decision-making systems, and
improving the system's anti-interference ability and fault
tolerance angle Research to improve the overall reliability
of complex systems, to reduce the vulnerability of
complex systems.

V. CONCLUSION

This study intends to study the quality and efficiency
of medical decision-making system problems based on
robustness theory, which is relatively lacking in domestic
research. Combined with Chinese national conditions, we
develop decision-making tools based on robustness that
will help to improve the quality and efficiency of medical
decision-making system, which is significant for the
development of Chinese medical career.
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Abstract - The complex of machinery repair
process restricts the development of machinery
maintenance industry. While the machinery repair
process management evaluation is the main factor in the
maintenance of mechanical products. In this paper,
based on the standard de viation of weights, the extended
model is made to find out the importance of each
maintenance indicators objectively and then determine
the priority of planned maintenance mechanical
products under comprehensive influence of various
indicators reasonably.

Keywords - Correlation degree, comprehensive
evaluation, deviation of weights, extensiontheory

I. INTRODUCTION

With the speedy development of economy in our
country, maintenance industry of mechanical products
growing rapidly. In recent years, following the
maintenance technology improving, maintenance
mode optimization and maintenance strategy has
attracted many scholars, however, there were few
studies for maintenance assessment of mechanical
products based on deviation of weights in different
environment. Yang Dandan.et al [-3] proposed an
extension analytic hierarchy process, using format of
extension sector number to get the judgment of
experts subjective value, further to obtain the relevant
value for each indicators through extension judgment
matrix. Chen Bingfa.et al [*] proposed a new extended
fault diagnosis method with gray correlation analysis
and failure characters of mechanical products were
analyzed by gray correlation analysis, obtaining an
accurate correlation analysis through enlarging
samples of fault diagnosis. Kong Fansen.et al Bl used
extended analysis applying to engine cylinder body
production line. Adopting up-to-down system analysis
to define weight coefficients. Furthermore,
maintenance strategies were developed according to
the integration relationship degree. Zhang Xiong.et al
6] ysed extended method evaluating maintenance
support capacity of helicopter, by establishing an
extended matter element model under multiple
indicators, gaining a scientific and reasonable
evaluation process. Xiang Changcheng.et al [l
designed an extended immune algorithm, utilizing the
theory of self and non-self recognition in immune
system and immune clone selection, with the
combination of extension matter-element analysis and
extension set and applying in the fault diagnosis of

steam turbine. At the same time, the concept of
extension distance has been put forward and on the
basis of it the extension K nearest neighbor has been
designed which can be used for data classification and
fault diagnosis. Yang Yi et al [®] established an
effective evaluation index system of maintenance
support system by multi-level extension evaluation
method. In the existing research results, most research
has focused on using the extension method to specific
analysis on the strategy of mechanical products
maintenance and machine fault diagnosis, however,
there are few research on maintenance evaluation of
weights determination under different environment.
The paper established a new model for maintenance
management assessment, vertical determination for
priority of planned maintenance products concerning
about comprehensive influence of each indicators and
made lateral correlation analysis based on the given
standard indexes, until reached pre-determined
criteria of turn around time (TAT), providing a
reliable basis for ongoing analysis on maintenance
industry of mechanical products.

II. EXTENDED ANALYSIS BASED ON THE
STANDARD DEVIATION OF WEIGHTS

In the process of maintenance management of
mechanical products, finding the delay time for repair
and test is the key to solve TAT. By determining
weights of each maintenance indicators and analyzing
reasons of correlation analysis of each indexes for
planned maintenance mechanical products, seeking
the root of problem and putting forward improvement
opinions for the quality of mechanical products
maintenance.

In this paper, comprehensive assessment process
of extended maintenance management divide into
following two parts:

(1) Determine goal-index attribute matrix
according to the given data and weights of each
indicators were established through standard
deviation, thus getting weight vector of evaluating
matter element and value for each indicators of
mechanical products, then can find goal-improving
products based on the priority of planned maintenance
mechanical products.

(2) Hierarchy structure was established
according to maintenance management indicators of
mechanical products, determine data scope of
evaluation of matter element, put the improving
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products as evaluation matter element, then putting
each indicators of matter element into each
subordinate set to evaluate under multiple indicators.

III. THE EXTENDED MODEL BASED ON
STANDARD DEVIATION

A. Determination of weights coefficient

Adopting  standard deviation method to
determine the weights coefficients of evaluation
indicators. Take mid-range of each interval
determined by each classical domain subordinate set
as attribute matrix H, which Hu, expresses the
attribute value of products ¢ underindicator b is rap:

o h Fim
( ) | T Hym
ab Jpxm - .
an rnl rnm
a=1, 2, .., n; b=1, 2, ..., m (1

According to the charactor of maintenance
products, all the evaluation indicators are cost type
indicator. By cost type indicator dimensionless
method to attribute matrix, then get the dimensionless
attribute matrix Z=(Zap)n-m. Let W=(w1,w2,...wm)T be
the weight vector of evaluation indicators and
satisfied following the unit constraint conditions:

> =1 @)

Let S be the standardization of weight attribute
matrix:

WlHll W2H12 melm
_ WlHnl W2H22 WmHZm
WlHnl W2H112 WmHnm (3)

For the indicator b, standard deviation of each
products attribute value S, is defined according to
matrix S:

2
1 1
S, = ;Z(Habwb—;ZHabwbj =/w,0, 4
a=1

a=1

where,
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o ®)

T (©)

If indicator H, has few significant influence for
all mechanical products, that is to say the indicator Hp
has the same influence for all mechanical products. At
the same time, the priority would has no effect based
on this indicator. Obviously, this indicator may delete
or make its weight coefficient zero. Conversely, if the
indicator H, has great difference for each goal of
indicators, that is to say the indicator H, has
assignable influence for priority and this indicator
should give a large value. Assume all the selected
indicators have significant influence, then solve
following optimization model can obtain the optimal
weighted vector:

max ¢(W )= i w,0,
b=l ™

iwle

s.t. b=l

®)

By fomula (8), the optimal weights vector can be
obtained. Normalize above objective function value:

B i1} 9)

The results of normalization cannot be effected

to priority.

B. Establish classical domain and joint domain of
each evaluation matter element

According to the principle of analytic hierarchy
process,  hierarchy = model for maintenance
management optimization of mechanical products can
be established. Suppose there are ¢ mechanical
products and s catalog quantity of products, then the
catalog of evaluation of mechanical products can be
denoted as Ny, let C be evaluation indicators
corresponding to s, and Vog=<xog,yost> be the value
range corresponding to C, where Vi is the function of
C, sothe classical domain can be denoted as Rys:
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NOS cl <X 0s1 > y()s] >

ROs :(NOS,C,VOX): C:z <x032jy052 >

Ct <x0st’y0st > (10)

According to the standard matter Ny, joint
domain can be denoted as R,, where R, is the matter
element consisted by multiple standard matter. Owing
to Vos is the function corresponding to feature C,
feature value range of joint domain is larger than each
classical matter element.

N, ¢ <x,,y,>

RP:(N,,,C,VP): 02 <xp2’:yp2>
¢ <X,Y, > (an
Where, p represents summary of all the

evaluation catalog, namely value range of joint
domain contains all value range of evaluation catalogs
s, let Rn be the evaluation matter element for
mechanical product M:

M ¢ v
C A%

R, =(M,C,V)= S (12)
C \%

C. Determination for correlation function and

evaluation level
Define bounded interval Eo=(a,f), let Ey be the

value range for each matter element of classical
domain. Distance can be denoted as p(e,Eo),

p(e.E))=le

a+p ‘ p-a
2 2 (13)
According to formula (13) and characters and

formulas of correlation function Bl correlation
function can be denoted as K(e):

p(e’EO) ,ecE
K(e)=L&E) _|P(eE)=p(et)ra=pm T
D(e.E,E) p(e.Ey)

,eg E,

p(e.E)-p(e.E,) (14)

Where, Ep is the value rang of classical domain
of each mechanical products corresponding to C, E is
the value range of joint domain R, corresponding to
C.

According to formula (14), correlation degree of
each indicators for evaluation matter N; can be
calculated. Afterward, make superiority evaluation
based on detail actual requirements of maintenance
mechanical products.

IV. CONCLUSIONS

By determining the standard deviation of
weights, this paper can obtain the comprehensive
priority of all maintenance products corresponding to
each indicators, targeted to find maintenance products
which have obvious influence on enterprises TAT, and
providing effective data for ongoing lateral extended
analysis. Each value range of hierarchy indicators
were based on accumulated data and evaluation of
indicators can be determined by extended analysis,
this method can quantitatively and objectively reflect
the degree of character for each indicator, providing
the foundation for seeking the root influence of TAT.
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Abstract - Analyzed existing spatial data models, and
made sure the data model for the 3D geology spatial
database engine; Referring to the existing relationship
models, improved the topological relationship model and
relationship calculations to 3D geology spatial data ;
Discussed the existing space data management modes and
their scopes, found the storage style and structure for 3D
geology spatial data; Chose available spatial indexes and
query /analysis strategy for 3D geology space database
engine; Analyzed system structure and the characteristic of
existing space database engine, put forward the structure for
geology space database engine, and presented its work steps
in the update and query/analysis processes.

Keywords - 3D geology spatial data, spatial analysis,
spatial database engine, spatial data model, spatial
relationship model

I. INTRODUCTION

For traditional database cannot support all
requirements of spatial data because of the particularity of
spatial data (such as timing, multidimensional), spatial
database is called an occur. Most of existing spatial
database are built on the basis of relational database
management system(RDBMS), commonly known as the
spatial database engine (SDE, first proposed by ESRI
company), including ArcSDE, Oracle Spatial,
SpatialWare, DB2 spatial extender, Informix Spatial
DataBlade Module and SuperMapSDX+ [,

Compared to the spatial data in geographic
information system (GIS), underground geological spatial
data is more complex. We can only get discrete data by
special means (such as seismic, drilling) and then deduce
all data in underground 3D space for the invisibility of
underground solid. All analysis on the underground
geological data is based on the deduced data, and the
requirement of storing and processing these data is more
special. This paper researched on the key technology in
the design and development of 3D geological spatial
database engine (GSDE), including data model, relational
model, storage structure, spatial index, spatial analysis
and systemstructure 23],

II. DATA MODEL OF 3D SPATIAL DATA

In the design of 3D geological database engine, the
first problem is the expression of 3D geological spatial
data, to establish a data model of 3D geological data.
Spatial data model mainly includes three aspects as
follows: 1) Geometric model, which describes the spatial
morphology of geological bodies, such as shape, size,

location, etc.; 2) Topology model, which expresses the
relationship between geological bodies; 3) Property
model, which reflects the property features of geological
bodies, such as porosity, oil saturation [6],

Spatial data model is classified as wire frame model,
surface model, entity model and hybrid model. Surface
model and entity model are commonly used in geoscience.
Surface model represents bodies with solid boundary, do
not need to enumerate all internal point of bodies; entity
model represents bodies by filling the body space with
body element, which is easy to describe the property
features.

At present the main data model includes CSG TIN,
Grid, TEN, HEX and Octree. Each model has its
advantages and applicable scope. 3D geological model is
commonly represented by mixed structure model such as
TIN-Grid, TIN-CSG TEN-HEX, TIN-Octree, etc..
GSDE can adopt TIN-Octree mixed structure model. TIN
is a kind of surface model, expressing the surface
boundary of geological body and topological relation
between bodies, it is a kind of vector data format; Octree
is a kind of entity model, expressing internal structure and
property features of geological bodies. In applications
without internal properties such as visualization or spatial
relation representation, the TIN model is enough; in
applications involving internal properties of geological
bodies, Octree model is adopt, which is a kind of raster
data format.

In the TIN model, this paper subdivided four types
of vector 3D geological data, point, line, plane, body into
seven types as following: point (multipoint), line
(multiline), closed line, polygon, nonclosed TIN plane,
closed TIN plane, closed TIN body.

[I. RELATION MODEL OF GSDE

ESRI defines 7 basic spatial relations in the interface
of IRelationalOperator of ArcObjectS components: Equal,
Contain, Within, Disjoint, Overlap, Touch and Cross.

Wu and Shi considered there are ten kinds of spatial
topological relations in 3D space and there are twelve
kinds of basic spatial relations which can represent these
spatial topological relations ['l. The twelve kinds of basic
spatial relations include Disjoint, Equal, Touch, Cross, In,
Contain, Overlap, Cover, Cover by, Enter, Pass, Pass by.
The ten kinds of spatial topological relations include
point to point, point to line, point to plane, point to body,
line to line, line to plane, line to body, plane to body and
body to body 81,
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In this paper, the spatial data are subdivided into 7
types with 21 types of spatial topological relation as
following:

1) Point/point, point/line, point/polygon, point/nonclosed
TIN plane, point/closed TIN plane, point / body (closed
TIN);

2) Line/line, line/polygon, line/nonclosed TIN plane,
line/closed TIN plane, line /body (closed TIN);

3) Polygon/polygon, polygon/nonclosed TIN plane,
polygon/closed TIN plane, polygon/ body (closed TIN);

4) nonclosed TIN plane/ nonclosed TIN plane, nonclosed
TIN plane/closed TIN plane, nonclosed TIN plane / body
(closed TIN);

5) Closed TIN plane/ closed TIN plane, closed TIN plane/
body (closed TIN);

6) Body (closed TIN) / body (closed TIN).

In view of the expression and processing
requirements of geological entities, this paper defines
nine kinds of basic spatial relations, including Disjoint,
Equal, Contain, Inside, Overlap, OnBorder, Touch, Touch
by and Cross, to express these 21 kinds of spatial
topological relations. For convenience, the topological
relations except Disjoint can be classified as a class. Then
the spatial topological relation is summarized as two
kinds: Disjoint and Intersect.

IV. STORAGE STRUCTURE OF GSDE

Spatial data is managed mainly by three modes 7],
file mode, mixing file and database mode, database mode.
And database included relational database,
object-oriented database and object-relation database. The
most commonly spatial data management mode is

relational database mode or object-relation database mode.

Representative of the relational database mode is ArcSDE,
and representative of the object relation database mode is
Oracle Spatial.

There are two methods to store spatial data in the
relational database. One way is to split spatial entity into
basic points, lines, planes and store them. Another way is
to store it in a large field of binary data. The latter way is
popular and it avoids connection search operation and
retrieves property data retrieval fast. The drawback is that
SQL does not support spatial retrieval, and access
interface for spatial data should be developed.

Object-relational database itself provides support for
objects, especially the Oracle Spatial supports three kinds
of basic object types: points, lines and planes, and their
aggregates. With the object-relational database, efficiency
of storage and retrieval is very high.

Testing on 3D geological data shows that Oracle
Spatial can't satisfy the 3D data model, as shown in Table
I. In addition, Oracle Spatial does not support 3D index.
Therefore GSDE only uses the relational database mode.
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TABLE I
ORACLE SPATIAL’S SUPORT TO 3D GEOLOLY DATA MODEL

No. | Entity Type Support or Not
1 MultiPoint Yes

2 MultiLine Yes

3 Polygon Yes

4 Charactors Yes

5 Tin Yes

6 2D Raster Yes

7 3D Raster Not

8 BlockModel Not

9 Volume Not

10 Divided polyhedron Not

11 Spatial property field Not directly

V. SPATIAL INDEX AND ANALYSIS OF GSDE

Spatial index is a special data structure to store some
(or a group of) property of geological entity, it can
express some relation of spatial objects, such as location,
shape etc.. Through the spatial index, spatial objects in
accordance with query conditions can be quickly located.
There are many kinds of spatial indexes, and spatial index
technology typically include R-tree index, quad-tree
index, grid index, which are established based on the
minimum bounding rectangle of spatial entities. R-tree
spatial index is famous and fast, but complex to maintain
it, and it cannot guarantee the only path in the exact
match query. Grid index is simple to implement and easy
to maintain, and the lookup process is relatively simple.
In order to improve the efficiency, multilevel grid index
can be adopted 7?91, Concluded that, R-tree index applies
to the data with less variability, grid index applies to the
data which changes frequently.

The characteristics of database management system
and 3D geological spatial data model determines that the
spatial index of 3D geological spatial database engine
cannot be realized by the existing spatial index of
relational database. So spatial index can only be realized
by engine itself.

Spatial index itself is stored in the database. When
the spatial database engine starts to work, the spatial
index (such as R-tree index) is loaded into local backup;
some index structures (such as the grid index) work by
the way of SQL query, not being loaded to the local.

During the spatial analysis process, spatial retrieval
is executed with spatial index according to conditions to
find out the space object which conforms to require ments.
Two-step algorithm is applied in the process of retrieval
as following [8]: The first is filtering, which narrows the
target area through the spatial index, eliminates spatial
object which does not meet the conditions obviously, and
gets a potential candidate set; the second is refining,
which confirms the final result by detecting the accurate
geometric information. The process is shown in Fig.1.
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Space operator represents a spatial relationship and its operation mentioned above.
Fig.1. Two-step algorithm for Spatial Query

Considering some additional properties are stored in
the factor / entity table, the method of union queries with

Where

(property filtering)

~

Result of property query

/

property and spatial index can also be used to further
improve theretrieval efficiency, as shown in Fig.2.

Where

(space filtering)

S

final query result

Fig.2. Spatial Query with Attributes Filter

VL. SYSTEMATIC STRUCTURE OF GSDE

A. Three Types of Spatial Database Engine

The development direction of SDE can be divided
into three types, including built-in, middleware and
module. Built-in SDE directly expands DBMS (RDBMS
or ORDBMYS), represented by Oracle Spatial; middle ware
adopts the three-layer structure mode, represented by
ESRI company's ArcSDE; module SDE adopts the
two-layer structure mode, represented by SuperMap
SDX+. The three kinds of structures are shown in Fig.3
(Fig.3 is a simplified schematic, details see Fig.1, Fig.2
and Fig.3 in [2]).

Application Application Application
+

mTTTTTTY SDE (DLL)
1 M SDE Server

! SDE

[ 1

RDBMS
ORDBMS RDBMS

a. Inside mode b. Middleware mode c. Module mode
Fig.3. Three Structures for SDE

B. Structure Design of GSDE

The development of built-in SDE is too difficult and
just the database vendor can do it. Middleware SDE adds
a middle service layer, which makes it complex to use
and requires developers to complete the security control.
Module SDE uses the functions of database management
system, such as data security policy, user management
and concurrency control, and focuses on application. As a
spatial database engine for professional applications,

GSDE should be flexible, easy to use, efficient and
available in different database management systems.
Among the three kinds of development model, Module
model fits the requirements best, and is the easiest to
develop.

The working process of Module GSDE is shown in
Fig.4. When data is updated, the engine is responsible for
data processing (if necessary) and writes them to the
database with SQL statements, and updates the local
spatial index and ensures its synchronization with
RDBMS. During the query/analysis process, the engine
filters data according to the query command with spatial
index, loads the filtered result set, and then refines and
analyzes to get the final results. The process is shown in
Fig.4.

SDGSDE DB Server
YN
Spatial index <:j‘> \/
RDBMS

I update

::> preprocessing Ej‘>

a. Insert
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3DGSDE DB Server
Spatial index v
D RDBMS
Uery L | filtering —>
< :l refine/space analyze

N

b. Query/Analyze

Fig.4. Work Flow of 3D Geology SDE a.Insert b. Query/Analyze
VII. CONCLUSION

Because of complexity and diversity, it is difficult to
manage spatial data, especially 3D data. Because of the
differences of Spatial data and processing requirements in
different industries, spatial database engine must adapt to
specific data types and data model to implement fast
retrieval analysis in the vast amounts of data, it is a
feasible way to develop professional spatial database
engine according to the industry. The GSDE in this paper
is designed for 3D geological spatial data. It adapts to the
data model of 3D geological spatial data, satisfies the
query, calculation, and processing requirements of mass
data. It serves for virtual exhibition, spatial analysis, and
other applications. The GSDE has been implemented, and
applied in the Creatar platform which is developed by
Information Geology Laboratory of Peking University,
with good effect.
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!Abstract - The information service quality of internet
disaster prevention and mitigation depends on the service
of network platform. But there is the relation between
processing usefulness and content easy use of service. So
the hierarchical model of information service quality for
internet disaster prevention and mitigation with useful
index and easy use index is invalid. The paper applies
ISM to analyze hierarchical and directed dependency of
factors influencing information service quality for
internet disaster prevention and mitigation, and use cross
analysis to give set partition of factors based on their
dependency, and on this basis, gives a quantitative
measure and path evaluation of dependency. The result
provides reference model for evaluating information
service quality for internet disaster prevention and
mitigation by the service process of network platform.

Keywords - Disaster prevention and mitigation,
dependency, information service quality, ISM

1. INTRODUCTION

At the Internet age, network platform is an
important channel for disaster prevention and
mitigation information  services. Government
departments, meteorology, seis mology, health and other
disaster prevention and mitigation information
producers, through the official website, the official
microblogging platform, etc., provide information,
knowledge and alerts about the prevention and
mitigation for public consumers. In this process,
maintaining the usefulness and ease of the information
is the key to ensure public consumers disaster
prevention and mitigation of network information
service quality, and is an important link of service to
implement the prevention and mitigation goals. In the
service process of network platform, because
usefulness and ease of use have association, the useful
and easy to use index is difficult to maintain
independence for evaluating the disaster prevention and
mitigation of network information service quality.
Based on network information service process and
platform, discussing dependency of influencing factors
about the information service quality has important
implications for the proper evaluation of disaster
prevention and mitigation of network information
service quality.

"This research has been supported by Research Grant of Science &
Technology Department of Sichuan Province (Program No.
2012ZR0120) and Development Fund of Philosophy and Social
Sciences in the School (Program No. CCRF201004).

II. THE INFLUENCING FACTORS ABOUT THE
INFORMATION SERVICE QUALITY OF
INTERNET DISASTER PREVENTION AND
MITIGATION

About researching on the evaluation of service
quality of network information, Tao Lu [11(2008), Yang
Zhao 121(2009), Meng-hua Liang 31(2012), etc., When
evaluating the information service quality, they fully
considered the ease of use and usefulness. But Bo Gen
(41 (2012) and Chun-ji Liu 1 (2013) used perceived
usefulness and perceived ease of use in TAM model to
construct the influence factors of information service.
Thus, the ease of use and usefulness can be used as
indexes to evaluate information service quality of
internet disaster prevention and mitigation.

A. Usefulness

Usefulness means according to the possible harm
of environmental disasters, the public consumers have
the perception degree of information service utility of
internet disaster prevention and mitigation. Regional
matching degree, disaster harmfulness, update
frequency, interpretability, user connectivity, amount of
information, linkage, and so on, they are the main
factors that influence the usefulness of information
service quality of internet disaster prevention and
mitigation.

From the disaster perspective, different regional
climate and geographical environment is different, the
local natural disasters have obvious regional
characteristics. For the local economy and life, the
destructive power of the similar disaster in different
regions and different seasons is not same. Disaster
harmfulness is bigger, public consumers will more pay
attention on the information service quality of internet
disaster prevention and mitigation. Visible, the
usefulness of information service and the environment
(that is regional matching degree) is positive
correlation. From the information of disaster
prevention and mitigation, its quality decides network
information update frequency and the relevant
information interpretability. Fromthe public consumers,
the ability of understanding information, the ability of
obtaining information from the network platform, the
quantity of obtaining information and the effect of
guiding on actions (that is linkage) are terminal
influence factors of information service of disaster
prevention and mitigation.
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B. Ease of use

Ease of use refers to the ease of access to the
useful value of information service after the public
consumers adopt the network information service of
disaster prevention and reduction. So its influencing
factors include in authority, accuracy, timeliness,
platform connectivity, accessibility, intelligibility, etc.

From the information production, the information
of natural disasters has a correlation with public
consumers. The more authoritative the platform that
publishes information, the easier the public consumer
is convinced. The more accurate information, the easier
the public consumer adopts the information. From the
dissemination of information, the disasters are
characteristic of sudden occurrence. In the disaster
period, including pre disaster and post disaster, the
information of disaster prevention and mitigation
should be published by all platforms at the first time, so
it can maintain the public consumer terminal platform
connectivity. In order to cover a wider range of public
consumers, the network channels that public consumers
are most vulnerable to contact should be unblocked.
From the content of information service, to ensure that
the information service is ease of use, the information
of disaster prevention and mitigation should be popular
and easy to understand.

Y. Lietal.

C. Dependent relationship between usefiulness and ease
of use

By reorganizing the influencing factors about the
information service quality of internet disaster
prevention and mitigation, we can acquire the
hierarchical relationship of these factors, as shown in
Fig.1.

In Fig.1, the hierarchical relationship can't reflect
the dependent relationship between usefulness and ease
of use. Dependent relationship refers to the input -
output relationship of factors. The similarity of input
and output is greater, and then the dependency of
factors is stronger. The TAM model shows that
perceived ease of use has a direct influence on the
perceived usefulness Pl. In Fig.1, the factors of
usefulness and ease of use are related with the
information, and they have the interdependent
relationship. This breaks the independence between
factors. From the public consumer's point of view,
unless the information service of internet disaster
prevention and mitigation is easy to use, it can't display
its value and usefulness. So there is the dependent
relationship between usefulness and ease of use. In
summary, the hierarchical relationship of factors is no
longer suitable for analyzing the dependency between
factors.

[ The information service quality of internet disaster prevention and mitigation ]
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Fig.1. Hierarchical relationship of the influencing factors about the information service quality of internet disaster prevention and mitigation

II. ANALYSIS OF THE DEPENDENCY BETWEEN
INFLUENCING FACTORS ABOUT THE
INFORMATION SERVICE QUALITY OF

INTERNET DISASTER PREVENTION AND
MITIGATION

A. The analysis on directivity of factors' dependence

Factors' dependence has directivity. The
directivity illustrates the relation of factors' dependence
and the path of influencing the information service
quality. So using interpretative structural modeling
(ISM for short) [6] to analyze factors' directivity, we can
get to the hierarchical structure of influence factors.
The specific analysis steps are as follows:

(1) Through interviewing some experts in the
field of disaster prevention and mitigation or network
information services, the adjacency matrix for

expressing the binary relation of factors is established,
that is A = (aj;)1sx15- According to this matrix, the
reachability matrix “M” is established. Let x; and x;
represent the influence factor i and j respectively, ay;
represents the influencing relationship of x; and x;,
then

1, Theeffect of x; to x;

a:l.j =

0, The effect of X to X;

(2) Regional division. According to factors in
beginning set B(x) and reachable set R(x) (or in ending
set R(x) and ahead set A(x)), we can determine if the
region could be divided.



BOE P TAD S D E A N TR TS R S TR
[t 0o 0o 0000090 0 0 0 0 0 0
|1 1.0 0 0 0 000 0 0 0 0 0 0
x|1 0 1 0 1 1 0 1 0 0 0 0 0 0 0
st o0 1 1 1 0 1 1 0 0 0 0 0 0
|1 00 0 1 1 0 1 1 0 0 0 0 0 0
{1t 00 0 0 1 00 1 0 0 0 0 0 0

,omfr o000 0 0 0 0 0 0
x]1 00 0 0 1 0 1 1 0 0 0 0 0 0
{1t 00 0 0000 1 0 0 0 0 0 0
|0 10 0 0 0 0 0 0 1 1 1 0 1 0
%»]0 1.0 0 0 0 0 0 0 0 1 0 0 0 1
¥ |0 1 0 0 0 0 0 0 0 0 I 1 0 0 0
¥]0 10 00 0 00 0 0 0 1 1 1 0
x,JO 1.0 00 0000 0 0 1 0 1 0
;0 1.0 00 0000 1 0 0 0 0 1]
K Xy Xy Xy X Xy X X Ny Xy Xy Xy Xy Ky X

x[1 0 0 0 0 00 00 0 0 0 0 0 0

»[1t 1 0 0 0 0 0 0 0 0 0 0 0 0 0

xlt o 1 0 1 1 0 1 1 0 0 0 0 0 0

[t o0 1 1 1 0 1 1 0 0 0 0 0 0

[t o0 0 1 1 0 1 1 0 0 0 0 0 0

x]1 0 0 0 0 1 0 0 1 0 0 0 0 0 0

y_&|t o000 1 111 0 0 0 0 0 0

xx]1 00 0 0 1 0 1 1 0 0 0 0 0 0

xx$]1 0 00 0 0 0 0 1 0 0 0 0 0 0

x|[1 1 0 0 0 0 0 0 0 1 1 1 0 1 1

|1 100 0 0 0 0 0 1 1 1 0 1 1

x|l 100 0 0 0 0 0 1 1 1 0 1 1

x|l 10 0 0 0 0 0 0 1 1 1 1 1 1

x|l 1 00 0 0 0 0 0 1 1 1 0 1 1

sl 1 0 0 0 0 0 0 0 1 1 1 0 1 1]

(3) Level division, that is to determine the level of
each element in the region. Let P be the set of a
regional factors and Li, La,...,Li, if using Li, La,...,Li to
represent the factor set of each level from high level to
low level, then the level division can be expressed as
[1(P)=Li, Lo, ..., Li. Let Lo=d, then Li={x |x€P-Lo,
Co(xi )=Ro(x), i=1,2,...,15}, Lo={x |x € P-Lo-Lu,
Ci(xi )=Ri(x), i<16}, ..., Li={x |%€P-Lo-Li-...-Lx-1,
Ci-1(xi )=Ri-1(x:), i<15}. According to sub-matrix of set
P-Lo-Li-...-Lk.1, we can get common set Ck.1(x) and
the reachable set Rk-1(x;). Thus, we can get the result of
level division for influencing factors about the
information service quality of internet disaster

Usefulness x;
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prevention and mitigation:
(P)=L1,L2,L3,L4,L5,L6,L7={x1 },{x,%0},{X6 },{xs },{Xs
X7}, 4X3,%4,X10,X1 1,X12,X14,X15 },{ X13 }

(4) According to the level division in the third step,
we can adjust the row and column of reachable matrix,
and then get a skeleton matrix “A"” by the contraction
and detection of adjusted matrix.
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(5) According to the skeleton matrix, we can
establish the hierarchical structure of influence factors,
as shown in Fig.2.

From the hierarchical structure model, we know
influencing factors are divided in seven levels, from the
bottom to the top, the arrow indicates the direct or
indirect dependent relationship between the various
factors. The usefulness in first layer directly depends
on the ease of use and linkage in second layer, and
indirectly depends on the factors in third and seventh
layer. It is the essential factor to measure the
information service quality of internet disaster
prevention and mitigation. From the fifth layer to the
seventh layer, user connectivity, regional matching
degree, disaster harmfulness and platform connectivity
don't depend on other factors, and they are depended
on by other factors, so they are elementary factors to
measure the information service quality of internet
disasterprevention and mitigation.
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Fig.2. the hierarchical structure of influence factors about internet disaster prevention and mitigation

B. The analysis of dependent strength

The dependency of factors has some strong or
weak distinction. If the dependency of factors is strong,
the extent of influencing the information service
quality of internet disaster prevention and mitigation is
stronger and more direct. The input and output of
factors can represent the dependent strength between

factors. So we can use the number of input factors and
output factors to estimate their strength and weakness.
The number of input factors refers to the number of
factors that influencing factor x; directly or indirectly
depends on; The number of output factors refers to the
number of factors that directly or indirectly depend on
influencing factor x; . By cross analysis of two
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dimensions of input factors and output factors, we can
get their partitioning. Through reachable matrix in part
3, we can obtained the number of input factors and
output factors, as shown in Table I. Usefulness factor

Y. Lietal.

depends on all the other factors, but other factors don’t
depend on it. Its dependent strength is clear. So it is
omitted in cross analysis. The result of cross analysis is
as shown in Fig.3.

TABLE I
THE NUMBER OF INPUT/OUTPUT FACTORS

influencing factors x2 x3 x4 x5 x6 x7 x8 x9 x10 xII x12 x13 x14 xI15 [ Numberofoutput factors
x2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1
x3 0 1 0 1 1 0 1 1 0 0 0 0 0 0 5
x4 0 0 1 1 1 0 1 1 0 0 0 0 0 0 5
x5 0 0 0 1 1 0 1 1 0 0 0 0 0 0 4
x6 0 0 0 0 1 0 0 1 0 0 0 0 0 0 2
x7 0 0 0 0 1 1 1 1 0 0 0 0 0 0 4
x8 0 0 0 0 1 0 1 1 0 0 0 0 0 0 3
x9 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1
x10 1 0 0 0 0 o 0 0 1 1 1 0 1 1 6
x11 1 0 0 0 0 o 0 0 1 1 1 0 1 1 6
x12 1 0 0 0 0 0 0 0 1 1 1 0 1 1 6
x13 1 0 0 0 0 0 0 0 1 1 1 1 1 1 7
x14 1 0 0 0 0 0 0 0 1 1 1 0 1 1 6
x15 1 0 0 0 0 0 0 0 1 1 1 0 1 1 6
Number of input factors | 7 1 1 3 6 1 5 7 6 6 6 1 6 6
of factors are more. They have strong dependence and
are easy to interrelate. So the effect on the information
z service quality of internet disaster prevention and
EN . mitigation is not stable. In part II1, the input quantity of
g e T e factors is less, the output quantity of factors is more,
= [y XX I and their dependence is weak. Other factors are
5| o I {0 @ X10,X11,X12, %14, ;
EXRN « \ \ X5 i dependent on them. So they play a key role in the
gl _— 3 e e information service of internet disaster prevention and
g ~ % T mitigation.
____________ The dependent strength of factors can be
e T - quantified. On the basis of similarity thought in
7 ks I ™ literature [7], we can measure the similarity of input
{ :. factor and output factor, the more the similarity, the
Nox Xaxa B dependence of factors is stronger. For factor i, let the
. ® e 7 .
__________ ® e number of input factors be [; , let the number of
Number of GUEPUE factors output factors be O; and let the dependent strength

Fig.3. Result of cross analysis

By the cross analysis, the dependent strength of
factors will be partitioned. The factors with strong
dependence have a great effect on the information
service quality of internet disaster prevention and
mitigation; the factors with weak dependence are key
factors of improving the information service quality of
internet disaster prevention and mitigation. In part I,
the input quantity of factors s many, the output
quantity of factors is few, and their dependence is
strong. In part II, the input quantity and output quantity

(similarity) be D, then

1.
L= —1
D; =

o, @
The dependent strength of influencing factors is as
shown in Table II. The dependent strength of
usefulness s maximal; it directly determines the
quality of network information service. The dependent
strength of factors, such as regional matching degree,
disaster harmfulness, user connectivity, platform
connectivity, they are the basic and important factor to
measure the quality of network information service
[8-10].

TABLE II
THE DEPENDENT STRENGTH OF INFLUENCING FACT ORS

Influencing factorx; X1 X X3 X4 Xs X X7 Xs
Dependent strengthD; | 0.938 | 0.778 | 0.143 | 0.143 | 0.375 | 0.667 | 0.167 | 0.556
Inﬂuencing factor X X9 Xlo X11 X12 X13 X14 Xls
Dependent strength D; | 0.778 | 0.462 | 0.462 | 0.462 | 0.111 | 0.462 | 0.462

C. The evaluation method of dependence paths
According to dependence paths, the public
consumers can evaluate the information service quality
of internet disaster prevention and mitigation. The
evaluation of single dependence path (such as
X3-Xs5-Xg-X6-Xo-X1 ) reflects the information service
quality of factors on this path. If the dependent strength
of factors is strong, they are more likely to affect the
service quality. The synthesis evaluation of all paths
reflects the overall level of the information quality [11,
12].
If m represents the number of factors on the path,
D{(i =1,2,-:-, m) represents their dependent strength,
x; represent the scaling value of factors (the values
range of x; from a to b, a represents the minimum

value and b represents the maximum value), T
represents the effect of these factors for the
information service quality of internet disaster
prevention and mitigation, then
T =X, Dix, @

”Di” is the standardized dependent strength. The
dependent strength of factors on different path has the
different order of magnitude, so it is necessary to
standardize for them. The processing method of
Standardization is seenin [7].

T value reflects the information service quality of
internet disaster prevention and mitigation. If T value is
close to “b”, it indicates the good service quality;
convemsely, if T value is close to “a”, it indicates the
poor service quality [13, 14].



D. applied analysis
Taking "http://www.eqsc.gov.cn/" for example,
through observing this site and questionnaire, we can
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gather the scaling values of factors, such as Table IIL.
These scaling values are from 1 to 5, and they
respectively represent very poor, poor, good and
excellent [15-17].

TABLE III
THE SCALING VALUES OF INFLUENCING FACT ORS

influencing factorx; | Xi | Xo | X3 | Xu | X5 | X6

X7 | Xs | Xo| Xio | Xu | Xio [ Xuz [ Xua | Xis

scaling valuex; 4 3 5 4 4 3

3 13 4 4 5 4 3 4 3

Ifa single path is used to judge the service quality
of "Sichuan FEarthquake Administration", such as
“X3—Xs5—Xg—X6— Xo—X1”. The dependent strength
of factors on this path is expressed as
[X3,X5,X8,X6,X9,X1], then it is normalized as
[0.041,0.109,0.161,0.193,0.225,0.271]. By equation (2),
"T" is 3,688, so the service quality of this path lies
between grade "good" and grade "excellent". If all
paths are used to judge the service whole quality of this
website, by the same method, "T" is 3.693. This shows
that the service quality is above the average in general.

If T value of each path and whole website are
compared, we can further judge the service quality and
find out the way to improve the information service
quality of internet disaster prevention and mitigation.

IV. CONCLUDING REMARKS

In this article, the influencing factors about the
information service quality of internet disaster
prevention and mitigation are constructed from two
angle of the usefulness and ease of use. Using ISM, the
hierarchical structure of influence factors is established.
By this structure, the dependent relation and dependent
strength between factors are analyzed. Through cross
analysis, the partitioning of factors and the quantitative
calculation methods of dependent strength are
proposed, then the evaluation method of dependence
paths are put forward. At last, through the application
analyses, this evaluation method is shown to be
exercisable and feasible.

Through the dependence path, the information
service quality of internet disaster prevention and
mitigation can be evaluated. If using some factors to
evaluate, we can know the service level of part factors;
if using all factors to evaluate, we can know whole
service level. According to the service level, we can
find the reasons of affecting the service quality and
further improve the information service quality of
internet disaster prevention and mitigation. In addition,
according the evaluation results of dependence paths,
we can compare all walks of life from the horizontal
and vertical dimensions. This will provide the reference
for improving the service quality of network
information.
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Abstract - The lack of a comprehensive retrieval method
for aircraft fault case knowledge had caused some sharing
and reusing problems. To deal with this, research about the
method of knowledge representation and semantic retrieval
method based on ontology was carried out. Ontology model
of aircraft fault case knowledge was established according to
the particularity of aircraft fault domain and the actual
demand of knowledge sharing and reusing. With Chinese
segmentation tools and Lucene retrieval tools, three main
issues in semantic retrieval were solved, namely, fault case
indexing, semantic extension and ranking mechanism. A new
semantic similarity calculation method focus on semantic
distance, hierarchical factor, coincidence of superior and
subordinate concepts was proposed. The original ranking
mechanism was modified according to the semantic
similarity. The prototype system of semantic retrieval was
developed based on this approach and was used successfully
to raise the precision and recall values. Results show that
user’s requirements in semantic retrieval were satisfied.

Keywords - Ontology, semantic extension, semantic
retrieval

I. INTRODUCTION

The huge increase in the amount and complexity of
fault case knowledge in the process of aircrafts’ daily
maintenance and support activities caused an excessive
demand for tools and techniques that can obtain valuable
information from huge amount of information accurately
and efficiently. Current practice in information retrieval
mostly rely on keyword-based search over full-text data,
however, such a model misses the actual semantic
information.

Ontology [, proposed for knowledge representation,
provides a common standard of concept understanding
and supports the sharing and reusing of knowledge, and
has become the backbone of semantic information
retrieval. Currently, the research on ontology-based
semantic retrieval has made certain achievements: Sonor
Kara [2] applied the rule-based inference to the football

field, which improved the performance of retrieval system,
hui-ying gao Bl put forward the model of enterprise
content retrieval, and made it possible to get the implied
semantic information of user that the keyword-based
method cannot get. However, when it comes to aircraft
fault case, such a model loses its power. Combining the
usability of keyword-based retrieval technologies is one
of the most challenging areas in semantic searching, all
the efforts towards increasing retrieval performance user-
friendly will eventually come to the point of improving
keyword-based semantic technologies.

To deal with this issue, ontology model of aircraft
fault case was established according to the particularity of
aircraft fault domain. The method of semantic similarity
computation based on hierarchical structure and logic
relations of ontology was carried out, and was used
successfully to make semantic extension for query words.
The similarity score calculation formula in Lucene was
also improved on the base of semantic similarity, which
made the query results become more accurate. The main
concern in this study was achieving a high semantic
performance in fault case domain. The method had been
proved to have increased the precision and recall values.

II. FAULT CASE ONTOLOGY DESIGN

Fault case knowledge consists of concepts, logic
relations and restrictions between concepts in the field of
aircraft fault. It is an objective description of fault case
features and their processes. Basic knowledge
composition of fault caseis classed in three categories:

1) Basic information: information source, fault
location, fault date, plane type,user units, etc.

2) Description information: fault occur time, fault
position, fault phenomenon, fault effect, etc.

3) Process information: fault discrimination, fault
part, fault mode, fault cause, fault handing, etc.

# UngualifiedManu
facturing

4 Decomposi
ss2mbly
e !

ition-A
& Abrade

——t
Fa| @ Assel

s £ EnvironmentaCaon
trolSystam

]

& AirConditioni
GoordinateV/ b—

Ol © E’""""’“”f—o'.::/’-k‘(ﬁﬁ

) StandardGompone I
nt.

= T-WETTAnIC
alVibrationM ete...

4 Enginelndicator

] ol ystem

I — E 0 MechanicalMajor ]
L® LangingGear T T
A \ihee|l nadDewic | |

j [ A Plarestuctures |

0 EmergencyPowsrE e]CcIIectnr "

lectricalSystem:
T

& EPU-SwitchContr
Box

# Frontwhes| @ MotwvationSyste
hannel-C ; m
4 ! e
’ i ainP umpl omntrar a Fl|g iCorirols
. TGl @ FlyRecadinaSys =
| oup

tem (¥ Elsctro-ErviCon

fan [l Sysem
cinginterface p—

Fig.1. Fault case ontology model

E. Qi et al. (eds.), Proceedings of the 21st International Conference on Industrial Engineering

199

and Engineering Management 2014, Proceedings of the International Conference on Industrial Engineering
and Engineering Management, DOI 10.2991/978-94-6239-102-4_42, © Atlantis Press and the authors 2015



200

All these knowledge were combined in strong
hierarchical and logic relations. A central fault case
ontology was designed according to this, which was
utilized by nearly every aspect of the model, especially in
semantic extension. Thus the overall performance of the
model is highly dependent on its quality. According to the
definition of ontology proposed by Gruber, ontology is a
clear and formal specification of domain concepts ¥, the
ontology engineering phase was an iterative development
process. Fault case ontology was finally ended up with
containing 69 classes, 89 properties and hundreds of
individuals [3]. Part of the structure can be seen in Fig.1.

II. SEMANTIC EXTENSION AND SEMANTIC
SIMILARITY COMPUTATION

Semantic extension is one of the most important parts
of ontology-based semantic applications. It is the process
of expanding a keyword to two or more relevant words by
synonym extension, ontology concept extension and
ontology individual extension. Extending the query words
semantically makes search results much more
comprehensive. Obviously, as the extension words cannot
replace the original words entirely, it is necessary to
calculate the semantic similarity degree. We proposed
semantic similarity calculation model on the basic of
synonym extension, concepts extension and individual
extension.

A. Synonym Extension

There are large numbers of colloquial expression for
each terminology, such as abbreviations, nickname,
idioms, etc. For example, “Fa Dong Ji” is commonly
known as “Yin Qing”. In order to get all the concepts,
individuals and properties of ontology, Jena tools was
used to parse the fault case ontology and generate a user
custom dictionary [°]. Add synonyms and near-synonyms
for the words in the dictionary, and define their similarity.
Table 1 gives an idea about the similarity for different
type of relations.

TABLE I
SYNONYM TYPES AND SIMILARITY
Relation Type  Similarity —Description

Synonyms 1.0 Has the same meaning, canreplace each
other
Near-
synonyms 0.9
strong
Near-
synonyms 0.8
middle
Near-
synonyms 0.6
weak
Nickname 1.0
Abbreviations 0.9

Can replace each otherin most cases

Can replace each otherin some cases

Can replace each otherin few cases

Can replace each other
Can replace each otherin most cases

B. Ontology Concepts Extension and Similarity

Ontology concepts extension is frequently used in
semantic retrieval to express the wuser’s query
requirements. To obtain more comprehensive and

Q. Keetal.

effective query words, we need to calculate the similarity
between concepts and take the ones that reach the
threshold as new query words [7-81,

Current studies on semantic similarity of ontology
concepts are carried out in two main categories - 101
namely, structure-based method and feature-based method
0L 121 Structure-based method is simple and high
efficiency, unfortunately, this method relies on the
integrity of the semantic links and semantic coverage,
which restricts the improvement of accuracy. And the
feature-based method is required to adjust the parameters
to balance the proportion ['3], resulting in poor generality.
To make up the shortcomings of them, the model to
calculate similarity with semantic distance, hierarchical
factor and the coincidence of superior and subordinate
concepts was carried out, which made it more
comprehensive.

When two ontology concepts have common semantic
features, we define them semantic similar, and use
sim(A,B) to represent the similarity between concept 4
and concept B. The similarity is defined as follows:

1) The value of sim(4,B) belongs to [0,1], namely
sim(4,B) €[0,1].

2) The similarity of two completely similar concepts
is 1, namely sim(A4,B)=1, if and only if 4=B.

3) The similarity of two concepts that have no
common features is 0, namely sim(A4,B)=0.

4) Similarity is with symmetry, namely sim(4,B)=
sim(B,A).

1) Semantic Distance

Semantic distance refers to the length of the shortest
path linking two concepts in the ontology diagram [14]
when all the edge length of the diagram is 1. We use
dis(A,B) to describe the semantic distance of concept A
and B. Generally speaking, dis(4,B) represents a real
number belongs to [0,<°]. If dis(4,B)=o, sim(4,B) =0,
and if dis(4,B)=0, sim(A,B) =1 . Moreover, when the
difference between two groups of semantic distance is
fixed, the bigger the distance is, the smaller the difference
between their similarities is, which means the function of
similarity about semantic distance should be concave. To
sum up, equation (1) is suitable for calculating similarity.
For example, as is shown in Fig.2, dis(/,G)=1 ,

dis(JJ)F) =3 , then we can get
sim(J,G)=e "9 =e¢™' 2 0.36788 , and
sim(J,F) = e™ """ = ¢ ~ 0.04979

sim(A, B) = e ™*¥ 6}

é (E) /FZ (

Fig.2. Ontology diagram.
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2) Hierarchical Factor

In the hierarchy structure of ontology, the concepts
were classified from coarse to fine, big to small, as a
result, the similarity between concepts which are at the
level far from the top level is greater than the ones
nearer!>], meanwhile, the similarity increase with the
decrease of level difference between the concepts. In
other words, semantic similarity of any concepts increase
along with the increase of the sum of their level, and
decrease with the increase of their difference. Another
thing to note is that, similarity should be between 0 and 1.
Ultimately, equation (2) can explain the relation between
similarity and concept level.

level(A) + level(B) 2
2L(]level(4)—level(B)| +1)

level(A) represents the level where concept A is. L
represents the height of ontology. For example, the
similarity of concept H and E in Fig.2 should be
sim(H,E) = level(H) + level(E) _ 4+3

2L(level(H)—level(E) | +1) 2x4x(|4-3]+1)

3) Coincidence of Superior and Subordinate Concepts

Coincidence of two ontology concepts, a percentage,
is the ratio of their common superior and subordinate
concepts numbers to all of their superior and subordinate
concepts numbers. Obviously, similarity rises as
coincidence increase. Considering the concepts with
certain logic relations have greater similarity, the relative
concept’s direct superior and subordinate concepts should
be taken into consideration when calculating their
coincidence. Again, take Fig.2 as an example. Concept 4,
B,C, D, E,F, H, I J are all the superior and subordinate
concepts of B and F, among them, 4, B, C, D, E, F are the

sim(4,B) =

=0.4375-

concepts they share, thus, coincidence of B and F is 0.667.

Introduce logarithmic function, and finally we get
equation (3) as the similarity formula. Thus, the similarity
of B and F is

sim(B,F) =In(1+| % ) =In(1+0.8) ~0.58779 .

A B
sim(4,B) = In(1+| con(4) ncon(B) ) 3)
con(A) U con(B)

con(A4) represents the set of all the superior and
subordinate concepts of 4.

Synthesize each kind of situation above, the
comprehensive similarity of ontology concepts comes to
be equation (4).

sim(A, B) = ausim (4, B) + Bsim, (4, B) + ysim,(4,B) (4)

sim(A4,B) , sim,(4,B) , simy(A,B) represent the

similarity of sematic distance, hierarchical factor and the
coincidence of superior and subordinate concepts,
respectively. «, [, y are regulatory factors.

C. Ontology Individuals Extension

Ontology individuals extension is the third kind of
sematic extension, if the query keyword matches any one
of ontology individuals, then firstly obtain each property
of the matched individual, and combine them with the
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original keyword as a set of new query word, whose
similarity with the original word is 1. After that, find the
concept which the individual belongs to, and make
semantic extension as the method mentioned in last
section.

IV. SEMANTIC RETRIEVAL MODEL

For the detail process of semantic retrieval, a
semantic retrieval model based on fault case ontology was
established, as is shown in Fig.3. We adapt a semantic
indexing approach based on Lucene indices. The idea is
extending traditional full-text index with the extracted and
inferred knowledge and modifying the ranking
mechanism so that the fault case containing overall
information gets higher rates. The details of the index
structure and ranking mechanism are given in Section 4.1
and 4.2 respectively.

User Input
Keywords
Natural language
. ~ | Word Segmentation <—< Lexicon
owledge Ba:

Fault Case Base .
Synonym Expansion
Individual Extension

. Concept Extension
‘ Ontology Matching }—» LogicPExtension

1 Ontology Reasoning

—————
Fault Case
Ontology

‘ Build Index

Index File Query

Order Results

Fig.3. Semantic retrieval model for fault case

Semantic Similarity
Conputation

A. Index Structure

The structure of semantic index has utmost
importance in the retrieval performance. We constructed a
Lucene index such that aims at different kind of fault case
knowledge. Generally, fault case were stored in database,
retrieve attribute items can be divided into four types
according to their different effect and different retrieval
mode:

1) Constraint condition attribute items: This type do
not need word segmentation to extract features, we
mapped them with index files directly, fault part and
plane type are typical examples.

2) Content attribute items: This type of knowledge
need to go through word segmentation, and link the
features to index files, for instance, fault phenomenon.

3) Database location attribute items: Location
information of fault case knowledge, a parameter of
database associate with index files.

4) Primary key attribute items: With global
uniqueness. Index files are connected with database with
real-time updates.

On the basic of different type of knowledge, we work
out different mapping methods, they ultimately become
feature-based indexing. This is especially important if the
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query is natural narrations. Segmenting the query into
words, and linking them to features tolerate the
incomplete query information, thus ensures at least the
recall values.

B. Searching and Ranking

First of all, segment the query word ['®]. To ensure the
accuracy of the segmentation, Jena tools was used to
parser ontology. At last, all the concepts, individuals and
properties were parsed out, and added to segmentation
thesaurus. Then words without real meaning, such as
prepositions, quantifier, and adjectives, were filtered, then
anew keywords group was born. Next, determine whether
each keyword belongs to the ontology, and divide them
into ontology words and non-ontology words.

In traditional key word search, the query word usually
contains nothing but the word itself, which severely
restrict the recall ratio of search results. Since semantic
extension is a key step of semantic retrieval, we extend
ontology words and calculate the semantic similarity
between them, once threshold similarity is reached, the
words would be taken as new query words.

Indexed data usually contain just their raw text
associated with that data. Lucene can easily handle such

Q. Keetal.

indices and its default ranking mechanism (5) gives
usually good results.

q represents query word, score(q,d) represents the

ranking score of fault case d, ¢.d represents a term of ¢,
and ¢f(z.d)is the term frequency in each fault case. idf(z)

represents the term frequency in inverted fault case.
boost(t. field .d) is the weight value of fault case field.

lengthNorm(t. field . represents the number of term in
its  field.  coord(q,d) s

queryNorm(q) is normalization constant of query words,

coordination  factor.

it is the sumof squares ofeach item.

However, the extended words has complex indices,
and should be handled carefully. Considering the
extension word are associated with the original word in
semantics, the ranking mechanism of Lucene may not be
appropriate. For example, if an extension word has higher
frequency, or an original word has too many extensions,
their effect on the score may go over that of others’,
which would make the results far away from authenticity.
In order to take advantages of our ontology-aided
similarity, we slightly modified the default querying and
ranking mechanis mof Lucene. The improved equation (6)
and (7) is far more suit for semantic retrieval model.

score(q,d) = Zz,q (tf(t.d) x idf(t)* x boost(t . field .d) x lengthNorm(t . field .d))x coord(q,d)x queryNorm(q) ®)

score(q,d) =

zer.q(tf(et.d) xidffet)’ x boost(et . field .d) x lengthNorm(et . field .d) x sim(et,t) < w,

et represents extension word of ¢, w,, is weight of et
in all of #’s extension words, which can be get by equation

™.

After analyzing large number of fault case, we
concluded that different fault major have different fault
rate. For example, the fault rate in avionics was much
bigger than that of armament, which brought more fault
case to avionic than armament. Therefore, simply
calculating the frequency in all fault case is not enough,
several fields were set on the basic of different major,
each of which has different weight which depends on their
fault case number. We called it boost(t.field.d). It means
that the field with less fault case would has bigger weight.
Thus, the search results would rank as their score more
reasonable.

V. CONCLUSION

In this paper, an ontology-based semantic retrieval
model and its application to fault domain were
constructed, which includes ontology construction, fault
case indexing, semantic extension and semantic score
ranking. During the application of the model in fault case
domain, we observed that ontology-based semantic
extension greatly boosts the precision and recall values.
Moreover, the improved ranking mechanism further

sim(et,t)

WL’t.t —
S st

)x coord(q,d)x queryNorm(q) ©

™

improve the performance and allow complex domain-
specific queries to be handled successfully. Having
observed the success in fault case domain, we presume
that similar performance can be achieved in other
domains as well by constructing relevant ontology and
modifying the ranking mechanism for different domain.
We also plan to further improve semantic retrieval by
using information extraction technology to populate
ontology.
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Abstract - Research on the non-smooth problems in the
nonlinear support vector regression. A nonlinear smooth
support vector regression model is proposed. Using a
generalized cubic spline function approach the non-smooth
part in the support vector regression model. The model of
the nonlinear smooth support vector regression is solved by
BFGS-Armijo. Then, the approximation accuracy and the
astringency of the generalized cubic spline function to the
¢—insensitive loss function were analyzed. As a result, we
found the four-order and six times spline function’s
approximation effect is better than other smooth functions,
and the nonlinear smooth support vector regression model,
which be proposed in this paper is convergent.

Keywords - Kernel, nonlinear, spline function, support
vector regression

I. INTRODUCTION

Support vector regression (SVR), a support vector
machine (SVM) [1] for regression, has been widely
applied to the fields of machinery fault diagnostic
technique, dynamics environmental forecasting, and
earthquake prediction. Based on VC dimension and
structural risk minimization, it can solve some practical
problems such as sparsity, nonlinearity, high dimension,
etc. However, in practical applications, the training data
sets in some important fields, such as telemetry data of
rockets and missiles and data of human experimentation
of vaccine, are sparse, of small size and contaminated by
noise. This may decrease the generalization ability and the
prediction accuracy of the algorithm. One way to solve
this problem is to improve algorithm structure. Recently,
several new SVM learning algorithms have been proposed
for more powerful generalization ability. Such as
proximal support vector machine(PSVM) [2], least
squares support vector machine(LSSVM) [3], Primal twin
support vector regression [4], Least squares twin support
vector machines [5] and twin support vector
regression(TSVR) [6] etc.

In this paper, we propose a new model of nonlinear
smooth support vector regression. Generally, smooth
support vector machine achieves smooth effect by
approximating the square of ¢ - insensitive loss function.
However, in this paper, we propose a new full smooth
cubic spline function, it with 4-order differentiability, to
approximate the ¢-insensitive loss function directly.

II. THE MODEL OF NONLINEAR SMOOTH
SUPPORT VECTOR REGRESSION

Given a training set {(x,y,)}, with (x,y)eR"xR
(i:1,2,'-~,m) . ]-Et y:(yl,y27.">ym)r .
denoted by 4, , y=0,»"5y,) is denoted by ¥ .

x,(i=1,2,m) is

Recording ee R" as a column vector components are all
ones. Mark we R" as the weight vector, »e R as bias. For
linear support vector regression machine [7] it, hoping to
find the linear regression function f(x)=w’x+b , makes
small deviation from it with the training points. That is, to
meet the constraint optimization problem
min l(a)Tce) +b7)+Ce"E
(@,b)eR™!

s.t. 2{}Y—(Aco+b)‘ —ec<&,820
Here C>0is a penalty parameter, & is a slack

M

variable, which used to reflect the training points fall on
the parallel insensitive interval.

For the nonlinear support vector regression machine
[8], looking for the nonlinear regression function satisfies
the constraint optimization problem

min l(wTw+b2)+CeT§
(w,h)eR™! (2)
st [V =(K(A,ANo+b)|-es <& E20

Here K(x',x,) is a nonlinear kernel [9], K(A4,4") is

the kernel matrix. In (2) let the slack variable & be the
following form:

&=|¥ —(K(4,4")0+b)| 3)

Here \L is the - insensitive loss function [7]

)" and —g} . By

substituting & in (2) by (3), then we can have an

‘x‘c = (‘x, X, X,

m

X.

i

) PER) A €=maX{0, X;

unconstrained optimization problem:

min l(wTw+b2)+CeT‘Y—(K(A,AT)w+b)L 4

(@,b)eR™ D
However, ‘Y—(K(A,Ar)w+b)‘€ in model (4) is not

differentiable. Thus the model (4) is not smooth. In order
to apply the fast optimization algorithm, we need to
introduce a smooth function to approximate the &-—
insensitive loss function to make the target model smooth.
In this paper, to make (4) smooth, we achieved the
following model:
( l]‘r)lin %(w7w+b2 )+Ce" f(¥ —(K(A,ANw+b).k) (5)
,b)eR"™!
f(x)is a smooth function, which approximates the ¢—
insensitive loss function.
In literature [2, 10, 11], they solved the model as
follows:
. 1 r R C &
min E(w w+b )+Ez

o
(w.b)eR P

v, ~(K(A4. AN+ (6)

All of them, using smooth function approximate
positive sign functions firstly, then transforming the

function, in order to make H: smooth. The six
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polynomial function put forward in the literature [2] as
follows:
1

P (k) = 32k(k“x‘uS x' +15K67x" +16kx +5), x| <1/ k
[UASAd -

(x), ‘x‘ 21/k

The literature [11] put forward using 3-order spline
function approximate the positive sign function. In
literature [12], using the Sigmoid function to approximate
the positive sign function. The above mentioned practices
achieve the smooth model, but lead to the order of
functions be too great, the computational be too complex.
In this paper, to approach &— insensitive loss function,
through the translation transformation of the 4-order six
times spline function, we obtain the nonlinear smooth
support vectorregression based on the model (5).

™

II. PERFORMANCE ANALYSIS OF SPLINE
SMOOTHING FUNCTION

A. Structure and accuracy analysis of smooth spline
function
Definition 1 ['3): Let (), be the positive sign function,

(x), =max{0,x} ,k >1,(0,3)is one point on the yaxis. In
the interval [-1/k,1/k], —1/k, O, 1/k are nodes of
S(x,k). If S(x,k) satisfies:

(1) S(-1/kk)=0,d=1,2,sm , S(-1/kk)=0
S(0.k) = ;s
@ S/ kk)=0,d=2,m ,  S(/kk)=1

S(1/ kyk)=11k ;
(3) 5 (0+0)=5"(0-0),d =1,2,+m .
Then S(x,k) is called m-order full smooth spline
function, which approximate (x), .
Lemma 11'*F Let (), be the positive sign function, & >1.
~1/k, 0, 1/k are nodes in the interval [-1/k,1/k] .
Constructing 4-order six times smooth spline function
S,(x,k) approximate (x),
—k5x62/48+5k3x4/16—5k2x3/6} <17k
S, (x,k) =4 +15kx" /16 +x/2+5/48k
X ‘x‘zl/k

+

)

Theorem 1: Set £>0,k>1, x,=e—1/k,x,=&,x,=c+1/k
x,=—¢-1/k,x,=—&,x;=—¢+1/k are nodes in the
interval [-&£—1/k,e+1/k], using the generalized Three-

moment method, can construct 4-order six times spline
function as follows

S(x,k) = Sy(=x = &,k) + Sy (x — £,k) )
to approach &— insensitive loss function. Here S,(x,k)
defined by (8).
Proof

According to the definition of &-— insensitive loss

function [x|_ :max{O, —8} =(x—¢), +(—x—¢),.

X|

L. Tian and X. Zhang

By lemma 1, it is easy to construct the 4-order spline
function shown by (9) to approach || .

Lemma 2 '4): xe R, S,(x,k)is defined by (8), then

(1) S,(x,k) meet the 4-order smoothness conditions;

@) Sy(x.k)2(x), -

Theorem 2: &£>0,k>1, S(x,k) is the smooth function
shown by (9). |x| is the £— insensitive loss function, then
(1) S(x,k) satisfies the 4-order smoothness conditionin R ;
() S(x.k)=|x| , xeR;

(3)S(x,k)~|x| <5/48k , xeR.

Proof:

(1), (2) by Lemma 2 can be directly gain; (3) when
x<—-e-1/k,x>e+1/k and —e+1/k<x<e-1/k ,

S(x,k)—|x|, =0 . Conclusions clearly established. When
xe[e-1/k,é] , S(xk)—|x|, =S, (x—&.k) =
—(gk —kx+5) ek —kx—1)’/ 48k , let a=k(x—¢&) , then
“1<a<0 Thus  S,(x—&.k)=—(a+1) (a—5)/ 48k

S,(x—¢&,k) is monotone increasing, the maximum value is
S,(0,k) =5/ 48k

when xele,e+1/k] ,

S(x, k) —|x|, =S, (x—&,k)—x— & =—(gk —hkx = 5)(ck —kx +1)° / 48k

in the interval [s,6+1/k] , S(x,k)—|x| is monotone

value is still the
same, in the interval

decreasing. The maximum
5,(0,k)=5/48k . As the
[-&—1/k,—&+1/k], the maximum value of S(x,k)—|x|_ is
5/48k . To sum up, we know that, for arbitrary xeR,
S(x,k)—|x|, <5748k .

Comparison of different smooth function and
approximate accuracy are shown by the figure and the
table. Six times spline function are given from (9), six
times polynomial functions is given in the style of
Theorem 1, P(x,k)=F(-x—¢&,k)+P(x—¢&k) , where

B (x,k) is provided by (7)

0.04 T T T T T
0.03 1 b
Insensitive loss function
Cubic spline function
0.02r- ®  Six times spline function il
*  Six times polynomial function

0.01F %}B& -
o TR s

0.1 -0.05 0 0.05 0.1 0.15
Fig.1. the overall approximation effect ofthe different smooth functions
to the & —insensitive loss function (£=0.1,k=20)
From Fig.1, we can see that six times spline’s
approximation effect is better than other smooth functions.

B. Convergence analysis of the model
In this section, to simpli@ the written certificate, we
remember x =[w,h]",A=[4 e],K =[K(A4,A4") e]
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Theorem 3: Let A<R™"",YeR™ , real functions
Mx)=R"—>R , g(x,k)=R"xN—>R are defined as
follows:

h(x):%Htz +CeT‘Y—Ex“ (10)

g(x,k) = %quz +Ce"S(Y - Kx,k) )

S(x,k) is defined by (9),

(1) Optimization problem mink(x) exists optimum
solution x . Optimization problem ming(x,k) exists
optimum solution x* and }imh(fc")=h(.§).

(2) The

problem min/4(x) is D, , then {?c"} exists a convergent

optimal solution set of optimization

subsequence {?c"”} satisfies limx* =X, , here x, e D,

n—on

Proof:
(1) Define the appropriate level set
L,(g(x.k)) ={x|x e R",g(x,k) <v} and

L (h(x))={x|xeR",h(x)<0v}.
S(x,k)>|x| , so that for any 0>0, they satisfy

L (g(x,k)) = L, (h(x)) < {x ||« <20} Therefore,
L(g(x,k) and L (h(x)) Then
optimization problems mini(x) and ming(x,k) exist
minkA(x)=h(¥)
min g(x,k) = g(x*,k), for any xeR", by theorem 2, we
know

0< g(x,k)—h(x) =Ce"S(Y —Kx, k) — Ce"

are compact sets.

optimal solutions . Let

Y - Kx

= CSIS(y, ~Kx k) ~|y K| 1=5Cm 48k

— :

So 0< g(x*,k)—h(x")<5Cm/ 48k and
0<g(x,k)—h(x)< 5Cm/48k are established. Besides,

h(x") > h(X) , g(x,k)> g(x*,k) , then

0<A(x")—n(x) <h(xX")—h(X)+
2(Eh)—g(x' k) = h(x") — g(&" k) +g(%.k) ~ h(x) < h(X") - g(x" )
<5Cm/ 48k . So that we have Pigh(}k) =h(x).

(2) For any keZ k>1,

[ 2<g@ b g, (7
is bounded, then {E"} has a convergent subsequence x* .

Set limx* =X, then limh(X")=h(x,)= lim h(x*)=h(x).

n—w

Therefore, X, € D,, that is to say, X, is the optimal

solution of optimization problems min/(x).

IV. CONCLUSION

In this paper, we proposed a new model of nonlinear
smoothing support vector regression. Constructed a four-
order and six times spline function. As a result, we found
the four-order and six times spline function’s
approximation effect is better than other smooth functions,
and the nonlinear smooth support vector regression model,
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which be proposed in this paper is convergent.
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Abstract - In order to realize the knowledge transaction
in large research organizations, on the basis of the analysis
of knowledge resources in large research organizations and
research on related and abroad literatures, knowledge
resource evaluation index system is established, calculation
methods of index and weight are introduced, the model of
knowledge seller and buyer is constructed. What’s more,
three different knowledge transaction modes are illustrated.
Knowledge pricing process is explained by game theory
model, the transaction price can be calculated using the
transaction model. Overall, methods in this paper can
increase the research capability and competitiveness of
research organizations.

Keyword - Evaluation,
resource, trade

game theory, knowledge

I. INTRODUCTION

People in large research institutions always use
black box type way of negotiations in the process of
knowledge resource deals, because there is not a unified
standard and trading pattern. At the same time,
Knowledge is created and innovated in the scientific
research institutions. In order to promote the circulation
of knowledge, mining the greatest value of knowledge,
improve the promoting effect of knowledge in the
organization's productivity and creativity, and promote
formation of the organizational culture of knowledge
management, [ did some research.

Yaoguang Hu and Jingwen Li 'l have did some
research in internal knowledge resources trading problem
for scientific research institutions. They classified the
knowledge resources and construct models to calculate
the value range of knowledge resources. But in the actual
transaction process, Buyers and sellers always need to
bargain and bargain to determine the transaction price.
Actually, this is a game process. So I analyzed the three
kinds of knowledge resources transaction type (the
contract transfer, the auction price transfer and the
bidding price transfer) combined with the concept and
principle of game theory.

II. GAME ANALYSIS OF THE CONTRACT
TRANSFER

The contract transfer is that the deal is completed by
the contract. In view of the game theory, Knowledge
resources agreement transfer pricing process is a process
of incomplete information dynamic game: Both sides of
each other's information are incomplete. And then they
test each other in the decision-making process, finally
equilibrium result (if exist) and form the deal price.

A. Pricing factor analysis

1) Seller factor: The technical value of knowledge,
the urgent degree of the seller's transfer of intellectual
resources, license of knowledge resources;

2) Buyer factor: the use value of the knowledge
resources, the buyer purchase urgent degree of
knowledge resources, the buyer's patience;

3) Rationality factor: rationality assumption;

4) Competition factor: There is no cooperative game
of both sides;

5) The supply and demand factor: Supply and
demand affect the opportunity cost ofboth sides [21,

On the basis of buyers and sellers to estimate the
value of knowledge resources, I focus on the factor of
seller, and buyer.

B. Game process analysis
Before starting the analysis, we need to pay attention

to an important hypothesis. That is the buyers and sellers

of knowledge resources contract transfer is the
specification in the sense of economic entities and they
can make the right choice based on a rational man
hypothesis. We used the Rubinstein’s bargaining model ]
in the process of one-to-one pricing game analysis.

Limited by the space, we just discussed the supply push

transaction (the seller first bid, after the buyer bid) and

demand-pull type transaction pricing process is similar
with this. Our model is as follows:

(1) The basic elements of'the game

a) Participant: Buyers and sellers of knowledge
resources. We assume that when i = 1, the variable
represents the seller and when i = 2, the variable
represents the buyer.

b) Action: Because bargaining is a continuous process,
so participant A and participant B will take turns to
bid. At the beginning, the action of participant A is
offer (Namely that make their own split share X and
participant B get 1-Xi); the action of participant B
have two options. One is accepting the price and the
game is end; another is rejecting the price, and
putting forward a new plan. Participant A also has a
choice to choose to accept or reject. This will cycles
until the price is accepted by both sides.

c¢) Information: Information is participant’s quote.

d) Pay: Pay refers to the level of game participant’s
expected utility.

In this model, there is bargain cost. Conducting
more than one round of the game, the income of each side
will be one more discounted. We reflect this discount
with the discount factor (participant A, 61; participant B,
62(0<6<1)). Discount factor also reflects the buyers and
sellers of wurgency for knowledge transfer. The
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significance of the transaction is that the buyer and seller
determine the distribution approach of the total surplus 4]
(total surplus © =the buyer's highest expectations Vemx—
the seller's lowest expectations Vsmin). When the game
ends at t stage, the pay participants obtained is as follow:
Participant A: m=8¢"1X; (1)
Participant B: n=8¢"1(1 — X;) )
If tis an even number, i =1; odd i = 2.
(2) Limited and indefinitely Game Analysis
According to the foregoing analysis, the expansion
expression of the game is as shown in the Fig.1:

@ Participant A
X

Participant B

Accept Reject, offer X,

Q Q Participant A

(X1,1-X1)  Accept Reject, offer X,

Q Q Participant B

(81X2,81( 1-X2)) Particivant A
“ articipan
Q ACCZpt
Fig.1. Game Tree of transfer agreement

For a limited game, we can use the reverse recursive
method to solve the sub-game refining Nash equilibrium
151, For example, If the game only have two stages, when
t=2, Participant B offers the price and at the same time
Participant A will accept it. Because Participant A have
no choice to offer a new price. The Participant B obtained
when t=2 is equal to 62 when t=1. So if Participant A bids
(1-x1) >8> at t=1, Participant B will choose to accept.
Sub-game perfect Nash equilibrium outcome is
Participant A get x = x; = 1-02, participant B get 1-x; =9>.
The same can be obtained at any T<co sub-game perfect
Nash equilibrium. In general, when t is an odd number, a
person's participation share is even larger than when t is
even. That is to say: when the game has a deadline, the
final bidding participants have the advantage.

According to proved Rubinstein, for the indefinite
game, we can find the sub-game perfect Nash equilibrium
based on the limited stage reverse recursion ©J. We make
the following assumptions: when t=oo, participant A bids.
For the participant A, he can get the smallest share is
equivalent to the share when t=t-2. There are m = 1-32
(1-61m)

1-5,
1-6,8, 3)

When the largest share is the same with the smallest
share, the result is a unique equilibrium.

1-6,
X = 1-8, 6, 1-8,68, )

When we give different values of 6 (That means
degrees of patience as well as the urgency of the transfer
of knowledge resources is changing), we got the
following conclusions:

a) Fixed 82 when 81 trend into an infinite, Xi=1;
b) Fixed &1 when 62 trend into an infinite, Xo=1;
Through the above analysis, we can draw that people

m=
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with enough patience and knowledge transfer to the lower
degree of urgency can always delay the time to obtain the
highest residual value.

¢)  Whend=8:<1, Xi=1/ (1-8) >1/2.

Through the above analysis, we can draw that when
the game is indefinite and buyers and sellers have the
same degree of patience and urgency of the knowledge
transfer, the party taking the lead in negotiating pricing
has first-mover advantage. This reminds us that in
knowledge transactions distinguishing between demand
pull and supply push type is meaningful [7].

In summary, the transaction price (P) of knowledge
resources during transfer agreement process in large
research institutions is the seller's minimum expectations
plus seller’s share or buyer's maximum expectations and
buyer’s share.

P = Vomin + TX; = Vg — (1 - Xl) (5)

Under the "one to one" knowledge resource transfer
agreement transaction mode, we can draw the trading
price of knowledge resources according valuation of
knowledge resources, seller and buyer’s patient extent
and transfer of urgency, and finally promote knowledge
exchange

III. GAME ANALYSIS OF AUCTION PRICING
TRANSFER

Auction pricing transfer is the trading patterns that
highest price obtained ownership of knowledge through
public bidding. From the point of view of the game,
auction pricing transfer is a three-stage incomplete
information dynamic game: The seller gives the reserve
price and sets the auction mechanism; buyer decides
whether to participate in the auction; bidding.

A. Pricing factor analysis

a) Buyer: Buyer's intended use value brought by the
knowledge resources;

b) Auction mechanism: Due to the asymmetry of
information, Signal space which can reveal buyer’s
private information is infinite ®] and auction
mechanism is infinite. So the seller can only make a
choice in some representative auction mechanism;

c) The number of participants: The number of
participants in the auction transaction will have some
impact in price;

d) Buyer's bid: Buyers should consider other buyer's bid
when bidding.

B. Auction mechanism design

Optimal design of the auction mechanism can be
seen the process of signal game 1. Auction mechanism
design is that the seller must choose among an infinite
number of signal space and define a configuration
function whcih determines the transaction object and
transaction price. It is almost impossible. Therefore, this
paper only considers several common auction
mechanisms. In general, the mechanism design problems
include the following:
1) Participants: one seller with private Information and



Game Analysis of Knowledge Resources Transactions

several buyers without private Information;

2) Information: the type set of buyer I (0, i=1,2,...,n )
and type space ( ®=X;0; )’s spatial distribution (F(.));

3) Actions and sequence of actions: The vendor leads
the action. They first determine the buyer’s signal
space  (S=X;Si) and configuration function
(y=( x(.),t(.)), x(.) is decision vector; t(.) is pay ment
vector). And then buyers decide whether to
participate in the auction;

4) Payment: We assume that the utility function is a Von
neumann Morgenstein type [ expected utility
function.

By analyzing the game process of the auction, we
can build the following model to describe the optimal
auction mechanism.

max, , Eg [Zi1:t; (5,5 21))] (6)
S.t.
E_ei[ei Xi(S ;,S *—i)_ti (S ;,S *—l)] > u_l ,Vl (7)
E_g, [0, x,(s},s2)—t; (s},sZ)] =

E_o[6,xGi s )—t(s;,s2)], Vs, €8S,Vi ®)
Constraint one is rational participation constraint.
Constraint two is buyer's incentive compatibility
constraint.
According to "revenue equivalence theorem [11", we

choose the first-price sealed auction for analysis.

C. The first-price sealed auction s game analysis
The decision function is as follow:
1,when S; > SpVj#i

(s,S_) = i,when m bid highest Q)
0,when 3§; > §;

Transfer Function t;:
B —S;,when S; > Sj,Vj *1
(5uS-0) = { 0, when 35; > S, (10)
From the game's point of view [!2]) the first-price
sealed auction is an incomplete information static game
between different types of buyer. Game model is as
follows:

(1) The basic elements of the game

a) Participants: the number of buyer is n. The assessed
value buyer proposed is Vgui (defined in [O0,1]
uniform distribution function);

b) Action: The seller gives reserve price of knowledge
resources. Buyer gives quotes (bi, bi=bi(VBui), bi€
[VBmin,VBrmx], i:1,2,. . .Il).

c¢) Payment: Buyer’s pay functionis as follows:

ui(bi'bj'VBUi) =
= (b; = Vgy),when m bid highest (11)

0,when j makes b; > b]-
(2) Analysis Process of Pricing Game
For the buyer, the first-price sealed auction is a
symmetric static game ['3]. And the buyer just needs to
consider the symmetric equilibrium bidding strategy
(b=b* (v)). For the buyer A, when the probability of the
buyer B's offer less than buyer B's is P{b; <b;, Vj # i},
the buyer’s expected pay is:
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u;(b;, b_) = Wy, — bIP{b; <b,Vj#i} (12)
According to the symmetry,b ; = b*(v;), so we can
get the following result:
= p{VJ < b*_l(bl‘)}

= b*_l(bi)
=d(b;) (13)
So, we can get the optimal model of buyer's bid:
max, (v; — b)[@ (b)) ] (14)
Differentiating:
(=™ 1) -db; + () — b;](n — DO 2(b)} - dd =
0 (15)

Initial conditions: ® 0 =0. Bayesian equilibrium
bidding strategy:
b* (v) ="T_1VBU (16)
Clearly, as n increases, the buyer's bid approaching
the buyer’s given highest estimate.

IV. GAME ANALYSIS OF THE BIDDING PRICE
TRANSFER

From the game's point of view, the bidding price
transfer is a three-stage incomplete information dynamic
game: the buyer give bidding information and floor price;
the seller participate in bidding and give price; buyer
select the successfulbidder.

A. The basic elements of the game

(1) Seller: The value of knowledge resources;

(2) Buyer: Buyer give floor price and assess the seller;

(3) The number of bidding participants: The number of
participants will have some impact in price;

(4) Seller's bid: Sellers should consider other buyer's
bid when bidding

B. The bidding price transfer’s game analysis
Game model is as follows:

(1) The basic elements of the game

a) Participants: the number of seller is n. The assessed
value seller proposed is Vswi (defined in [0,1]
uniform distribution function);

b) Action: the buyer gives floor price of knowledge
resources. Seller gives quotes (Psi =Psi(Vswi), Psi €
[PSmin,PSmax], i:1,2,. . .Il).

c¢) Payment: seller’s pay function is as follows:
ui(PSi'PSjVSWi) =

Ps; — Vswi, when B; < F;,Vj #1i

i(PSi — Vew: ), when m bid lowest 17)

0,when j makes Ps; > Fg;
(2) Analysis Process of Pricing Game
For the sellers, the bidding process is a symmetrical
game static game [l What they should consider
equilibrium bidding strategies: Psi =Psi (Vswi). The
probability of winning is as follows:
[T, P{R; < Pg;} (13)
The bidder’s expect pay is as follows:
ui(RS‘i'PSj) = (b; = Vow) 12 PEP} < Pj} (19)
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The optimal bid model of bidder is as follows:

maxp, (Ps; — Vo) ;4 P{Ps;} < Ps;} (20)

When n=1, Psi=Psmx. Solve differential:
Smax VSWi

J. Yan et al.

Bidder's offer must be reduced in order to win.

V. COMPARISON OF THREE TRADING PATTERNS

Foi = Vow: + n Finally, we compared the pricing process under
_ Vsri + Vewi — Vows three trading patterns of knowledge resources. The main
_VSWi + indi include [151: d f li 3
n indicators include ['°]: way to trade, scope of application,
= Vo + ViTi @1 subjectivity, transaction costs, trading rules complexity,
. . . . and evaluation criteria. The result is as Table I:
Obviously, with the increase in the number of tender,
TABLE I
COMPARISON OF THREE TRADING PATTERNS
content the contract transfer the auction price transfer the bidding price transfer
way to trade Oneto one One to more One to more
scope of application Medium-value Scarce knowledge resources  High-value. Especially apply to determine the research unit
subjectivity medium high low
transaction costs L(_)wprepar_atl_on costs; ngh preparatl_on_costs; High prepz}rqtlon costs;
High negotiationcosts medium negotiation costs low negotiation costs
tradingrules complexity Low High High
evaluation criteria both parties agree The highest bid The lowest bid
VI. CONCLUSION 87-172.

This paper presents a knowledge resource pricing

methods for large research institution. We have built
three kinds of knowledge resources transaction type
(the contract transfer, the auction price transfer and the
bidding price transfer). Combined with game theory,
we finally established a knowledge resource pricing
model and facilitate the trading of knowledge
resources.

(5]

[6]
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Abstract - At present the information products and
information services for the consumer object information
consumption, has gradually become the mainstream of the
times. In this paper, a UCD based furniture, home
furnishing, display design, network marketing one-stop
complete, means of realizing design research methods and
technology to build information platform for user
consumption of new consumption patterns and experience
of home furnishing, furniture industry.

Keywords -  Home-improvement intelligent,
information consumption, user Experience, UCD

2012 China's information consumer market has
reached 1.7trillion Yuan, representing an increase in 29
percent in 2011. IT has been at all level of society to
provide mankind with a convenient in the era of
experience economy [1-3]. Virtual experience, online
shopping has become a way of life, and based B2B,
B2C e-commerce platforms, to create a more efficient
experience environment, efficient, convenient, text
(image) of shopping becoming consume trend [4, 5].
Therefore, the three-dimensional simulation of digital
virtual technology and digital media technology which
the representative of a new generation of information
technology, were set up home design digital design and
marketing platform based on UCD point of view and
has an important practical significance.

I. AN INTERACTIVE DESIGN AND
DEVELOPMENT OF THE PRINCIPLES OF
COGNITIVE STRATEGIES

1) UCD Design Principles: UCD (User Centered
Design), Refers to the user experience design process-
centric design decisions, Emphasis on user preference
of design patterns, from the users' needs and feelings of
departure for software design and development. This
program is for non-professional background of ordinary
customers, Use of software development processes,
information architecture, human-computer interaction,
interaction with concise way, good visual experience
with the user's habits [6].

2) The program is designed, firstly, to build an
interior design and purchase platform; second,
providing the user a good interactive experience in the
process. Terry R. Schussle who an interaction designer
noted: Interactive neither animation, nor the video, it is
the user control and event experience. By ergonomics

with the application that enhance human cognitive
rationalization and comfort in the use of the process [7-
9]. The following specific development system for
interactive design elements of analysis:

A. Psychological behavior

Interactive form of value system should be user
during use could properly adapt to fully mobilize the
user cognitive and emotional. Software system can be
established from the emotional perspective of the man-
machine relationship with the user in a more intelligent
way feedback.

B. Consumer behavior

The interactive software system is to improve the
process of buying fumiture and home improvement
customers design, the need for life behavior of users to
do data analysis, such as: user base composition and
differentiation, user information query behavior, user
and social networks, users and information system, user
satisfaction and user privacy and so on. Designers need
to conclusion from the data, to determine the
interaction of the functionality provided. Construction
of organic information hierarchy, through rational
consumption patterns, to find and explore information
exchange and circulation order to optimize the audience
consumer behavior.

C. Operating behavior

The software system ergonomics focuses on
human-computer interface design. The operation of
each step, directly facing the user is a GUI interface.
GUI requires the user to make timely and accurate
decisions feedback to improve the efficiency and speed
of the man-machine dialogue; Reduce the cognitive
load of people, simplify the steps; Formal request from
the visual interface layout and beautiful, rational and
efficient use of the display division, which is the basis
of human-computer interaction.

II. INTERDISCIPLINARY APPLICATIONS
The software is interactive design category,
technology modules including 3D design, interior
design, interactive experience design, visual
communication design, data processing and mining, as
shown in Fig.1.
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1) 3D design; 2) interactive experience design; 3)
Computer underlying technology; 4) interior design; 5)
visual design.

[[ Assessment and Competitive Analysis SET factors under the principle of cross-platform ]]

—

Software features and speciﬂcatiunsJ

Y
strategy and
development of the
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Fig.1. technology classification

II. DESIGN FOCUS AND PROCESS

Build the brand furniture networking and make it
three-dimensional. The system will create massive
furniture, home improvement database, each furniture
and decorations have 3D models and display animation,
you can enrich the print media and two-dimensional
images, and these data with cross-platform data
terminal operating system coordinated operation
characteristics.

Explore operating a cross-platform terminal
operating system. Display, design methods to buy,
build fumiture purchase and home design
synchronization design. The system will purchase
furniture and design processes unite through to build a
digital marketing platform.

Conform to the domestic industry, digital lifestyle
trend. The application of digital means to traditional
physical industry, through human-computer interaction
platform to enhance the flow of information users,
merchants, agents, designers between. The software
uses a paperless, non-materialized form of graphic
image display and sales, Hosted by materialistic media
to digital media, effectively reducing storefront
Distribution flow, reduce logistics costs and the number
of sales staff[10].

Z. Wu et al.

IV. KEY TECHNOLOGIES OF INTERACTION
DESIGN

A. Systematic cross-platform sofiware design.

With the development of computer technology,
user-level operating system mainstream platforms
Windows, Mac OS desktop systems as the main
platform, In 10S, Android, Windows Phone and mobile
terminals through different browser access. President of
China Electronic Information Industry Development
Institute Rowan in 2011 in the "direction of
development of software and IT services, needs and
tasks," the report pointed out that inter-terminal
operating system platforms are becoming the
commanding heights of the new industrial develop ment.
Information from the industry to the terminal fusion
technology integration, network integration, service
integration evolution, cross-platform terminal operating
system market share will rapidly increase, becoming
the new direction of development, and will determine
the future ownership of industry dominance.

The software uses a unified back-end database
server set up for data exchange and interoperability
across the terminal operating system platform, Enhance
the utilization efficiency of the software and user
experience. Between the platform design based on their
characteristics in response to the operating platform and
hardware devices, Use as portable, powerful
performance desktop computers, web-side rapid spread
of mobile platforms and other platform features,
Seamless interoperability across platforms, establishing
wide adaptation, good user experience across terminal
operating system.

B. 3D modeling of batch codes and pipeline design
"Content is king" is the purpose of the software is
developed to build massive brand furniture
corresponding 3D model library, determine its market
application results. Therefore, the establishment of a
scientific and rigorous three-dimensional model to
build mass production and pipeline design
specifications of the software development is the key
issue to be addressed. The software modeling approach
using direct modeling three-dimensional modeling
software, the method is simple, accurate, polygon count
models easy to control, After some of the more
complex model uses a three-dimensional surface
scanner, drawn by the second topology. 3D modeling
of batch method specifications and pipeline design is
primarily to establish a lightweight three-dimensional
modeling methods and algorithms and norms,
development of a use-scale production, with a common
technology approach. LOD (Levels of Detail)
technology and secondary manual optimization, a
furniture models can be implemented on standard
hardware platform for the lowest real-time 3D display.



C. Adaptive optimization of design data management.

Home design system can adapt to the customer to
click and buy changes in the environment and
automatically adjusts its structure and function in the
process. To physical goods brand furniture
manufacturers at home and abroad as the basis to
establish one-dimensional simulation model for the
commodity, establish real than on the database, and the
establishment of relational database management
systems, optimization and system management of
massive data. The software chosen SQLite database
development, it has an embedded, low resource
occupancy characteristics, and can combine with many
programming languages, such as C #, PHP, Java, etc.,
to support Windows / Linux / Unix, and so mainstream
operating system to facilitate data optimization and
systemdesign structure.

D. Augmented reality effect of 3D Digital Design 3D
home.

Realistic three-dimensional visual effects rendered
interactive systems is a key factor in visual imaging
software, the system complete home improvement
home improvement program to restore the true
maximum effect. Previous renderings exaggerated
three-dimensional plane and landscaping, detached
from reality, virtual reality products after visual effects
monotonous, lacking a sense of space and a sense of
texture and weight of furniture applications, acceptance
of'the audience is not high. Vision offers users the most
direct reaction, augmented reality effect is directly
related to the user's reliance on the product and life
cycle, and the effect is more real, more able to help
users achieve an ideal home improvement design.

V. CONCLUSION

Current design trends are the "creation of high-
tech emotion, Excellent Experience." In the household
sector across the terminal operating system platform
home interactive software system development will
promote the process of fumiture, building materials,
soft-mounted digital marketing industry, digital design,
digital life. Make home design to adapt to new market
demands under the information age, to meet user
personalization, customization requirements and
explore new business strategy. Meanwhile, the
interactive software is also empirical research on user-
centered design and good interactive experience model.
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Abstract - Treated wastewater reuse has an important
significance to solve the water shortage in the West Bank-
Palestine. Based on fuzzy comprehensive evaluation method,
the water quality of Al-Bireh WWTP is evaluated by
referring to Chinese water quality evaluation criteria. It can
help the Palestinians understand the current situation of
sewage treatment and establish nationally appropriate water
quality evaluation system.
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I. INTRODUCTION

A. Wastewater situation in the West Bank-Palestine

Water is a major concern in the West Bank (WB)
since it’s considered one of the poorest regions of the
Middle East in terms of water resources. Water scarcity is
mainly attributed to the Israeli control over the majority of
the Palestinian water resources, as well as the arid and
semi-arid climate conditions of the region [1. The
occupied Palestinian territories (Opt) are divided into
sixteen Governorates. Eleven of these are located in the
WB, the others in the Gaza Strip. The Oslo Accords
divide the Opt into three types of areas, A,B and C. where
areas A are under Palestinian control, arcas B are under
Palestinian administrative control and Israeli security
control and areas C are under total Israeli control.

The wastewater sector in Opt has been neglected
under Israeli occupation since 1967 with most attention
focused on measures to solve water quantity and supply
problems. A lack of wastewater treatment plants, of
sewerage systems and wastewater collection for recycling,
leads to the uncontrolled discharge of wastewater into the
environment. There were insufficient financial resources
within the Palestinian community to pay for new
wastewater collection, disposal and treatment systems [21.
Israel collected taxes from the Palestinians through the
Israeli Civil Administration, but they never spent the
money on infrastructure for the Palestinian communities.

There are three old treatment plants in the West Bank,
namely Ramallah, Jenin, TulkarmB4. All have
operational difficulties and are not functioning effectively,
and some are not functioning at all. Most of these plants
are overloaded, under-designed or have experienced
mechanical failures. In addition, the fourth plant, Al-Bireh,
considerable new treatment plant, was constructed in the
2000 with support of German Government. It’s over 22
dumdums of land. The system is designed to cover a
population of 50,000 with enough capacity to serve future
expansion. Daily wastewater flow rate 5000 m3/day.

B. Palestinian standards of Wastewater Quality

Wastewater treatment and reuse criteria differ from
one country to another and even within a given country.
Some of the main discrepancies in the criteria are, in part,
due to differences in approaches to public health and
environmental protection.

For a long time, Palestine did not have any specific
wastewater regulations and references were usually made
according to the WHO recommendations or to the
standards of neighboring countries (as Egypt, Jordan) 1,
Recently, the Environmental Quality Authority, in
coordination with Palestinian ministries and universities,
has established specific wastewater reuse regulations. The
draft of the Palestinian legislation for reuse of treated
wastewater is still under study in the Palestinian Standard
Institute (1.

Treated wastewater disposed by the sewage
treatment plant is evaluated according to China's "Surface
Water Quality Standards". The difference in standards is
concluded between the two countries, contributing to the
establishment of water quality evaluation system in the
West Bank-Palestine.

II. METHODOLOGY

Fuzzy phenomena is everywhere in the nature, such
as meteorological phenomena, land cover classification,
spatial data quality, etc. Treated wastewater quality is also
fuzzy. One cannot tell good or bad simply. Further,
treated wastewater quality is affected by several factors
and every type of factor has different effects on water
quality 71, As to this, a fuzzy comprehensive evaluation
method is used in treated wastewater quality assessment.
The method is a qualitative one and the following is the
principle procedures ofit:

1) Establishing element set: To find different factors
in evaluating wasted water quality and put forward factor
set:

U= {uvuz""'um} M

In (1), y; represents the i-th water quality indicator,
m is the number of water quality indicators.

According to the Palestinian water environmental
conditions and China's water quality evaluation, six
indicators are determined as evaluation elements, which
are TP, TN, DO, BODs, CODmn and NH3-N.

U = {TP, TN, DO, BOD;,CODy,,, NH; — N} (2)

2) Establishing grade factor set:

V= {V1'V2' "':Vn} 3)

In (3), vjis the assessment grade; n is the number of
assessment grades.

E. Qi et al. (eds.), Proceedings of the 21st International Conference on Industrial Engineering 219
and Engineering Management 2014, Proceedings of the International Conference on Industrial Engineering
and Engineering Management, DOI 10.2991/978-94-6239-102-4_46, © Atlantis Press and the authors 2015



220

According to China’s "Surface Water Quality
Standards", five assessment grades can be determined(®!: I
(v1), I (v2), I (v3)IV( v4)andV (v5):

vV ={1,I,11,1V,V} 4

3) Establishing weight coefficient matrix: Weight
measures the size of the water pollution which a factor
affects. The larger the weighting coefficient, the greater
the impact on water quality .In fuzzy evaluation, every
evaluation element has different contribution to image
quality. Thus, the weight coefficient matrix of evaluation
element is calculated according to "excessive multiples
method” [°1.

L=s, 5)

In (5),]; is a dimensionless number and represents
the exceeding multiples of evaluation element compared
with standard value. c; is the monitoring value, and s; is
the mean ofkinds of water quality standards limit.

Then to be normalized, the weight of each evaluation
can be calculated:

L
Wi = I/Z I (6)

The weight coefficient matrix is also determined:
W={W1,W2,"',Wm} (7

4) Establishing comprehensive evaluation matrix:
Due to the extent of water pollution and grading
standards of water quality are vague, so it is reasonable
to describe the boundaries with membership
classification. It is a fuzzy mapping from U to V.
r;; represents the possibility of i-th water quality
indicator can be evaluated as class j. The corresponding
judgment matrix can be attained as follows.

Iyg Typ oo F1(n-1 Tin
R = 21 I:'22 """ rZ(;n_l) r:2n ®)

'mi Tmz =" I'm(n-1 Tmn
Membership can be determined through the

membership function and the membership functions are
commonly described with a trapezoidal distribution. The
membership of water quality with each category is
calculated as follows 10111,

1 Ci < Sj
Ly = Sj+1-5j J ! J+1
0 Ci > S]'+1
I{ 0 ¢ <Sj_1,C = Sjyq
B s <c<s
II"’IV ri]- = 4 Sj=Sj—1 -1 ! ) (9)
| sj+1-ci
k - S] S Ci S S]'+1
Si+175)
1 Cj = Sj
S o <
\Y rij = §j=Sj-1 j—1 i j
0 Ci > Sj—l

In (9), ¢; is the monitoring value, and s; is the
standard value of j-th water quality indicator.

5) Establishing Fuzzy Comprehensive Evaluation
model: After determining the fuzzy evaluation matrix R

X. Bietal.

and weight coefficient matrix W, fuzzy comprehensive
evaluation model is also determined.

B=W-R
I1g Typ oo I1(n-1 Tin
r r ...... r ( _ ) r
=(W1,W2,"',Wm) 21 :22 2:n 1 :2n (10)
'mi Tmz =0 I'm(h-1 Tmn
= (by,b,, -+, b,)

B is a fuzzy vector which not only represents all
evaluation elements’ contribution, but also reserves all
degree of membership of every grade. Water levels should
be evaluated for the class j, if b]- = max(b,, by, -+, by).

II. APPLICATION&RESULTS

The Al-Bireh reuse demonstration project conducted
the different aspects of reclaimed water use in irrigation
by developing a set of different effluent polishing and
irrigation techniques on crops. The primary goals of the
project were to build the initial institutional relationships,
raise the profile of wastewater reuse and compost use, and
to develop the first stage of on-the-ground experience and
capacity, in the field of wastewater reuse.

Based on the above fuzzy comprehensive evaluation
model, the water quality of Al-Birch WWTP is evaluated.
The values of water quality indicators in Al-Birch WWTP

from June to November 2013 are shown in Table I.
TABLE I
ANNIVERSARY MONITORING VALUES OF WATER QUALITY
FACTORSIN AL-BIREH WWTP

Index TP TN DO BODs CODwmn NH3-N
201306  0.037 1.124 4.16 2.76 1.04 0.087
201307  0.026  0.916 5.23 1.92 0.94 0.064
201308  0.024 1.295 8.53 1.65 0.77 0.169
201309  0.052 1.432 6.56 3.41 1.36 0.213
201310  0.050 1.355 6.02 4.72 1.41 0.146
201311 0.046 1.116 5.14 1.88 1.59 0.073

The values of the indicators used are the limit of
qualities of the surface water environments in China.
They are shown in Table IL

TABLE II
NATIONAL STANDARD OF QUALITIES OF THE SURFACE
WATER ENVIRONMENTS
Index TP TN DO BODs CODmn  NH3-N
= = = = = =
1 0.01 0.2 7.5 3 2 0.15
11 0.025 0.5 6.0 3 4 0.5
111 0.05 1.0 5.0 4 6 1.0
v 0.1 1.5 3.0 6 10 1.5
\% 0.2 2.0 2.0 10 15 2.0
According to the preceding formula, take the

measurement data in June 2013 for example and weight
coefficient for each evaluation factoris calculated.
W = {0.150,0.338,0.276,0.166,0.044,0.026}
The comprehensive evaluation matrix in June 2013 is
as follows.
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0.000 0.000 0.752 0.248 0.000
R=| 0.000 0.000 0.580 0.420 0.000

1.000 0.000 0.000 0.000 0.000
Ill.OOO 0.000 0.000 0.000 0.000J
1.000 0.000 0.000 0.000 0.000

Based on the evaluation of the weight distribution W ,
as well as the fuzzy evaluation matrix R, we can get the
comprehensive evaluation result of the quality of the
wasted water in June 2013.

B = {0.166,0.150,0.338,0.276,0.000}

The degree of membership of grade III is 0.338,
which is the largest among five categories of water quality.
Thus water levels in June 2013 should be classified as IIL

Fuzzy comprehensive evaluation results of water
quality of Al-Birech WWTP from June to November 2013
are shown in Table III.

[0.000 0.520 0.480 0.000 0.000]
I

TABLE 111
RESILT OF FUZZY COMPREHENSIVE EVALUATION
Time 1 11 111 v \ Result
201306 0.166 0.150 0.338 0.276  0.000 111
201307 0.128 0.230 0.305 0.000 0.000 111
201308 0.459 0.079 0.315 0315 0.000 I
201309 0311 0311  0.306 0.306 0.000 11
201310 0.043 0.286 0.290 0.291  0.000 v
201311  0.106  0.160 0.321 0.232  0.000 111

In summary, the results of water quality evaluation
of Al- Birech WWTP can be classified as grade II, just as
shown in Table IV.

TABLE IV
RESULTSOF WATER QUALITIES EVALUATION OF AL-BIREH
WWTP
Time 2013 2013 2013 2013 2013 2013
06 07 08 09 10 11
111 111 I 111 I\ 111 111

Mean

IV. DISCUSSION

In considering the weight index of evaluation
element, the accuracy of model has been in restrictions to
a certain extent, since the objective calculation of weight
has been solve in the present.

V. CONCLUSION

Based on China's water quality assessment standards,
take use of fuzzy comprehensive evaluation model to
assess water environmental quality and describe the water
quality classification. It can reflect the water quality under
a variety of factors working together and solve the
ambiguity of water environment evaluation, which may
have great significance for West Bank-Palestine.
Although the water quality of Al-Birch WWTP reach
Grade III, it still need to strive to improve the sewage
disposal technology, improve the processing of water
quality, and expand the scale of sewage treatment ,in
response to the growing demand for water in Palestinian
territories.
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Abstract - In the modern manufacturing industry,
environmental considerations are part of numerous phases
of production. Inappropriate  production lot-size
determination can generate substantial scrapped overdue
stocks and idle processing, which lead to serious
environmental burdens. In this paper, Material flow cost
accounting (MFCA), an environmental management
accounting method, is adopted to reduce the amount of
wastes that result from large overstocks and other wastes
caused by current production lot-size determination are
traced. For comparison with the conventional cost
accounting used in the original simulation model, MFCA can
identify negative products cost related to environmental
impacts hidden in the production processes. Moreover, it is
demonstrated that the proposed procedure of application of
simulation with MFCA can also perform a dynamic analysis
and a static analysis.

Keywords - Environmental management, material flow
cost accounting, production lot-size, simulation

I. INTRODUCTION

In the modermn advanced manufacturing industry, the
idea of green production has become increasingly
important as part of sustainable development. It reflects a
new production paradigm that employs various green

strategies and techniques to achieve greater eco-efficiency.

In green production systems, achieving zero emissions
and reducing the environmental burden from production
activities are thus important worldwide U-21,

In a multi-variety and small-batch production system,
it is recognized that an appropriate determination of
production lot-size for different part types in different
production stages is a complex problem [3- 41 This
complexity can easily lead to serious environmental
problems with limited production resources. Because of
inaccurate determinations, overstocks of unnecessary
materials and intermediate products are often produced,
causing huge material waste, idle energy consumption and
stock scraps, which create substantial environmental
burden Bl Therefore, analyzing and determining an
appropriate production lot-size to achieve both economic
and environmental effectiveness are an important issue in
the production research field that urgently needs to be
solved.

In this paper, Material Flow Cost Accounting (MFCA)
is adopted, among several environmental management

accounting tools, and has received considerable attention
for its effectiveness in improving both productivity and
the harmony of environmental profitability [°). Moreover,
the MFCA standard has been granted ISO 14051 by the
ISO secretariat to evaluate the environmental performance
of the target production processes [7]. Consequently, in
this paper, MFCA is introduced to study the
environmental  impacts of  production  lot-size
determination through structuring simulation models in a
multi-variety and small-batch production system. W ithin
the MFCA framework, costs are calculated for not only
good products but also non-product outputs or material
losses. The former is referred to as “positive products,”
and the latter, as “negative products.” MFCA visualizes
the cost of producing non-product outputs or material
losses and thus highlights areas of potential improvement
[8.9]

Although MFCA is powerful as an environmental
management tool, it can perform only static analysis.
Hence, this paper proposes that dynamic analysis as well
as static analysis can be performed by constructing
simulation models for the designated manufacturing
systems and performing simulation analysis in terms of
MFCA. A Real example is introduced for a forging
manufacturing system which involves seven processes.

II. MFCA APPROACH REVIEW

Fig.1 shows the concept of MFCA. It is also a
management information system that traces all input
materials flowing through production processes and
measures output in finished products and waste. In a
processing-type production system, waste is generated in
various steps of the production process. In particular, in
the process of stocking and production, waste is
substantially produced because materials and intermed iate
products that are overstocked as inventory may deteriorate
in quality or be scrapped. Additionally, while materials or
intermediate products are processed, residues or shavings
may be generated. All of the wastes mentioned above are
called “negative products” and lead to environmental
burden P- 191, In MFCA, the idle processing, unnecessary
energy and auxiliary material consumption caused during
the waste generation are also called “negative products”
and treated as environmental costs.
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I1I. CASE STUDY
A. Multi-Variety and Small-Batch Production System

This paper considers a case of a certain multi-variety
and small-batch production system, which is located in a
precision component manufacturing workshop of a
Japanese company. Fig.2 shows the logical structure of
the current production line for part types M1 and Ma. This
production line mainly comprises seven workstations. To
fulfill the requirements of part type diversification and
rapid responses to market needs, different small
production lot-sizes for M| and Mz are used for each
workstation and are denoted Mx-PLy.

To satisfy diverse demands from different customers,
hundreds of part types are produced, and corresponding
production lines are designed. As Fig.3 (a) shows, the part
types are divided into tens of groups because of changes
in market needs. Parts in groups A, B and C have a large

production quantity and lower demand variability
compared to the other groups. The economic benefit and
productivity of these part types is crucial to the entire
system. Fig.3 (b) shows that parts in group A account for
over 75% of production quantity and 80% of profits.
Consequently, in this paper, part types M1 and My,
composing group A, are selected as the research object.

B. Simulation Model Construction

Based on the characteristics and structure of the real
production system, an original simulation model is
constructed to analyze the current production problems,
called the AS-IS model. The AS-IS model facilitates
introducing MFCA to the production system to identify
hidden environmental problems effectively over a long
running time. This study uses the Arena simulation
platform ['2] to develop this AS-IS model comprising four
parts, as shown in Fig.4.
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C. Simulation Analysis Using the Concept of MFCA

A reasonable production lot-size determination is
crucial for production management. The study of
production lot-size determination has thus received
considerable attention from researchers recently. Azaron
et al. developed a stochastic dynamic optimal
programming algorithm for obtaining dynamic economic
lot-size [!3]. Nirmal and Tapan used multi-objective
geometric programming to develop a multi-item finite
production lot-size model 4], Kampf and Kochel used
simulation optimization with a genetic algorithm as an
optimizer to identify the optimal production lot-size 5],
However, these studies focused on obtaining an optimal
algorithm for determining production lot-size, seldom
considering the aspects of environmental performance.

Different production lot-size will produce different
WIP inventory levels for different production stages.
Hence, in this paper, a dynamic sensitivity analysis is
used to analyze the changes in the negative products cost
as a result of regulating the production lotsize.
Additionally, in this case study, the production lot-size for
the Cutting and Heat-Treating stations is set as a fixed
value due to the current production schedule and

technological design. The production lot-size for the other
stations can be regulated by running several different
simulation scenarios. To reduce the reciprocal effects, the
production lot-size of M1 and Mz in each workstation is
regulated to the same value.

Negative products cost percentage of a unit part by
regulating production lotsize is shown in Fig. 5. From
Fig.5, for the total cost, the negative products cost
percentage of the unit part is changed in a cyclical manner
with changing production lot-size. For the unit part, the
Negative products cost percentage changes along a
declining curve. In one respect, this situation obeys the
mass production mode that increasing the production lot-
size generally reduces costs. The following are
environmental considerations. First, through simulation
monitoring and tracing with the MFCA method, the
remaining overstock in inventory and the unusable idle
processing corresponding to each production lot-size
point are identified. Second, inapposite production lot-
size generates substantial scrap and waste, thereby
increasing the negative products and the environmental
costs that are invisible during the production process and
are easily overlooked by the conventional costaccounting
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method. Third, corresponding to the parts quantity
distribution for the current order demand of each part type,
there exists a relative appropriate production lot-size with
the lowest negative products cost. Fourth, large increasing
negative environmental costs will be reduced by
increasing production lot size by, for example, using mass
production mode. Final, in the real production system, the
similar change curve for different part types in different
processes will be changed because of various real random
production factors, and the corresponding value will
increase or decrease.

Furthermore, Fig.5 shows that the lowest or highest
average negative cost value for different part types has a
corresponding production lot size. To understand the
concept of MFCA and apply calculation processes, an
example is developed. Part M2 is selected, and an extreme
value situation (ie., production lot sizes of 12) are
considered, as shown in Fig.6. Based on the MFCA, the
abandonment of the dead WIP stocks, unusable materials
and idle processing are reflected as the generation of
negative products cost in terms of monetary units, which
are invisible during production. However, from these

MFCA flowcharts, the actual wastes and negative product
costs generated during the production process are
identified and clearly understood.

The AS-IS model is reconstructed to introduce the
concept of MFCA by embedding a Monitor submodel,
called the AS-IS-NC Model. All production operations
are monitored, and all material flows are traced by this
submodel. The final results of the AS-IS-NC simulation
model are compared with those of the AS-IS model for
two part types in Fig.7. Using MFCA can reveal invisible
costs in the production processes; in particular, the
negative products cost referring to environmental impacts
becomes visible. For each unit part in the AS-IS-NC
model, the negative products cost of M1 constitutes
36.65% of'the total cost, and the negative products cost of
M2 constitutes 30.64% of the total cost. Because the
negative products cost is invalid for this production case,
these high percentages indicate that the determination
strategy for the production lot-size must be analyzed and
improved to reduce the environmental burden by
maintaining a low WIP inventory level
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After comparing the AS-IS-NC model and the AS-IS
model, large negative products costs and environmental
costs caused by the current production lot-size
determination policy are identified. Running several
different simulation scenarios yields a simulation analysis
to analyze the changes in the negative products cost
resulting from the regulation of the production lotsize.
After observing the characteristics of change curves while
gradually regulating the production lot-size, the declining
change trend in negative products cost provides
production managers with effective and strategic
knowledge for determining appropriate production lot-
size to maintain a low WIP inventory level and for
considering both economic and environmental benefits.

IV. CONCLUSIONS

Using the concept of MFCA, a simulation analysis is
performed to reduce the amount of wastes resulting from
manufacturing activities. Within the framework of
Material Flow Cost Analysis, costs are calculated for not
only good products but also non-product outputs or
material losses “negative products.” A real case of a
certain multi-variety and small-batch production system
in a precision component manufacturing workshop of a
Japanese company is presented. A simulation-based
MFCA approach is adopted to study the environmental
impacts of production lot-size determination for a multi-
variety and small-batch production system in an actual
forging factory. By applying the proposed approach,
significant invisible wastes caused by inaccurate
determinations of production lot-size are identified. It is
demonstrated that the proposed procedure of application
of simulation in terms of MFCA can also perform a
dynamic simulation analysis along with a static analysis
performed by using MFCA to increase production
efficiency.
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Abstract - The paper proposes the fault tree analysis
method based on safety ergonomic theories in line with the
actual conditions of serious consequences such as production
interruption and personal injury caused by boiler water
shortage accidents due to “human errors”. In this method,
firstly, the analysis is carried out on the accidents by means
of safety ergonomic theories, with the focus on human
hidden dangers in the accidents, so as to put forward the
“human factors” causing the accidents. Secondly, analogy
analysis is carried out on the accidents by means of historic
information and data, so as to put forward the “non-human
factors” such as equipment failure and design defects in the
accidents. Thirdly, deductive reasoning is carried out for
relevant factors by means of fault tree analysis method, so as
to conduct qualitative analysis on them by constructing fault
tree model, thus further confirming the cause logic among
the factors and the rank of structure importance. Finally,
the paper proposes the key measures for preventing and
controlling such accidents, and also puts forward “3E
countermeasures”. Analysis is carried out on boiler water
shortage accidents by this method. The results show that
human factors, failing to install alarm and protection device
or their failure are the key factors causing boiler water
shortage accidents, which provides references and basis for
the prevention work for such accidents in future.

Keywords - Boiler water shortage, fault tree analysis
method, human factor, safety ergonomics

I. INTRODUCTION

Boiler water shortage accidents i one of the
common forms of major boiler accidents. It accounts for
approximate 70% of boiler accidents according to
statistical data [l There were 2710 boiler explosion
accidents due to water shortage during the period from
1976 to 1987, which caused 1532 deaths and injuries to
5754 persons, bringing serious damage for social
economy and personal safety 2,

Currently, the hidden dangers of humans are often
ignored in the analysis on boiler water shortage accidents
by frequently-used fault tree analysis methods, which
lacks of effective analysis on human factors in boiler
system. This will result in the deviation between the
analysis results and real conditions in real application,
which will reduce the credibility and reliability of the
results, thus making it difficult to meet the requirement of
accident analysis.

Therefore, this paper puts forward the fault tree
analysis method based on safety ergonomic theories, and
applies it to boiler water shortage accidents. Another
factor - “human factor” which may cause the accidents is
highlighted in this method. Firstly, the paper analyzes and

proposes the human factors causing boiler water shortage
accidents by means of safety ergonomic theories on the
basis of analogy analysis on the “non-human factors”
such as the mechanical failure and design defect of the
boiler system. Secondly, it analyzes and confirms the
logical relationships among the factors and their influence
degrees by means of fault tree analysis and based on the
immediate causes and latent factors. Finally, it proposes
the key measures for preventing and controlling such
accidents, and also proposes corresponding “3E”
improvement countermeasures for reducing human
hidden dangers. This method not only increases the
accuracy and credibility of analysis on accidents, but also
provides theoretical basis for analysis and prevention for
such accidents in future, which has important engineering
significance for the safe and stable operation of boiler
system.

II. ANALYSIS ON MAN-MACHINE HIDDEN
DANGERS IN BOILER WATER SHORTAGE
ACCIDENTS

Analysis on various accident cases of man-machine
system shows that human factors are often the key link
that causes the accidents; men’s negative impact on the
machines and environment may cause major accidents
and result in severe consequences. Therefore, this paper
emphasizes on analyzing and researching on the human
factors in boiler water shortage accidents based on safety
ergonomic theories and methods and in line with the
operating features of boiler system, which aims at
eliminating the human hidden dangers affecting the safe
and stable operation of the system, and ensuring the safe
and high-efficient operation of the system by improving
human safety and reliability. This paper summarizes and
confirms the main hidden dangers existing in the system
by means of observation method, survey study method
and analysis method etc. and in line with the habits and
preferences of the operators in operation. The main
hidden dangers include: ineffective safety management,
imperfect systems and regulations, insufficient education
and training, unreasonable design of man-machine
interface [31.

(1) Ineffective safety management. Analysis on
previous accident investigation reports indicates that the
ineffective supervision and misprision of the supervisors
constitute the latent factors which cause the accidents to a
certain extent. Some supervisors on duty fail to perform
their duties or fail to report the problems found during
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inspection in a timely manner, as a result, the dangers
enlarge and finally evolve into major accidents, which
brings serious damage to economy, society and personal
safety. In boiler man-machine system, in case of failure of
feed water system and leakage of blowdown when the
firrmen skive off work or fall sleep at work, but the
supervisors with slack supervision fail to discover or fail
to dispose in time after discovering, which will cause
serious water shortage accidents.

(2) Imperfect systems and regulations. In production
practice, the operators should strictly follow the uniform
operation specifications. However, the flaws in the
specifications are prone to causing misoperation or
misjudgment of relevant operators, thus bringing bad
consequences. During boiler operation, if the firemen
carry out “boiler water testing” operation in line with the
wrong or incomplete procedures, it will be prone to
resulting in their inaccurate judgment on water shortage
status; they may mistake severe water shortage for
slightly water shortage and continue to add water to the
overheated boiler, thus causing major boiler explosion
accidents.

(3) Insufficient education and training. The
self-qualities of the operators include professional skills
level, psychological and physical qualities etc. The
differences in the self-qualities will have an important
influence on the accidents. Seen from the analysis on
relevant accident cases, many major accidents have
happened because of the operators’ misoperation and
misjudgment due to their nonstandard technological level
as well as their improper disposal of the accidents due to
their nervousness and panic. Meanwhile, the operators’
poor safety awareness and insufficient conscientiousness
are also one of the latent factors causing the accidents. In
boiler man-machine system, the firemen who lack of
safety awareness may forget to close blowdown valve or
fail to inspect it, depart from work or fall sleep at work,
give up “boiler water testing” operation, which will lead
to the tragedies. Meanwhile, the operators may have
insufficient understanding on the “boiler water testing”
results and conduct wrong follow-up operations due to
their limited individual knowledge and skills level, which
will also cause severe boiler water shortage accidents.

(4) Unreasonable design of man-machine interface.
Man-machine interface is the medium for information
communication, execution and control as well as
cooperative work between man and the equipment in
man-machine system; it includes display device, control
device and alarm. The operators can acquire the status
information of the system via displayer or display screen
to make decisions as well as control and operate. In case
that the interface design is inconsistent with human’s
physical and physiological features, or there are design
defects in the interface equipment, relevant personnel
may fail to acquire the information, which may lead to
wrong decision-making and operations. In the
man-machine system of boiler, firstly, the inaccurate
installation position of traditional bubble type water level
gauge and the careless closing of steam and water cock
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will form false water level, which will affect the judgment
of fireman supervisors. Secondly, the improper setting
position of the water level gauge, unclear display of
displayer, low sensitivity, tedious readings, complicated
operation for instrumentation etc. will result in the wrong
judgment and operation failure of operators. At last, if the
alarm and protection devices are absent in the system,
water shortage accidents will happen.

III. ANALYSIS ON MECHANICAL EQUIPMENT IN
BOILER WATER SHORTAGE ACCIDENTS

Boiler system realizes safe, stable and high-efficient
operation through man-machine coordination and
interworking. Deviation in either party in the system will
break the balance of the system, thus affecting the normal
work and operation of the system. Normal operation of
the feed water system of boiler can ensure fast water feed
and timely water supplementing during the boiler’s
operation, it can also automatically regulate the water
storage in steam pocket (boiler barrel) to maintain it
above the safe water level. Analysis on relevant accident
investigation reports shows that leakage of feed line, line
clogging, failure of feed water pump and automatic feed
water system etc. are the main causes for unstable and
insufficient water feeding of the feed water system. If
failing to troubleshoot in a timely manner, it will finally
cause water shortage accidents. During the normal
operation of the steam and water circulating system, the
water will flow through such pipes as economizer,
downcomer, water cooling wall, superheater and reheater
successively, so as to generate high temperature and high
pressure steam to provide power for steam turbine etc.
Analysis on relevant accident investigation reports shows
that the bursting of pipes due to the quality defect, being
thinner by corrosion and clogging etc. will cause steam
and water leakage of the boiler, which will affect the
normal operation of the steam boiler, and even cause
water shortage accidents.

IV. CONSTRUCTION AND ANALYSIS ON FAULT
TREE OF BOILER WATER SHORTAGE ACCIDENTS

A.  Confirming elementary events through analysis

Through the above-mentioned analysis, and based
on water shortage accident investigation reports and
related literatures, the set of elementary events for water

shortage accidents is summarized and drawn as shown in
Table T 4],

B.  Constructing fault tree model
The logical relationships among the influencing

factors are confirmed through analysis by means of
deductive reasoning method Pl. Based on the principle of
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fault tree construction, the fault tree model ofboiler water
shortageaccidentis drawn as shown in Fig.1.

TABLE I
SET OF ELEMENTARY EVENTS
Set Of Elementary Instruction Of Elementary Events
Events
X0 The water level is lower than the minimum safe
water level
X1 Failing to install the alarm or the alarm fails
X2 Failing to install water shortage protection device
or the device fails
X3 The feed line is clogged
X4 Leakage in feed line
X5 Feed water pump fails
X6 Automatic feed water system fails
X7 Water failure
X8 The boiler tube is clogged
X9 The boiler tube wall is corroded
X10 The boiler tube has defects
XI11 Failing to close blowdown valve
X12 The blowdown valve is not tightly closed
X13 Skive off work or fall sleep at work
X14 Depart from work
X15 The steam and water communicating pipe of the
water level gauge is clogged
X16 The boiler water contains over salt and alkali
X17 Inaccurateinstallation position ofthe water level
gauge
X18 The water level gauge is broken
X19 The steam and water cock of the water level
gauge is closed
X20 Failing to conduct “boiler water testing”
X21 Misoperation in “boiler water testing”

Boiler water shortage

|
Leakage
of blow

Boiler tube
bursts

Insufficient
water

Negligence || Misjudgment

Fig.1. Fault tree of boiler water short

C. Qualitative analysis on fault tree of boiler water
shortage accidents

1. Analysis on the minimum cutset of fault tree of boiler
water shortage accidents
Step 1: List the structure function of the fault tree

model of boiler water shortage accidents(®l:

Y = §(X) = XOXIX2(X3+ Xd+++-+ XI2)(XI13+ X14+---+X21]) (1

Step 2: Simplify the structure function by “Boolean
algebra” rule:

Y = ¢(X) = XOXIX2(X3+ X4 +--+ XI2)(XI3+ X14+---+X21)
= XOXIX2X3X13+--+ XOXIX2X3X21
FXOXIX2X4X13+---+ XOX1X2X4X21

+X0XIX2X12X13+---+ X0X1X2X12X21

Step 3: Get the minimum cutset of the fault tree:
PI={X0, X1, X2, X3, XI13} P2={X0, XI, X2, X3,
X144 ... P90={ X0, X1, X2, X12, X21} , 90 sets in total.

Step 4: Get the fault tree model equivalent to fault
tree of boiler water shortage accidents (minimum cutset
indication), as shown in Fig.2.

Boiler water shortage

N a

Fig.2. Equivalent fault tree of boiler water shortage accidents
(minimum cutset indication)

It can be known through the aforesaid analysis that
there are in total 90 sets of all the possible modes which
may cause boiler water shortage; for instance:

P1={X0, X1, X2, X3, X13} indicates that: the alarm or
water shortage protection device of the boiler system are
uninstalled or fail, clogging of the feed line causes
msufficient water feed, meanwhile, the firemen skive off
work or fall asleep at work, which results in that the water
level is lower than minimum safe water level, and finally
causing water shortage accident.

2. Analysis on the minimum path set of the fault tree of
boiler water shortage accidents

Construct success tree model according to the
original fault tree model of boiler water shortage
accidents,as shown in Fig.3.

The boiler is not short
of water

Sufficient
feed water

Normal
blow-down

Normal
boiler tube

Rigorous
work

Fig.3 Success tree of boiler water shortage accidents
Step 1: List the structure function of the success
tree:
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Y =0(X)
= X0+ X1+X2+X3-X4-X5-X6-X7-X8-X9-X10- X11-X12
+X13-X14- X15-X16- X17- X18- X19- X20- X 21 )

Step 2: Get the minimum path set of the original
fault tree (minimum cutset of the success tree):

QI={X0} Q2={X1} Q3={X2} Q4={X3, X4, X5,
X6, X7, X8, X9, X10, X11, X12} Q5={ X13, X14, X15,
X16, X17, X18, X19, X20, X21} , 5 sets in total.

Step 3: Get the equivalent fault tree of the original
fault tree (minimum path set indication), as shown in
Fig.4.

Boiler water shortage

L) £

Fig.4 Equivalent fault tree of boiler water shortage accidents
(minimum path set indication)

It can be known through the aforesaid analysis that
there are five sets of various effective measures for
preventing and controlling boiler water shortage accidents;
for instance:Q2={X1} indicates that: if the boiler alarm or
alarm are installed in the boiler system and can work
normally, then water shortage accidents can be effectively
prevented.

1900)=19(1)= 19(2)> 1§(13)= 19(14)= 14(15) = 1§(16)= 19(17)= 19(18) = 1§(19) = 1920)= 19(21)

> 19(3)=19(4)=14(5)=14(6) = 1(7) = 1¢(8) = 14(9) = 14(10)= 1¢(11)= 1§(12)

3. Analysis on the structure importance of the fault tree of
boilerwater shortage accidents

Since there are 90 sets of minimum cutsets of fault
tree and 5 sets of minimum path sets in total, therefore,
minimum path sets shall be used for analyzing the
accidents.

Formula of structure importance [l

) 1
[¢(l): Z 2ni-1
XieJ
the ith elementary event
the number of the elementary
events in the minimum path set
where the ith elementary eventis in
J——the minimum path set including the
ith elementary event
The structure importance of the elementary events
are got based on the analysis on boiler water shortage
accidents in line with formula (3).

1(0) = 1(1) = I(2) = 2(—1) ~1

1
1¢(3):...:1¢(12):Wz0.00195

3)

Where X;
nj

I¢(13)=---1¢(21) = ZTIU ~0.00391
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The weight ranking for th€2glementary events are
gotaccording to the structure importance coefficients.

According to above analysis, it can be seen that the
two factors of failing to install the alarm or the alarm fails
(X1) and failing to install water shortage protection
device or the device fails (X2) rank top in the weight
ranking, and they are the main causes for boiler water
shortage accidents. Meanwhile, they are also the key
factors to be considered for effectively preventing such
accidents. The influence degree of elementary events X13,
X14, X15, X16, X17, X18, X19, X20 and X21 rank
second, and the elementary events with the weakest
influence degree are X3, X4, X5, X6, X7, X8, X9, X10,
X11 and X12 81,

V. “3E” COUNTERMEASURES FOR PREVENTING
AND CONTROLLING BOILER WATER SHORTAGE
ACCIDENTS

“3E”  countermeasures (Education-educational
countermeasures, Engineering-technical countermeasures,
and Enforcement-management countermeasures) are
countermeasures for preventing and controlling accidents
based on safety ergonomic theories [°l. Starting from
characteristics of man, “3E” countermeasures analyze
man-machine-environment as a whole, and focus on
improving human factors which may cause accidents to
increase human safety and reliability, thus making
man-machine system safer, more harmonious and
high-efficient [101,

A. Technical Countermeasures
Technical countermeasures start from safety
ergonomic theories to realize man-machine coordination
and tactic cooperation by improving the mechanical
equipment and related technologies in man-machine
system, thus enabling the system to operate safely and
high-efficiently.

(1)When designing the boiler system, it needs to
take human factors into sufficient consideration, so as to
make the man-machine system designed be suitable for
human ability and operation requirement, and to endeavor
to create a safe, comfortable, high-efficient and
harmonious man-machine system. For instance, the main
meters and instruments of the boiler system shall be
installed at the place near horizontal sight line of the
firemen to facilitate their reading and prevent misreading.

(2)When designing the boiler system, man-machine
interface design shall be the key design contents, so that
the man-machine interface designed can meet the
operators’ demand on reading as well as simple, accurate
and fast operation. For instance, upgrade boiler display
devices (steam temperature meter, bubble type water level
gauge and pressure gauge) to digital meters, increase their
reading sensitivity and accuracy; arrange the control
apparatuses (emergency shutdown button or handle,
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valves) at the positions where are accessible for hands,
meanwhile, their quantity shall be reduced in order to
prevent misoperation.

(3) When designing the boiler system, key measures
for preventing and controlling such accidents shall be
taken [!], Installing alarm and safe protection devices can
effectively avoid the potential hidden dangers during the
operation of the system, reduce equipment damage and
personnel injury, and prevent the accidents from
expanding. For instance, low water level alarm or low
water level interlock protection device shall be installed at
positions such as digital water level gauge and blowdown
valve etc., high water level signaler, high pressure alarm
and self-starting device for pump pit draining pump shall
be installed at positions such as drain flash tank and
continuous blowdown flash tank etc.

(4) When designing the boiler system, automatic
supervision functions shall be explored. For instance, the
system shall identify and accumulate the negative
operations of operators. When the negative influences on
the system are accumulated to some extent, the system
will automatically lock out and refuse the negative
operations, which will improve the collaborative capacity
of man-machine system significantly, and it will also be
conducive to operators’ development towards a higher
standard [12],

B. Educational countermeasures

All production activities are accomplished by
man-machine system. Since man is the dominant factor,
improving human quality is of great importance to safe
production. Human qualities include professional quality
of labor, cultural knowledge quality, safety quality,
psychological and physical quality as well as physical
health condition etc [13]. Enterprises should establish a
long-term mechanism for safety education and skill
training, and carry out safety education and trainings of
specialized technologies in daily production and life on a
regular basis, so as to increase the personnel’s safety
awareness, sense of responsibility as well as knowledge
and operating skills. Enterprises should also assess the
employees regularly, and only the employees who get the
certificates subject to assessment can operate. Meanwhile,
enterprises are also supposed to pay attention to the
employees’ psychological and physical status to enable
them to develop towards the optimized comprehensive
safety qualities.

C. Management countermeasures

Management work shall not only troubleshoot the
hidden dangers of machinery equipment, but also
strengthen supervision on personnel U4l Firstly, the
uniformed and perfected rules and regulations shall be
made, including reward and punish system and operation
specifications. ~ Accountability  system  shall be
implemented at all departments step by step; and the
departments shall define their own working range and

responsibility, in particularly the front-line production
workers; in case of safety accident, relevant personnel
shall be called to account. The personnel of all
departments shall carry out corresponding work in strict
accordance with the standard procedures and operation
specifications, which can effectively avoid misjudgment
and misoperation due to subjective factors, so as to avoid
accidents. Taking the aforesaid measures can effectively
reduce the probability of boiler water shortage accidents
caused by operators’ negligence and misoperation [15],
Secondly, carry out supervision and inspection work on a
regular basis. During production process, the management
department shall carry out regular inspection on the
operators’ implementation of safety regulations and
operation specifications as well as the operation
conditions of equipment, so as to eliminate hidden
dangers in a timely manner. Taking the aforesaid
measures can effectively avoid boiler water shortage
accidents due to water feed failure and boiler tube
bursting etc. Finally, the work shall be reasonably
arranged. Enterprises are expected to scientifically
arrange the work in line with the operators’ personal
conditions such as technical capacity, knowledge level
and experience etc., so as to meet the requirement of the
posts to the greatest extent [10]. The enterprises can give
full play to men’s subjective initiative to enable them
work high-efficiently, safely and reliably.

VL. CONCLUSIONS

(1) Traditional fault tree analysis method often lacks
of detailed analysis on human factors in man-machine
system. Based on this problem, this paper proposes fault
tree analysis method based on safety ergonomic theories,
and applies it to boiler water shortage accidents. It
confirms through analysis that the human factors causing
such accidents include four aspects: ineffective safety
management, imperfect systems and regulations,
insufficient education and training, unreasonable design
of man-machine interface.

(2) This paper constructs fault tree of boiler water
shortage accidents and carries out qualitative analysis on
it, and concludes the following conclusions: since there
are many minimum cutsets of this accidents (90 sets in
total), it can be known through analysis that boiler water
shortage accident is prone to happening, and it is one of
the common accidents of boiler system. Since the
structure importance coefficients of elementary events of
failing to install the alarm or the alarm fails (X1) and
failing to install water shortage protection device or the
device fails (X2) are the largest, it can be known through
analysis that elementary events Xland X2 have the
largest influence on boiler water shortage accidents;
meanwhile, they are also the key measures for preventing
such accidents.

(3) The safety measure formulation work for boiler
system in the past fails to reinforce the safe operation
ability of the system from the perspective of increasing
human reliability in the system. Based on this problem,
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this paper proposes “3E” countermeasures for preventing
and controlling boiler water shortage accidents, aiming at
ensuring the safe and stable operation of the entire system
by increasing human safety and reliability.
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Abstract — This thesis is mainly concentrated on
analyzing the quality control department of plastic company
S. And the author hope that Company S can get to a higher
stage in the quality-control area by applying IE, quality
management and other related knowledge. Then Company S
can improve the unreasonable parts of it, and it will improve
its working efficiency and the quality of its products, at the
same time, the cost will also be reduced. Finally, Company S
can enhance its market competitiveness in the industry. By
all of the above, the author hopes that what the company
finally gives the consumers will match its’ company slogan,
which say that “customer-oriented, quality first”.

Keywords — Product quality, quality management,
quality control, the inner tube production

I. INTRODUCTION

After more than a month in S company internship,
analyze the present situation of the production of the
product and the enterprise product quality problem
investigation and research. According to company's
management target system, the sampling inspection, find
out the unreasonable place !'l, analysis of causes and
improvement measures are put forward. According to
company's quality management system and product

sampling inspection method to detect the quality of your
goods, the survey found that the enterprise did not adopt
scientific and effective system of quality management
method, to reduce costs [, improve product quality, thus
to achieve the ultimate goal of the enterprise.

II. THE INNER TUBE PRODUCTION PROCESS
FLOW DIAGRAM

The inner tube production process flow is shown in
Fig.1.

Rubbe :)

Inner tube forming

I

Inner tube

Inner tube extrusion ﬂ

Inner tube products <:

Fig.1. Inner tube production process flow diagram

[II. THE INNER TUBE PRODUCTION PROCESS
DEFECT ANALYSIS

TABLE I
THE SECOND WORKSHOP PROCESS DEFECT LIST IN MARCH

The production ~ Production sulfide The interface Squeeze cquipment  other Waste tire  Grade A The total ~ Rate of
workshop shift v molding out quip in total number output of  grade A

A 3951 1177 140 668 35 4376 10347 771368 781715 98.68

The second B 2932 1265 116 415 22 2957 7710 796731 804441 99.04
workshop  larea C 3351 1248 81 339 0 3100 8123 740835 748958  98.92
A 2790 1120 86 681 0 3383 8081 727523 735604 98.90

Th kshop 2

P B 2401 1195 54 468 0 2971 7072 802321 809393  99.13

C 2931 1279 141 330 1 3768 8453 757415 765868 98.90

Through qualitative check member of the test of the process is very important. The inner tube

statistics is unqualified emitting that sulfide in the process
of inner tube production process of scrap rate is the
highest, i.e. sulfide links exist a lot of quality problem [31.
Therefore, the use of quality management tools for
analysis found that the problem of this link and effective
improvements are put forward (Table I).

IV. INNER TUBE VULCANIZATION PROCESS
STATUS

Inner tube sulfide is the last line of inner tube
production process, this process caused by defective
goods can't reuse raw materials [, So the quality control

vulcanization about quality problem mainly has folds,
uneven thickness, drying, expand, aging, spongy and
sponge rubber edge phenomenon as well as the quality
problems.

A. Using the diagram and cause and effect diagram
analysis of the cause of quality control

Through the inner tire vulcanization process product
inspection showed that the quality problem of the inner
tube sulfide mainly include: skirts, uneven thickness,
drying, expand, aging, spongy and sponge rubber edge,
etc.
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B. Using the Pareto methods analysis main quality
problems of tube vulcanization process

The first step: Collecting the number of unqualified
products of Tire vulcanization process to produce in the
first day (24 hours one day, three classes). Designing a
data sheet, and fill the unqualified emitting in the sheet,
then combined (Table II).

TABLE 11
INNER TUBE VULCANIZATION PROCESS UNQUALIFED
QUESTIONNAIRES

Unqualified type Ungqualifiednumber note
cleft 3
Drying raw 5

Uneven thickness 36 most
aging 8

stigmas 30 more
Rubber edge 1
spongy 4
other 3

combined 90

The second step is to make a data table of Pareto
chart, column in the table are the unqualified data,
cumulative unqualified data. The unqualified percentage
and cumulative percentage [°]. By quantity in order from
largest to smallest. The data to fill in the table, the "other"
item listed in the final (Table III).

TABLE III
UNQUALIFIED QUESTIONNAIRES

Unqualified  Unqualified Cumulative Ratio The .
tvpe number numbe_r _ of (%) Curpulatlve
yp unqualified o ratio (%)
Uneven

thickness 36 36 40 40
stigmas 30 66 333 73.3
aging 8 74 8.8 82.1
Dryingraw 5 79 5.5 87.6
spongy 4 83 4.4 92
cleft 3 86 3.4 95.4
other 3 89 3.4 98.8
Rubber 1 90 12 100
edge
combined 90 100

The third step is make two longitudinal axis and a
horizontal axis, labeled number (frequency) of the scale
in the left vertical axis, the largest scale for the total
number (frequency); Standard rate (frequency) scale in
the right vertical axis, the largest scale was 100%.The
total frequency of the scale on the left and The total

frequency of the scale on the right have the same height [¢]

On the horizontal axis coordinates according to the
frequency size to draw a rectangle, the rectangle height
represents the size of the frequency of the
non-conformance (refer to Fig.2).

The last step is the judgment according to the figure
of non-conformance. Can be seen from the diagram, the
main quality problem is inner tube of type vulcanization
process)and the thickness [71.

R. Xu et al.

100

s Unqualified number

e The cumulative percentage

Fig.2. The unqualified item Pareto chart

C. Based on the causality diagram analysis of the cause
of theinner tube thickness

The machine Personnel

Curing time is notenough | Extrudermouth lower hardness | Sense of responsibility s not srong

4
b

Mixing process is not stable

—_—)
Y

Y »| [nnertube uneven

A [
jironmental humidity isnotstablé  Gasoline isnot clean

The valve plug Tilt valve inlet pipe
—)

The enviromment material methods
Fig.3. Inner tube thickness causal analysis diagram

Combined with the actual situation of tire
vulcanization process analysis that caused the quality
problem of the inner tube inner tube thickness
vulcanization process is mainly(refer to Fig.3):

The extrusion process of extrusion machine
equipment, and for discontinuous adhesive; the strength
of the extruder mouth design is bad Bl. Mouth when
extrusion deformation, which leads to the inner difference
of correspondence and thickness, is not equal. Extrusion
tire tube size is less than construction standards.

Aspects: (1) mixing operation method of instability
Pl Returns the glue mixed with a large proportion.
Existing in production of rubber in the back glue dosage
of instability, mixing a good film in the park on the
conveyor belt is long wait for a reason, after the mixing
of rubber and plastic value volatility leads to uneven
thickness of tube semi-finished products (2) curing speed
too fast, have to finalize the design before make the valve
and thin wall parts of rubber to expand, the tire body local
drum thick and thin value [19], (3) The clamping, canning
speed too slow. After making the first contact mould parts
of the first heat contact mold parts of inflation. (4) After
excessive storage of semi-finished products storage time
is too long, thin fold bum.
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V. THE QUALITY OF THE INNER TUBE
VULCANIZATION PROCESS IMPROVEMENT
MEA SURES

Operation method: 1) the control returns when the
dosage of the glue and regulate mixing proportion of time;
2) security extruder for the glue, prevent the glue supply
disconnect or excess; 3) after mixing rubber in front of
the supply of parking time should not be too long, lest
affect the plasticity index of the rubber [!l; 4) to do a
good job of equipment management, strengthen the
maintenance extruder mouth; 5) control of sulfide before
finalize the design speed; 6) to improve the speed of mold,
canning; 7) reduce joint after the storage time of
semi-finished products.

Machine and equipment: 1) improve the mouth
strength design of extruder. Extruder molding workshop
was directly by the motor start running process not only
the demand is higher, difficulty is big, and easy to
damage to equipment, electricity energy consumption is
larger [12], it installed in 30 KW motor frequency
converter, using variable frequency energy saving
technology to reduce power consumption, and reduce the
operation difficulty. 2) Extrusion tire tube size conform to
the standards of construction. 3) is the main air volume of
wind pressure on vulcanizing machine work, the original
directly to the wind, the wind does not have any control
measures and equipment when not working, air discharge
U3 caused a large number of waste air and waste of
electricity. Making its air volume will not discharge when
not working, so fundamentally solved the waste air
volume. In addition, on the basis of this and installed a
pressure reducing valve in the pipe on the road 4] is
composed of high voltage part into a low pressure wind,
so that by the original using a high pressure air
compressor and a low pressure air compressor into using
a high pressure air compressor.

VI. CONCLUSION

Through application of quality management tools,
Pareto diagram, cause and effect diagram and control
chart to analyze the quality problem of the semi-finished
products, is the quality of the product had the very big

enhancement, greatly reduces the cost of materials,
improve the production efficiency, increase the benefit of
the company. Set up inner tube production line quality
improvement system ['3], unreasonable places in the inner
tube production process for continuous improvement,
constantly improve product quality. So through the inner
tube production line for each process quality control and
improvement of inner product percent of pass is greatly
improved.
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Abstract - According to dynamic movements and
vibration of complex conveyer with Mosaic particles,
simulation analysis of conveyer is carried out by ADAMS.
First, three dimensional model of conveyer was
established by the software of solidworks/proe, then it
was lead into the software of ADAMS, the model was
established by defining restriction, load, rigid-flexible
coupling and contact among the parts of conveyer on the
virtual machine of ADAMS .At last, the graphics of
displacement, velocity of moving mosaic, acceleration of
mass center of Mosaic particles were gotten by
simulation ,which provides the certain foundation for the
structure optimization of conveyer machine.

Keywords - Dynamics vibration, mosaic particles,
simulation analysis, three-dimensional modeling

[. INTRODUCTION

Mosaic is introduced from abroad where researches
on design and production of Mosaic and automatic
production line about mosaic have been accomplished
roundly. However, the price of automatic paving
machine imported from abroad is too expensive to
purchase for small company except several large
companies.

In recent years, domestic media also have some
special reports about automatic mosaic paving machine
[1]. For example, Chen Gangchang invented the patent
technology "a Mosaic paving machine "in 1988. Han
Qiwen invented the "bidirectional and fast glass
Mosaic paving machine" whose application by placing
the mosaic on the mold in1993.Guo Anhua invented "
bricks paving machine" whose application by
conveying mold with mosaic in 2007. Chen Yaozao
designed a mosaic paving machine that worked like
this: three conveyer belts was transporting at the same
time three manipulators extracted mosaic from three
conveyor belts and put them on the mold frame in
order to an array in 2010. Zhang Liangfu, Zhang qiang
in via-wisdom technology company in shenzhen
invented the patent technology "automatic mosaic
fixed-point paving equipment" that worked like this:
equipment used the suction cup adsorb mosaic into
corresponding  position for mold. Mentioned
equipments above have low efficiency and low success
rate in 2013. In words, mosaic products were
inexperienced from research and development and
therefore cannot be promoted due to contemporary
restrictions about technology. The lab devoted series of
product research with associated with Mosaic particles,
which Has authorized an invention patent "one kind of
automatic sorting system" and patent number was
Z1.200810025703.4, also authorized a utility model

patent "multicolor and complex Mosaic paving device".
Patent only describes device on the aspects of theory
and can't effectively put all details and applied theory
knowledge in detail on account of own properties.
Article makes effective analysis of the theory on the
transformation of mosaic’s motion state under the
action of vibration on the slope on the basis of paving
mosaics inefficiently.

First, article establishes 3D model by
Solidworks/Proe,  then  establishes = Dynamics
Simulation of multicolor and complex Mosaic paving
device by ADAMS [2]. Through the simulation
experiment and dynamic simulation, article obtained
the relevant test data, the comprehensive detailed
understanding of mosaic’s motion state about the
mosaic under the action of vibration on the slope, and
provides an effective and efficient simulation
animation which provides a certain theoretical basis for
development and production on the future.

II. MODELING OFCOMPLEX PAVING MACHINE
WITH MOSAIC PARTICLES UNDER THE ACTION
OF VIBRATION

The modeling of simplified paving device under the
action of vibration is shown in Fig.1.

1 the electromagnetic vibrator; 2 the output ramp; 3 the crank slide
block structure; 4 Mosaic particles; 5 mold; 6 guide rail; 7 support
plate; 8 feeding track
Fig.1. the modeling of simplified paving device under the action of
vibration

The mosaic paving device under the action of
vibration overcomes the friction of feeding track by the
function of mechanical vibration [3], [4], then falls into
a mold with squares in a way. The purpose of this
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article is to study the moving behavior about the
mosaic particles under different directions of vibration
on the slope. The selected direction of vibration is
shown in Fig.2, 3, 4. Mosaic particles having just
entered into the feeding track entrance may appear the
following situations:

(1) Side-boundary of the mosaic is parallel to that
of the feeding track;

(2) Side-boundary of the mosaic isn’t parallel to
that of the feeding track

(3) A special status appears. Mosaic particles are
turned 90 degrees.

The following is mechanics analysis in view of the
three conditions above.

A

A Fn

@ x
Fig.2. mechanics analysis when side-boundary of the mosaic is
parallel to that of the feeding track

At this time, F +Fcosf=mg; Fsinf>F,.

Mosaic particles slide along the track with accelerated
state in Fig.2.
Z

A Fn

a
X
Fig.3. mechanics analysis when side-boundary of the mosaic isn’t
parallel to that of the feeding track

As shown in the Fig.3, fsinp and F, are in a
straight line, but they state a different direction with F,
Mosaic particles slide along the track in accelerated
motion. Force F; drives mosaic particles turned along

the plane of slope until the degree=0. So, system is
reaching the state of Fig.2 by this time;

F +Fcosf=mg

J. Buand X. Wang

A Fn

D ¢
Fig.4. Mosaic particles just are turned 90degrees
As a special case, Mosaic rotates 90 degrees. In
order to prevent mosaic stuck, we must ensure that side

length of mosaic reaches the requirement: m >+/2n.
ITII. THE DEFINITION OF FLEXIBLE BODY

In order to avoid mosaic particles, feeding orbits
and mold crashing into each other under the action of
vibration, the article defines the materials of feeding
orbits and mold as flexible materials which have
inherent damping and costs physical energy
overcoming friction [5]. Based on theory of dynamics,
simulation method and ADAMS software platform, a
rigid-flexible coupling model is built for mosaic. In the
process of simulation, rigid body is defined as loading
mass [6], in contrast, flexible body is defined as object
without mass. Considering that high-frequency
vibration may cause Mosaic particles out of the way,
this article regards the motion state under the action of
low-frequency vibration as the aim of research.

IV.THE ESTABLISHMENT OF DYNAMIC MODEL

Based on the operational theory of mosaic paving
device under the action of vibration, the Mosaic
particles on the feeding track present a Spring - damper
steady and forced vibration by FM vibrator [7]. Setting
initial phase of FM vibrator presenting harmonic
vibration is 0. The equation of motion:

s = Asin wt (1)
Force produced by actuator is
F=m+s =—mAw® sin ot )

Among them:

s — distance on the slope with vibration;

A — amplitude on the slope with vibration;

® — angular velocity about FM vibrator;

t — time;
Notel: in formula (2), the type of minus sign shows that the direction
of force is opposite with prescribed direction.

I need to make appropriate simplification by
ignoring secondary factors with model before setting
up dynamic model. As follows:

(1)The mass of spring in the case of dispersion is
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small and negligible.

(2)All kinds of damping are equal to linear damping
[8].
(3) Mosaic particles are equal to protons.

Based on aforementioned simplifying Rules of
dynamic model, the article has accomplished
establishment of dynamic model, as shown in Fig.5.
Among them, Mosaic particles are defined as protons
whose quality are M; Angle of slope is « ; slope K
where article establishes coordinate system X - Y - Z is
seen as the initial planes; [ is the angle between the

Y direction and the direction of vibration; plane L is
defined as a plane which is vertical with plane X;
proton presents a spring - damper steady and forced
vibration which can be equal to a combined action of
spring - damper steady forced vibration along the
direction of X and Y along the direction of the vector
on the plane L.

'::' Kz

Fig.5. the establishment of dynamic model
The friction produces because of their interactions
between the protons and slope K When protons can't
jump from K. At this time, based on Lagrange equation,
establishing differential equation is:

m)"c+kxx+cx)'c+Ff=Fsin,8+mgsina 3)

mz+mgcosa+kz+c z=Fcosf+F, (4)
Fy =k, )

Among them: m the mass of mosaic;

X/ Z —the acceleration in the direction of X/Z for
mosaic;

X /Z —the velocity in the direction of X/Z for
mosaic;

Cx / ¢ —the damping coefficient in the direction of
X/Z for the system;

k

x/ kz —the stiffness coefficient in the direction of
X/Z for the spring;

F —support force slope imposing on the Mosaic;

F P —friction slope imposing on the Mosaic;

H __friction coefficient.

The displacement of proton not jumping out of
slope is zero along the direction of Z, the displacement
only in the direction of X exists, equation (4) reveals
the system in the state of equilibrium, reforming
equation (3), I get that:

mx+k x+c x=Fsinf+mgsina-+pmgoos o+ pas 3 (6)
Among them,

UF cos B =—cot B.ua’mx > Fsin f = —ma’x »

Reforming equation (6), I get that:

mockc, xeHk, +mad +pamed oot Be=ngsina+ngoosa (7)

Equation (7) is typical
inhomogeneous differential equation.

From equation (7) above, I get a conclusion: the
frequency of vibration, different direction of vibration,
the change of slope Angle and accuracy of system
installation under the action of installation all affect
motion state in the process of conveying mosaic
particles.

Mosaic particles can jump out of the slope with the
increase of vibration frequency or increasing
amplitude.

Based on equation (4) Fcosf=mgcosa ,

2-order  linear

meanwhile, F, =0. The mosaic particles will jump out

from the slope without the support and friction force
which has reached the maximum static friction force

[9].

Assuming the time quantum of mosaic particles
Jjumping out of slope is from 7 tof 4

Aw’ sin wt, cos f = g cosa ®)
Drawing a conclusion:
1 . cosa
t, = —arcsmg2— (€))
w Aw~ cos ff
When mosaic Jump out from slope, the movement
behavior expressing in formula is:

Fsinﬁ+mgsina:m§€ (10)
Fcosf—mgcosa =mz (11)

After transformation,
x=—Aw’ sinwtsin B+ gsina (12)
z=—Aw’ sinwtcos f—gcosa (13)

Making the second integral equation for equation
(11) and (12) in the time quantum that from # to 7,
equation of displacement for particle are obtained:

X = Asin wtsinﬁ’Jr%gz‘2 sina — 4 sin wt, sinﬂ—%gz‘s2 sina
(14)
z = Asin a)lcosﬁ+%ng cosa — Asin o, cos[ﬁ’—%gt2 cosa

(15)

When the mosaic particles fall back on the slope, z
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= 0. At this time,

. 1 . 1
Asma)tqcosﬂ+§gt52—Asma}ts cosﬂ—ggtzcosa =0

(16)

The value of @ is very small and close to zero

so thatsin @¢ ~ wt . 1 get the approximate equation
about time from jump out of slope to fall back on the
slope by simplifying and sorting the equation of (15),
(16):

I, . 1,
Egtq cosa — Awt, cos S+ Asin wt cos f _Egt‘ =0

(17

The equation (17) is quadratic equation. In the
equation, only the variable of tq is unknown,

according to the actual situation, the solution of
equation exists, so I can figure out the value of ¢ e

V. SIMULATION AND ANALYSIS

Based on the analysis of the vibration/view in
ADAMS, modeling and dynamics simulation of
complex paving machine with Mosaic particles
establishes. On the basis of the input channel,
excitation function is defined. Similarly, on the basis of
output channel, frequency response function is
calculated. By the analysis of response function in the
output position, I analyze the system of vibration. First,
I import the Model for Mosaic in the ADAMS with
simulation and then build the flexible body in
ADAMS/Flex covering the original rigid body. I use
rigid constraint between flexible and rigid bodies [10].
A coupled model of simulation with vibration is
presented shown in Fig.6 as follows:

Fig.6. coupled model of simulation with vibration for mosaic
particles

In the process of simulation with vibration, first of
all, I need to define the material qualitative, as well as,
the contact relationship between the various parts.
Material selection is shown in Table I, the definition of
contact for parts is shown in Table 11, the definition of

friction is shown in Table I11.
TABLE I
THE DEFINITION OF MATERIALS

serial number  name of the material  material Mass/g

1 Feeding track flexible body  no

2 mold flexible body no

3 supporting plate 1/2  x6Cr13 1440/463
4 loose tooling ceramics 198
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TABLE II
THE DEFINITION OF CONTACT
contact value
Contact Name Contact 1/2
Contact Type Solid to Solid
1 Solid Mosaic particle
J Solid Feeding track/mold
Normal Force Impact
stiffness 1.0E+0.08
Damping 1.0E+0.04
Exponent 2.2
Dmax 1.0E-0.04
TABLE III
THE DEFINITION OF FRICTION
item value
Friction Force Coulomb
Coulomb on
Static Coefficient 0.2
Dynamic coefficient 0.15
Stiction transition 10
Friction transition 1000
Kx /Kz 5
Cx/Cz 0.2

In the ADAMS, the setting time of simulation is s,
the steps of simulation is 150, the length of slope for
feeding track is 800mm. Input channel function is
defined as s=100sin2¢, I define that 4 = 30° ,
B =10° Based on the post processing in

vibration/review, I get the displacement diagram in the
direction of Z f