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Preface

This book includes Volume I of the proceedings of the 2006 International Conference on Systems,
Computing Sciences and Software Engineering (SCSS). SCSS is part of the International Joint Conferences
on Computer, Information, and Systems Sciences, and Engineering (CISSE 06). The proceedings are a set
of rigorously reviewed world-class manuscripts presenting the state of international practice in Advances
and Innovations in Systems, Computing Sciences and Software Engineering.

SCSS 06 was a high-caliber research conference that was conducted online. CISSE 06 received 690 paper
submissions and the final program included 370 accepted papers from more than 70 countries, representing
the six continents. Each paper received at least two reviews, and authors were required to address review
comments prior to presentation and publication.

Conducting SCSS 06 online presented a number of unique advantages, as follows:

All communications between the authors, reviewers, and conference organizing committee were done
on line, which permitted a short six week period from the paper submission deadline to the beginning
of the conference.

PowerPoint presentations, final paper manuscripts were available to registrants for three weeks prior
to the start of the conference.

The conference platform allowed live presentations by several presenters from different locations,
with the audio and PowerPoint transmitted to attendees throughout the internet, even on dial up
connections. Attendees were able to ask both audio and written questions in a chat room format, and
presenters could mark up their slides as they deem fit.

The live audio presentations were also recorded and distributed to participants along with the power
points presentations and paper manuscripts within the conference DVD.

The conference organizers are confident that you will find the papers included in this volume interesting
and useful.

Khaled Elleithy, Ph.D.
Bridgeport, Connecticut
June 2007
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An Adaptive and Extensible Web-based Interface System
for Interactive Video Contents Browsing

Adrien Joly

Dian Tjondronegoro
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GPO Box 2434, Brisbane 4001, Queensland
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Abstract - With the growing popularity of mobile devices
(including phones and portable media players) and coverage
of Internet access, we tend to develop the need of consuming
video content on the move. Some technologies already allow
end-users to watch TV and listen to news podcasts or
download music videos on their devices. However, such
services are restricted to a provider’s selection of pre-
formatted and linear content streams. Hence, we propose a
web-based interface system that supports interactive contents
navigation, making it possible for end-users to “surf” on video
content like they are used to on the Web. This system is
extensible to any specific domain of video contents, any web-
enabled platform, and to any browsing scheme. In this paper,
we will explain the architecture and design of this system,
propose an application for soccer videos and present the
results of its user evaluation.

Keywords:  architecture, multimedia, content, browse,
hypermedia, navigation, video, semantic, XML, pipeline

I. INTRODUCTION

Nowadays, most of us carry latest-technology mobile devices,
such as mobile phones, PDA, pocket game consoles and
portable media players, allowing to play video contents
wherever we go. Along with the increasing coverage and
bandwidth of wireless Internet access, today’s consumers
expect a richer, easier and more rewarding experience from
their video-enabled devices to find, select, retrieve and
consume video content on the move. The popular solution of
cellular network providers is to propose a restrictive range of
videos to download and/or access to certain TV channels. But
this approach is very restrictive as these providers “push”
their own content instead of leaving the consumer browse any
content from any source on the Internet.

While streaming any video from the Internet is becoming
possible on mobile devices like on desktop computers, their
technical and ergonomical constraints bring new issues to
consider. Firstly, according to [1], usage of mobile devices is
not as exclusive as using a desktop computer at home. Mobile
users can be distracted at any time by their context, hence
they want an adaptive and flexible way to access the
information they are expecting at a time. Secondly, mobile
devices are technically limited: battery life, memory capacity,
computing power, screen size, input interfaces, etc... Hence,

1
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the browsing experience and the display of contents must be
adapted to ensure their usefulness on the mobile device.
Thirdly, wireless access to the internet is too expensive for
users to afford wasting long and bandwidth-consuming
connections as they could at home using unlimited broadband
Internet access or TV.

In order to bring the multimedia web to our mobile devices
while satisfying these constraints, we need to adapt the
retrieval of multimedia content for these specific platforms
and their usage. Our approach is to allow users to browse
inside the video content without having to transfer it
integrally on the device and to personalize the content. This is
made possible by video indexing, as long as a browsing
interface can be generated from the resulting indices,
providing direct links to access its most relevant segments.

In this paper, we propose a web-based interface system
relying on a SEO-indexed video library to bring rich and
personalized video content efficiently (by focusing on the
information that matters for the user) and adaptively (to the
platform’s constraints) at anytime (on demand) and anywhere
(on the move or at home) to the average end-user (with ease
of use). As we are aware that new devices and new types of
video contents are constantly appearing on the market, this
system is adaptive to new devices and extensible to new video
domains. Moreover, its modular architecture makes it
possible to integrate new components allowing browsing
content in an intuitive, precise and enjoyable manner.

This paper is structured as follows: Section 2 describes our
previous work and the proposed application of the system;
Section 3 specifies the workflow of the expected application;
Section 4 outlines the architecture of the proposed interface
system; Section 5 explains the design of the dynamic
interface generation; Section 6 describes the implementation
of our application on the system; Section 7 discusses the
success of our approach by evaluating the application; and
finally, Section 8 and 9 describe the conclusions and future
work.

II. APPLICATION AND PREVIOUS WORK

As an application of such a system, we have proposed
navigation on soccer matches with adaptation to user
preferences [2]. We have identified use cases which mobile
soccer enthusiasts would benefit from. The idea is to browse

K. Elleithy (ed.), Advances and Innovations in Systems, Computing Sciences and Software Engineering, 1-6.
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2 JOLY AND TJIONDRONEGORO

soccer matches on the move after having recorded them at
home. Users could then use their mobile device (e.g. during
their daily bus journey) to browse the highlights of a match in
a constrained/noisy environment, browse the latest exciting
events concerning one’s favorite players, list matches with
interesting specificities, etc...

For this application, we need to extract some valuable
metadata (structure and semantics) from the soccer videos
recorded on TV. Inspiring from MPEG-7, we have proposed a
video indexing scheme and developed tools permitting to
segment and semi-automatically analyze soccer videos in
order to generate these indices from TV-recorded soccer
matches [2]. The extraction process is out of the scope of this
paper, but we will summarize the SEO indexing scheme.

SEO is a semi-schema and object-relational based indexing
scheme allowing a flexible and efficient way of annotating
and indexing video content in XML. This work has been
focusing on soccer videos essentially but the same paradigm
can be used for different domains as well. Moreover, it is
based on MPEG-7 concepts and ideas, which have been
widely-accepted as the video description standards by video
professionals and institutions. A SEO index consists of the
following components:

e Segments: A segment is an individual spatio-temporal
range of a video document that contains indexable
contents such as whistle, slow motion replay, and close-
up on players’ face and near goal area.

e FEvents: An event is a special type of video segment that
contains a particular theme or topic such as a soccer goal
and foul. It usually embeds annotations and possibly
linking to objects.

e Objects: An object can be a person, a place, or any other
material or immaterial entity that is involved with an
event.

Thus, any video item (e.g. a soccer match) contains a
definition of its belonging segments, events and objects.

In the SEO model, access to content is brought by the use of
domain-specific queries (expressed in the XQuery language)
that generate hierarchical summaries from the XML metadata.
Some of those queries are depending on the user’s
preferences in order to personalize the results.

III. WORKFLOW OF THE SOCCER APPLICATION

In order to ensure interactivity and intuitivity for end-users,
we have designed the system as a website, allowing users to
browse the content by jumping from page to page using
hyperlinks. Moreover, this paradigm is easily portable to
devices that have limited input capabilities (e.g. few keys,
stylus) and can be supported on mobile phones using the
WAP technology.

The interface system is session-aware, that means that it
keeps the context for each connected user and adapts the

content according to his/her preferences. As shown on Figure
1, connecting on the system leads to a login page. Once
authenticated, the user is brought to the homepage which
proposes links to queries and video segments for registered
domains and latest matches, as shown on Figure 2. For each
match, a keyframe and some metadata (e.g. place and date of
the match) are displayed. At all times, the user can go back to
this page or to the User Preferences management pages
shown on Figure 3. These pages allow the user to select
his/her favorite players, event and segment types for each
sport, using 2-list interfaces.

e e ¢ s pliers

~ Mave up

w Mave down
A Edit
W Edit
E Edit

~ e up
 tave down

= add # Bamane & dAdd  Ramove

4 Other sports: 4 Other players:
i SR

Ak

Frncel | ppats | Se wancal | spat | e

Figure 3: User preferences management pages

Two types of queries are proposed on the main page: (i)
domain queries return summaries which scope a given
domain only (e.g. soccer), whereas (ii) media queries return
summaries which scope a given video (e.g. a match). Some
queries are parameterized, making it possible for the user to
customize the results. As seen on Figure 4, when the user
selects such one, he/she will be invited to fill in a form of
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parameters (a) before displaying the resulting summary (b).
This form is already populated in order to propose predefined
(and existing) options to the user instead of letting him/her
type the corresponding information. The summary is an
interactive page containing a hierarchical browsing pane at
the top and a details pane at the bottom showing data about
the currently selected item. Depending on the type of item,
links to video segments or to other summaries can be
proposed.

Ui M A ol

E 15300 10ED 30

- s

# B S Tk * g,

Figure 4: (a) Parameters form and (b) summary

More details about this application and its user evaluation are
given in Sections VI and VII. We are now describing the
architecture and design of the interface system on which
relies the soccer application.

IV. SYSTEM ARCHITECTURE

In order to easily support many kinds of client devices by
generating and delivering adapted user interfaces to each of
them, we decided to adopt a web-based architecture that
consists in “light” clients using a web browser to interact with
an applicative server called the Retrieval Server. Figure 5
depicts the architecture of the proposed system.
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Figure 5: Architecture of the system

Because the metadata library is heavily solicited by this
system, access to the metadata has to be handled by a XML
database server that ensures reliable and efficient retrieval
using XQueries [3]. For that purpose, we have chosen to use
eXist [4], a popular and robust open source solution.

The actual delivery of video content must be handled by one
or several streaming server(s), according to the type and
format of content and the final application. We chose not to
focus on streaming issues, hence the proposed system was
designed to support any streaming server by extension.

A.  Design of the retrieval server

Our system is expected to be extensible to new domains,
browsing schemes, platforms and delivery servers. In order to
satisfy these specifications, the Retrieval Server was designed
with the layers listed on Figure 6: (i) the data access layer
contains the queries that feed the system with data from the
metadata library, (ii) the representation layer defines the
templates that transform raw metadata into their human-
readable representation, (iii) the user interface layer proposes
components that implement platform-specific browsing
schemes, (iv) the services layer handles the calls for delivery
of summaries and content to the user that will be actually
processed by (v) the servers layer.
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Figure 6: Extensibility of the retrieval server

As depicted on Figure 6, the layers (i) and (ii) can be
extended with domain-specific queries and rendering
templates. New browsing schemes and platforms can be
supported by extending the layer (iii) with components. And
content delivery servers can be plugged by adding a handler
to the layer (iv) services.

B.  Implementation of the retrieval server

The Retrieval Server Core located on the layer (v) is a J2EE
application based on Java servlets which handle general web
logic (e.g. sessions). On the layer (iv), the Query Subsystem
consist in servlets implementing the GUI (Graphical User
Interface) generation engine which drives the data flow from
the metadatabase to the final user interface. This will be
explained further in Section V. On the same layer, the
Delivery Subsystem can be extended by servlets to give access
to the content from specific delivery servers. In the current
implementation of the system, we use the HTTP server as a
Delivery Server, providing direct download access to content.
Hence we implemented two servlets: the first returns URLs to
keyframes which are identified by the video identifier and the
timestamp, and the second returns URLs to video segments.
Both layers (iii) and (ii) rely on XSL transformations. This
will be explained further in Section V. At last, the layer (i)
consists in XQuery files.

V. DYNAMIC GUI GENERATION PIPELINE

In order to generate summaries adaptively to an extensible
pool of queries, domains, browsing schemes and client
platforms, the GUI must be dynamically generated. As our
queries return XML data that must be processed to generate
platform-adapted HTML summaries, we chose to follow the
“XML/XSLT pipeline” approach presented in [5]. This
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approach consists in processing the XML input data with
different XSLT transformations in order to obtain platform-
adapted documents at the end of the pipeline. Furthermore,
because the numerous extensible layers result in many
different chain combinations, the pipeline has to be generated
dynamically. In order to achieve this, the GUI subsystem
generates the pipeline by building a graph in which
transformations are connected according to their specified
input and output formats.

Browsing Schemes are defined as GUI components that
transform high-level results of queries into platform-adapted
interactive summaries allowing the user to browse the
contents. The system natively includes a generic GUI
component called the Summary Browser, which consists of a
hierarchical browser composed of a tree pane and a content
pane, as seen previously on Figure 4. It is generic since this
tree can match the structure of any XML output from the
queries. In this browsing scheme, users can select nodes in the
tree of results to display their corresponding metadata and
content (e.g. details, keyframes and other related data). For
example, if a query returns a set of soccer matches, clicking
on a match will show the location and date of that match,
some keyframes, hyperlinks to match-specific queries and to
the whole match video.

Note that a “Keyframe Browser” is natively included in the
system as another GUI component. It enables the user to
browse the keyframes of a segment.

A. Case of the Summary Browser

The generation of a summary using the Summary Browser
component is a particular scenario of the pipeline. As it is the
only browsing scheme natively included with the system, we
will now describe the process of generating a summary from
the results of a query.

As depicted on Figure 7, this process consists in 3
transformations:

XML Result QR+ CL
of ey TELT)

Figure 7: Data flow from the XML query result to the final HTML
page using the Summary Browser

1. Browsing document Rendering (BR) with Content
Location (CL): This query-specific XSL transformation
builds up the structure of the summary that will be shown
on the final HTML page for browsing from the results of
the query. The output of this transformation respects the
input format of the Summary Browser component; it is a
high-level XML format with no platform-specificities.

Moreover, this transformation calls a generic “content
location” transformation that will embed the content (e.g.
reference to keyframes and textual details) associated
with nodes of the tree structure, in order to leave their
rendering for later. This transformation permits to
separate the structure from the content while keeping
linkage information using identifiers for late binding.

2. Page Rendering (PR): This transformation renders the
final platform-adapted DHTML page from the high-level
tree structure resulting of the previous transformation.
This page contains a treeview component and the scripts
driving the browsing logic for the final summary. This
transformation is actually the instantiation of the
Summary Browser component.

3. Content Rendering (CR): This transformation is a
second pass on the output of the BR+CL transformation.
It extracts the embedded content elements generated by
the Content Locator and delegates their rendering to
domain-specific templates defining the representation of
those elements in the expected output format (HTML).

Then, the rendered content is integrated to the page (by
merging them) to obtain the final platform-adapted summary
that will be returned to the client. The DHTML code of the
page drives the browsing interactivity, content being bound to
their corresponding tree nodes thanks to the identification
applied by the CL transformation.

The main strengths of this design are that: firstly, we abstract
the platform specificities in the first transformation, as it only
defines the way to structure the results of a given query in a
high-level format. Thus, it is easy to add support for new
client platforms or change the GUI layout by implementing
different versions of the Page and Content Rendering
transformations only. Secondly, the rendering of content is
delegated to domain-specific templates. Hence, it’s easy to
add support for new domains; the main transformation engine
remains unchanged. Thirdly, the separation of the tree and the
linked content makes it possible to implement a “PULL”
version of the Summary Browser that would download
content on-demand from the server instead of downloading
everything (“PUSH” of the contents from the server).

B.  System configuration model

This section will describe the configuration model which the
extensible GUI generation pipeline relies on. This model
defines the entities that the system deals with in order to
generate adapted interfaces dynamically. It is stored as a
XML document in the database. Extending the system
consists in merging extensions in this common system
configuration XML tree.

As depicted on Figure 8, in the system configuration tree are
defined domains and platforms. For both of them, instances
are hierarchically linked using a reference to the parent
identifier. In the domain hierarchy, each domain node inherits
the queries that are defined for its ancestors. In the platform
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hierarchy, each platform node inherits the transformations
that are defined for its ancestors.

A domain is defined by:

e Queries are proposed on the main page to provide
summaries that scope on the domain,

e Media-queries are defined like queries but are proposed
for each video items of the corresponding domain (e.g.
the “event summary” and “comprehensive summary”)
and,

e Its renderer: a XSL transformation that renders the
metadata and associated content from the SEO
components (segments, events and objects) that are
defined for this domain and returned by the queries.

A Query is defined by:

e Its presentation consisting in XSL transformations that
will convert the XML result of the query to the input
format of the rendering component that will be used to
generate the final interactive summary. Note that
different transformations can be proposed, depending on
the target platform.

e An optional form consisting in a query and its
presentation (defined as above), for parameterized
queries only. The query will ensure the retrieval of data
that will be used to populate the form generated by a
XSL transformation.
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Figure 8: System configuration scheme

Platforms are defined as a set of platform-specific XSL
transformations for given input and output formats. Each
transformation is actually the implementation of a GUI
component (like the Summary Browser) that will generate the
final user interface from formatted query results. The
platform hierarchy enables the GUI generation engine to elect
higher-level (and thus, less precisely adapted) platforms for
the case where a perfect match between a required target

platform and an existing platform definition could not be
found. As an example, we can consider the following
platform hierarchy: pfin.pc, pfim.ppc, pfim.ppc.vga, etc, where
pfm denotes platform; pc corresponds to Personal Computers
(desktop), ppc stands for Pocket PC and vga is a special kind
of ppc with a high-definition screen. If we are using a Pocket
PC client with VGA screen, but that no version of the
Summary Browser has been implemented specifically for
VGA screens, the standard Pocket PC version will be used
instead.

The Format identifiers are used to match inputs and outputs
in order to build transformation graphs automatically. Like
platforms, formats are also identified hierarchically, where
the descendants specialize their ancestors, giving more
flexibility for the GUI generation process. Note that, contrary
to platforms, formats are not explicitly declared. They are
implicitly defined by their hierarchical identifier. As an
example, we can consider the following format hierarchy:
fmt.browser, fmt.html.basic, fint.html.v4, where fint denotes
format, browser denotes the “Summary Browser” input
format, and html format could be basic or advanced (v4)
depending on the target web browser.

A transformation file is specified given its input and output
formats. During use, the system will build the transformation
pipeline required to render the GUI as a chain of
transformations in which the inputs are optimally
corresponding to the outputs for the given platform.

VI. IMPLEMENTATION WITH SOCCER VIDEOS

The system has been implemented and deployed on Tomcat
as a web application. As seen on Figure 9, the Summary
Browser GUI component has been implemented in DHTML
(HTML + JavaScript) for both modern browsers on PC and
Pocket Internet Explorer on Pocket PC.

In order to evaluate the system, we have implemented the
“soccer” domain (queries and templates) and added 3 SEO-
indexed soccer matches in the video library. This application
supports 6 summaries, including 2 which are parameterized,
and 1 which is based on user preferences. We will now
describe the summaries Q1, Q2, Q3, Q4, Q5 and Q6.

Q1. Comprehensive Summary: This summary lists the
« play-break tracks » of a given match. Each track consists in
a “play” and a “break” segment, the “play” phase being
interrupted by an event (e.g. foul, goal...). A “play” segment
describes the cause of an event whereas a “break” segment
describes its outcome.

Q2. Events Summary: This summary chronologically lists
the events happening in a given match.

Q3. Players by Team: This summary lists all video segments
in which a players appears as part of one of his teams, for
every player of any team.

Q4. Player Summary: After selecting a player, this query
returns personal and strategic details (e.g. position) and event



segments related to this player. Segments are grouped by
event type and match.

Q5. Exciting Matches: This summary provides a list of
matches filtered by their custom number of goals and fouls.

Q6. Personalized Summary: Basing on the user’s
preferences, this summary shows the latest video segments
related to his/her favorite players, types of events and
segments.

Figure 9: Web-based Video Retrieval System Accessible for
Desktop and Mobile Devices

VIL USER EVALUATION

To prove the effectiveness of our proposed interface system,
we have conducted a user evaluation on the soccer application
relying on this system with a group of 53 university students.
The aim of this survey is to gather users’ feedback on the
effectiveness, intuitiveness and enjoy-ability of the system for
this application. Each criterion is measured uniformly by
quantified “strongly agree, agree, disagree, and strongly
disagree”.

As shown on Figure 10, an average of 90% of the surveyed
users agreed with the effectiveness, intuitiveness and enjoy-
ability of the system for the proposed soccer application, and
about 15% of them strongly agreed. The most appreciated
summaries were Q2 (Event Summary) and Q6 (Personalized
Summary).
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Figure 10: User acceptability of summaries
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VIII. CONCLUSION

In this paper, we have proposed the architecture and design of
an extensible video retrieval and browsing system. The
architecture is intended for use with a XML-based video
content indexing scheme, and we have shown its
effectiveness with SEO-indexed soccer videos. The design is
highly modular, allowing adaptation to various domains,
browsing schemes and any web-enabled platform/device.

The major contributions proposed in this paper are: (i) the
extensible multi-layered architecture of the system, (ii) the
Summary Browser as a hierarchical browsing scheme
allowing to browse the results of virtually any query in a rich
and user-friendly manner, (iii) the graph-based GUI
generation pipeline, and (iv) the system configuration scheme
including domain description and platform adaptation.

Our approach expands the hyper-navigation paradigm that is
used on today’s websites (pages made of text and images) to
video content in order to browse it in a non linear manner.
Moreover, our evaluated implementation demonstrated that
such an approach is realizable and effective.

This system could be the platform for new services brought to
end-users for video hyper-navigation and summarization. It is
suitable for many specific applications that could bring profit
to content providers by selling more content and/or by
proposing highly-targeted advertising to their clients.

IX. FUTURE DIRECTIONS

As the architecture and design of the system proposed in this
paper has already shown its robustness in the scope of its
application in a soccer video library, we propose some future
directions to improve it further: (i) add new browsing
schemes (e.g. using thumbnails or chronological
representation), (ii) add new data rendering tools (e.g. charts),
(iii) consider user’s location and environment for delivery of
targeted and adapted content, (iv) add user community and
exchange features (e.g. forums, and tagging), and (v) support
custom query creation.
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Abstract — In this Project were developed software components
(Java Beans) which have the capability of communication
through different communication protocols with hardware
elements interconnected to sensors and control devices for
monitoring and controlling different physical variables,
conforming a hardware-software platform that obeys the virtual
instruments design pattern. The implemented communication
protocols are RS232, 1-Wire and TCP/IP with all of its annexed
technologies like WiFi (Wireless Fidelity) and WiMax
(Worldwide Interoperability for Microwave Access); also these
elements communicate with a database and have the capability
of sending text ges to cell ph through a GSM modem.
For the development of software were used the object-oriented
programming paradigm (OOP), Java programming language,
LINUX OS and database server MySQL. As hardware, were
used sensors and control devices in a 1-Wire network, a TINI
(Tiny InterNet Interfaces) embedded system and a PIC
(Peripheral Interface Controller) microcontroller.

Key words: Virtual Instrumentation, Java, Monitoring, Control,
Communication Protocols.

I. INTRODUCTION

The virtual Instrumentation (VI) is a concept introduced by
the National Instruments (NI) company. In 1983, Truchard
and Kodosky of the NI, decided to face the problem of
creating a software that would allow to use the personal
computer (PC) as an instrument to make measurements, as
result of this, they obtained the software denominated
Laboratory Virtual Instrument Engineering Workbench
(LabVIEW). Thus, the VI concept is conceived as “an
instrument that is not real, it’s executed in a computer and has
its functions defined by software” [1].

A traditional instrument is characterized for performing one
or several specific functions that cannot be modified. A
virtual instrument is a hardware-software combination

through a PC that fulfils the same functions of a traditional
instrument [2]. Besides the VI are very flexible and their
functions may be changed by modifying software. For the
construction of a VI, it’s required a PC, a data acquisition
board and appropriated software.

This article describes a way to design and implement the
necessary software to create virtual instruments with the
property of being capable to communicate in a transparent
way with the outside (to acquire data) through different
communication protocols, such as: RS232, 1-Wire, TCP/IP,
WiFi, WiMax, among others. This kind of software (Java
Beans) allows the VI to be implemented in many kinds of
applications like remote monitoring and control of physical
variables and distributed automatism [4], [5],[6],[7].

II. MATERIALS AND METHODS

For the design and implementation of VI there were used
the object-oriented programming paradigm (OOP), UML
software modelling language (Unified Modelling Language)
with ArgoUML tool , Java programming language of Sun
Microsystems, IDE (Integrated Development Environment)
NetBeans 5.0 of Sun Microsystems too and database server
(DB) MySQL 5.0. All of them are free distributed.

The dynamic polymorphism, implemented through
inheritance, is applied in the VI design in a way that allows
the extension of the instruments in a transparent way and with
an efficient code reutilization. The classes responsible of the
communication are totally disconnected of the instruments
code; this makes possible the adaptation of any new
communication protocol with minimum effort. The VI are
made fulfilling all the demanded requirements of Java
language for them to be Java Bean components, accelerating
control boards development through an IDE.

T This article is result of the investigation project “Remote monitoring and control of the physical variables of an ecosystem”, which is financed by the DIME

(project # 20201006024) of National University of Colombia Sede Medellin.
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The developed VI are put under tests using communication
through serial ports and inlaying them into 1-Wire sensor
networks through the TINI embedded system of MAXIM /
DALLAS Semiconductors [3], allowing remote monitoring
and control through Internet. For this task, there were
designed and implemented VI boards for remote monitoring
and control of physical variables (temperature, relative
humidity, luminosity) of a greenhouse dedicated to the
production of flowers.

1. RESULTS

Virtual Instruments Software

The project establishes a main mother class which is the
base of the virtual instruments. This class has all the
fundamental methods that each virtual instrument should have
like the method in charge of the instrument’s thread and the
data acquisition method, besides it defines the basic variables
required to draw the object in an adequate and standard way
for all the child instruments. The designed mother class is
denominated InstrumentoVirtual, it extends JComponent and
it’s abstract.

The methods responsible of the alarm and to adjust the
measurement scale are abstracts and should be defined by the
child classes (this depend whether the instrument handles or
not alarms or measurement scales, like the particular case of
an on/off switch). The method in charge of repainting the
objects on the screen is defined, but has to be rewritten by
each child class due to the different characteristics of each
instrument.

By having the Java Beans as the main idea of the project, all
variables that directly affect the performance of the final
element like variables in which are defined the colors of the
final object, the measurement scales or the specific
communication protocol that the particular Java Bean will
use, should have its methods setr and ger to modify the
variable and to give the actual value of it.

For the acquisition of data that will be shown on the screen,
each protocol has its own capture method, nevertheless all
these methods have the same name (sefLectura), in other
words, the method is recharged. The setLectura() method is
responsible of creating the object that makes possible the
communication. This method is recharged for the different
protocols (RS-232, TCP/IP, 1-Wire, among others) desired
to use. Each communication protocol is encapsulated in a
class responsible of the configuration of all the parameters
for an adequate communication. Therefore, in the

InstrumentoVirtual class there are four different setLectura()
methods where one of them is the main and it’s the one that is
going to be executed by defect by the child class that will be
born from InstrumentoVirtual. This method has a switch/case
block that decides the kind of connexion that has been defined
for the child instrument. If for any reason it hasn’t been
defined the kind of connexion, the program assigns the
connexion option to database. The connexion definition is
made by selectConexion, which is an int variable in charge of
telling the switch/case block the kind of connexion the user
has defined for the specific object.

The group of methods in charge of communication are
completely defined on the InstrumentoVirtual class because
each object of a child class should have the capability of using
any communication protocol, depending of the characteristics
of the particular system that is being developed with software.

There’s also a child class of InstrumentoVirtual, which is
abstract too, this class is called
InstrumentoVirtualLinealCircular, and has the only purpose
of making possible the implementation of circular geometry
objects (like for example a manometer). The implementation
of a particular class for circular geometry objects is due to the
complexity on the measurement scale transformation, the
animation on data visualization and the transformation of the
data acquired by the instrument to be correctly drawn on
circular geometry.

The performance idea of the program for a specific Java
Bean of the virtual instrumentation project, for example the
thermometer is the next one: The element is drawn and the
instruction to begin the thread that governs the Java Bean
thermometer is executed. This thread remains constantly
running, and to avoid PC recharging on the same process,
there’s a variable tiempoMuestreo, which indicates the thread
to sleep for an entire tiempoMuestreo after executing the
assigned routine, optimising in that way the program
performance. Therefore, for velocity exigent programs, these
threads may sleep less than 20 milliseconds, and being
actualizing data, or in cases like the serial port, each time the
data arrives an interruption of the thread’s dream is generated,
paying attention to the serial port and acquiring the data
without any lost. After the thread has slept for a defined time
and if there isn’t any problem, the thread executes all its
routine again, repainting the object on the screen, actualizing
the lecture value to the last taken data and returns again to its
dream.
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| InstrumentoVirtualLinealCircular |

MarometroVirtual Relo)Virtual

PHmetroVirtual TermometroVirtual

Fig. 1: Virtual Instruments and its inherency.

Fig.1 illustrates some of the designed VI: a thermometer
(TermometroVirtual), a manometer (ManometroVirtual), a
phmeter (PHmetroVirtual) and a clock (RelojVirtual). It can
be clearly seen they inherit from InstrumentoVirtual class or
from the InstrumentoVirtualLinealCircular child class,
depending of the specific instrument geometry.

Fig. 2 shows the structure of InstrumentoVirtual class and
some of its child classes, like PHmetroVirtual and
TermometroVirtual in detail. There is shown the great
complexity of the mother class in comparison of the
simplicity of child classes, this clearly shows the huge
potential of OOP and one of its great characteristics, the
inheritance.
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Fig. 2: Small UML diagram that show the huge differences between mother and child classes.
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RS232

<<create>> RS232() : void

<<create>> RS232(portName : String) : woid
serialEvent{event : SerialPortEvent) : void
leerDatos() : woid

getDatoLeido() : double

run() : void

ConsultaDB

<<create>> ConsultaDB( : void
consultarSensores() : Vector
consultarvariablesidSensor : String) : Str
consultaiDato(idSensor : String) : double

Fig. 3: Some classes in charge of communication protocols. RS232 is the
class that manages the RS232 communication protocol. ConsultaDB is the
class that manages the database connexion

Fig 3. shows two of the classes that manage the different
communication protocols. As explained before, notice that
these classes are totally disconnected of the virtual
instruments code.

Implemented Hardware

Due to the fact the designed VI handle different
communication protocols; there were implemented two different
hardware assemblies to carry out all the pertinent tests.

A) Greenhouse Remote Monitoring and Controlling System.

The greenhouse remote monitoring and controlling system
used in this project is a hardware-software platform whose
principal idea is the monitoring and control of the physical
variables of a greenhouse through Internet. For this a new type of
embedded system called TINI was used, which has a lot of
potentialities like being able to program it with JAVA language
and to support a lot of communication protocols, like TCP/IP,
RS232, CAN, 1-Wire, among others. The TINI embedded
system is in charge of the sensor/control devices network (this
network uses 1-Wire communication protocol which is a
communication protocol specialized on sensor networks), the
sending of data to a central server and the reception of different
kinds of requests from the server. The central server saves data
into a database and allows it visualization. Fig. 4 shows a general
scheme of the entire system.

A very important fact is that communication between TINI
embedded systems and the server may be made in several ways:
through a wire connexion using TCP/IP communication protocol
or through a wireless connexion using WiFi or WiMax
connexion devices. Moreover, it’s worth to notice the TINI’s
great capacity of data acquisition from different communication
protocols and to hand it over in TCP/IP data packages; this gives
great flexibility to the system.

The joint between the system and the VI may be made in two
ways: The first one consist in that the data arriving from the
sensor/control devices network are saved on database, therefore
the VI directly communicate with the DB for acquiring their
respective data and showing it on the screen

a Java Beans

2
Access Point GSM

Station 1 Modem
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Fig. 4: General scheme of the greenhouse remote monitoring and controlling
system.

The second way consist in the direct data acquisition made by
the VL, in this way each VI handles a connexion with the TCP/IP
port, only receives the data of concern (data sent specially to the
VI to a specific virtual port) and shows the receive data on the
screen. In this way, there’s not necessary a DB.

B) Acquisition board — RS232.

On the development of the project, there was made a board
set up by a PIC 16F877 microcontroller, a LM35 temperature
sensor and a MAX-232 device (this one was used to transform
PIC TTL voltages to RS232 communication protocol required
voltages), which is in charge of acquiring the temperature
sensor data and sending the acquired data, by way of RS232
protocol, to a server in which they are directly captured by a
VI element. An important fact is that the board has the
capability of acquiring data from eight sensors, however in
this case, there’s the limitation that only one VI occupies the
serial port and denies the other seven VI to read the port and
therefore to present data on screen. This problem may be
resolved by an agent responsible of taking possession of the
port and saving the arriving data on DB, in this way the VI
would directly connect to DB without any lost of information.

The problem of occupying a physical PC port by a VI
doesn’t apply on TCP/IP communication protocol because
this protocol handles “virtual” ports, whose (in theory) may
be infinite (they are truly limited by the working PC). All
these ports have the same physical input channel which is
never occupied for particular software, unlike it happens on
serial ports.

C) GSM MODEM — Alert SMS Messages.

The third implemented hardware device is a Samsung X486
cell phone which is used as a GSM MODEM for the delivery
of alerts in form of SMS messages. For this purpose, there
were used AT commands to handle the cell phone as a GSM
MODEM; all this process is carried out by serial
communication with the device. All the VI have the capacity
of using this MODEM, however, a limitation of this system is
that the MODEM may only be used by a VI at the time (due
to the limitations of serial ports, explained before).
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Fig. 5: An image of some virtual instruments acquiring data
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The complete system was proved using four VI acquiring
data from different communication protocols (Fig 5): two of
them connected directly to the DB, another one acquired its
data directly from the TCP/IP port (1414 port) and the last one
connected directly to the serial port (ttyS0). Each one of these
VI presented the acquired data on screen in a very satisfactory
way. Furthermore, the GSM MODEM was connected to the
USB port, being registered as a serial port identified as
ttyUSBO. The data sent to the VI were modified in a way that
alerts would be thrown; these ones were satisfactory sent as
text messages by the module that handles the GSM MODEM.

1v. DISCUSSION AND CONCLUSIONS

As a result of this project, there were obtained virtual
instruments capable of acquiring data in an autonomous way
using different communication protocols like RS232, TCP/IP,
among others. The carefully used software engineering for the
VI design allows them to be easily adapted to different
situations and, in this way, having instruments that may be
implemented on monitoring and control software
development for the small and medium national companies in
a fast, economic and reliable way.

The manufacture applications require software to be
reliable, of high performance and great adaptability. The
virtual instruments designed and implemented as described in
this article, bring all those advantages through the integration
of characteristics such as alerts, security and network
management. The great adaptability of this technology allows
its incorporation in different kinds of environment like a
house, a laboratory, a forest, a greenhouse or an industry.

Virtual instruments bring significant advantages on each
stage of the engineering process, from the design and
investigation to the manufacture test.

One of the biggest advantages of software is the great
versatility it has due to its implementation on Java language,
which allows it to have a successful performance on diverse
operating systems. Furthermore, being Java and all its used
tools (for design and development) of free distribution, it’s
very possible the implementation of this kind of systems at a
very low cost.

V. RECOMMENDATIONS AND DEVELOPMENT FRONTS

If there are introduced more sophisticated graphics
visualization systems, statistical analysis and distributed
network implementation into virtual instruments, they will
bring capacity for robust company applications. By having
well structured software, the VI may have intelligence and
decision making capabilities.

Actually, the Scientific and Industrial Instrumentation
Group of National University of Colombia Sede Medellin, is
working on the design and implementation of VI on
distributed wireless sensor networks, using the autonomous
sensors MICA Mote of the University of California, Berkeley.

This technology will allow the realization of fundamental
investigations for the Nation, like the monitoring of physical
variables of forests and monitoring of civil structures.
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Abstract — online decision support system for dairy farm
was created for helping Lithuanian dairy farmers,
scientists, dairy technology producers, students and other
peoples interesting in dairy business. It enable they use
newest information and technology for planning own
business

I. INTRODUCTION

Dairy business is one of underlying branch of Lithuanian
agriculture. In creation or development dairy farm it is very
important optimally select livestock breed, feeding ration,
technology for livestock keeping, milker system and other
equipment. All of them must secure good quality and biggest
quantity of produced milk, low producing cost and biggest
profitability.

With new information technologies we have more
possibility using mathematical models for optimization
economical and technological parameters of dairy farm.

In dairy farming sector of Europe countries are used some
computer based models for creating feeding ration subject to
individual cow productivity, cows breed and other factors.
Commonly those models are created for feed, which are
produced by models owner.

By this time in Lithuania wasn’t created multipurpose
mathematical models for dairy farm. Such models will be
useful for farmers, scientifists, students and dairy adviser. It
could be effective to make decision in selecting cows breed,
feeding ration, livestock keeping and milking technology. It
will be very helpful for all in dairy business.

Goal and subject of investigation was creating
multipurpose mathematical model of dairy farm. Model is
based on data bases which are accessed by World Wide Web.
Data bases could be renewed and updated online by
administrator grants for information suppliers. These
suppliers are feed producing companies, dairy technology
suppliers or scientists and agriculture advisers. Users of this
information would be farmers, students and other men’s
interesting in dairy business.

Mine goal of creating online decision support system for
dairy farm are:

1. Stimulate wusing information technology and

mathematical models in dairy business for modeling
and prognoses economical processes.

2. Make ability for scientific research and discoveries
immediately apply in practice.

Improve information attainability.

4.  Cheeping consulting cost.

(98

Keywords: mathematical modeling, agriculture, dairy farm.
II. METHODOLOGY OF RESEARCH

Methodology of research are based on mathematical
modeling of technological processes by using statistical
methods and mathematical equations, estimated correlations
in scientific research and POWESIM software

III. RESULTS OF RESEARCH

In creating of dairy farm, modernizing or expanding it mine
question are time for getting dividends of madden
investments

In this mathematical model are evaluated such kind of
expenses:

KISKG - variable expenses in farm for producing 1 kg of
milk;

KTIK — expenses for one cow kept in farm, Lt/cow;

IKR — part of expanses for producing 1 kg of milk;

PRDM - average milk yield in farm per year kg/year,
calculated by equation;

PRDM = PRDN - MK -365. (€))
PRDN — milk yield from one cow, kg.
After evaluation costs of feed, energy, labor and other
expenses we estimate milk cost, i.e. total expenses for
producing 1 kg of milk

ISKG = BPSKAIN + KISKG, Lt/kg. )

Process of investment in model from financial point of
view, could be divided in two separate processes —
capitalization and getting constant income from cumulated
capital. Those processes are even in particular time interval.
Both processes in time could have different distributions. In
model distribution in time form (especially profit) are very

K. Elleithy (ed.), Advances and Innovations in Systems, Computing Sciences and Software Engineering, 13—15.

© 2007 Springer.



14 SAVILIONIS ET AL.

important, because money flows are planed on end of every
year

In separate sectors of model are formed necessary
investments for project implementation requirement.
Investments usually are written in project fund requirement
and sources table, in which are information how much and for
which purpose necessary money for project implementation.
Main part of project outlay is for long-term means (building
and maintenance expenses). Necessary fund for project
implementation in model consist of:

1) Long-term means = { FAV;MIKN}, sum of expenses for
farm buildings (FAV) and milking equipment (MIKN).

2) Circulating capital = ISKGP, sum of expenses milk
producing.

3) Unexpected expenses ((1)+(2))*0,01, it is 1% from sum
of expenses for long-term means and circulating capital.

Necessary fund = (1) + (2) + (3) + GLVK,  (3)
GLVK-price of cow.

In this model object of analysis are payment flows which
characterize both processes. Models elements of flow are
described by profit and investment.

Net profit — it is total profit collected until end of year after
all necessary payments are done. These necessary payments
include all real expenses for produced production.

Profit flow element (Rt) in model could be estimated in

such way:

Calculating most important economical parameter — profit.
Profit can be raised by increasing production volume and
decreasing outlay. For this reason in model are set coefficient
of soled milk from all produced (PPK), i.e. proportion
between produced and soled milk. Then soled amount of milk
per year will be calculated (PRK):

PRK =365-PRDN - PPK )

In this model part, after determination price of raw milk
(SUPK), we can calculate incomes for soled milk (PA):

P4 =PRK -SUPK Q)
Profit (P) is calculated by subtract outlay from incomes:

P=P4-S,
6

Outlay can be calculated:
S =ISKG - PRK @)

ISKG - outlay for producing one kg milk.
After subtracting taxes (IMK) from profit (P) we will get
net profit (GRPL):

GRPL = P-IMK ®

Then, after estimation net profit for every year and
depreciation expenses (AMR) we get total profit flow element
for every year:

R =GRPL + AMR,, t=0,n (10)

Rl - Total profit flow in t year;
GRPL, - Net profit in t year;

AMR, - Depreciation expenses in t year.

In this model for evaluation of efficiency of investments
are used index of pay dividend time. This index is calculated
by compare in time moment sum of incomes and investments
(1,). Our investigated process of investment is presented like
continuous flow of payments in every year.

Time of investment pay dividends in this model are
calculated like time interval in which investment become
equal net profit after subtract all outlay for producing milk,
i.e. sum of investment will be equal in same time (n) sum of

incomes:
n n
TI+Y 1,=)R, (11
1= t=0
TI — sum of all means used for project implementation.

Time interval (n) in which equality show us period of
investments start to pay dividends.

Sum of investments (Zl , ) can be calculated in this

t=0
way:
a. we determine sum of loan;
b. determine interest rate, %;
c. determine project term in years, n;
d. By number of year’s n and interest rate (%),

we find paid sum with interest rate for creditors in every year
(Lt.). This sum (RGSUM) are calculated by equation (12):

. t
PASK —— [ 14—
o 100 L 100

t . t
1+ | -1
100
i — Interest rate, %,

t — Number of year for project implementation;
PASK — sum of loan;

1, - t— paid sum for creditors every year.

, t=0,n (12

Period (n) after which investment start to pay dividend are
calculated:
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T1+i1,—z"“Rt <0 (13)
t=0 t=0

Period after which investment start to pay dividend are
calculated by summing discounted interest rate and
continuously played credit return in every year until sum
become equal investment sum.

IV. CONCLUSIONS

1. Created multipurpose mathematical model of dairy
farm can be used in Europe Union, because it takes
account of EU law for environment and other
requirements.

2. Created model can improve IT using in agriculture,
stimulate using new research data in practice and
increase information attainability for dairy business.
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Abstract. The main objective of this paper is to present the
investment decision management system in exchange and capital
markets — the Double Trump model. The main problems being
solved with this model are named as quantitative decision search
problems. Computer-imitational methods are also analysed as
the main solving means for the mathematical models viewed as
stochastical programming tasks in order to reflect the problems
characteristics. Attention is paid to the revealing of the
analytical possibilities of the decision management system and to
decision methods identification, analyzing such non-traditional
problems of financial engineering as three-dimensional utility
function maximization in the adequate for investment decisions
reliability assessment portfolio possible set of values, searching
for investment decisions profitability, reliability and riskiness
commensuration concept and mathematical decisions methods.
Solving of the problems named above ensures sustainable
investment decisions development in capital and exchange
markets.

I. INTRODUCTION

Strategy, in cybernetics opinion, is any rational rule
determining certain actions in any decision making situation.
Formally, strategy is the function of the information obtained,
which takes values in all possible set of alternatives at the
given moment. This rule must include the whole decision
making period and all possible situations.

Determined rules and situations are named as simple
strategies. Their using result is usually described as strategy
implementation or non-implementation. Strategies, which
compose simple strategies’ possibilities  probability
distributions, are named as mixed strategies, and about their
realization we can say by these categories: by mean, with
probability 1, by probability, etc.

Nowadays strategy’s category more often goes together
with the adjective “sustainable”. There is no difference - is it
a global atmosphere pollution reduction problem, or is it a
small firm energy supply problem. And this is explained not
only in terms of intellectual development, but also in terms of
behaviour economy. Naturally, with the beginning of the
broad exploitation of the category “sustainable strategy”, its
contents vary a lot. However, almost unambiguous trend is
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noticed — sustainable strategy more often is described
quantitatively, i.e. by finding quantitative indicators allowing
to identify strategy sustainability. There is no doubt that the
core grating for sustainability grounding is the reliability of
the analysed strategy’s separate elements or their certain
combinations.

Investment strategy is the set of investment decisions.
Implementation of these decisions allows investor to get the
best profitability and reliability composition. Here the
possibility reliability is a very important factor and towards
its evaluation the idea of adequate investment decisions
reliability assessment portfolio was directed.

The sustainable investment decisions, or simply
investment in currency and capital markets strategy, can be
called such a strategy, which allows to secure not lower than
market generated profitability, as well as invested capital
value increase. Considering exchange and capital market
riskiness degree and risk variety, the attempt to develop such
a strategy can seem as intention to swim through the Atlantic
ocean with simple boat. So, the real solution of such complex
problem as sustainable investment strategy development is
possible only with the adequate means for this problem
solving.

Adequate portfolio, retaining profitability and risk
commensuration possibilities reveals also profitability and
reliability, as well as reliability and risk commensuration
possibilities. Space of adequate portfolio values is the set of
survival functions, constructed on every level of riskiness.
This allows estimating how many units of profitability need
to be denied in order to increase reliability by one unit.
However, space of adequate portfolio values is the space of
izoguarantees. This allows not only to commensurate
profitability and risk, but also performs reliability and risk
commensuration. Actual utility function provides a possibility
for an investor to perform these actions individually, i.e.
considering investor’s own willingness to undertake certain
risk level.

Recall that efficient investment decisions’ in the
exchange market strategy will further be perceived as the mix

K. Elleithy (ed.), Advances and Innovations in Systems, Computing Sciences and Software Engineering, 17-22.
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of the actions and means, which would allow to select such
invested or speculative capital management, which would
guarantee advantage over all the existing investment means of
respective duration and risk in the market.

Double Trump model, as investment possibilities
analysis’, goal formation and decision-making means, has an
adequate structure:

- exchange rate forecasting subsystem;

- goal formation and achievement means subsystem;

- decision-making in exchange market model system
characteristic identification and its quantitative decision-
making methods subsystem;

- efficiency evaluation of the decisions being made
and efficient decisions possibilities and conditions
assessment.

II. THE STRUCTURE AND CHARACTERISTICS OF THE
DOUBLE TRUMP MODEL

The main principles of an adequate forecasting system

Further we will illustrate the main utilization principles of
a one-step currency rate and stock price forecasting system.
The core of the forecasting system consists in the probability
distribution selected parameter regression dependence of the
forecasted index value at a (t+1) moment on the probability
distribution certain parameters value of the index under
analysis at a t-th and previous moments:

t+1

y =f(xi,x’2,...,x2;®(o,t))
(1)

where in general we can say that:
141
)y - probability distributions of the forecasted currency

rate or stock price possible values at (t+1) moment;

t . .1
x ~ i-th factor’s possible values probability
distribution’s vector at a t-th and previous moments;

@(O,t ) - the resultant of the influence of the other

factors on the factor under analysis at (t+1)-th moment;
f - regression.

Practical results of the forecasting system application

One of the authors of this paper [3] developed the new
decision management system for exchange and -capital
markets — the Double Trump model. A wide experiment was
performed with the model, which gave valuable results.

The essence of the Double Trump model is that the two
currencies were selected as the basic — EUR and USD, while
in general there were analysed 7 currencies: EUR, USD,
GBP, CHF, CAD, AUD, JPY [5], [8].

The rebalancing of the portfolio, i. e. the selection of an
optimal portfolio, is carried out step by step. The scheme of
every step of portfolio management strategy looks like this:

EUR UsD

If ) If
EUR >> USD ) EUR << USD
then ! then

S T T T T T
| EUR| GBP | CHF | CAD | AUD | JPY l usD |
§ f =

Fig. 1. Double Trump (EUR and USD) portfolio decision management
in currency (EUR, GBP, CHF, CAD, AUD, JPY, USD) market model

we choose EUR and USD as trump currencies;

make prognoses of the EUR/USD, EUR/GBP,
EUR/CHF, EUR/CAD, EUR/AUD, EUR/JPY and
USD/GBP, USD/CHF, USD/CAD, USD/AUD,
USD/JPY rates, or evaluate them on the basis of
gathered FOREX historical data;

e If the EUR exchange rate increases (>>), then EUR is
considered to be the trump currency, the diversification
of a portfolio is performed on the basis of prognoses of
EUR and exchange rates of other currencies. If
EUR<<USD, the USD is chosen as the trump currency.

e After we have chosen the trump currency, we choose
the currency portfolio which makes it possible to
maximize the profitability of the subject at the end of
each step, in the particular case — which makes it
possible to maximize the purchasing power of the
portfolio both in euros and dollars (Fig. 1).

Peculiarities of proposed forecasting system and its
comparison with methods of technical analysis

As one can see from the presented model structure (Fig.
1), the preparation of our system of decision making in
exchange markets formally begins with selecting the methods
of currency rate forecast. Since in this system, as in technical
analysis, a particular research object is historical currency rate
indices, the suggested methods of forecast should be
compared with the forecasting methods already in use in
technical analysis, which are numerous and various. Here,
next to traditional methods of forecast used in all areas of
activities (various traditional models, regression models,
moving averages models, etc.), the principle of pattern
identification is also intensively used. The essence of the
latter method is that particular patterns are being tried to
identify, according to which the changes of future indices
should repeat changes of historical data [5], [6].

Knowing that the set of technical analysis forecasting
models is wide and diverse, it would be negligent to specify
the summarized characteristics of this set. Therefore, even
though many technical analysis forecasting methods are
theoretically suitable for currency rate and stock price
forecast and have a long-time practice of utilization not only
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in this area, we have to admit that they do not satisfy all the
main attributes necessary for forecasting methods. Adequate
forecasting  system should poseess the following
characteristics:

- Adaptivity. A currency rate forecasting method
must be adaptive, i.e. it should help in considering in each
point of variation of currency rate both the set and importance
of the factors, as well as the functional dependence of
currency rates and the factors, when the factors themselves
and the forms of interdependence of these factors are being
modified.

- Flexibility. The forecasting methods of currency
rates and stock prices must be flexible, i.e. they must be
applicable in every forecasting system.

- Consistency. Actions and results in the forecasting
method must be clearly separated, i. e. they must be
consistent. It is very important when determining and using
the analytical interrelation between the result and the factor as
well as among the factors themselves.

- Correctness. The diagrams of reliability zones could
be a good illustration to explain the correctness of the models.

- Accuracy. The dislocation of the historical
parameters in confidence zones indicates that the behavior of
the currency rates and stock prices not only is compatible
with the consistent patterns of the behavior of stochastic
variables in their confidence intervals, but also these
confidence intervals have much greater confidence levels.

- Reliability. Employment of one or another method
of forecast should allow to measure quantitatively the
reliability of the obtained results.

- Constructiveness. Forecasting methods must be
constructive, i.e. they should allow selecting the most
probable values of forecast variables or processes.

III. DEVELOPMENT OF ADEQUATE PORTFOLIO FOR THE
INVESTMENT DECISIONS RELIABILITY ASSESSMENT

Anatomy of adequate portfolio

In order to reveal the portfolio of investment decisions
reliability role mechanism in details, we will briefly take a
look over adequate investment decisions reliability
assessment portfolio anatomy.

1] 0,005 0.0 0015 0,02 0,025 0,03

a. Bunch of “quintiles (percentiles) — standard deviation” portfolios

0 0,005 om 00s op2 0,025 o0p3

b. The confidence zone of adequate portfolio

c. Three-dimensional view of the investment portfolio
Fig. 2. Elements of the adequate portfolio

Fig. 2 present adequate portfolio for investment
decisions reliability assessment. “Mean — standard deviation”
portfolio (modern, or Markowitz portfolio) is a portfolio
formed for independent values, having normal probability
distributions [1], [2]. Next, a bunch of the possible values of
all possible “quintiles — standard deviation” portfolios (Fig. 2,
section a) is formed. More precisely speaking, not all the
quintiles were used for this bunch, but only percentiles. In
turn, the efficiency zone - all portfolios’ “quintile — standard
deviation” set of values for each quintile efficiency lines is
presented in Fig. 2, section b. Fig. 2, section ¢ presents the
three-dimensional view of the investment portfolio.

There is no doubt that investor is interested not only in
quantitative indicators of investment profitability possibilities,
but also in guarantee of each possibility, i.e. the probability
investment efficiency (return). In case of modern stock
portfolio, the guarantees of investment profit possibilities are
usually not discussed, although in case when portfolio returns
possibilities probability distribution is a normal one there is a
direct possibility to evaluate these guarantees, if mean value
and standard deviation are known [5].

Fig. 3 (left side) shows set of values of the adequate
portfolio and utility functions’ (right side) interaction
possibilities searching for the most useful portfolio values for
the subject whose interests reflects the utility
function.
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Fig. 3. Schematic view of portfolio possibilities and utility functions

On Fig. 3 applicate and ordinate axes reflect reliability
and riskiness, and abscissa shows required profitability levels,
which would guarantee selected utility level.

Imitative computer system for the solution of the forecasting
and stochastical programming problems

The first step of the system can be viewed the data
mining in order to maintain system capacity in general. The
data collected should be able to give the possibility to
qualitatively implement the main decision management
objectives in currency and capital market.

Data mining is the continuous process constantly
accessing with new data and — which is no less important —
with new requirements for permanent data mining.
Considering the variety of the data collectable and constantly
changing data requirements, data mining process is
automatizated and data sources are all accessible internet
databases of the exchange and capital markets being
discussed.

Performed complex forecasting and stochastical
programming problem solving methods play a big role on the
integral data mining, data analysis, forecasting and
investment strategies search scheme. They can be called as
formalized intelligence roots of the whole system.

Technically this general forecasting and stochastical
programming problem can be solved in such a way:

To find such portfolio structure matrix

Wz =(7}) @)
which would maximize the gross utility of investor

U=U

t+1

+U,,+..+U; 3)

when forecasted currency rates values probability
distributions:

t+1 e+l 1+1
D(V])’ ()" ()

—————————— @

T T T
D('i)’D(Yz)"“’D(m)

and currency rates statistical inter-dependence matrix

C=(C ) )

Tl ey

are assumed as true.

Schematically, according strategy performing steps, this
problem can be presented as integrated data mining, data
analysis, forecasting and investment strategies search system.

In the separate integrated system steps mentioned above
and in formulated problems the following notes are used:

In data mining step —

1 . .
1; — selected currency rates for other currencies in t-

year;
In data analysis and summation step —

t t .
D(rj.,al,j,...,a,{’j),] =1,..,n-

distributions,

identifying reporting data of the first t-years as random
variables.
In forecasting step —

D(ry;a) ;5-nay ), 1,2,.n; s = t+1,.,T -

probability distributions of the forecasted currency rates
possibilities;
c=(cov(r’,r))i, j=L..,ms=t+1,..,T -

forecasted correlation relations among the same year currency
rates, as well as among different years forecasted currency
rates;

In investment strategy search step —

UADITRS
<

s =t+ 1., T - yearly investment (diversification)
portfolio structures maximizing accumulated utility U = U1 +
U2 +...+Un (Us — the utility of the s-year) of the [t+1,...,T]
period.

Discussing forecasting and stochastical programming
problem solving results it is worth noticing that:

- forecasting system is based only on historical data,
which is treated as random variables’ realization; the
general principals of the system are presented in the
beginning of the paper;

- distribution forms identified on the basis of the
historical data and determined parameters, as well as
correlation dependencies are only information for the
change determination of these distributions forms,



DECISION MAKING STRATEGIES 21

parameters and correlation dependencies in the
further steps;

- performed currency rates’ and their correlation
dependencies’ forecasts are the unique information,
along with historical data, for selecting portfolio

structure coefficients st ;

- optimal selection of the structure coefficients is
based on the three-parametrical (P — profitability, E —
reliability, R — riskiness) criteria — U (P;E;R), among
which there were utility functions.

The solution of this stochastical programming set of
tasks is performed by the following steps:

- First, all continuous probability distributions are
approximated to the desired accuracy by their
discreet analogues and all mathematical operations
are performed as with discreet stochastical variables.

- In order to perform almost all mathematical
operations, including continuous variables and their
dependencies approximation with discreet variables,
Monte Carlo and other imitational methods are used.

IV. ANALYTICAL POSSIBILITIES AND RESULTS OF THE
EXPERIMENTAL SYSTEM IMPLEMENTATION

The main goal of the paper is to reveal the system
possibilities to prepare sustainable strategies of investment
decisions. There is no doubt that the power and
constructiveness of every decision management system
primarily depends on the functional-analytical possibilities of
this system and its orientation towards practical objectives.
Thus, searching for the full reasoning of the objective
reaching possibilities, further we will discuss three problems:

- sustainable investment strategy in exchange and

capital market concept and its concretization;

- system analytical possibilities,

- experimental system implementation results and

broad monitoring organization requirement and
possibilities.

Analytical possibilities of the system

In the description of the adequate portfolio the particular
portfolio, as well as its main characteristics is presented, the
investment is made in four nondependent and having normal
probability distributions assets:

N(x; al = 0,06, 1 =0,01), N (x; a2 = 0,09, 62 = 0,016),
N (x;a3=0,11, 63 =0,022), N (x; a4 = 0,2, 4 = 0,025).

It is, of course, idealized case, having probably one
advantage that allows evaluating practically all portfolio
characteristics which we are interested in, using classical
analytical methods. However, in reality assets as a rule have
complex interdependence, and often their probability
distributions are expressed not in classical probability
distributions, but in empirically expressed information. While
the most important thing in portfolio management, as well as

in finance management, is the possibility of managing
different dependences, including assets interdependence, as
well as the forms of distributions’ using.

The method of computer imitation technologies, created
by one of the authors [7], allows determining characteristics
of adequate portfolio at any level of accuracy and evaluating
such parameters as investment assets interdependence or their
profitability possibilities probability distributions form impact
on the final results.

Sustainability of decision making strategies

Adequate portfolio, its components and space utility
function discussed in the paper are just separate, though very
important elements of the decision management system in
financial markets. In order to use decision management
system in financial markets for sustainable investment
strategies’ search it is required to use all its subsystems step
by step [5]:

e strategy objectives and tasks;

e historical data analysis and forecasts;

e decision making methods selection;

e monitoring.

Using all possibilities of the developed system, the
sustainable strategy search experiment is performed (see the
A.V.Rutkauskas experiment in the Internet). It emphasizes
possibilities to choose such strategies in a series of markets.
Here (Fig. 4) we will present examples of London and Vilnius
markets.
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Fig. 4. Comparison of indices and strategy using results in capital markets
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Thus we can make a conclusion that in London and
Vilnius the use of sustainable investment decisions strategy
gives higher than the average results, because on Fig. 4 the
strategy result curve exceed the average market indicators’ —
FTSE 100 and OMX Vilnius index curves.

The system of sustainable investment decisions
strategy development can be also implemented in exchange
market [4]. Such application has given results that are further
presented.

The main goal of the sustainable investment strategy
development in currency market is the formation of the
effective portfolio of currencies giving high return [3]. The
main statements and organizing principles of the strategy are:

« forecasting the probability distribution of rate change
for the t+1 step using the historical currency rates data
for the [to, t] period;

« choosing a new currency portfolio for the t+1 step on
the basis of the current portfolio and the forecasts;

o evaluating the effect of the decision made as soon as
the historical data for the t+1 period appears;

o combining the t+1 period data with the historical
database and performing forecasts and making a
portfolio for the t+2 period;

« continuing the process.

Fig. 5 presents the results of the sustainable investment
decisions strategy implementation in currency market.
Section a shows the increase of invested capital and section b
— accumulated capital sum, if we compose the portfolio
suggested by the strategy.
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Fig. 5. Results of one of the strategies application

V. CONCLUSIONS

While analysing decision management system in capital
and exchange markets practical implementation possibilities
with the help of adequate investment portfolio formation and
imitative technologies application, the following conclusions
have been made:

- Sustainable investment strategy in the exchange or
capital market can be called a strategy allowing
exceeding market generated effect in rather long period.

- One of the most suitable means for sustainable
investment strategy development is the adequate for
investment decisions reliability assessment portfolio. It
differs from the modern portfolio, because modern
portfolio operates only with two categories — profitability
and risk. On the other hand, adequate portfolio
commensurates profitability, riskiness and reliability.

- The system of decision management in currency and
capital markets was used for the development and
implementation of sustainable investment strategy.
Strategy implementation results show that the strategy is
capable of achieving higher than the average utility.

- The Double Trump model allows to form, leaning only
on historical information, practically nonrisky investment
strategies, allowing to gain higher investment effect than
the effect, insured by the market investment instruments
of the corresponding term.
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Abstract — Room synchronization problem was first introduced
by Joung in 1998 and widely studied subsequently. The problem
arises in various practical applications that require concurrent
data sharing. The problem aims at achieving exclusive access to
shared data while facilitating suitable concurrency.

This paper presents a new algorithm to solve room
synchronization problem in shared memory systems. The
algorithm is simple and easy to prove. The main appeal of our
algorithm is that, in some sense, it closely emulates the traditional
queuing system commonly used in practice. Also, our algorithm
is distributed and offers unbounded concurrency, while assuring
bounded delay, which was conjectured as unattainable in [8].

[. INTRODUCTION
A.  Background

Mutual exclusion and concurrency are two fundamental
issues in distributed computing. Mutual exclusion problem is
well known for more than four decades since it was posed as
early as 1962 [4]. The problem is to basically ensure
consistency when accessing a shared resource. Room
synchronization or group mutual exclusion problem is a
generalization of mutual exclusion problem introduced by
Joung in 1998 [8] and it aims at achieving exclusive access to
shared resource while facilitating suitable concurrency.

Consider a system consisting of n philosophers (processes)
who spend their time thinking alone and talking in a forum.
The philosophers may be interested in attending different
forums, but only one forum can be held at a time. However, in
any forum, any number of philosophers interested in that
forum can participate simultaneously. The problem is to
design an algorithm to ensure that (i) at any time only one
forum is active, (ii) any philosophers attempting to attend a
forum will eventually succeed, and (iii) if several philosophers
are interested in the same forum then they may be able to
attend the forum simultaneously.

A solution to room synchronization problem essentially has
two logical components: one to achieve mutual exclusion
among the processes interested in different forums (mutual
exclusion (ME) component) and the other to facilitate
concurrent participation of philosophers interested in the same
forum (concurrent entering (CCE) component). With different
combinations of ME and CCE components, we may get
different room synchronization algorithms. The complexity and
the properties like fairness, efficiency, simplicity, etc. of a room
synchronization algorithm depend on its ME and CCE
components.
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B. Motivation

As resource integration and resource sharing are becoming
increasingly common, room synchronization is an important
issue in many such situations. For illustration, we recall three
example applications of room synchronization from the
literature [2], [6], [8].

Consider a CD “juke box” shared by multiple client processes.
Any number of processes can simultaneously access the
currently loaded CD, but processes wishing to access a CD
other than the currently loaded one must wait. Here the forums
are CDs in the juke box. The second example considers a server
that can cache locally one chunk of large distributed database
(e.g. the web). The clients of this server interested in the
currently cached chunk can read it simultaneously; clients
interested in a different chunk must wait. In this example the
forums are the database chunks. The number of forums may be
known or unknown. If all the processes are interested in distinct
forums always then the problem becomes the traditional mutual
exclusion problem.

The last example is about implementing a parallel stack using
an atomic move(k) instruction, which moves the stack pointer sp
(up if k£ >0, down if k < 0) by k positions and returns the old
address of sp. The stack operations push and pop, respectively,
can be implemented using the instructions move(1) and move( -
1). Interleaving of two or more pushes or two or more pops is
safe, because the order does not matter when the stack pointer
sp is moving in the same direction. Consider an interleaving of
push and pop on the stack ST as follows:

i=move(l) ; // for push
j = move(-1); // for pop
x =ST[j-1]; // for pop
ST[i] =y, // for push

Here pop position will return an inconsistent value and
therefore interleaving of push and pop is not safe. Such parallel
access to shared resources is becoming important component in
modern programming, due to the availability of multiple
processors within a systems and widespread use of thread
programming.

An existing mutual exclusion algorithm may be tuned
appropriately and used as ME component to solve room
synchronization problem. Knuth’s algorithm [10], Lamport’s
algorithm [13], and Peterson’s algorithm [14] are three widely
studied in concurrent programming and operating systems
contexts.

Joung refined Knuth’s algorithm and used it as ME
component to design his room synchronization algorithm [8].
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Takamura and Igarashi’s room synchronization algorithm used
Lamport’s bakery algorithm as its ME component. In [1],
many variations to Peterson’s algorithm are proposed and we
use one such variation with improved performance (given in
Figure 2) as the ME component to design our room
synchronization algorithm in this paper.

C. Literature Review

We review the room synchronization algorithms presented for
shared memory systems. In 1998, Joung introduced room
synchronization problem (which he referred as Congenial
Talking Philosophers problem and also as group mutual
exclusion problem) and gave three solutions: first one
centralized, second is semi-distributed, and the final one is
distributed. The distributed version uses the CCE component
similar to the CCE component of one of our algorithms [8].

Hadzilacos proposed an algorithm assuring FIFO fairness
with respect a segment of code in the entry section called
doorway [6] and its space efficiency improved version was
presented subsequently in [7] and [15]. In [16], Takumara and
Igarashi modified Lamport’s bakery algorithm to solve room
synchronization problem. Although the algorithm inherits the
attractive properties of bakery algorithm, it requires unbounded
shared space for token values.

A scalable solution to room synchronization problem was
presented in [2] and [3] using higher level atomic instruction
fetch-and-add. Assumption of a higher level atomic instruction
limits its applicability to the systems where such support is
available.

Kean and Moire designed a local-spin algorithm [11], [12]
that is suitable for the systems where remote memory access is
costly and the algorithm does not satisfy one of the important
properties called concurrent entering. It assures bounded remote
memory accesses. The advantage of Keane and Moire’s
algorithm is its generality that the exclusive lock can be
implemented by any of the known mutual exclusion algorithms.
They also discuss wait-free implementation that is costly. In [5],
Danek and Hadzilacos proposed four local-spin algorithms,
three for DSM multiprocessors and one for CC multiprocessors
with varying degrees of fairness and concurrency.

A generalized version of room synchronization problem
called mutual /-exclusion problem and its solution based on
Peterson’s algorithm are presented in [17].

D. Contributions

In this paper we propose a new algorithm to solve room
synchronization problem in shared memory systems. The
algorithm is simple and easy to prove. The main appeal of our
algorithm is that, in some sense, it closely emulates the
traditional queuing system commonly used in practice. Also,
our algorithm offers unbounded concurrency, while assuring
bounded delay, which was conjectured as unattainable in [8].
The proofs of our algorithm are also simpler and intuitive than
the proofs of the algorithms given in [6], [8], [9], and [15].

E. Organization

The rest of the paper is organized as follows. Section II
presents the system model and problem statement. Peterson’s
algorithm and its improved version given in [1] are reviewed in
Section III. The new room synchronization algorithm and its
correctness are presented in Section IV and Section V sketches
some improvements. Section VI concludes the paper.

II. SYSTEM MODEL AND PROBLEM STATEMENT

We assume a system of n independent cyclic processes,
numbered as 7,2, ..., n, competing to attend forums of their
interest. Forum ids are assumed to be positive integers. The
code segment of a competing process can be divided into two
parts: the part in which the process attends the forum (Critical
Section (CS)) and the remaining part (Non-critical Section
(NCS)). Following are the assumptions made for any room
synchronization algorithm:

A1: No static priority is assumed on any process.

A2: The execution speed of any process is finite but
unpredictable.

A3: Forum execution time of any process is finite but
unpredictable.

A4: Each process begins its execution and subsequently halts,
after possibly many cycles, only in its non-critical section.

The room synchronization problem is to design an
algorithm that assures the following properties:

e (PI) Safety: If some process is attending a forum then no
other process can be in a different forum at the same time
(8].

e (P2) Liveness: When one or more processes have
expressed their intentions to attend forums, one of them
eventually enters its forum [8].

e (P3) Concurrent Entering: If some processes are interested
in a forum and when no process is interested in a different
forum, then the processes should be allowed to eventually
enter the current forum concurrently [11], [12].

The property P3 is to facilitate safe concurrency. The
concurrent entering property first characterized in [8] states as
follows: “If some processes are interested in a forum and no
process is interested in a different forum, then the processes can
attend the forum concurrently.” As indicated by Hadzilacos in
[6] that the phrase “can attend the forum concurrently” although
suggestive, is not precise. So, we use a more precise definition
given in [11] and [12] for concurrent entering property P3
(which was renamed as concurrent occupancy in [6]).

In [6], another definition for concurrent entering was
proposed. This definition enforces an additional requirement
that the number of steps required to reach the CS to be bounded.
To avoid confusion, we call this property as bounded
concurrent entering.

Maximal resource utilization can be achieved if high degree
of concurrency is allowed when a forum is active. In [8], it is
conjectured that unbounded concurrency cannot be achieved
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concomitantly with bounded delay, if there is no centralized

mechanism to schedule the forums. Our algorithm refutes this

claim by providing unbounded concurrency. Hence, we
introduce an additional desirable property referred as
unbounded concurrency.

In addition to the properties P/, P2, and P3, the following are
desirable properties of a room synchronization algorithm:

e (P4) Freedom from Starvation: Any process that expresses
its intention to enter the forum will be able to do so in finite
time [7].

e (P5) Bounded Exit: 1f a process exits the forum, then it
enters the non-critical section within a bounded number of
its own steps [6].

e (P6) Bounded Concurrent Entering: If a process i is
interested in a forum and when no process is interested in a
different forum, then the process i enters the current forum
within a bounded number of its own steps [6].

e (P7) Unbounded Concurrency: The number of entry to a
forum is not bounded.

Structurally, a room synchronization algorithm has two
parts: Entry Section (the code to be inserted before entering the
forum) and Exit Section (the code to be inserted after exiting the
forum). These components have to be inserted appropriately in
the code of all competing processes, as shown in Figure 1, to
ensure the above mentioned properties.

Repeat
NCS;
Entry Section;
CS;
Exit Section;
forever

Figure 1

I MUTUAL EXCLUSION COMPONENT

As indicated earlier, we inherit the ME component from an
algorithm presented in [1], which is an improvement over
Peterson’s algorithm. The basic idea behind Peterson’s ME
algorithm is that each process passes through n-1 stages before
entering the CS. These stages are designed to block one
process per stage so that after n-/ stages only one process will
be eligible to enter the CS. The algorithm uses two integer
arrays stage and pos (for position) of sizes n-1 and n and it is
given for process i in Figure 2.

Many variations to Peterson’s algorithm are presented in [1].
The variation we choose to use as our ME component has both
fairness and performance improvement over Peterson’s
algorithm. The performance improvement was to make the
algorithm “stage-adaptive”. That is, the number of stages to be
crossed by a competing process is based on the competition
that it observes in the beginning of its competition, rather than
crossing n-/ stages always. For example, if a process i
observes Ci as the number of processes competing for CS,

then it enters the stage n-Ci+1 straightaway to cross only the
last Ci-1 stages to reach the CS. This can be viewed in
another way as that, when a process observes the competition
as Ci, it enters the stage (n-Ci+1) leaving the first n-Ci stages
for the n-Ci non-competing processes.

The fairness improvement was to avoid the unbounded
overtakes possible in Peterson’s algorithm. For that, the
condition (Vk # i, pos[k] < j) (which allows the processes in
the highest stage j to move up) has been replaced by the
condition (n-Ci > j) (which allows the process in the lowest
stage j to move up when a process leaves the CS). Also, this
improved fairness makes the variation, in some sense, to
closely emulate traditional queuing system. The stage-
adaptive mutual exclusion algorithm is reproduced in Figure
3. We introduce the following terminology which will be used
subsequently.

e A process i is said to be at stage j, 1 <j <n-1, if
pos[i] =j.

e A process is said to be blocked at stage j, | <j <n-
1, if it is waiting (in line 5) for a condition to
become true at stage j. A process is said to be
blocked, if it is blocked at some stage ;.

e A process is said to have crossed stage j, if it is at
stage j or higher, and has finished executing line 5
in the jth iteration.

e A process i is said to have bumped from stage j, if
it has crossed the stage j by observing the condition
(stage[j] # i) as true.

e A stage is said to be a hole if there is no process
blocked at stage j and there exists two processes
blocked at stages i and k such that i <j < k.

Process i

Entry Section:

1. forj:=1 ton-1do

2. begin

3. pos[i] :=j;

4. stagelj] :=i;

5. waituntil ((stage[j] 1) v (Vk#i, pos[k] <j))
6. end;

Exit Section:

1. pos[i] :=0;
Figure 2: Peterson’s Algorithm [14]

The algorithm given in Figure 3 assures that at any time the
number of processes that have crossed stage j is at most n-j,
for ] <j<n-1,n> 1

Theorem 1: The mutual exclusion algorithm given in Figure 3
assures safety, liveness, and freedom from starvation

properties [1].
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Process i

Entry Section:

1. forj:=n-Citl ton-1do

2. begin

3. pos[i] :=];

4. stage[j] :=i;

5. wait until ((stage[j] #1i) v (n-Ci =j))
6. end;

Exit Section:

1. posfi] :=0;
Figure 3: Stage-Adaptive Algorithm [1]

IV. ROOM SYNCHRONIZATION ALGORITHM

A. Introduction

As we mentioned in the background, mutual exclusion (ME)
and concurrent entering (CCE) are two logical components of
any room synchronization algorithm. The performance of room
synchronization algorithm depends on the performance of its
ME and CCE components. Although the underlying ideas of
ME and CCE components appear simple and intuitive, gluing
together to create a room synchronization algorithm normally
involves many subtleties. We already discussed the ME
component. Next we deal with CCE component before
combining both to create our room synchronization algorithm.

B. CCE Component

In this section we explore the ways of designing concurrent
entering component. We use an integer array F of size n to
hold the ids of the forums for the processes. The aim of
concurrent entering component is to allow the processes
interested in the same forum to attend concurrently.
Obviously, freedom from starvation cannot be guaranteed if
the algorithm allows the processes to join an ongoing forum
any time. (For example, two processes i and j may be in a
forum f; i may get out, and start competing again for f, join f,
then j may get out, and start competing again for f; join f, then
i may get out and join again, and so on.) That is, a necessary
condition for freedom from starvation is that every forum
should be “active” only for a finite period of time if another
forum is in demand. By tuning CCE components suitably, we
can control various levels of concurrency in the system.

By Assumption A3, each process will be in a forum only for
a finite number of times. So to ensure freedom from starvation
we need only that processes can enter a forum only for a finite
period of time if another forum is in demand. Based on this
requirement, we describe the functionality of a concurrent
entering component as follows:

e Opening the forum,
e Facilitating entry to the forum for a finite period of time if
another forum is in demand, and

e Closing entry to the forum if another forum needs to be
opened.

These three tasks may be accomplished in various ways. We
start with designing the CCE component which requires
minimum change in the ME component. Recall that the ME
component closely emulates the queuing system traditionally
used in practice. In addition to the choices of crossing a stage
in the ME component (ie., (stage/j] # i) and (n-Ci >j)) , the
CCE component introduces the following third choice to
facilitate concurrency among the processes interested in same
forum.

e A process at stage j can move towards the CS if no
process at stages above j requests a different forum.

That is, between the stages 1 and »-1, inclusive, if j is the
highest stage with a process requesting different forum, then
all the processes at stages above j can attend the current forum
concurrently. Formally, a process 7 interested in forum F/i] at
stage j can move further if the condition (V' k #i, (pos/k]
<j)W(F[k]=F[i])) is true.

If some processes are interested in a forum and no process is
interested in a different forum, then the CCE component allows
the processes to attend the current forum concurrently. In other
words, the resulting room synchronization algorithm clearly
satisfies the condition P3.

C. Algorithm

Combining the ME and CCE components described above,
we get the first room synchronization algorithm given in
Figure 4, and we refer it as RSA. The basic idea behind the
algorithm is that a competing process first enters a stage based
on the current competition that it observes. Then it follows the
logic used in ME component, given in Figure 3, when it
observes a process in a higher stage interested in different
forum. Otherwise, it moves up in the stages towards CS as
long as it does not see any process at a higher stage interested
in different forum. So all the processes interested in a same
forum clustered in the higher stages can enter and attend the
forum concurrently. The main appeal of this algorithm is that it
achieves significant concurrency with a simple change in the
original mutual exclusion algorithm. Now the condition (n-Ci>
J) at line 6 might appear as redundant, but it is required to
assure freedom from starvation. Next we prove the
correctness of RS4.

Lemma 1: At any stage j, | <j <n-1, if the number of forums
requested by processes at stage j or higher is greater than 1,
then the room synchronization algorithm RSA assures that the
number of processes that can cross stage j and enter stage
j+1is at most n-j.

Proof: We prove by induction on ;.

Base Step: For j =1, we need to prove only for the case
when all processes are competing for CS. Among n competing
processes, the process which enters the stage 1 last will
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observe all three conditions at line 6 as false and therefore
blocked at stage 1. That is, the number of processes that can
cross stage 1 and enter stage 2 is at most n-1.

Induction Step: Assume that the assertion is true for some m,
1 <m <n. We need to consider the case where the number of
forums requested by processes at stage m+1 or higher is
greater than 1. This implies that the number of forums
requested by processes at stage m or higher is also greater than
1. By induction hypothesis, the number of processes that can
cross stage m and enter the stage m+1 is at most n-m. Among
these n-m processes, the process which enters the stage m+1
last will observe all three conditions at line 6 as false and
therefore blocked at stage m+1. That is, the number of
processes that can cross stage m+1 and enter stage m+2 is at
most n-(m+1). The assertion follows by induction. [

Process i

Entry Section:

1. Set F[i];
2. forj:=n-Ci+l ton-1do
3. begin
4.  pos[i] :=j;
5. stagel[j] :=i;
6. wait until ((stage[j]#i)v (n-Ci=j)v
(Vk#i, (pos[k] <j) (F[k]=F[i]))
7. end

Exit Section:

1. pos[i] :=0;

Figure 4: RSA

Theorem 2:
assures safety.

The room synchronization algorithm RSA

Proof: By contradiction. Assume that two or more processes
interested in different forums are in CS simultaneously. These
processes interested in more than 1 forum must have crossed
the stage n-/ and entered CS. This contradicts Lemma 1. [

Theorem 3:
assures liveness.

The room synchronization algorithm RSA

Proof: The condition (stage/j]#i), for every process i, will
enable them to eventually spread across the stages to occupy
at most one process per stage. Then, the condition (V' k # i,
(pos[k] <j)\V(F[k]j=F[i])) will enable the process i in the
highest stage to reach the CS in a finite time.

Theorem 4: The room synchronization algorithm RSA
assures freedom from starvation.

Proof: 1t is enough to show that no process will be blocked at
a stage j, 1 <j <n-1, forever. We prove this by induction on.

Base step: We prove the assertion true for position j=1.
That is we need to show that no process will be blocked at
stage 1 forever. Assume that a process, say i, is blocked at
stage 1, starting from time 7. That means the conditions at line
6 in RSA are false, whenever i checks them. By assumption
A3, the processes which access the CS currently will leave the
CS in a finite time. After 7, let ¢; be the time at which the first
process leaves the CS. After ¢, let ¢, be the earliest time at
which 7 checks the conditions at line 5 and observes them as
false. Particularly it observes all n processes as competing.
Assume that j is the latest process to compete for the CS in the
interval [t;, t,]. The process j should have observed all n
processes as competing and therefore should have entered the
stage 1, which will make the condition (stage[1] # i) true for
the process i at time #,. This is a contradiction. Hence the
assertion is true for the base step.

Induction Step: Assume as induction hypothesis for some
stage m, 1 < m < n, that no process will be blocked forever at
m. We need to prove that no process will be blocked forever at
stage m+1. Assume that a process, say i, is blocked at stage
m+1, starting from time ¢. That means the conditions at line 5
are false, whenever i checks them at line 5 after t. That is, at
least n-m-1 processes are competing whenever i checks the
condition at line 5 after #. The assertion follows immediately
if at least one competing process is at a stage between 1 and
m, after ¢. That is, in this case, by induction hypothesis, no
process will be blocked at the stages between 1 and m forever.
Therefore, the process at a stage between 1 and m will
eventually reach the stage m+1 and that will make
(stage[/m+1] #i) true for the process i at some time after ¢.

We need to prove for the case where none of the competing
process is at a stage between 1 and m after ¢. By assumption
A3, the processes which access the CS currently will leave the
CS in a finite time. After ¢, let #; be the time at which the first
process leaves the CS. After ¢, let ¢, be the earliest time at
which i checks the conditions at line 5 and observes them as
false. Particularly it observes n-m-1 processes as competing.
Assume that j is the latest process to compete for the CS in the
interval /¢, t;/. The process j should have observed n-m-1
processes as competing and therefore should have entered the
stage m+1, which will make the condition (stage/m+1] # i)
true for the process i at time #,. This is a contradiction. Hence
the assertion is true for the induction step. Hence, by
induction, the assertion is true for all j. [

Theorem S5: The room synchronization algorithm RSA
satisfies bounded concurrent entering and bounded exit
properties.

Proof: The condition (V' k #i, (pos[k] <j)\(F[k]=F[i])) for a
process i at line 5 will be true as long as it observes the
number forums requested as 1. This condition has to be
executed to cross each stage and that clearly requires only a
bounded number of steps. [

Theorem 6: The room synchromization algorithm RSA
satisfies unbounded concurrency property.
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We illustrate the possibility of unbounded concurrency by a
simple example. Four processes 1, 2, 3, and 4 are competing,
in that the process 1 is slow and the processes 2, 3, and 4 are
fast. Assume that the process 1 is interested in forum f'and the
processes 2, 3, and 4 are interested in g. Consider the
following scenario:

1. Processes 2, 3, and 4 are attending the forum g and the
process 1 is blocked at stage n-3.

2. Processes 3 and 4 leave the forum and this enables the
process 1 to move up.

3. Process 1 is still at stage n-3, however, due to its low
speed.

4. Process 3, again interested in g, comes back, observes the
competing processes as 3, and therefore enters the stage
n-2.

5. Since the process 2 is attending the forum g, and no other
processes interested in a different forum at a stage above
n-2, the process 3 also joins the ongoing forum.

6. Now, the process 2 leaves the forum and comes back
quickly again with the interest in attending the forum g
and the process 1 is still at stage 1. This is identical to the
step 4.

This scenario, although rare, can repeat any number of times

allowing unbounded concurrency. [

v. FURTHER IMPROVEMENTS

Achieving high level of concurrency and maintaining
fairness are often two conflicting goals. In RSA4, a process
interested in a forum f at a stage j is not allowed to enter
the CS, even when f is active, if there is another process
interested in different forum at a stage higher than ;.
Allowing such processes to enter the forum as long as the
forum is active would increase the concurrency and the
resulting fairness is justifiable. Because the processes
interested in different forums cannot anyway attend the
current forum. The key would be controlling the duration
of the forums in order to avoid unfair wait. This is achieved
by usually by identifying some process(es) as captain(s)
and other processes as followers of the forums. The
captains control the durations of the forums.

We consider two different ways of performing concurrent
entry to the forum. The first approach (referred as automatic
join based) allows one captain per session and in the second
approach (referred as invited join based) many captains are
possible.

In the automatic join based approach, the captain opens the
forum and other processes interested in the same forum
becomes as followers to enter the forum directly. This happens
as long as the forum is open. Immediately after leaving the
forum, the captain closes the forum. In the invited join based
approach, since many processes can become captain, every
captain of a single forum explicitly invites other processes in
its forum to join.

Due to space constraint, these improved algorithms, their
correctness proofs, and detailed analysis are given in an
expanded version.

VI. CONCLUSION

In this paper, we have presented an efficient room
synchronization algorithm. The algorithm uses an improved
version of Peterson’s algorithm as the mutual exclusion
component. Also, the concurrent entering component is simple
and transparent in our algorithm, and that makes the algorithm
intuitive. The algorithm is easy to understand and has many nice
properties such as unbounded concurrency, which was believed
to be unattainable in [8]. The proofs are also simpler and
intuitive than the proofs of algorithms given in [6], [8], [9], and
[15].
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Abstract-This  paper discusses the development of
applications dedicated to the blind users, with the help of
reusable components. The methodology relies on component
based development. For this purpose, braille-speech widgets
adapted from classical widgets, have been studied, specified
and implemented. The developed components can be used by
developers to implement software for blind users. The
contribution of this work in the field of assistive technology
is valuable, because there are no existing tools that facilitate
the creation of interfaces for the blind users, and it may
considerably improve computer access for this category of
users.

1. INTRODUCTION
The existing integrated developing environments (IDE)
can be extended to deal with specific implementations [1].
In order to create easily non visual applications, existing
IDEs have to integrate the following modules : libraries to
hold communication with specific I/O devices, functions
to deal with all the incoming events, and the production of
outcoming events, functions that implement the different
I/O modalities, and a set of non visual controls to
facilitate the development of adapted representation and
interaction.
For instance, a GUI developer, has a set of controls
(usually called widgets) s/he manipulates visually by
“drag and drop”, giving them the position, shape, and
content they will have at runtime.
It would be interesting if a non visual application
developer has a matching set of controls that can be
represented on adequate I/O devices.

Sun Microsystems furnishes a toolkit for accessibility, but
it works only on Unix and Linux systems. Most of the
personal computers today use Windows systems.
Microsoft has also an accessibility program but it gives a
set of developed tools to be used with existing
applications.

Some attempts have been made to create non visual
controls. These non visual widgets used only sound
modality[2, 3], and/or cannot be used to facilitate the
development of interfaces for the blind users. Some
attempts failed because of the immature technology. A lot
of projects [4] existed in this field but no tools were
created to help developing non visual interfaces and
interaction objects.

The objective of this work is to help creating stand alone
applications and to facilitate the development of specific
applications for blind people. The advantage is that no
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screen reader is needed, and that the proposed controls
can be integrated in any existing IDE. Accessibility
features are built inside of them and they can be used for
both purposes : classic applications and non visual
applications.

The following paragraphs present the specification, the
design, the implementation and the evaluation of the non
visual components. The final section of this paper present
some applications that have been built using our
components. All these sections are illustrated with
examples in order to facilitate the comprehension for the
newbie reader in the field of assistive technology.

1. NON VISUAL CONTROLS SPECIFICATION

The developer of a GUI uses languages, toolkits, resource
editors that facilitate the task. For example, when an error
message is needed, the developer has the choice between
a control ready message box, a window with a label inside
it, or a text displayed in a text box. All s/he has to do is to
pick up the needed control and to integrate the message
inside it (by programming, or by visual association).
When the developer wants to give the user a set of
commands or functionalities, s/he can propose them inside
a menu. The resource editor gives the possibility to create
a menu, to give it a general appearance, to add items in it,
and to associate these items to functions inside the core of
the application.

We propose to implement some comparable controls that
can be used on non visual output devices such as a Braille
edit box, a Braille and speech edit box, a Braille list box, a
speech edit box...etc.

Let’s consider an example : some choices are to be given
to the visually impaired user, and the output device is a
Braille display coupled with a speech synthesizer. The
developer picks up the control called NonVisualMenu in
the component gallery provided by the authoring tool, and
then decides for its general proprieties (modality to be
used, name, items, events...).

The developer enters the different items of the menu and
attaches them to the possible events given for the control :
interactive key click followed by enter, or interactive key
double-click, or standard keyboard event. Then s/he
defines the possible functionality (callback) for each
menu item.

K. Elleithy (ed.), Advances and Innovations in Systems, Computing Sciences and Software Engineering, 29-34.
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New I =1
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Save as...

Print

Page setup

Exit

Figure 1. : An example of menu

The fig. 1 is an example of menu, and fig. 2 is its Braille
adaptation.

The fig. 2 shows an example of menu adaptation using a
Braille terminal. The lower part of the figure shows four
keys that allow the user to navigate in the menu. Four of
the Braille terminal function keys can be used and are
programmed to navigate in the menu : up, down, next
group, previous group. If the Braille terminal does not
have function keys, it is possible to use the standard
keyboard.

0000000000000000000000000000000000000000

save

N < o7

Figure 2. : Braille adaptation of the menu

In the same way we studied the example of a menu, other
controls have been adapted and implemented that offer an
equivalent for a developer of non visual applications, as
they exist for GUI developers.

The controls proposed are the following : edit box, list
box, menu, button.

The creation of a non visual application using these
controls creates at the same time a matching graphical but
very simple application. This is necessary for visual
feedback when the developer is still developing, testing or
maintaining the application. It is also useful to create dual
interfaces, used by both visually impaired and sighted
users [5].

II1. ARCHITECTURE OF THE NON VISUAL CONTROLS

The controls proposed respect a four-level architecture.
The control level, the non visual control level, the
functionality level, and the physical device level. All these
levels respect defined models.

The control level is composed of the graphical interface
given to the developer. For the menu example this level
contains the graphical tools that allow the developer to
create the menu, its items and its basic features : title,
aspect,...etc. This component is the same whether the
developer chooses to implement a Braille control, a sound
control, a speech control or a multimodal control.

The non visual control level is composed by the behaviour
of the control on the chosen devices. For example, how
will the menu behave on a Braille display, what will be
displayed first, how the items are displayed since the
principal menu, when are the items read by a speech
synthesizer, etc.

The functionality level is composed of the functions that
implement the different modalities of a control. The
Braille modality, or speech modality are examples for this
level.

The device level defines models of I/O peripherals that
can be used, and how communication is established
between them and the application, and how events are
received, interpreted, and produced [6].

Eurobraille is an example of Braille terminal device, and
Microsoft Speech API is an example of speech synthesis
(in this case the device is software).

The fig. 3 shows the interaction between the four control
levels in the case of a menu represented on a Braille
terminal. The event is received by the lower physical
level -the Braille terminal-, interpreted and then sent to
the non visual control level. The non visual control asks
the menu control for the associated callback when
receiving this event, the menu control responds to the
query. The non visual control asks then for a Braille
support from the functionality level and produces the
output event.

For example, an event is received by the Braille terminal
and interpreted as a click on an interactive key. The event
is sent accompanied by parameters such as the key
position to the non visual control. The non visual control
associates the click to the menu “File” which is displayed
at the given position, and asks the general menu control
about the callback that must be associated to this event.
The menu control returns the needed callback which is the
replacing of the actual display by the items related to
“File” menu. The non visual control receives the action
accompanied by the text to be displayed, asks the Braille
support to translate and format the text, and then asks the
device to display it.

Braille Recognized Asks for
keyboar Braille the callbacl
nressg o event ol Non > Menu
i Visual control
device P
e TT control [
1Splay fex Production of callback

output event

returns
braille
function

calls Braille
support

Braille
functionality

Figure 3. : Managing an input event for a control.
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IV. DEsiGN

We propose the use of a model driven approach to
develop the proposed components. MDA[7] is an
approach for application specification and interoperability
which is based on the separation of concerns between
domain knowledge and platform specificities. It relies on
the use of MOF (Meta Object Facility) meta-models and
UML (Unified Modelling Language) models for any step
of the application life cycle.
This approach depends on the definition of :
e a specification model called Computational
Independent Model or CIM,
e a conception model called Platform Independent
Model or PIM,
e an implementation model called Platform
Specific Model or PSM,
e a set of model transformations (also called
mappings).
The control components are designed using the UML
language. MOF (Meta Object Facility) formalism has
been used to define the component meta model shown in
the fig. 4.
All the developed components must correspond to this
meta model :
. the component inherits from a classic control
which inherits from a class such as CEdit, CButton...;
a control is defined with attributes and methods;

. the component can define its own attributes and
methods;
. the component is accessible via a modality or

composition of modalities; Braille and speech
modalities are given as example;

. the component is used by the developer via a
graphic interface;
. the component generates and responds to events;

the latter can be internal (application events) or external

(device events).
After the definition of the general meta-model, we have
to create a Platform Independent Model (or PIM) which
describes the different components without considering
any implementation techniques, or languages or
platforms. Then, one or more Platform Specific Models
(PSM) can be defined. Each PSM describes how the PIM
is adapted for a different platform. When a new
technology, device, platform emerges, it is only necessary
to create the related PSM.
The passages from PIM to PSM and from PSM to
application code are based on transformation models
which need to be specified.
For instance, the device level model consists in a Braille
terminal package, a sound package, and a speech
synthesizer package. The control model consists in the
description of menu, edit box, button, list box, window,
and dialog box controls.
Once the PIM created, the next step is the description of
the platform related models, and the transformation
models and rules.
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Figure 4 : The component meta-model.

The advantage of this approach is the permanence of the
conception models. If we need to add a modality, to
change the device for a component, or if a new
technology appears, the models are modified, and the
code is generated. Another advantage is that the
conception models become productive.

At present, we have adopted this methodology in our
piece of work, and we used Objecteering/UML
environment to support the model driven approach.

We have specified the MOF meta-model of fig.4, and the
UML platform independent models corresponding to the
four levels of the non visual controls.

The source code is generated partly in C++. However, we
have to make some enhancements to the mapping models
in order to generate the complete components source
code.

V. IMPLEMENTATION

The non visual controls can be used since C++ or Basic or
Java languages in a Windows environment. from .net or
php or other platforms. For these reasons we proposed the
Microsoft COM technology to implement them. This
technology (integrating OLE, Active X, COM and
DCOM) creates object components that offer one or more
interfaces that can be called from different languages. A
COM client application can use one or more COM objects
as if they were part of it. The COM components have a
unique identifier, and are used via their exposed interface.
MDA is not yet mature for the generation of components
source code. There is a lot of work to do to create
transformation tools adapted to our needs.
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A. The component architecture

The partial source code generated by Objecteering/UML
starting from the UML models has been intensely
modified using MSVC++ IDE. Other IDEs or languages
can be used if they are more adapted to the task.

A COM component has public methods and events which
are its exposed interface: the way that allows the
developer or other applications to use it.

The controls can respond at the same time to user defined
events (Braille, speech recognition...) and standard events
(keyboard, mouse...). This facilitates the creation of a non
visual application that can also be used by a sighted user.
The four levels of our proposed architecture are
implemented as independent COM components, so they
can be reused for other applications.

B. The non visual control implementation

The device components which manage the input and the
output events of assistive devices are implemented as
ActiveX dynamic link libraries (DLL), and so are the
functionality components which define the Braille
modality and the speech modality.

The non visual controls are implemented as OCXs which
are components written in C++ language.

At present, the developed components are an edit box, a
list box, a button, and a menu. They are respectively
called EditBoxNV, ListBoxNV, ButtonNV, and
MenuNV.

Below is a series of figures that the developer will
encounter when using our components.
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Figure 5 : Inserting MenuNYV into an application.

Fig. 5 represents the insertion of a non visual menu for the
developing of a new application. MenuNV OCX appears
among the classic available controls.

After that the developer has to give a content to the menu,
as shown in fig. 6, the menu is called “File” and it
contains various items such as “New, Open, Edit...”. The
OCX gives the developer the opportunity to generate code
related to the menu. The generation of source code works
actually with four languages Java, Visual Basic,
MFC/C++ and C#. Other languages may be considered.
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Figure 6 : Generating VB code for MenuNV.

The next step is to choose the modalities for the menu
control (Fig.7) , for instance Braille and speech modalities
can be used. The developer enters some keys to stop or to
restart speech synthesis. Various options are available
such as the possibility to repeat the reading of menu items
for an indefinite period when a specific key is pressed by
the user; or the possibility to stop the speech synthesis
when the chosen key in the corresponding list box is
pressed, etc.

For the Braille modality two choices can be made : a
vertical and horizontal display, or a specific item display.
The horizontal display mode displays the application
entire menu on the Braille display when the user moves
horizontally using direction keys. And it displays menu
specific items if the user moves up and down. The second
option allows the display of the current item only.
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Figure 7 : Modality selection for MenuNV.

Fig. 8 shows an example of a non visual menu into a
container application at runtime, and the focus is on the
menu item “New”. For instance this menu is represented
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horizontally. The window on the right of the figure
simulates what is displayed on the Braille terminal. This is
useful for the developer in order to have a visual
feedback. The developer does not necessarily understand
the Braille language.

V1. EVALUATION

The evaluation process has been made at two levels : the
use of the components for a developing purpose by a
developer, and the use of the components in a container
application by a blind user.

A. The developing mode

The components have been tested using Visual Basic IDE,
MSVC++ IDE, PHP and .NET platform. Developers in
our research unit, that have not been involved in the
components project, have used them for implementation
purposes in Visual Basic IDE. They spent a short time in
understanding their functionalities and integrating them
into an application. Their feedback is that they found no
differences in use between the non visual components and
other OCX and VBX components they used before.

B. The user mode

We have used the non visual components to develop a
word processor having basic features such as text
entering, saving, and printing (fig. 8). The upp?er part of
the application main window contains the non visual
menu component MenuNV. The toolbar in the middle of
the window has been built using several times the
component ButtonNV. The lower part of the screen
contains the two other components : ListBoxNV on the
left, and EditBoxNV on the right. The toolbar represents
the most frequently used functionalities of the application.
The list box displays the most recently opened files, and
the edit box displays the file content. The speech synthesis
states the name of the component having the focus, while
its content is written on the Braille display (that is
simulated on the second window of fig. 8).

The application was given to a blind user without further
explanations. He found it usable, and very friendly as it
was faster than what he was accustomed to. (He usually
use a screen reader under Microsoft environment). The
user has also proposed some enhancements we are
planning to integrate to our developments, such as
multilingual speech synthesis.
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Figure 8 : A word processor using non visual components.
VII. UTILITY OF THE NON VISUAL COMPONENTS

In this section we present another simple applications that
have been developed with our components, and discuss
the possibility to use the components with Java platform.

A. A Web application

This example shows the use of the non visual components
into a simple dynamic website developed with PHP and
MySQL (Fig. 9). This website gives the user the
opportunity to search and to buy a book. The components
used are the button and the edit box.

The user can move through the different components
using the tabulation key. Other keys allow the user to
have extra information.

The fig. 10 shows how to setup ButtonNV control.
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Fig 9 : The start up page of the website
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Figure 10 : Setup for ButtonNV

When the user launches the search, the results page is
displayed (fig. 11).
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Figure 11: The website results page.

The results page uses several times the non visual edit box
and button. The user listens to page contents when s/he
moves trough the different controls. The Braille display is
updated with each control change.

B. Non visual components and Java Platform

Using the components from Java platform is possible but
more difficult because COM components can not be used
without being converted to JavaBeans. There are tools
that can help the developer to do this conversion, such as
the Migration Assistant, or Bridge2Java which help to
convert OCX files to Java files.

VIII. CONCLUSION AND FURTHER WORK

The proposed controls are used to extend a programming
environment [1,8], and evaluation proved that they can be
easily used by developers. The four level architecture is
composed by reusable components that can be useful for
other purposes.

However, this work can be improved if we apply
completely the OMG’s Model Driven Architecture [7].
Our future work consists mainly in applying the OMG’s
MDA approach explained above to create the non visual
controls.

We also want to integrate more I/O devices for the
controls such as the speech recognition; define and
implement more controls; define new controls that are not
adapted from existing controls. We are also planning to
apply multilingual functionalities to speech synthesis and
to adapt Arabic language to the Braille modality.

Another perspective is now under study, to create
components with zoom, contrast and colour enhancements
for the visually impaired users.

At the end of this work we will be in presence of a
reusable control repository.

The main advantage of our piece of work is the
developing of specific applications for the blind users in a
rapid speed and at a low cost. For instance, these controls
are valuable in the education field for blind children in
Tunisia. By installing applications containing non visual
components on each computer in a classroom, we can
imagine the gain compared to the use of a screen reader at
a prohibitive price.
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Abstract — Agent-based computing can be con-
sidered as a new general purpose paradigm for
software development, which tends to radically
influence the way a software system is conceived
and developed, and which calls for new agent spe-
cific software engineering approaches. This paper
presents an architecture for distributed manufac-
turing scheduling and follows Agent Oriented Soft-
ware Engineering (AOSE) guidelines trough speci-
fication defined by Ingenias methodology. This
architecture is based on a Multi-Agent System
(MAS) composed by a set of autonomous agents
that cooperates in order to accomplish a good
global solution.

I. INTRODUCTION

A major challenge in the area of global market
economy is the development of new techniques for
solving real world scheduling problems. Indeed, any
industrial organization can only be economically feasi-
ble by maximizing customer services, maintaining
efficient, low cost operations and minimizing total
investment.

Traditional scheduling methods, encounter great dif-
ficulties when they are applied to some real-world
situations. The interest in optimization algorithms for
dynamic optimization problems is growing and a num-
ber of authors have proposed an even greater number
of new approaches, and as a result, the field lacks a
general understanding as to suitable benchmark prob-
lems, fair comparisons and measurement of algorithm
quality [1]{2][3][4].

Current practices and newly observed trends lead to
the development of new ways of thinking, managing
and organizing in enterprises, where autonomy, decen-
tralization and distribution are some of the challenges.

In manufacturing, a new class of software architec-
tures, and organizational models appeared to give form
to the Distributed Manufacturing System concept [5].

In the recent years, the characteristics and expecta-
tions of software systems have changed dramatically
having as result that a variety of new software engi-
neering challenges have arisen [6][7][8].

In this work we have two main purposes. Firstly, the
resolution of more realistic scheduling problems in the
domain of manufacturing environments, known as
Extended Job-Shop Scheduling Problems [9][10],
combining Multi-Agent Systems (MAS) and Meta-
Heuristics technologies. Secondly, to demonstrate that
is essential for MAS development the integration of
Software Engineering concepts like the AOSE para-
digm.

The proposed Team-based architecture is rather dif-
ferent from the ones found in the literature; as we try to
implement a system where each agent (Machine
Agent) is responsible to achieve a near optimal solu-
tion to schedule operations related with one specific
machine through Tabu Search or Genetic Algorithms.
After local solutions are found, each Machine Agent is
required to cooperate with other Machine Agents in
order to achieve a global optimal schedule.

The remaining sections are organized as follows:
Section II summarizes some related work and the re-
search on the use of multi-agent technology for dy-
namic scheduling resolution. In Section III are intro-
duced some terms and definitions in Multi Agent Sys-
tems. This section presents some Agent-Oriented
Methodologies and describes some considerations
regarding Software Architectures and Multi-Agent
Systems. In section IV the scheduling problem under
consideration is defined. Section V presents the Team-
Work based Model for Dynamic Manufacturing
Scheduling and a proposal by Ingenias methodology.

K. Elleithy (ed.), Advances and Innovations in Systems, Computing Sciences and Software Engineering, 35-40.
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Finally, the paper presents some conclusions and puts
forward some ideas for future work.

II. RELATED WORK

Dynamic scheduling is one that is receiving increas-
ing attention amongst both researchers and practitio-
ners. In spite of all previous contributions the schedul-
ing problem is still known to be NP-complete [2]. This
fact incites researchers to explore new directions.
Multi-Agent technology has been considered as an
important approach for developing industrial distrib-
uted systems.

In [11] Shen and Norrie presented a state-of-the-art
survey referencing a number of publications that at-
tempted to solve distributed dynamic scheduling prob-
lems. According to these authors, there are two distinct
approaches in the mentioned work. The first is based
on an incremental search process that may involve
backtracking. The second approach is based on sys-
tems in which an agent represents a single resource and
is therefore responsible for scheduling that resource.
Agents then negotiate with other agents in order to
accomplish a feasible solution.

For further works developed on MAS for dynamic
scheduling, see for example, [9][12].

The characteristics and expectations of software
systems have changed dramatically in the last few
years, with the result that a range of new software
engineering challenges have arisen [6][7]. First, most
software systems are concurrent and distributed, and
are expected to interact with components and exploit
services that are dynamically found in the network.
Second, software systems are becoming “always-on”
entities that cannot be stopped, restored, and main-
tained in the traditional way. Finally, current software
systems tend to be open, because they exist in a dy-
namic operating environment where new components
can join and existing components can leave the system
on a continuous basis, and where the operating condi-
tions themselves are likely to change in unpredictable
ways.

From the literature we can conclude that Agent-
based computing is a promising research approach for
developing applications in complex domains. How-
ever, despite the great research effort [8][13][14], there
still exists a number of challenges before making
agent-based computing a widely accepted paradigm in
software engineering practice. In order to realize an
engineering change in agent oriented software, it is
necessary to turn agent oriented software abstractions
into practical tools for facing the complexity of modern
and current application areas.

III. MULTI-AGENT SYSTEMS

Agents and multi-agent systems (MAS) have re-
cently emerged as a powerful technology to deal with
the complexity of current Information and Communi-
cation Technologies environments. In this section we

will describe some issues and considerations regarding
the developing of the MAS following a software engi-
neering perspective.

A. Terms and Definitions

The development of multi-agent systems requires
powerful and effective modelling, architectures, meth-
odologies, notation techniques, languages and frame-
works. Agent-based computing can be considered as a
new general purpose paradigm for software develop-
ment, which tends to radically influence the way a
software system is conceived and developed, and
which calls for new, agent specific software engineer-
ing approaches [8].

The main term of Multi-Agent based computing is
an Agent. However the definition of the term Agent
has not common consent. In the last few years most
authors agreed that this definition depends on the do-
main where agents are used. In Ferber [15] is proposed
a definition: “An agent is a virtual or physical autono-
mous entity which performs a given task using infor-
mation gleaned from its environment to act in a suit-
able manner so as to complete the task successfully.
The agent should be able to adapt itself based on
changes occurring in its environment, so that a change
in circumstances will still yield the intended result.”

An agent can be generally viewed as a software en-
tity with characteristics [16] such as:

e Autonomy - where an agent has its own internal
thread of execution, typically oriented to the
achievement of a specific task, and it decides for
itself what actions it should perform at what time.

o Situatedness - agents perform their actions while
situated in a particular environment.

e Proactivity - in order to accomplish its design ob-
jectives in a dynamic and unpredictable environ-
ment the agent may need to act to ensure that its
set goals are achieved and that new goals are op-
portunistically pursued whenever appropriate.

e Sociability - agents interact (cooperate, coordi-
nate or negotiate) with one another, either to
achieve a common objective or because this is
necessary for them to achieve their own objec-
tives.

A Multi-Agent System (MAS) can be defined as “a
system composed by a population of autonomous
agents, which cooperate with each other to reach
common objectives, while simultaneously each agent
pursues individual objectives” [15]. According to Rus-
sell and Norving [17] multi-agent systems “[...] solve
complex problems in a distributed fashion without the
need for each agent to know about the whole problem
being solved”.

We can see MAS like a society of agents that coop-
erates to work in the best way possible. With this we
gain the ability of solve complex problems like dy-
namic and distributed scheduling. Considering the
complexity inherent to the manufacturing systems, the
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dynamic scheduling is considered an excellent candi-
date for the application of agent-based technology. In
many implementations of multi-agent systems for
manufacturing scheduling, the agents model the re-
sources of the system and the tasks scheduling is done
in a distributed way by means of cooperation and co-
ordination amongst agents [8]. There are also ap-
proaches that use a single agent for scheduling (cen-
tralized scheduling algorithm) that defines the sched-
ules that the resource agents will execute [8][16].
When responding to disturbances, the distributed na-
ture of multi-agent systems can also be a benefit to the
rescheduling algorithm by involving only the agents
directly affected, without disturbance to the rest of the
community that can continue with their work.

The main advantages of a Multi-Agent system are
the abilities of coordination and cooperation in order to
accomplish a common objective.

B. Agent-Oriented Methodologies

Several methodologies for the analysis and design
of MAS have been proposed in the literature, however
only few of them focus on organizational abstractions.

MASE Methodology [18] provides guidelines for
developing MAS based on a multi-step process. In
analysis, the requirements are used to define use-cases
and application goals and sub-goals, and eventually to
identify the roles to be played by the agents and their
interactions. In design, agent classes and agent interac-
tion protocols are derived from the outcome of the
analysis phase, leading to a complete architecture of
the system.

MESSAGE methodology [19] exploits organiza-
tional abstractions that can be mapped into the abstrac-
tions identified by Gaia. In particular, MESSAGE
defines an organization in terms of a structure, deter-
mining the roles to be played by the agents and their
topological relations (i.e., the interactions occurring
among them). In addition, in MESSAGE, an organiza-
tion is also characterized by a control entity and by a
workflow structure.

GAIA methodology described in Zambonelli [20] is
an extension of the version described in Wooldridge et
al. [21]. The first version of GAIA, provided a clear
separation between the analysis and design phases.
However, as already noted in this paper, it suffered
from limitations caused by the incompleteness of its set
of abstractions. The objective of the analysis phase in
the first version of GAIA was to define a fully elabo-
rated role model, derived from the system specifica-
tion, together with an accurate description of the proto-
cols in which the roles will be involved. This implicitly
assumed that the overall organizational structure was
known a priori (which is not always the case). In addi-
tion, by focusing exclusively on the role model, the
analysis phase in the first version of GAIA failed to
identify both the concept of global organizational rules
(thus making it unsuitable for modelling open systems
and for controlling the behaviour of self-interested

agents) and the modelling of the environment (which is
indeed important, as extensively discussed in this pa-
per). The new version of GAIA overcomes these limi-
tations.

The TROPOS methodology first proposed in [22],
adopts the organizational metaphor and an emphasis on
the explicitly study and identification of the organiza-
tional structure. TROPOS recognizes that the organiza-
tional structure is a primary dimension for the devel-
opment of agent systems and that an appropriate choice
of it is needed to meet both functional and non-
functional requirements.

PASSI (Process for Agent Societies Specification
and Implementation) [23] is a methodology for MAS
development, that integrates the definition of MAS
philosophy, modelling and the orientation to objects
using UML. This is composed by five models that
address different visions and twelve steps during the
development process
(http://mozart.csai.unipa.it/passi/).

The described methodologies have different propos-
als to model agents and MAS, but they share some
characteristics. All of them model agents like autono-
mous entities and address the interaction between
agents in an agent society. A comparative study can be
found in [24].

MESSAGE, MaSE and PASSI are more adaptable
to industrial scenarios, because they consist on evolu-
tions of UML that is a common standard in this kind of
environments.

C. Software Architectures and Multi-Agent Sys-
tems

Research in the area of agent-oriented software en-
gineering has expanded significantly in the past few
years. Several groups have started addressing the prob-
lem of modelling agent systems with appropriate ab-
stractions and defining methodologies for MAS devel-
opment [25].

Traditional object-based computing promotes a per-
spective of software components as functional or ser-
vice-oriented entities that directly influences the way
that software systems are architected.

Usually, the global design relies on a rather static
architecture that derives from the decomposition and
modularisation of the functionalities and data required
by the system to achieve its global goals and on the
definition of their inter-dependencies [8].

IV. PROBLEM DEFINITION

Most real-world multi-operation scheduling prob-
lems can be described as dynamic and extended ver-
sions of the classic or basic Job-Shop scheduling com-
binatorial optimization problem. The general Job-Shop
Scheduling Problem (JSSP) can be generally described
as a decision-making process on the allocation of a
limited set of resources over time to perform a set of
tasks or jobs. In this work we consider several exten-
sions and additional constraints to the classic JSSP,
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namely: the existence of different job release dates; the
existence of different job due dates; the possibility of
job priorities; machines that can process more than one
operation in the same job (recirculation); the existence
of alternative machines; precedence constraints among
operations of different jobs (as quite often, mainly in
discrete manufacturing, products are made of several
components that can be seen as different jobs whose
manufacture must be coordinated); the existence of
operations of the same job, on different parts and com-
ponents, processed simultaneously on different ma-
chines, followed by components assembly operations
(which characterizes the Extended Job-Shop Schedul-
ing Problem (EJSSP)[9][10]).

Moreover, in practice, scheduling environment tend
to be dynamic, i.e. new jobs arrive at unpredictable
intervals, machines breakdown, jobs are cancelled and
due dates and processing times change frequently.

V. MULTI-AGENT SYSTEM FOR DISTRIBUTED
MANUFACTURING SCHEDULING WITH GENETIC
ALGORITHMS AND TABU SEARCH

This section describes the architecture proposed for
dynamic and distributed scheduling and proposes a
methodology trough Ingenias for its specification.

A. MASDScheGATS Architecture

Distributed environment approaches are important
in order to improve scheduling systems flexibility and
capacity to react to unpredictable events. It is accepted
that new generations of manufacturing facilities, with
increasing specialization and integration, add more
problematic challenges to scheduling systems. For that
reason, issues like robustness, regeneration capacities
and efficiency are currently critical elements in the
design of manufacturing scheduling system and en-
couraged the development of new architectures and
solutions, leveraging the MAS research results. The
work presented in this paper describes a system where
a community of distributed, autonomous and often
conflicting behaviours, cooperating and asynchro-
nously communicating machines tries to solve schedul-
ing problems. Global system behaviour can emerge
with requested abilities of reactivity and flexibility to
accommodate all the external perturbations.

The main purpose of MASDScheGATS (Multi
Agent System for Distributed Manufacturing Schedul-
ing with Genetic Algorithms and Tabu Search) is to
create a Multi-Agent system where each agent repre-
sents a resource (Machine Agents) in a Manufacturing
System. Each Machine Agent is able to find an optimal
or near optimal local solution trough Genetic Algo-
rithms or Tabu Search meta-heuristics, to change/adapt
the parameters of the basic algorithm according to the
current situation or even to switch from one algorithm
to another.

In our case the dynamic scheduling problem is de-
composed into a series of Single Machine Scheduling
Problems (SMSP)[9][10]. The Machine Agents obtain
local solutions and cooperate in order to overcome
inter-agent constraints and achieve a global schedule.

Agents agree to work together in order to solve a
problem that is shared by all agents in the team. Such
approach allows for the resolution of large-scale prob-
lems that a single agent would not be able to solve.
Moreover, Team-based architecture has the ability to
meet global constraints given the capability that agents
possess to act in concert. As we shall see later, this
characteristic is critical for the problem treated in this
work and defined in section I'V.

The proposed architecture is based on three different
types of agents. In order to allow a seamless communi-
cation with the user, a User Interface Agent is imple-
mented. This agent, apart from being responsible for
the user interface, will generate the necessary Task
Agents dynamically according to the number of tasks
that comprise the scheduling problem and assign each
task to the respective Task Agent.

The Task Agent will process the necessary informa-
tion regarding the task. That is to say that this agent
will be responsible for the generation of the earliest
and latest processing times, the verification of feasible
schedules and identification of constraint conflicts on
each task and the decision on which Machine Agent is
responsible for solving a specific conflict. Finally, the
Machine Agent is responsible for the scheduling of the
operations that require processing in the machine su-
pervised by the agent. This agent will implement meta-
heuristic and local search procedures in order to find
best possible operation schedules and will communi-
cate those solutions to the Task Agent for later feasibil-
ity check.

B. Proposal methodology trough Ingenias

The development cycle that is proposed by
INGENIAS (http://grasia.fdi.ucm.es/ingenias/) methodol-
ogy sees MAS like a computational representation of a
set of models. Each of these models has a partial view
of the system: definition of the autonomous agents that
compose the system, interaction between agents, sys-
tem organization, domain, tasks and objectives.

In order to specify these models, the definition of
meta-models is needed. One meta-model is a represen-
tation of all types of entities that can exist in a model,
their relations and application restrictions.

The meta-models used in this methodology are an
evolution of MESSAGE methodology work [19]. This
methodology uses five different kinds of meta-models
that describe the correspondent diagrams:
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Figure 1 - Organization Meta-model

1. Organization meta-model: defines groups of
agents, system functionality and restrictions to agent’s
behaviour. Is equivalent to system architecture in MAS.
The value of these models is the definition of workflows.

2. Interaction meta-model: details how agents coor-
dinate and communicate among them. The definition
of systems interaction allows the identification of de-
pendencies among components.

3. Agent meta-model: describes agents, excluding
interactions with other agents, and the mental states
that they have in their life cycle. This meta-model is
centred in agent functionality and in is control draw-
ing. It gives information about the responsibilities or
tasks that an agent is able to perform.

4. Tasks and Objectives meta-model: is used to attach
an agent mental state to the task that it executes. Aims at
the collection of MAS motivations, to define the identi-
fied actions in the organization, interaction or agents
models, and how these actions influence the agents.

5. Environment meta-model: Defines everything
that is present in the environment and the way that
each agent understands it. Its main function is to iden-
tify all environment elements and define a relation with
the other entities.

C. llustrative example

It seems now relevant to exemplify the methodology
through the illustration of one meta-model applied to
the MASDScheGATS problem. Given the system archi-
tecture description provided above, we think that, from the
five meta-models, the Organization meta-model is the
most suited to be described (Fig. 1).

As already mentioned, the Organization meta-model
defines the groups (or types) of agents and their function-
alities, adding up the objectives and mental states for each
agent. Therefore, our Manufacturing system consists of
three types of agents: User Interface, Task and Machine.

The User Interface agent is responsible for the defi-
nition and attribution of priorities to the Machine
Agents. It is also responsible for the creation of the
Task Agents and for the introduction of changes in the
scheduling plan when required by the user, as it be-
longs to this agent the task of communication with the
external environment. Its objective is to perform a
seamless interface between the user and the system and
its initial mental state is the reception of user requests
and the final mental state is achieved when the results
of the requests are received.

The Task agent is responsible for the scheduling
control, particularly for the generation of information
regarding the task (earliest processing times, due dates,
etc) and for the feasibility check of the scheduling
plans. Also, this agent identifies the conflicts between
operations of the same task and which machine is re-
sponsible to solve them. The objective of the Task
agent is to achieve a feasible scheduling plan for the
task. Its initial mental state is the reception of all opera-
tions concerning the task and its final mental state is
the communication of the viability of the scheduling
plan.

Finally, the Machine agent is responsible for sched-
uling the operations of the different tasks that must be
processed in the machine portrayed by the agent. The
objective of this agent is the minimization of the proc-
essing time in the scheduling plan generated. The ini-
tial mental state of this agent is the reception of data
about the operations to be scheduled and its final men-
tal state is the scheduling plan proposal.

V1. CONCLUSIONS AND FUTURE WORK

The Team-Work based architecture for distributed
scheduling that we have proposed in this paper seems
to be a good way to solve real world scheduling prob-
lems, because a good global solution may emerge from
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a set of autonomous agents that cooperate through a
communication mechanism to accomplish a common
goal. Coordination seems to be the edge in MAS, be-
cause it is not possible for all autonomous agents to
work together in a effective way even if one interveni-
ent in the system is not an active part of the system.

We consider that the AOSE paradigm can perform
an important role when a MAS in being developed,
because with this definition it becomes easier to model
the system and to find problems observing global sys-
tem structure. When a structure problem is discovered
in the middle of systems procedure implementation,
often such situation implies an important loss of time.

Work still to be done in the MASDScheGATS sys-
tem includes the testing of the system and negotiation
mechanisms under dynamic environments subject to
several random perturbations. We realize, however,
that this is not an easy task because it is difficult to find
test problems and computational results for the consid-
ered dynamic environment where the jobs to be proc-
essed have release dates, due dates and different job
assembly levels (parallel/concurrent operations).

The proposed AOSE approach needs to be refined
in order to support dynamic environments with unex-
pected disruptions that can not be strictly considered in
the modelling because they can happen without any
specific warning. Despite of this, in our opinion this
kind of work can be very significant in order to turn
MAS development a structured process that doesn’t go
from modelling to implementation without any inter-
mediate test and validation.

ACKNOWLEDGMENTS

The authors would like to acknowledge the FCT,
FEDER, POCTI, POCI 2010 for their support to R&D
Projects and the GECAD Unit.

REFERENCES

[1] H. Aytug, M.A. Lawley, K. McKay, S. Mohan and U.
Reha, “Executing production schedules in the face of uncer-
tainties: a review and some future directions,” European
Journal of Operat. Research, vol. 16 (1), pp. 86- 110, 2005.
[2] J. Blazewicz, K. H. Ecker, E. Pesch, G. Smith, J. We-
glarz, Scheduling Computer and Manufacturing Processes,
Springer. 2nd edition. New York, 2001.

[3] P. Cowling, and M. Johansson, “Real time information
for effective dynamic scheduling,” European Journal of
Operational Research, 139 (2), pp. 230-244, 2002.

[4] R. N. Jennings, Coordination Techniques for Distributed
Artificial Intelligence, in Foundations of Distributed Artifi-
cial Intelligence (eds. G. M. P. O’Hare and N. R. Jennings),
Wiley, pp. 187-210, 1996.

[51 P. Bresciani, A. Perini, P. Giorgini, F. Giunchiglia and
J. Mylopoulos, “A knowledge level software engineering
methodology for agent oriented programming,” Proceedings
of the 5th Int. Conf. on Autonomous Agents, pp. 648-655,
ACM Press, Montreal (CA), 2001.

[6] P. Bresciani, A. Perini, P. Giorgini, F. Giunchiglia and
J. Mylopoulos, “A knowledge level software engineering
methodology for agent oriented programming,” Proceedings

of the 5th International Conference on Autonomous Agents,
pp. 648-655, ACM Press, Montreal (CA), 2001.

[71 M. Wooldridge, and R. Jennings, “Agent Theories,
Architectures, and Languages: A Survey,”. Workshop on
Agent Theories, Architectures and Languages, 11th Euro-
pean Conf. on Artificial Intelligence, Amsterdam, The Neth-
erlands, 1994.

[8] F. Zambonelli and H. Parunak, “Toward a change of
paradigm in computer science and software engineering: A
synthesis,” Knowledge Engineering Review, 18, 2004.

[9] A. Madureira, “Meta-Heuristics Application to Schedul-
ing in Dynamic Environments of Discrete Manufacturing,”
PhD Dissertation, University of Minho, Braga, Portugal (in
portuguese), 2003.

[10] A. Madureira, C. Ramos, and S. Silva, “Toward Dy-
namic Scheduling Through Evolutionary Computing,”
WSEAS Transactions on Systems, Issue 4. vol. 3, pp. 1596-
1604, 2004.

[11] W. Shen, and D. Norrie, “Agent-based systems for
intelligent manufacturing: a state of the art survey,” Int. J.
Knowledge Inf. Systems, vol. 1, no. 2, pp. 129—- 156, 1999.
[12] W. Shen, and D. Norrie, “Agent-based systems for
intelligent manufacturing: a state of the art survey,” Int. J.
Knowledge Information Systems, vol. 1, no. 2, pp. 129— 156,
1999.

[13] J. Lind, “A Process Model for the Design of Multi-
Agent Systems,” Research Report TM- 99-03, German Re-
search Center for Al (DFKI), 1999.

[14] F. Zambonelli, N. Jennings, and M. Wooldridge, “De-
veloping Multiagent Systems: The Gaia Methodology,”
ACM Transactions on Software Engineering and Methodol-
ogy vol. 12(3), pp. 317-370, 2003.

[15] J. Ferber, Les Sistemes multi-agents: versune intelli-
gence collective, Interedition, 1995.

[16] M. Wooldridge, An Introduction to Multiagent Sys-
tems, John Wiley and Sons, 2002.

[17] S. Russel, and P. Norvig, Artificial Intelligence: A
Modern Approach, Prentice Hall/Pearson Education Intern.:
Englewood Cliffs (NJ), 2nd ed., 2003.

[18] M. Wood, A. DeLoach, and C. Sparkman, “Multiagent
system engineering,” International Journal of Soft. Engineer-
ing and Knowledge Engineering, 11(3), pp.231-258, 2001.
[19] G. Caire, et al., “Agent Oriented Analysis using
MESSAGE/UML,” Proceedings of the 2nd International
Workshop on Agent-oriented Software Engineering (AOSE
2001), Montreal, 2001.

[20] F. Zambonelli, N. Jennings, and M. Wooldridge, “De-
veloping Multiagent Systems: The Gaia Methodology,”
ACM Transactions on Software Engineering and Methodol-
ogy vol. 12(3), pp. 317-370, 2003.

[21] M. Wooldridge, R. Jennings, and D. Kinny, “The Gaia
Methodology for Agent-Oriented - Analisys and Design,”
Journal of Autonomous Agents and MAS”, 15, 2000.

[22] S. DeLoach, “Multiagent Systems Engineering: A
Methodology And Language for Designing Agent Systems,”
Agent-Oriented Information Systems, AOIS, 1999.

[23] M. Cossentino and C. Potts, “PASSI: a Process for
Specifying and Implementing MAS Using UML”, 2002.

[24] A. Lindoso, “Uma Metodologia baseada em Ontologias
para a Engenharia de Aplicagdes Multiagente,” Msc.
Dissertation, Univ. Fed. Maranhdo, Brasil, (in Portuguese),
2006.

[25] F. Zambonelli, and A. Omicini, “Challenges and Re-
search Directions in Agent-Oriented Software Engineering,”
Autonomous Agents and Multi-Agent Systems, 9, Kluwer
Academic Publishers, pp. 253-283, 2004.



Criminal Sentencing, Intuition and Decision Support

Andrew Vincent,"* Tania Sourdin,> John Zeleznikow"
'School of Information Systems, Victoria University
2School of Law, La Trobe University
3School of Historical and European Studies, La Trobe University
Melbourne, Australia

L INTRODUCTION

In criminal sentencing it is virtually impossible to predict
the outcome of a particular case, even in jurisdictions that
employ grid guideline sentencing regimes the prediction of
sentence will only be in terms of a range. In some jurisdictions
like the Australian state of Victoria where judges are allowed
wide latitude or discretion in the manner they sentence
offenders, the prediction of sentencing tariffs is extremely
difficult. There are fundamental elements that come together
in criminal sentencing namely, the effect of wide discretion
and the effect of intuitive decision making on the final tariff.
In constructing systems that support decision makers in the
criminal justice system it is of fundamental importance to not
only represent sentencing knowledge in a manner that
empowers the decision maker given the discretionary nature of
criminal sentencing but that also allows decision makers to
hone their intuitive skills. As part of on going research being
conducted at both Victoria University and La Trobe
University we attempting to build a decision support system
for legal aid so that they may have more success for their
clients.

II. SENTENCING IN VICTORIA

In the Australian state of Victoria and in other Australian
states sentencing is governed by acts of parliament. In Victoria
sentencing is conduct under the Sentencing Act 1991. The act
does not define crimes (crimes are defined in various other
acts, but primarily in the Crimes Act 1958) but rather the
procedural rules and guidelines that are incumbent on judges
when sentencing convicted criminals. Sentences in Victoria
are not defined in terms of minimum periods of incarceration
but rather maximums.'

Judges in Victoria are delegated the responsibility by the
state for the selection of the appropriate purpose for
sentencing these are:

(a) to punish the offender to an extent and in a manner
which is just in all of the circumstances; or

! Sentences are classified into nine levels of severity each relating to a
maximum penalty. A person guilty of armed robbery (Crimes Act 1958, s.
75A), for example, is liable to a level two imprisonment, which corresponds
to a twenty-five year maximum. There are no minimums specified. There is a
statutory requirement for the judiciary to set non-parole periods (the period of
time the offender must spend in prison before being eligible for release on
parole), which should not be considered minimum sentences.

2 Sentencing Act 1991, s. 5(1).
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(b) to deter the offender or other persons from
committing offences of the same or a similar
character; or
to establish conditions within which it is considered
by the court that the rehabilitation of the offender
may be facilitated; or
to manifest the denunciation by the court of the type
of conduct in which the offender engaged; or

(e) to protect the community from the offender; or

(f) acombination of two or more of those purposes.

Judges are also then required to take in to account the

following matters:>

(©

(CY)

(a) the maximum penalty prescribed for the offence;
and

(b) current sentencing practices; and

(c) the nature and gravity of the offence; and

(d) the offender’s culpability and degree of
responsibility for the offence; and

(daa) the impact of the offence on any victim of the
offence; and

(da)  the personal circumstances of any victim of the
offence; and

(db)  any injury, loss or damage resulting directly from
the offence; and

(e) whether the offender pleaded guilty to the offence
and, if so, the stage in the proceedings at which
the offender did so or indicated an intention to do
so; and

® the offender’s previous character; and

(2) the presence of any aggravating or mitigating

factor concerning the offender or of any other
relevant circumstances.

It can be seen from the two lists why wide discretion has
attracted fierce detractors, especially regarding the purposes
of sentencing [1] [2]. Indeed as indicated [3], there has for a
long time existed a

“kind of cafeteria system, in which judges and
magistrates have been encouraged to choose a rationale
from several ... with relatively little constraint in the
choice (331).”

There can be no doubt that sentencing in Victoria favours
individualsation over other forms of sentencing which have
solely at their core the promotion of consistency.*

* Sentencing Act 1991, s. 5(2).
* Methods of achieving consistency usually involve mandatory minimum
sentences, guideline grid sentencing or guideline sentences. It is however

K. Elleithy (ed.), Advances and Innovations in Systems, Computing Sciences and Software Engineering, 41-46.

© 2007 Springer.
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1II. INTUITION

In Victoria the idea of instinctive or intuitive synthesis has
been the accepted methodology of judicial decision making. It
was put in to currency in a Court of Criminal Appeal judgment
in 1975 (R v. Williscroft [1975] VR) where it was stated

“...ultimately every sentence imposed represents the
sentencing judge’s instinctive synthesis of all the various
aspects involved in the punitive process ... it is profitless
... to attempt to allot to the various considerations their
proper part in the assessment of the particular
punishments presently under consideration ... (300).”

This view of the “right” approach to judicial decision
making has recently been reinforced in a High Court of
Australia decision Markarian v The Queen ([2005] HCA 25).
Broadly speaking, sentencing method has fallen in to one of
two camps. One the one hand there is the “logical”, “rational”
approach that has stages and levels in argument which would
be made transparent with full and proper reasons [4], this is
known as the two-tiered approach and was ultimately rejected
as the appropriate method for arriving at criminal sentences.
At the other end of the spectrum is the instinctive or intuitive
synthesis camp. The instinctive synthesis method involves, as
indicated above, the weighing of all the circumstances of the
offence and offender to arrive at an appropriate sentence. All
the factors are evaluated in reaching the decision but no one is
given priority or weighted more than another.

The “two-tiered” approach is where on the first tier the
judge considers the objective circumstances of the offence
(factors associated to the gravity of the criminal activity) in
order to gauge the seriousness of the offence. On the second
tier the judge considers the subjective factors which usually
relate to the offender (both aggravating and mitigating) and
then the sentence is decided. Judges will often suggest a tariff
they regard as proportionate to the crime and then adjust the
tariff by specific amounts by reference to particular factors. It
is obvious that this method should encourage the judiciary to
be more explicit in their reasoning by declaring the weight
given to individual factors. This procedure is more overtly
mathematical than the so-called “black box” approach and at
first blush more likely to be able to be predicted and especially
modelled for the construction of decision support systems.
This though cannot be further from the truth. This approach
also has its critics, whose argument usually revolves around
the “mathematical” nature of the process. One of the main
criticism that seems to be overlooked by commentators is that
there is still an intuitive decision to be made, this involves the
selection of an appropriate starting point for the various
calculations of aggravation and mitigation. It has been
suggested [5] that

obvious even to the most causal of observers that mandatory sentences have
the capacity to produce extremely unjust outcomes, most recently US v.
Hungerford, No. 05-30500 (9th Cir. Oct. 13, 2006)
(http://www.ca9.uscourts.gov/ca9/newopinions.nsf/CA706 AAB28F6B229882
572050076D19A/$file/0530500.pdf?0penelement (last viewed 14/10/2006),
where a 52 year old mentally ill women was sentenced to 159 years in jail.

“we see no harm in retaining a two-tiered sentencing
methodology wherein the sentencing judge or magistrate
determines the upper, and sometimes lower, limits of an
appropriate sentence based on the notion of offence
seriousness or objectivity (the outer range of proportional
punishment) and then proceeds to fine-tune the sentence
by reference to other considerations.”

Given that sentences in Australia are bounded only by
maximums it is still an instinctive or intuitive decision about
what the starting point should be. It is further suggested that in
some cases the quantum for individual factors could be
disclosed. This then leads to more intuitive decisions about
when to disclose specific discounts and then also explanations
as to the reasons. The guilty plea is the most common
mitigating factor leading to sentence reduction that is
indicated in by judges in their reasons and the judicial
annunciation of the specific discount in a particular case could
lead to further legal wrangling about the appropriateness of
that figure.

There can be little doubt that the instinctive synthesis
rationale that judges advocate as correct most accurately
reflects their decision making practices. Intuition plays a very
large part in the sentencing process. Mackenzie [6] in her
important study of judges in Queensland indicates that many
judges describe the process as an intuitive one. This is an
important finding as it adds to the list of studies that have
found that judges use their intuition to assist in their decision
making [7]. Brest [8] suggests that intuition and analysis are
involved in a complicated dance and it is all but the most
simple decisions that are analytical in nature.

In a very useful discussion of the importance role of
intuition and decision support, Sauter [9] has suggested the
paucity of information required for very complicated decisions
means that detailed analyses by decision makers are
unfeasible. In most jurisdictions, judges are under increasing
pressure with respect to their case loads and given the often
parlous state of information available on the effectiveness of
the various sentencing options available to them, there is a
great reliability on intuition in determining the appropriate
sentence.

Intuition is variously described as “a sense of feeling of
pattern or relationship” [9] or intuitive responses “are reached
with little apparent effort, and typically without conscious
awareness” [10]. It usually involves a decision that is
complicated, all the information required might not be present
and the outcome is not certain. In sentencing, intuition is
educated by experience and by providing information relating
to the interactions of the factors that can be taken in to account
judges can hone their intuition. The provision of recent and
relevant information to decision makers is also of critical
importance.

Building systems to support the various parties involved in
the sentencing process is fraught with difficulties. Tata [11]
has detailed the effort in the construction of the Scottish
Sentencing Information System and discusses some of the
reasons why judicial decision support systems are not well
received by the judiciary they are made to support. One of the
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primary reasons for judicial ambivalence is the fact that most
systems do not accurately reflect either the manner in which
judges reach their decision or are so over-burdened with
complication that they are virtually useless. So far in this short
paper we have not discussed the link between how a
sentencing decision is reached and how the reasons for the
sentence are articulated. In Australia written decisions are
provided by the judiciary the more serious crimes. The
opaqueness of the process is further exacerbated by the
articulation of reasons, this though will not be discussed in any
further detail.

In the remainder of the paper the work to date on a system
designed to assist criminal defence lawyers will be presented.
The approach used is also a method of attempting to delve in
to the depths of intuitive decision making.

V. THE TOULMIN ARGUMENT MODEL

The approach to modelling the discretionary and intuitive
domain of sentencing is based on the model of argument
proposed by Toulmin [12]. It is a method of structuring an
argument that is not mathematical in nature. The Toulmin
model is jurisprudential. It is concerned with showing that
logic can be seen as a kind of jurisprudence rather than
science. The jurisprudential nature of the Toulmin argument
structure means that it is process focused and more useful in
structuring an argument after it has been articulated. It is able
to capture arguments regardless of content. The procedural
nature and simplicity of the Toulmin model means that
argument chains can be constructed by linking together single
argument units. The claim of one argument can be used as the
data item for the next. According to Toulmin, an argument is
made up of a combination of five components: a claim, some
data (grounds), a warrant, some backing, and a qualifier.
Claims are ideas that the arguer would like the audience to
believe. The data lends support to the claim and makes it more
likely that the audience will believe it. The warrant, on the
other hand, is the logic of the argument: the rules of inference
that lead the claimant to conclude the claim, given one ground
or a set of grounds. Backings usually give reasons why the
audience should believe the warrant. Modal qualifiers modify
the claim by indicating a degree of reliance on, or scope of
generalisation of, the claim, given the grounds, warrants, and
backing available. Rebuttals are the possible exceptions to the
conditions under which a claim holds.
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Figure 1. Toulmin argument structure
The Toulmin argument structure offers those interested in
knowledge engineering a method of structuring domain

knowledge. It also enables the reasoning behind certain claims
to be made explicit. In any system that will be of use to
decision makers, reasons for decisions are important,
especially for transparency. Yearwood and Stranieri [13]
present a list of other attempts to use the Toulmin argument
model as a method of structuring reasoning and modelling
discourse. Knowledge representation has fallen into two main
areas, dialectical and non-dialectical. The Toulmin argument
model is used in structuring the reasoning in judicial
sentencing in a non-dialectical manner, as it is delivered by the
judiciary. In a sentencing verdict the judges does not enter in
to a dialogue in an effort to explain the reasons. A sentence
verdict stands like a tombstone unless challenged by an
appeal. Stranieri, Yearwood and Meikle [14] have suggested
that discretion is intimately associated with the way
knowledge is represented. They suggest that the way in which
discretion is operationalised in particular knowledge
representations is important for the design of computer-based
systems that support decision makers. While this may be
particularly obvious to policy makers who construct complex
legislation, it has not been recognised or articulated very often
in information systems research. A rule-based system offers
no discretionary action to a user; similarly, a mandatory
sentencing scheme offers little discretion to a sentencing
judge. It would be inappropriate to attempt to capture the
complicated discretionary area of sentencing by a rule-based
system, since there would be too many rules and so the system
would be virtually useless to all but the most patient users.
The approach is very beneficial in attempting to model the
sentencing domain due to the ability of the system to provide
information to a sentencing judge or defence lawyer.
Information can be stored around clusters of arguments.

V. A TOULMIN BASED MODEL OF SENTENCING

The Generic/Actual Argument Model (GAAM) represents a
variation of the original Toulmin argument structure described
briefly above. The variations made to the Toulmin structure in
the construction of the GAAM have been described in great
detail in [15] [16]. The GAAM has been used to model other
legal domains most notably family law in the Split-Up system
which advised disputing partners regarding property
distribution at divorce [17].

Arguments are represented at two levels of abstraction: the
generic and actual. The main changes to the original structure
include: (1) a variable-value representation of claim and data
items, (2) a certainty variable associated with each variable-
value rather than a modality associated with the entire
argument, (3) reasons for relevance of the data items in place
of the warrant, (4) a list of inference procedures that can be
used to infer a claim value from data values in place of the
warrant, (5) reasons for appropriateness of each inference
procedure, (6) context variables, (7) absence of the rebuttal
feature and (8) the inclusion of a claim value reason. The
following diagram represents the GAAM template.
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Figure 2. GAAM template.

The generic argument is a representation of the particular
domain being modelled, where the following components are
set: (1) claim, data, and context variables are specified but no
values are assigned, (2) relevance reason statements and
backing statements are specified, (3) inference procedures are
listed, (4) reason for inference procedure is specified, (5)
claim and data variables are not assigned certainty values. The
generic argument is general enough to model the discretionary
behaviour of a judge in deciding a sentence. It is contended by
Stranieri, Zeleznkiow and Yearwood [15] that this method of
representing knowledge corresponds to a non-dialectical
perspective. It does not model the direct exchange of views
between discursive participants, but instead describes
assertions made from premises and a way that multiple claims
can be organised. One of the most important variations to the
original Toulmin structure is the removal of the rebuttal
element, which makes the GAAM model firmly non-
dialectical in character.

These changes to the original Toulmin model facilitate a
machine-based implementation of knowledge representation.
Context variables allow the actual argument to be
contextualised, for example a sentence for client (VLA client)
John Doe. The Toulmin warrant has been replaced by two
components: an inference procedure and a reason for
relevance. Yearwood and Stranieri [16] show that the warrant
can indicate a reason for the relevance of a data item and on
the other hand the warrant can be interpreted as a rule which,
when applied to the data items, leads to a claim inference. The
inference method can be an algorithm or some other method
used to infer a claim.

The modelling framework integrates two techniques:
decision trees and argument trees which derive from the
GAAM. A decision tree is an explicit representation of all
scenarios that can result from a given decision. The root of the
tree represents the initial situation, while each path from the
root corresponds to one possible scenario [18]. Discretion is
operationalised as the selection of alternate ways to combine
existing factors and to include or ignore new factors, and is
therefore appropriate for modelling reasoning in ‘bounded
discretion’ fields such as sentencing. Figure 3 illustrates a
decision tree. Nodes represent decision points and the possible
outcomes of each decision are captured in arcs emerging from
the node and ending in leaf nodes.

Decision
one

outcome
one

Decision
two

just acceptable outcome
two

good

Figure 3. Rule-based procedural knowledge model.

Decision one in Figure 3 has two possible outcomes: ‘no’
leading to a conclusion (outcome one) and ‘yes’ leading to a
second decision. Decision two in Figure 3 has three possible
outcomes: ‘good’, ‘bad’ and ‘just acceptable’ with no explicit
rules for deciding between them. The shadow indicates that
further information about this decision is available in a second
diagrammatic model. Such decisions with discretionary
elements are modelled using an argumentation technique.

Decision
two
® never o bad
® sometimes o just acceptable
@ always ® zood

Figure 4. Argument tree

Argument trees derive from a model of structured reasoning
called the GAAM advanced in [15]. As indicated earlier the
trees are hierarchies of relevant factors where the root node or
culminating factor is a decision tree node. When discretion is
present, argument trees are used to further refine the
knowledge depicted as directed graph nodes as for example,
Decision two in Figure 3 is further elaborated in Figure 4.

Figure 4 illustrates an argument tree with nodes
representing factors that are relevant for inferring nodes higher
in the tree. For example, Figure 4 shows that ‘Factor One’,
‘Factor Two’ and ‘Factor Three’ are all relevant for inferring
‘Decision Two’. However, how these three factors combine is
left unspecified. Further, the value of ‘Factor Two’ is inferred
in some discretionary way from the values of ‘Factor Twenty
One’ and ‘Factor Twenty Two’. The values of ‘Factor One’,
‘Factor Two’ and ‘Factor Three’ are used to infer whether the
‘Decision Two’ outcome is ‘bad’, ‘good’ or ‘just acceptable’.
This in turn is fed back to the decision tree depicted in
Figure 3.

The argument tree provides a diagrammatic representation
of the structure of reasoning. The tree can be elicited from
experts in a bounded discretion field of law. Once the structure
is explicated a variety of methods can be used to model the
way in which factors are combined to infer values at the next

Factar Two
|
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level. Stranieri and his colleagues trained neural networks, a
machine learning technique from artificial intelligence, from
past cases in family law [19] [17].

The modelling phase was undertaken by knowledge
engineers in conjunction with domain experts to establish the
practical nature of the sentencing environment in Victoria.
After reading the relevant parliamentary acts governing the
Victorian sentencing system, both knowledge engineers and
domain experts developed the decision and argument trees.
The modelling procedures and steps are more fully discussed
in [20]. One of the decision trees for the project are present
below (Figures 5), along with two of the argument trees
(Figures 6 and 7).
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Figure 5. Decision tree.

Figures 5 represents the procedural decision trees used in
the project. The ‘impose sentence’ area is a discretionary
element and the factors which influence the decision are
shown below (Figures 6 and 7).

Figure 6. Top level argument tree with expansion to the first node.
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Figure 7. Argument tree for the ‘impact of offence’ node.

In each of Figures 6 and 7 there are data values for only a
few of the nodes. The argument trees are the most contentious
elements of the modelling process and require many iterations
of refinement involving both knowledge engineers and legal
experts. A working prototype system without weights has been
constructed but is being reviewed to take account of legislative
change. It was constructed using an expert system shell
justReason.” This is open source software designed for
encoding knowledge as decision and argument trees for the
rapid generation of web programs. The open source version of
the shell program has a built-in weighted sum mechanism for
implementing argument tree inferences. GetAid is a system
that utilises the same software has been constructed for VLA
by JustSys and has been implemented for use by VLA
assessors. Below in Figure 8 is a one of the screens from the
prototype system. It can be seen in the figure below that the
argument tree represented in Figure 6 (above) is represented
as the ‘not sure’ button. Selection of this button drills the user

down into the list of prompts that derive from Figure 6.
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Figure 8. Screen shot of justReason constructed sentencing prototype
The figure below shows the screen that the knowledge
engineer uses in conjunction with the domain experts to set
weights for the weighted sum formula that the program uses to
model the way decision makers combine factors in sentencing.

* http://www.justsys.com.au (last viewed, 14/10/2006).
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Figure 9. Inference weights capture page.

At present weights and thresholds cannot be derived from
databases of past sentencing decisions because the data is
difficult to obtain. This is especially the case in the lower
courts in Victoria where, even though a sentence is handed-
down by a magistrate, the reasons for the sentence are often
not recorded. The only ways to capture these reasoning behind
the sentences in these situations is to be present at sentence
pronouncement or request the transcripts which then must be
transcribed from recording and then purchased. The data for
this system is to be gleaned from written sentencing decisions
delivered in the County Court, they are not appellate cases,
rather they are everyday cases. Besides ensuring legislative
consistency for the information represented, establishing the
weights and thresholds will be the next major hurdle.
Following from the successful use of neural networks in the
family law domain [19] [17] it is anticipated that similar
results will be obtain in criminal sentencing.

VL CONCLUSION

The Toulmin model, although probably intended as a method
of exploring arguments in a more theoretical setting, is finding
itself used more and more in representing knowledge in
different types of decision support whether computerized or
not. The GAAM presented above shows that it is possible to
represent complex knowledge in a non-dialectical manner and
that decisions which are discretionary in nature requiring
intuitive action can be modelled and hopefully predicted. The
great benefit of this type of system comes about as it begins to
make the intuitive part of sentencing more transparent and
open to scrutiny. Even though the system is not designed for
the judiciary to use for decision support for their own
sentencing requirements, it could be used in helping to train
judges and magistrates. This system, once in use by VLA, will
hopefully provide a method for lawyers, both experienced and
inexperienced, to make better arguments for sentences for
client before the bench.
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Abstract - An approach for invariant clustering and recognition
of objects (situation) in dynamic environment is proposed. This
approach is based on the combination of clustering by using
unsupervised neural network (in particular ART-2) and
preprocessing of sensor information by using forward multi-
layer perceptron (MLP) with error back propagation (EBP)
which supervised by clustering neural network. Using MLP with
EBP allows to recognize a pattern with relatively small
transformations (shift, rotation, scaling) as a known previous
cluster and to reduce producing large number of clusters in
dynamic environment, e.g. during movement of robot or
recognition of novelty in security system.

I. INTRODUCTION

Most important tasks for actions of mobile robot in
unknown environment using behavior based approach [1] are
the clustering and recognition of objects and situations.
Application of Adaptive Resonance Theory (ART) [2] (in
particular ART-2) is rather appropriate for solving these tasks,
because this model combines properties of plasticity and
stability, and also it does not require a priori knowledge of
the fixed quantity of necessary classes. Many different
modifications of this model and its combinations with other
neural networks are known [3], [4, [S] and others. However,
most of them (except FANNC [5]) are supervised learning
and demand a teacher. Thus, the most important feature of
model ART is refused. As to model FANNC, this one aims to
classify static images and is not oriented on recognition of
novelty in flow of images many of which may be similar and
differ only by some gradual transformations. So we focus on
model ART-2 to provide fast unsupervised learning.

However, model ART-2 assumes usage of only one layer
of neurons (not including entry, associated with sensors). It
results in that the neural network works only with the metrics
of primary features, e.g. for visual images these features are
pixels. At that similarity between images (for classification or
creation of a new cluster - output neuron), are calculated
usually using Euclidean distance. As result, even any small
transformation of input vector can cause recognition of it as
belonging to new cluster. It leads to the result that the model
ART-2 is nearly never used for real applications. For example,
considering the clustering and pattern recognition of a mobile
robot, [6], [7] it is required to recognize the object in different
foreshortenings which may allocated in different parts of a
field of vision, i.e. recognition should be invariant concerning
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transformation of the input pattern, such as shifts, rotations
and others.

The ability of invariant recognition of objects (situations)
in dynamic environment is one of most important capabilities
of natural brain [8]. This ability is closely connected with
another ability which is to detect novelty. These are “two
sides of one same medal”.

In this paper we suggest and investigate one hybrid model
of neural network based on ART-2 and multi layer perceptron
(MLP) with error back propagation (EBP) training algorithm
[9]. In this model we keep the unsupervised learning and
remove one major disadvantage of ART — the sensitivity to
transformations of input patterns. Multi layer perceptron
provides preprocessing of patterns for invariant recognition
because its hidden layers form secondary features during
learning. It could be said that in MLP each hidden layer
provides conversion of any feature space to another one.

There are many other approaches to achieve invariant
recognition by neural networks, for example proposed in [10],
[11], [12], [13], [14], [15], [16]. But each of them is either too
complex or specialized for determined any kind of images
and transformations.

We suggest potentially universal approach for invariant
recognition which can be implemented in real time systems,
because it not requires long time processing as in usual
applications of EBP.

For the first time the paradigm of MLP-ART2 model was
proposed by us in [17], [18]. In that paper the idea was
suggested and some previous experiments and problems were
shown. In current paper this paradigm and algorithm of
model get continue developments. Some new ideas,
experiments and conclusions are discussed.

II. MAIN CONCEPTS AND ALGORITHM OF HYBRID NEURAL NETWORK MLP-
ART2

In our suggested model the first several layers of neurons
are organized as MLP. Its outputs are the inputs of model
ART-2. MLP provides conversion of primary feature space to
secondary feature space with lower dimension. Neural
network ART-2 classifies images and uses secondary features
to do it. Training of MLP by EBP (with limited small number
of iterations) provides any movement of an output vector of
MLP to centre of recognized cluster of ART-2 in feature
space. In this case the weight vector (center) of recognized
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cluster is desired output vector of MLP. It could be said that
the recognized class is a context in which system try to
recognize other images as previous, and in some limits the
system “is ready to recognize” its by this manner. By other
words neural network “try to keep recognized pattern inside
corresponding cluster which is recognizing now”.

-
C

hatput layer

Input layer of ART2
Catput layer of MLP

Hidden layer of MLP

Input layer

Fig. 1. Structure of hybrid neural network.

Action of the suggested model is described by the
following unsupervised learning algorithm:

1. In MLP let the weights of connections equal to I/n,
where 7 is quantity of neurons in the previous layer (number
of features for first hidden layer). The quantity of output
neurons N,,, of ART-2 is considered equal zero.

2. The next example from training set is presented to inputs
of MLP. Outputs of MLP are calculating.

3. If N,,~0, then the output neuron is formed with the
weights of connections equal to values of inputs of model
ART-2 (the outputs of MLP).

4. If N,,> 0, in ART-2 the algorithm of calculation of
distances between its input vector and centers of existing
clusters (the weight vectors of output neurons) is executing
using Euclidian distance:

Where: y; — i" feature of input vector of ART-2, w; — i
feature of weight vector of j” output neuron (the center of
cluster). After that the algorithm selects the output neuron-
winner with minimal distance. If the distance for the neuron-
winner is more than defined a vigilance threshold or radius of
cluster R, the new cluster is created as in step 3.

5. If the distance for the neuron-winner is less than R, then
in model ART-2 weights of connections for the neuron-
winner are recalculated by:

th

Wim :Wim +(y1 _Wim)/(1+Nm)

Where: N,, — a number of recognized input vectors of m"
cluster before. In addition, for MLP a recalculation of

weights by algorithm EBP is executing. In this case a new
weight vector of output neuron-winner in model ART-2 is
employed as desirable output vector for EBP, and the
quantity of iterations may be small enough (e.g., there may be
only one iteration).

6. The algorithm repeats from step 2 while there are
learning examples in training set.

Fig. 2. Explanation of action of hybrid model.

Action of the suggested model is explained in a figure 2.
Here we see the space of secondary features in which by
points are represented output vector of perceptron (input
vector of model ART-2) and centers of clusters. In this figure
the following points are represented:

1) - a new (first) image for which new cluster with radius R
is created,

2) - the next image recognized as concerning to this cluster,

3) - the new centre of a cluster calculated in step 5 of
algorithm,

4) - a new output vector of perceptron, attracted to centre
of a cluster as a result of executing of algorithm “error back
propagation”,

5) - the new image recognized as inhered to other cluster.

Note that in this algorithm EBP aims at absolutely another
goal different from that in usual MLP-based systems. In those
systems EBP reduces error-function to very small value. But
in our algorithm EBP is needed only for some decreasing
distance between actual and desirable output vectors of MLP.
So in our case the long time learning of MLP is not required.

Note that EBP and forming of secondary features are
executed only when image “is captured” by known cluster.
So selection of value for vigilance threshold is very important.
Intuitively obvious that one must be depending on
transformation speed of input images and may be changed
during action of system.

In our experiments we used three variants for calculation
of vigilance threshold:

1) it is fixed value selected empirically,

2) it is calculated for every image by formulas
S/(N,%),where S — average input signal, N, — number of output
neurons of MLP (input neurons of ART-2),

3) it is calculated as kD,,;,, where D,,;,— minimal distance
between input vector of ART2 and weight vector in previous
image, k>1 — coefficient.
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For experiments we developed program for simulation in
which we process series of visual images. Every image
consists of 100x100 pixels. The model MLP-ART2 consists
of one hidden layer of MLP. Program is implemented in
Delphi.

III. EXPERIMENTS

A.. Experiments with Images of Moving Objects

We use series of multi-colored images for experiments
which obtained from video. This series simulates the sight of
mobile robot during its movement. There are images of
shifting couple of chairs. Figure 3 shows the images 1, 8 and
15 (last) of this series.

Fig. 3. First image of series from video

Figures 4 and 5 show results of clustering and recognition
at repeating of this series four times. In these experiments we
used following parameters of neural network:

- the number of hidden neurons of MLP — 20,

- the number of output neurons of MLP (or input neurons
of ART-2 - 10,

- exponential sigmoid with parameter a=1,

- the number of iterations of EBP - 1,

- fixed value of vigilance threshold R=0,05.

Figure 4 is the evidence of stability of our model at
constant value of vigilance threshold. Cluster 2 is
corresponding to situation when the robot sees only one
chair; and cluster 3 is corresponding to situation when robot
sees basically already empty wall. Figure 5 shows distance
between input vector of ART-2 and center of recognized
cluster 1 for first 7 images after 4 times of repeated series.

In case of variable vigilance threshold the stability is less.
Figure 6 shows results with calculation of one by method 3
with k=4 and number of iterations of EBP equals to 5.
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Fig. 4. Recognized clusters at repeating of series of images
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Fig. 5. Distance between recognized cluster 1 and input vector of
ART-2 (output vector of MLP).
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Fig. 6. Recognized clusters at usage of calculation of vigilance
threshold by method 3 with k=4

Note that in repetitions 2, 3 and 4 the results of recognition
are more intuitively well-taken than in first time.

Figure 7 shows results of clustering and recognition in case
when vigilance threshold is calculated by method 3 with k=2
and number of iterations of EBP equals to 1.
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Fig. 7. Recognized clusters at usage of calculation of vigilance
threshold by method 3 with k=2.

Figure 8 shows distance between input vector of ART-2
and center of cluster 4 during its recognition for same
parameters and number of iterations of EBP equals to 1, 3, 5
and 10. In this figure lower lines are corresponding to large
number of iterations of EBP. Thus we can see that the
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distance is decreasing in accordance with increasing of
number of iterations.
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Fig. 8. Distance between input vector of ART-2 and center of
recognized cluster 4 with different number of iterations of EBP

B. Experiments with Series of Faces

For these experiments we use collection of faces from
Olivetti and Yale. Series of images used in experiments are
shown in figure 9. This series consists of set of gray-scaled
pictures of certain person with different expressions (from 1
to 8), with different illumination (from 9 to 11), with
transformation by turning (from 12 to 18), another 3 faces
(from 19 to 21), faces of last person with different
expressions and position (from 22 to 29), repetition of face 19
(30).

In these experiments following parameters of model are
used:

- the vigilance threshold is calculated for every image by
method 2, described above,

- the number of iterations of EBP - 1,

- the number of inputs of ART-2 = 10,

- the number of hidden neurons of MLP — 20,

- exponential sigmoid with parameter a=1,

Figure 10 shows results of clustering and recognition of
two repeating of series. We can see from this picture that the
model demonstrates stable results. Figure 11 partially
explains the result shown in Figure 10. The images 9, 10, 11
with other illuminations in contrast to previous images are
difficult for recognition and cause creation of new clusters.
Images 19-21 are recognized as new persons and images 22-
29 - as 2 different faces in accordance with its mimic and
position features. Image 30 is recognized like previously
looked face 19.

Figure 12 shows distance between input vector of ART-2
and center of recognized cluster 1 with different number of
iterations of EBP: 1, 3, 5 and 10. The line beginning from
lowest point is corresponding to value 1, and the line from
highest point is corresponding to value 3 and further
increasing number of iterations causes decreasing of first
point and increasing of last point in this graphic.
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Fig. 10. Recognized clusters for 2 repetitions of series of faces
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Fig. 12. Distance between input vector of ART-2 and center of
recognized cluster 1 for first 8 images of series for different number
of iterations for EBP

Figure 13 shows results of clustering and recognition in
case with calculation of vigilance threshold by methods 3
with k=4, number of iterations equals to 5 and number of
repetitions of series equals to 4.

From these results we can see that in this case every new
repetition of series improves accuracy of recognition. At
beginning all images of first person with other illumination
are recognized as one cluster 2. Almost all images of other
persons are recognized as one cluster 3 (may be interpreted as
“other person”). In next repetition different variants of
illuminations are recognized as different clusters. In third
repetition other persons are recognized as different persons.
But in this case one of these persons is recognized as person 1
with other illumination (cluster 6). In last repetition this
single mistake is removed. It could be said that repetition
causes more detailed clustering and recognition that is very
similar to well known features of human learning.

IV. DISCUSSIONS

The demonstrated above and other obtained results of
experiments show that proposed and investigated model
MLP-ART2 of hybrid neural network demonstrates
adaptation to relatively small transformations of visual image
and capability to recognize new images in flow of ones. This
adaptation coexists with keeping ability to recognize
previously occurred images. For all that this model
demonstrates some features of perception of humans, such as
“we see what we expect to see” [8] and sometimes effect of
some difficulty to recognize following new images
immediately after adaptation to recognition of any previous
one (new different images are recognized as one cluster).
Also experiments show stability and capability to improve
accuracy (in human-like respect) of recognition and
clustering during repetition of same series of images.

The suggested hybrid model of the neural network can be
used in the mobile robot when it is necessary to watch
sequence of images visible by the robot during its movement,
and to extract its novelty, i.e. essential changes in the scene
visible by the robot. Also this model may be used in security
systems for recognition of new objects or persons in sight of

camera. Another possible application of this approach is
recognition of novelty and dangerous situations in different
monitoring systems, e.g. in health care systems.

ekl
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Fig. 13. Recognized clusters at calculation of vigilance threshold by
method 3 with k=4

Modification of this algorithm may be algorithm in which
the quantity of created clusters is limited. In this case, if the
quantity of clusters (output neurons) has achieved a limitation,
it is needed to decide what to do with images which are not
recognized, i.e. which cannot be related to any existing
cluster. In this case following method may be offered. At first,
increasing of parameter R (radius of clusters) and then trying
to apply algorithm of recognition again until the new image
will not be related to one of clusters. After that, it is necessary
to reduce quantity of clusters (output neurons) to unify
clusters with the centers which are occurred in one cluster
with new value R, and to change weights of connections
between outputs of MLP and outputs neurons-clusters.

Also one modification of this algorithm may be algorithm
of training with the teacher in which before creating new
cluster the system requests teacher what to do in order to
create a new cluster or to increase vigilance threshold R.
Moreover in this case may be not only to ask from user but
also to employ any additional procedure for recognition of
novelty of the image.

Similar approach for building hybrid neural network from
supervised and unsupervised neural networks may be applied
to self-organized maps [19].

V. CONCLUSIONS

In this paper we suggested and investigated hybrid model
of neural network MLP-ART2 for unsupervised clustering
and invariant recognition of images in dynamical unknown
environment. The suggested hybrid model of the neural
network can be used in the mobile robot and security systems
when it is necessary to watch sequence of the visible images
and to recognize similar or novel objects (situations).

This approach may be applied to self-organized maps of
T.Kohonen.

The following further researches of the suggested hybrid
model of the neural network are planned:

- continue research of influence of MLP and ART-2
parameters on action of the neural network,
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- testing and investigation of the suggested model on
simulated mobile robot and the real robot,

- development of hierarchical system based on proposed
hybrid neural network which may be basis for building of
model of mind,

- development of hybrid architecture of intelligent system
based on proposed model and knowledge based approach for
perception and processing of multi-modal information.
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Abstract: After a presentation of the nonlinear properties of
neural networks, their applications to hydrology are described. A
neural predictor is satisfactorily used to estimate a flood peak.
The main contribution of the paper concerns an original method
for visualising a hidden underground flow Satisfactory
experimental results were obtained that fitted well with the
knowledge of local hydrogeology, opening up an interesting
avenue for modelling using neural networks.

I INTRODUCTION

During the last twenty years there has been considerable
research devoted, on the one hand, to the field of nonlinear and
adaptive modelling, and on the other hand to the study of
neural networks in order to perform such tasks. Nevertheless,
the idea of using neural networks’ ability to model nonlinear
and non-stationary behaviours in hydrological systems
emerged only about ten years ago. Currently, several
theoretical results and many different learning schemes have
proven that neural networks are becoming a very effective tool
in hydrological applications.

The Gard Region, in the South-East of France, has a specific
geographical position which makes it particularly vulnerable to
flash floods: each autumn, storms formed over the sea and
pushed by southerly winds provoke extreme rainfall events.
Flash floods are very important natural hazards for the
Mediterranean Region. Unfortunately, scientific knowledge
about them is insufficient.

In that context, this paper has two objectives: the first is to
present how and why the neural methods are appropriate for
solving such environmental problems. The second objective of
this paper is to present how the neural black box can be
changed into a grey box in order increase our knowledge.

The paper contains four parts: part one introduces neural
networks including nonlinear properties. The second part is
devoted to presenting the principal neural architecture and
learning rules. The third part presents the problematic and the
fourth the results.

I NEURAL NETWORKS FOR IDENTIFICATION

System identification is the modelling of systems. It is useful
for the knowledge it gives about the system and in that it
provides ways to control it, and to predict or forecast its
behaviour.
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Neural networks are devices capable of learning. In the case of
signal processing, or system identification, the set of examples
consists of sampled input and output signals. The second
fundamental property of neural networks is that they can
implement non linear functions. This property is a necessary
one for systems such as catchment areas which may have
different responses even when the input is the same (for
example, the behaviour during summer or winter is very
different).

The Model of Neuron and Multilayer Network

An artificial neuron is a mathematical operator which
generally computes two actions: first the linear weighted sum
of its inputs, and second the non-linear evaluation of its output.
Various models of neurons have been proposed depending on
the evaluation function. The formula is:

9 :/£ Zcm 'irn]
example _m

where o) is the output of the neuron 1, i, is one of its inputs,
cim 18 the synaptic coefficient linking this input to the neuron
under consideration, and f(.) is the evaluation function. For
example it is possible to choose f(.) = tanh(.). Linear neurons
may exist, they have an Identity function.

A neural network is a set of interconnected neurons. These
connections (defined by the set of coefficients cy,) are
computed during the learning phase.

It has been demonstrated that any non linear, smooth
function can be identified by such a network [1]. The accuracy
of the identification depends on the number of hidden neurons.
This result is of course very important, but it only constitutes a
proof of the existence of the solution; therefore the difficulty is
to find the solution using the appropriate learning method
operating on an architecture which includes a sufficient number
of neurons. In this study we firstly consider the well known
two-layer perceptron, and secondly an ad hoc network, coding
in its architecture the function we want to implement.

Learning

The neural network learning phase is the computation of the
synaptic weights in order to minimise a “goal function”.
Different learning rules can be derived taking into account
different goal functions and different minimising methods. Let
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us consider only identification and forecasting applications;
principally two types of goal functions have been proposed:
supervised or unsupervised one. Amongst the unsupervised
methods, the Reward-Penalty learning algorithm [2] is very
interesting because it enables interpretation as the gradient
descent of a goal function (redo or undo past action) and does
not need a comprehensive modelling of the environment. We
have implemented this method for solving a robotic task. The
aim was to make a hexapod robot learn gait and obstacle
avoidance. Results obtained both in simulations and with the
real plant [3] were very satisfactory; the robot learnt its task
without explicit modelling of the actuator-environment
relations.  This application highlights the fact that neural
networks find their field of excellence when they are applied to
model the real world or natural environment.

On the other hand, the cost function G is more
understandable in the case of supervised learning, since this
function is generally the sum of the squared errors between the
measured outputs and the computed values, for each input-
output couple of interest. It is possible to consider this “cost”
function J as follows (only one output neuron):

J(Ch)= %Z(J(C)f 'y
ik}

where {k} is the set of input-output couples taken for k past
values, and C is the set of synaptic coefficients.

Starting from this cost function, several learning rules have
been proposed depending on the chosen minimising method.
The most popular method has been the backpropagation
learning rule introduced by D. Rumelhart [4] which uses the
steepest gradient descent. However, other more efficient rules
have been proposed, for example a descent inspired by second
order minimisation methods [5] [6]. Amongst these second
order methods the “Levenberg-Marquardt” learning rule [7] is
at present the most powerful and leads in a few iterations to a
very satisfactory solution.

Backpropagation learning rule

The backpropagation learning rule provides a method for
modifying the network’s synaptic weights according to the
gradient of the quadratic error. It was the first learning rule
which enabled learning on nonlinear networks, and which
could also efficiently operate on multilayer networks.

Let us consider the network shown in Figure 3. An input-
output couple is presented to the network which has to
associate the input vector ik {ik, ik, iK;, ...} to the desired
output d¥ (scalar value in case of one output neuron). It can be
noticed that the intermediate, or hidden, neurons have no
desired value. After computation of the network’s output ok,
the modification to apply to the coefficients, at time t, using a
gradient method with a constant step p is:
c;(nl):c;(t)fy% “
Therefore, using the backpropagation learning rule, the
synaptic coefficients of a multilayered neural network can be
computed. Its principal drawbacks are the sensitivity of the
result to the initialisation of the synaptic weights, and the

m

slowness of the convergence rate toward a minimum of the cost
Sfunction.

Levenberg-Marquardt Learning Rule
Because of its efficiency, the Levenberg-Marquardt rule

should be used whenever possible. Nevertheless, the
Levenberg-Marquardt learning rule suffers from two
drawbacks: first it has to invert a matrix which is an

approximation of the Hessian: the second order derivative of
the cost function relative to the synaptic coefficients, i.e a
matrix whose dimension is equal to nc.nc if nc is the number of
synaptic coefficients. Sometime this matrix is too huge to be
inverted; sometimes this Hessian matrix may be non-invertible
[8]. We will see later that in case of hydogeological modelling,
the data are very noisy and lead to difficult problems for which
Levenberg—Marquardt algorithm may be inefficient. In such
cases, the backpropagation algorithm provides adequate results.

In some words (see [7][8] for full presentation), Levenberg-
Marquardt algorithm starts, as bakpropagation, from a problem
of cost function minimization. The principle of the rule is to
apply to the coefficients an increment taking into account the
first and second order of the Taylor decomposition of the cost
function (notes that Levenberg-Marquardt addresses the cost
Junction, taking into account the whole set of learning couple at
the same time t). Noting that the second term of the Taylor
decomposition needs the computation of the Hessian Matrix,
Levenberg—Marquardt method considers an approximation of
the Hessian:

H=ATA, where A is the vector composed of the first order
derivative of the cost function (computed by the
backpropagation), the formula is:

aJ oJ
[H]i/, Im = A A
1 0c; ey,

The Levenberg-Marquardt rule assumes that at each

presentation t of the whole set of learning couples {i*,0"}, an

increment to the coefficients is computed in the direction of the
gradient: A, with amplitude p(C,t) such that:

(G0 = (ATA+ (0 1d)"

where 1d is the Identity matrix.

The interpretation is the following: at the beginning of the
learning process, a high value of factor A(t) is chosen in order
to lead the matrix p(C) to be diagonal dominant. The rule is
therefore close to a first order gradient descent rule.

The factor A(t) is then decreased in order to be neglected in
relation to the approximation of the Hessian part : ATA. At the
end of learning, the computation essentially uses the second
order information and in a few iterations comes close to the
cost function minimum.

This presentation of the Levenberg-Marquartd rule shows
that backpropragation is necessarily computed in order to
estimate the derivatives A.

A SYSTEM IDENTIFICATION

Starting from the previous considerations, the identification
of a dynamic system can be addressed by neural networks in
computing learning with input-output couples. It is well known
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that the behaviour of a dynamic system depends not only on
external inputs but also on some internal variables that
represent the “state” of the system. Under the condition of
observability of the system, these state variables are assumed to
be past outputs of the real process. However expertise may
indicate that another choice may be to select the most relevant
state variables (see S. Narendra in [9] for further
considerations).

Learning of a discrete-time feedback network

Considering a network at a given instant, learning is
performed using the previous external inputs: {i(t)} plus the
state variables: the previous output or complementary state
variables. Learning on recurrent networks can be performed in
at least two ways: the first one consists in taking into account
all the previous values using a recurrent method, see for
example K. Narendra [9] and P. J. Werbos [10]; the second
way takes into account only a few time events, and formulates
the backpropagation on a small window of time as proposed by
L. Personnaz [11]. The second way was chosen in this study
because of its simplicity.

Schemes of identification

Two strategies are possible in order to implement the
learning: in the first one the objective is to capture the
dynamics of the process. Then the errors coming from the
network are taken into account during the learning. The looped
input is initialised with the past estimated value of the network.
This scheme of identification is called “non directed”.

The second way of learning uses measured values coming
from the system. This mode is termed “directed”.

It is immediately clear that in the case of a neural model with
feedback operating on non measurable state variables, the
previous discussion is not relevant; the only solution is the non
directed model. The identification of the underground flow of
water was approached in this way [12].

Il NEURAL NETWORKS FOR HYDROLOGY

Because of its complexity there are many models dealing
with the rainfall-runoff relation. Usually the models can be
classified as: deterministic or statistical; local, global or
distributed; static or dynamic; empiric, physics-based or
conceptual. Flash flood forecasting is usually addressed by
physics-based, conceptual and statistical models. For example,
TopModel [13] is a physics-based model used for flood
forecasting, while conceptual models have been developed for
the same objective: ALHTAIR [14], MARINE [15] or SCS
[16]. For real time use, the models generally have to be
distributed [14] [15] [17] or semi-distributed.

Clearly, Neural Networks are statistical models. They have
been used for about ten years in an increasing number of
applications for elaborate rainfall-runoff models using RBF
networks [18], or multilayer networks [19]. Other approaches
are also used, such as fuzzy logic [20] or sequential automata
[21].

Because of the lack of knowledge about fast floods [22] we
hope that neural network models may significantly improve not

only flash flood forecasting, but also scientific knowledge
about them. This point is at the heart of this work.

A CONTEXT PRESENTATION

The target of our study is the river Ceze (fig. 1), a tributary
of the Rhone. The Ceze is 112 km long and its catchment area
is about 950 km? [23].

The upper part of the river flows on antestephanian schists
and gneiss which are impervious; then, on carboniferous
deposits (schists, sandstone and coal); in this part of the river,
galleries of former coal mines bring water from the
neighbouring catchment of the Avene river to the Céze via the
Auzonnet river. This underground flow is quite low, and had
been estimated at 0.5 m®/s [24]. Then, the Céze flows on
oligocen sediments composed of conglomerates which are
impervious, before crossing cretaceous deposits, mainly
limestones. In this area, the valley flows in a canyon and the
plateau has a typically karstic relief. In short, the adjective
karstic comes from Slovenia and is generally used for
limestone in which the water has eroded galleries. In this part
of the river, the relation between the karstic network and the
river is not very well understood, so the limit of the area which
contributes to outflow in the Céze is not precisely known. The
Céze joints the Rhdne on its right bank at an altitude of 26
meter above sea level, flowing on impervious and semi-
ervious deposits.
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Fig. 1: Location of study area

The main two features of the Ceze are its very irregular
outflow, which reflects the irregularity of the meteorology, and
the contrast between the part of the river on impervious rocks
and the part located in a karstic region.

The particular feature of the Ceze is that its flows are not
fully explained by the rainfall on its catchment. Several
hypotheses have been proposed in order to find another
definition of its catchment. One of these hypotheses is that
some water could arrive in the river via its affluent the
Auzonnet, coming via underground circuits from a
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neighbouring, but different, catchment: the Gardon d’Alés
river. Two explanations can be found: the karstic network, or
galleries of former coal mines. Coal Mines galleries may be
neglected because of crumbling in the galleries which limits
the flow. We therefore propose in this study to explore the first
hypothesis of karstic communication from the Gardon d’Alés
catchment to the Ceze catchment (Fig. 1).

B HYDROLOGICAL DATA
For this study, five floods of the Céze were selected. The
following figure shows these events.
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Fig. 2: Floods Hydrographs of the Céze (Tharaux outlet)

These data were collected by the flood warning service of
the Gard Region. The discharge was measured at Tharaux
gauging station (fig. 1) and the rainfall measured by five rain
recorders which located in the Ceze and Gardon d’Ales
catchment areas. For both the discharge and the rainfall, the
sampling period was 60 minutes.

TABLE I
Hydrological Database Used
Peak discharge | Rainfall

Event | Date (m3 /5) (mm)
1 22" /26™ October 1993 770 205

2 25" /28" November 1995 | 230 105

3 11™/ 14" November 1996 | 630 145

4 06™ / 09" October 1997 640 175

28™ September /
3 22" October 2000 213 143

Table I contains more details on these events. It can be noticed
that because of the difficulty of accurately measuring the
rainfall and flows, only five events are available, due to a lack
of data for other events.

C FLOOD SIMULATIONS

As usual in the neural network field, the first approach is the
multilayered perceptron with one hidden layer. We applied
rainfall as inputs and runoff as output. We chose the rainfall
measured by 3 rain gauges in the Céze catchment and two in
the Gardon catchment in order to observe whether the latter
input has a major influence on the forecast (Figure 3). An input
bias is necessary in order to represent the base flow. Its value is
not 1, as is usually applied, but a lower value due to the great

number of very low values of the flow during the flood
recording. This adjustment is necessary in order not to saturate
the sigmoids during learning. The mean of the inputs was
shown to be a good value. As shown in Figure 3 we apply the
rainfall to the network in a temporal window. This temporal
window is essential in order to capture the temporal behaviour
of the catchment. Thirty time steps were chosen for rain
recorders near the Tharaux outlet, and forty five for remore
recorders, situated far upstream, in order to take into account a
longer propagation time.

At the output of the network we measured the quality of the
response using a criterion used in hydrology and called the
Nash criterion [25]. The Nash criterion is analogous to the
coefficient of determination and is calculated as:

Z(Ok B dk)2

Nash =1--&
GZ

where o is the standard deviation of the test signal.

The Nash criterion takes into accounts the quadratic error
and normalises this error by the variance of the signal. The
closer the criterion to the value 1, the better the model. If
forecasting is limited to predicting the mean value, the criterion
is equal to zero; negative values are very bad. Table II contains
the values obtained from learning with validation on an

example which was not taken into account during learning.
TABLE 1I
SYNTHETIC RESULT OF THE BEST NASH CRITERIA

Network Nash criteria computed after test on:

architecture Event 1 Event 7 Event 8
BP LM BP LM BP LM
A 0.68 0.68 0.86 0.92 0.68 0.67
A with Loop 0.75 0.89 0,64 0,88 0,42 0,56
B 0.70 0.74 0.86 0,94 0.62 0.61
C 0.75 0.8 0.89 0.92 0.63 0.66
D 0,75 0.77 0.87 0.92 0.63 0,62

BP is Backpropagation, LM is Levenberg-Marquardt.
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Fig. 3: Ceze flow modelling using multilayer perceptron as black box model
(Network A.). Each input has a temporal window of 30 or 45 delays
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Because of the bad results obtained by this simple static
network, we applied the same function, with the same external
input, but with a recurrent network. As suggested above, we
chose non directed scheme in order better to capture the
dynamics of the system. In this case, the Levenberg-Marquardt
rule works well and significantly improves the Nash criterion
(Table II). It can be noticed that the important estimation of the
peak value is not improved by the Levenberg Marquardt. The
advantage of the recurrent non directed network is that the
input window may be smaller than in the static case. The
window of temporal values applied to the networks is ten hours
for all the rain recorders. And it is well known that in this type
of configuration, the lower the number of coefficients, the
better the learning.
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Fig. 4: Measured and forecast flows with network A — BP rule.
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Fig. 5: Measured and forecasted flows with looped network A - LM rule.
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Fig. 6: the contribution of each catchments is computed in a separate branch
of the network, and the addition is performed by the output neuron
(Network B).

These first simulations allow us to predict the flows
accurately but not to estimate the contribution of the Gardon
catchment. The problem of quantifying the impact of a
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particularly input on the quality of the prediction is well
identified for non-linear models but has no satisfactorily
solution. Thus, in order to estimate the contribution of the
Gardon’s catchment we propose an original architecture which
separates the two catchments into two branches: one for the
Gardon and one for Céze catchment, as shown in Figure 6.

In the proposed architecture, the flow coming from the Ceze
catchment is computed by a classical network devoted for
identification: one hidden layer and one linear output network.
Another network devoted to the Gardon -catchment is
computed in parallel. At the end, both networks, called the
Céze branch and the Gardon branch, are integrated in a single
network using a supplementary linear neuron which is the
output neuron of the whole network. The flow at Tharaux is
then computed.

The interest of this network is that the flow coming from each
catchment can be obtained by observing the value of the
neurons of the second hidden layer: we only need to multiply
the output of the neurons by the coefficient linking this neuron
to the output neuron. Figure 7 shows the flows obtained in this
way with architecture B. In order to illustrate the richness of
this approach, we have plotted the estimation of flows on the
learning examples, because it is interesting to observe how
each sub-basin contributes to the whole flow, for each event.
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Figure 7: Learning curves obtained for architecture B.

One can note that the Céze branch and the Gardon branch
contribute equally to the final flow.

The result obtained is that, with architecture B, the
contributions of the sub-basins are similar except for event 10.
From the hydrological point of view, this result is not possible:
the flows coming from the Gardon catchment cannot be equal
to those from the Céze. Moreover they cannot be negative, as
shown for event 10. Thus the architecture is not realistic: the
Croix de Berthel rain collector should not be inputted to the
Gardon branch.

Starting from these considerations, we inputted the Croix de
Berthel rain collector to the Ceze branch and left only the Ste
Cécile rain collector inputting the Gardon d’Alés branch, thus
building network C.

After learning, we obtained the following results: the
forecasting has a Nash criterion of the same order as for
network B, but the water now essentially comes from the Ceze
catchment and only marginal and limited flows come from the
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Gardon (Figure 8). We also obtained an estimation of 6.2m°/s

for the maximum flow and 2.4m’/s for the mean value.
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Figure 8: Learning curves obtained for architecture C. On can note that the
Céze branch contribute predominately to the final flow. The Gardon
contribution is very small.

The interpretation is that the flow of the Ceze river is well
explained by including the Croix de Berthel rain collector in
the Céze catchment without taking into account a huge karstic
flow from the Gardon. This interpretation is confirmed by the
bibliography: karstic inputs are diffuse along the stream with
only one perennial spring: the Peyrouse spring. The very
interesting property of the neural network is that it estimates
this hidden flow.

In fact, the Croix de Berthel is near to the frontier of the
catchments. Thus, complementarily, we tried an extra network
where the Croix de Berthel rain collector was connected to
both catchments (network D) in order to take into account the
possibility of water going to Tharaux via the Céze or Gardon
branch. It appears in this case that the results are the same as
above (Figure 8): no major quantity of water comes from the
Gardon network.

IV. CONCLUSION

We have shown in this paper that neural networks can
usefully be applied to very complex problems in hydrogeology.
We first showed that because of their ability to identify non
linear dynamical models, recurrent non-directed neural
networks are good candidates for simulating fast floods.
Moreover, using a specific architecture we showed that static
models can be interpreted in terms of hydrogeology and
provide an estimation of hidden variables. This last property is
really innovative and opens up a wide field of fruitful research
in earth science.
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Abstract- The need to provide computers with the ability to
distinguish the affective state of their users is a major
requirement for the practical implementation of Affective
Computing concepts. The determination of the affective state of a
computer user from the measurement of some of his/her
physiological signals is a promising avenue towards that goal. In
addition to the monitoring of signals typically analyzed for
affective assessment, such as the Galvanic Skin Response (GSR)
and the Blood Volume Pulse (BVP), other physiological variables,
such as the Pupil Diameter (PD) may be able to provide a way to
assess the affective state of a computer user, in real-time. This
paper studies the significance of pupil diameter measurements
towards differentiating two affective states (stressed vs. relaxed)
in computer users performing tasks designed to elicit those states
in a predictable sequence. Specifically, the paper compares the
discriminating power exhibited by the pupil diameter
measurement to those of other single-index detectors derived
from simultaneously acquired signals, in terms of their Receiver
Operating Characteristic (ROC) curves.

I. INTRODUCTION

New developments in human-computer interaction
technology seek to close the communication gap between the
human and the machine. A key component needed to meet
these requirements is the ability of computer systems to
address user affect. Picard and others have described the
importance of the emotional and affective factors in human-
computer interaction [1]. The knowledge of a user’s affect can
provide useful feedback regarding the degree to which a user’s
goals are being met, enabling dynamic and intelligent
adaptation. Since physiological variables in humans are
inherently controlled by their autonomic nervous system, these
expressions of emotion are less susceptible to environmental
interference or voluntary masking than others, such as, for
example, facial expression or speech activity. Previous
attempts to recognize emotions from physiological changes
have analyzed a variety of autonomic activities such as the
Electroencephalogram (EEG), the Electrocardiogram (ECQG),
the Electromyogram (EMG), Blood Pressure (BP), Blood
Volume Pulse (BVP), Galvanic Skin Response (GSR), Skin
Temperature (ST), Heart Rate Variability (HRV), etc. Many of
these physiological variables have been chosen because they
can be monitored in non-invasive and non-intrusive ways.
However, one physiological variable that has not been studied
extensively for the purpose of affect recognition is the pupil
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dilation. In an isolated fashion, it has been verified that
variations of the Pupil Diameter (PD) reflect the emotional
changes driven by auditory emotional stimulation [2].

From human physiology studies, it is known that the
Sympathetic Division of the Autonomic Nervous System
(ANS) significantly influences these physiological variables.
The sympathetic division prepares the body for heightened
levels of somatic activity. When fully activated, this division
readies the body for a crisis that may require sudden, intense
physical activity, which is known as the “fight or flight”
response. Generally, an increase in sympathetic activity
stimulates tissue metabolism and increases alertness. The heart
rate, skin resistance, blood pressure and pupil diameter are all
affected by branches of the sympathetic division of the ANS.
In this study, we monitored four physiological variables (GSR,
BVP, ST and PD) simultaneously and compared the
significance of signals derived from these measurements
towards the detection of sympathetic activation associated
with a multifaceted emotional state — “Stress’.

When a subject experiences stress and nervous tension, the
palms of his/her hands become moist. Increased activity in the
sympathetic nervous system will cause increased hydration in
the sweat duct and on the surface of the skin. The resulting
drop in skin resistance (increase in conductance) is recorded as
a change in electrodermal activity (EDA), also called Galvanic
Skin Response (GSR). So, in everyday language,
electrodermal responses can indicate ‘emotional sweating’.
The GSR is measured by passing a small current through a
pair of electrodes placed on the surface of the skin and
measuring the conductivity level. In spite of its simplicity,
GSR measurement is currently considered one of the most
sensitive  physiological indicators of  psychological
phenomena. GSR is also one of the signals used in the
polygraph or ‘lie detector’ test. A GSR2 module, by Thought
Technology LTD (West Chazy, New York) was used in our
research to measure GSR. The resistance found in between its
two electrodes determines the oscillation frequency of a
square-wave oscillator inside the device. We have used a
“frequency-to-voltage-converter” integrated circuit
(LM2917N) to obtain output voltages that are proportional to
instantaneous skin conductance. This modified device was
calibrated by connecting several resistors of known resistance
to it and measuring the output voltage of the frequency-to-
voltage converter in each case.
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The measurements of Blood Volume Pulse (BVP) in this
project were obtained wusing the technique called
photoplethysmography (PPG), to measure the blood volume in
skin capillary beds, in the finger. PPG is a non-invasive
monitoring technique that relies on the light absorption
characteristics of blood. Traditionally, the Blood Volume
Pulse has been used to determine the heart rate only. However,
if measured precisely enough, it can be used to extract
estimates of the heart rate and its variability. In our
experiment, the sampling rate used to record the BVP signal
was 360 samples/second.

Changes of acral skin blood flow are also a commonly used
indicator for sympathetic reflex response to various stimuli.
When sympathetic stimuli are applied to a person, the blood
volume in the finger vessels is expected to decrease due to the
vasoconstriction in the hairless areas of the hand but not in the
hairy skin of the hand. If this assumption is true, the finger
temperature should transiently decrease according to this
effect. A thermistor can be attached to the subject’s finger to
sense the temperature changes. In our experiment, the
subject’s skin temperature was measured with an LM34
integrated circuit that provided a linear output between —50
and 300 degrees Fahrenheit. The output of the sensor was
buffered and fed into a differential amplifier (with a gain of 31
V/V) to amplify the temperature changes in the range of 75-
100 °F. This sensor was attached to the distal phalanx of the
left thumb finger with the help of Velcro. The signal was
recorded at the sampling rate of 360 samples/second. The
experiments were performed in an air-conditioned room, to
minimize the potential impact of environmental temperature
changes on this experimental variable.

The diameter of the pupil is determined by the relative
contraction of two opposing sets of muscles within the iris, the
sphincter and dilator pupillae, and is determined primarily by
the amount of light and accommodation reflexes [3]. The pupil
of the human eye can constrict and dilate such that its diameter
can range from 1.5 to more than 9mm. The pupil dilations and
constrictions in humans are governed by the ANS. Several
researchers have established that pupil diameter increases due
to many factors. Anticipation of solving difficult problems, or
even thinking of performing muscular exertion will cause
slight increases in pupil size. Hess [4] indicated that other
kinds of anticipation may also produce considerable pupil
dilation. Previous studies also have suggested that pupil size
variation is also related to cognitive information processing.
This, in turn, relates to emotional states (such as frustration or
stress) since the cognitive factors play an important role in
emotions [5]. Partala and Surakka have found, using auditory
emotional stimulation, that the pupil size variation can be seen
as an indication of affective processing [2]. All these previous
results found in the literature prompted us to attempt to use the
pupil size variation to detect affective changes during human-
computer interactions. There are several techniques available
to quantify pupil size variations [5]. Currently, automatic
instruments, such as infrared eye-tracking systems, can be
used to record eye-related information, including pupil
diameter and point of gaze. In our study, the subject’s left eye

was monitored with an Applied Science Laboratories series
5000 eye tracking system running on a PC computer to extract
the values of pupil diameter. The sampling rate of the system
was 60 samples/second. To minimize the potential impact of
illumination changes on the subject’s pupil diameter, the
lighting of the experimental environment and the average
brightness of the stimulus computer were kept constant during
the complete experimental sequences and across all the
subjects.

II. METHODOLOGY

A. Stress Elicitation

Our aim in this research is the detection of mental stress, as
physical stressors occur far less frequently in the context of
human-computer interaction. Therefore, in order to elicit
mental stress at controlled intervals a computerized “Paced
Stroop Test” was used. The Stroop Color-Word Interference
Test [6], in its classical version, requires that the font color of
a word designating a different color be named. In our research,
the classical Stroop Test was adapted into an interactive
version that requires the subject to click on the correct answer
rather than stating it verbally. Since adding task pacing to the
Stroop Test might intensify the physiological responses [7],
each trial was designed to only wait 3 seconds for a user
response. If the subject could not make a decision within 3
seconds, the screen automatically changed to the next trial.
This modified version was implemented with Macromedia
Flash® and also programmed to output bursts of sinusoidal
tones through the sound system of the laptop used for
stimulation, at selected timing landmarks through the protocol
to time-stamp the recorded signals at those critical instants.

Figure 1. Sample Stroop Test interface

Figure 2 is the audio output schedule for the experiment,
from the beginning of the session to its end. The complete
experiment comprises three consecutive sections. In each
section, we have four segments including: 1) ‘IS’ - the
Introductory Segment to let the subject get used to the task
environment, in order to establish an appropriate initial level
for his/her psychological state, according to the law of initial
values (LIV) [8]; 2) ‘C’ — is a Congruent segment, comprising
45 Stroop congruent word presentations (font color matches
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the meaning of the word), which are not expected to elicit
significant stress in the subject; 3) ‘IC’ — is an Incongruent
segment of the Stroop Test in which the font color and the
meaning of the 30 words presented differ, which is expected to
induce stress in the subject; 4) ‘RS’ — is a Resting Segment to
let the subject relax for some time. The binary numbers shown
in Figure 2 represent the de-multiplexed output of the audio
signaling used in the system to time-stamp the four
physiological signals, BVP, GSR, PD and ST. Our previous
report on the instrumental setup [9] provides more details on
this audio scheme.

Section 1 Section 2 Section 3
\ \ \ \
IS Cl ICI RSI IS2 Q2 IC2 RS2 IS3 C3 IC3 RS3
Start {1 Eud
Binary 01 01 10 11 o 10 11 o 10 11 0l

11 2 3 1 2 3 1 2 3 1

IS — Introductory Segment,  IC— Incongruent Segment
C—Congruent Segment, RS —Rest Segment

Figure 2. Audio output schedule.

B. Physiological Recording Setup

The complete instrumental setup developed for this research
is illustrated in Figure 3. The stimulus program (interactive
paced Stroop Test) described above runs in a laptop PC. While
performing the Stroop Test, the subject has the GSR, BVP and
ST sensors attached to his/her left hand. These three signals
are digitized, using a multi-channel data acquisition system,
NI DAQPad-6020E for USB, a product of National
Instrumentation Corp, and the samples are read into Matlab®
directly at rate 360 samples/sec. Additionally, the eye gaze
tracking system (ASL-504) records PD data to a file on its
own interface PC, at a rate of 60 samples/sec. The software for
this system allows the extraction of selected variables (in this
case the pupil diameter and the marker channel) to a smaller
file, which in turn can be read into Matlab® also, where it can
be aligned with the BVP, GSR and ST signals, thanks to their
common timing marks for the start and stop events. At this
point the pupil diameter data can be upsampled (interpolated)
by six, to achieve a common sampling rate of 360 samples/sec
for all four measured signals.

Figure 4 shows an example of the four signals recorded
from a subject through the complete length of the
experimental session, after all of the signals have been
synchronized (at a sampling rate of 360 samples per second).
The gaps in the pupil diameter signals, due to blinking, have
been compensated by automatic interpolation.

Signals from 32 experimental subjects were collected and
divided into 192 data entries, since each participant generated
data under three relaxed (congruent Stroop) segments and
three stressed (incongruent Stroop) segments.

Synchronization
in Matiab

EGT a
«Q
Conlro[ & S—— BUP
Recording L GSR
f
g@ |

Analog
Switches

!

Stimulus
Laptop

@@ st

z

EGT Camera
Audio Out

Y
NI DAQ pad 6020E
BVP / GSR / ST Recording

Figure. 3. .Instrumental Setup.
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Figure. 4. Four physiological signals after synchronization. From top to
bottom: GSR, BVP, ST, and PD.

C. Definition and Normalization of Individual Detection
Signals

In this study our goal is to compare the potential of single-
index indicators derived from the four physiological signals
measured in terms of their individual discriminating power to
differentiate between the congruent Strop segments
(associated with a “relaxed” affective state in the user) and the
incongruent Stroop segments (which are assumed to have
caused a “stressed” state in the subject). The following
paragraphs describe how the sample values of each of the
signals were consolidated in a single feature value for each
congruent or incongruent segment in the test.

The average value of the GSR samples collected during the
whole extent of a congruent or incongruent Stroop segment
was used as a representative response for this variable for each
segment: GSRmean. Increased sweat production during
“stressed” segments would predict a noticeable change of this
average value during those segments.

From the BVP signal the interbeat interval (IBI), defined as
the time in milliseconds between two normal, consecutive
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peaks in the BVP signal was defined for each two consecutive
beats. The inverse of the IBI, expressed in beats per minute
(BPM) is the heart rate, which is known to be altered by
autonomic activation. The single index value defined from the
BVP signal for each (congruent or incongruent) segment was
the average of the IBI values in the segment: BVPIBImean .

For the skin temperature signal, it was expected that the
temperature in the finger surface would display transient
decreases when the stressor stimuli occur. To extract this
information, the amplified ST signal was first filtered to
remove recording noise. The slope of the filtered skin
temperature in each segment was then used as a feature
element of this signal. We found that the patterns of
temperature slope provided more indicative information than
the patterns of mean value of this signal. One possible
explanation for this finding is that the skin temperature seems
to obey much longer time constants in its variation, and, as
such, its instantaneous value does not necessarily reflect well
the “current” affective status of the subject, at any given time.
In a protocol that included alternation between two types of
stimuli (congruent and incongruent Stroop), the ST level
during one given interval may still reflect the response to the
previous interval. However, the derivative of the changing
signal showed an interesting pattern. When the stressor stimuli
occur, the slope of the temperature signal was generally
negative. The slope of the ST signal was estimated using the
digital low pass differentiation algorithm 1f3, as defined in
[10], to yield the detection signal STslope.

The raw pupil diameter (PD) signal was recorded separately,
as previously described. The artifact gaps due to blinking were
automatically detected and filled by interpolation. The single-
index signal extracted from the pupil diameter samples in each
segment was simply the average value of PD, which we have
labeled: PD. According to previous knowledge from the
literature, we expected the mean PD should increase during
the stress segments.

Prior to attempting to use these single-index signals to
identify “stressed” (incongruent) and “relaxed” (congruent)
experimental segments, they underwent a process of
normalization. Let Xs represent the feature value for any of
the raw features defined from the signal sample values during
congruent and incongruent segments of the experiment. Let Xr
represent the corresponding feature value extracted from the
signals samples that were recorded during the relaxation
period, prior to the first congruent Stroop segment. To
eliminate the initial level due to the individual differences,
Equation (1) was first applied to get the corrected feature
signals (Y;) for each of the subjects.

Y, =2 )
X

r

For each subject, there were three congruent segments and
three incongruent segments. Therefore, six values of any of
the features were obtained from the signals recorded during
these segments. Equation (2) normalizes each feature value
dividing it by the sum of all six segment values.

Y.
Y': Si (2)

s 6
2T,
i=1

These two stages of normalization aimed at minimizing the
impact of individual subject responses on the affective state
identification process. After this pre-processing, all features
(GSRmean, BVPIBImean, STslope and PD) were normalized
to the range of [0, 1] using max-min normalization, as shown
in Equation (3), to be considered as detection signals and
compared against a threshold that spanned a uniform range of
possible values: [0,1], for a fair comparison.

Y's _Y'x min

Kwrm = f (3)

s max smin

III. RESULTS AND DISSCUSION
A. Comparison of single detection signals

The four physiological signals monitored in our experiments
are expected to exhibit different characteristics during the
intervals when the subject was not under stress (i.e., during
congruent Stroop segments) and during the intervals in which
the subject was being stressed by incongruent Stroop word
presentations. It is possible to summarize the information
contained in each physiological signal by extracting one or
several numerical features from each. In previous studies we
have developed affective state classifiers that combine the
information from several features extracted from each of the
four physiological signals monitored, by means of machine
learning systems [11][12][13].

In this study, however, our goal was to compare the
discriminant power of information derived from the Pupil
Diameter mean in a given interval (PD), with respect to other
single detection signals GSRmean, BVPIBImean and
STslope). Therefore, these three signals, as well as the PD
measurements, were normalized as indicated by equations (1),

(2) and (3).

B. Receiver Operating Characteristic (ROC) Curves

Next we present the comparison of the Receiver Operating
Characteristic (ROC) curves for the four chosen normalized
detection signals (PD, GSRmean, BVPIBImean and STslope),
as a way to compare the levels of affective state discrimination
power associated with them.

Receiver Operating Characteristic (ROC) curves show
graphically the trade-off that a classifier must make between
its “false positive rate” (which reflects the false alarm level,
i.e., fraction of negative cases incorrectly classified as
positive) and its “true positive rate” (i.e., the fraction of all
positive cases correctly classified), by means of adjusting a
threshold. The ROC is a plot of false positive rate vs. true
positive rate for a classifier as different settings for the
threshold are considered. At the lowest sensitivity level (i.e.,
setting the threshold at the highest possible value of the
detection signal) the classifier produces no false alarms but
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detects no positive cases. This is represented by the origin of
the coordinate axes in the ROC plot. As the sensitivity is
increased, (i.e., as the threshold is lowered) the classifier
detects more positive examples but may also start generating
false alarms (false positives). Eventually the sensitivity may
become so high (threshold set at the lowest possible value of
the detection signal) that the classifier always claims each case
is positive. So the classifier gets all positive cases right (true
positive rate = 1), but it gets all the negative cases wrong,
because it raises a false alarm on each negative case (false
positive rate = 1). This corresponds to the top right-hand
corner of the ROC. While all ROC curves “start” at the
coordinate origin, (0,0) and “end” at the upper-right corner
(1,1), the trajectory between these points followed by a given
ROC, and consequently, the “Area under the ROC” are
indicators of the discriminant power of the classification
signal being thresholded. A “random classifier” (i.e., a process
that produces uniformly distributed random numbers, without
any relation to the input which is supposedly being classified)
would display a ROC that follows approximately a 45°
diagonal ascent from (0,0) and (1,1). The “area under the
ROC” (AUROC) would, therefore, be close to 0.5 (half the
area of the 1.0-by-1.0 square). On the other hand, a
classification system that produces a highly discriminating
detection signal will have one or several threshold levels that
map close to the upper-left corner of the ROC, at (0,1)
indicating a high sensitivity (large true positive rate) and also
a high specificity (low false positive rate). If that is the case,
the AUROC will come close to encompassing the full 1.0-by-
1.0 square. That is, the AUROC will approach the ideal value
of 1.

C. ROC comparison for Pupil Diameter and other signals

In the light of the background provided by the previous sub-
section, our interest is to compare the discriminant power of
the Pupil Diameter with those of the other 3 normalized
physiological measures chosen to represent each (congruent or
incongruent) interval (GSRmean, BVPIBImean and STslope).

The ROC curve for each of these detection functions has
been estimated using the values for the 6(segments) x
32(subjects) = 192 segments analyzed in our experiments.
Only half of these segments correspond to “stressed” states
induced by incongruent Stroop stimulation (ideal classifier
output = 1), while the other half are known to be associated
with “relaxed” (congruent Stroop) intervals (ideal classifier
output = -1). Each point of the ROC curves is determined by
comparing the value of the detection signal to a specific
threshold level and determining which portion of the “positive
classifier outputs” match the ideal (1) and which portion of the
“negative classifier outputs” are in disagreement to the ideal
output (-1). These “portions”, expressed as fractional numbers,
yield the coordinates of the ROC point (false positive rate, true
positive rate) for the threshold value tested. The process was
carried out using the ROC Matlab ® scripts provided by Dr.
Gavin C. Cawley (University of East Anglia, Norwich, UK) in
his web site http://theoval.sys.uea.ac.uk/matlab/default.html.
These scripts not only sweep the complete range of

normalized threshold values, [0,1], and draw the ROC, but
additionally estimate a “convex hull” that fits the actual ROC
points calculated. The convex hull is shown with dashed lines
in the following plots.

Figures 5 through 8 show the ROC computed for the
GSRmean, BVPIBImean, STslope and PD detection signals,
respectively. The area under the ROC curve computed in each
case is stated in the caption for each figure. It should be noted
that both the ROC curves for GSRmean and for BVPIBImean
show a convexity that makes them depart from the random
classification diagonal to some extent. However, their areas
under the ROC are only moderately better than 0.5:
AUROC_GSRmean = 0.6519 and AUROC_BVPIBImean =
0.6455 .

ROC and ROCCH for GSRmean

true positive rate

false positive rate

Figure 5. GSRmean ROC curve (AUROC = 0.6519)
ROC and ROCCH for BVPIBImean

true positive rate

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
false positive rate

Figure 6. BVPIBImean ROC curve (AUROC = 0.6455)

The ROC curve for STslope shown in Figures 7 is actually
very close to the random classification diagonal and, in
general terms, follows a straight line at an angle just slightly
larger than 45°. As such, the area under this curve is not much
higher than /2 : AUROC_STslope = 0.5849 .
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ROC and ROCCH for STslope

true positive rate

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
false positive rate

Figure 7. STslope ROC curve (AUROC = 0.5849)

In contrast, the ROC curve for PD, shown in Figure 8§,
exhibits a sharp slope from the coordinate origin, almost
immediately reaching into high levels of true positive rate.
Then the curve exhibits a number of intermediate points
(threshold levels) for which the true positive rate is better than
0.8 while simultaneously having a false positive rate of less
than 0.2. Accordingly, the area under this curve is large:
AUROC_PD = 0.9647.

ROC and ROCCH for PD
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false positive rate

Figure 8. PD ROC curve (AUROC = 0.9647)

If a figure of merit indicating the Discriminating Potential
of a given detection signal, X, calculated as:

DP = (AUROC(X) - 0.5) x 200% “)

is considered (such that a random classifier will yield 0% and
a detection signal for which AUROC approaches 1.0 will yield
approximately 100%), we would find that: DP(GSRmean) =
30.38%; DP(BVPIBImean)=29.10%; DP(STslope)=16.98%
and, significantly, DP(PD)=92.94% . This indicates that, at
least in terms of its ROC curve, the PD detection signal has
significantly more potential to help identify one state from the
other, while STslope shows particularly limited discriminating
potential.

IV. CONCLUSION

We have investigated the potential of four detection signals
derived from physiological measurements, GSRmean,
BVPIBImean, STslope and PD, to act as individual
classification signals for the differentiation between stress and
relaxation in computer users. Our results indicate that two of
the signals (GSRmean and BVPIBImean) derived from two of
the physiological variables most commonly monitored for
affective sensing exhibited only moderate discriminating
potential. The STslope signal exhibited limited potential for
this detection problem. In contrast, the mean value of the pupil
diameter, PD, displayed a strong potential for single-signal
discrimination between relaxed and stressed user states. Of
course, this analysis has only addressed the potential of these
signals for discrimination, and the actual performance of a
detector based on any of these signals will be strongly
influenced by the definition of the actual threshold used.
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Abstract- Video compression standards operate by removing
redundancy in the temporal, special, and even frequency
domains. Temporal redundancy is usually removed by
motion compensated prediction resulting in Inter-, Intra-,
Bidirectional- frames. However, video coding standards do
not specify the encoding process but the bit stream. Thus one
of the key tasks of any implementations of such standards is
to estimate the modes of frames as well as macro blocks. In
this article we propose a novel technique for this purpose.

[. INTRODUCTION

Video compression has become a key component in
modern digital broadcast and entertainment media. The
MPEG series of standards and H.26X series of standards
have been developed for this purpose [1,2,3,4,5]. The
latest of this is the MPEG-4 part 10 and H.264
overlapping standard [6,7]. Yet these standards only
specify the encoding bit stream leaving the innovation of
decision logic for implementers. Thus for the same
standard and for the same video clip the performance may
change from implementation to implementation. In this
article we will propose an algorithm for this decision
logic.

The article is organized as follows. In section II, T will
briefly discuss motion vector search for macro blocks. In
section III, I will explain the philosophy of mode probing
and its relevance to motion vector search. In section IV,
the mode estimation algorithm will be given. Finally the
conclusion is given in section V.

II. MOTION VECTOR SEARCH

The techniques used to analyze the 2D motion across
various applications can be classified in to three
techniques: block matching, pel recursion, and optical
flow [8]. The block matching techniques are the most
relevant for existing video coding applications. However
the other techniques can be used for various techniques of
video compression. For example affine mesh based
motion models [9,10] can use pel recursive and optical
flow techniques. Pel recursive and optical flow field are
usually invertible while block matching motion field are
not invertible.

All these motion estimation methods are iterative. It is
attempted to improve the motion estimation in each
iteration. Some of these methods usually require a good
initial guess and may have varying rates of convergence.

III. MODE PROBING

Our philosophy for mode decisions of macro blocks is that
if modes can be decided early it must be decided as early
as possible and if it needs to be delayed it must be delayed
as late as possible. Mode decisions can be made before we
reach optimal points of motion vector search. If mode
decisions cannot be made early, it is an indication that we
should be prepared to allocate more computational time
for those decisions. Thus if the mode decisions cannot be
made early, we must delay the computation of motion
vector until such time that the actual modes are known
thus saving precious computational time. On the other
hand, if mode decisions can be made with confidence
early we should simply set those modes.

Thus mode probing is about determining prediction modes
without calculating the actual motion vectors. Thus we
expect it to take less computational time. However video
coding is computationally demanding already and hence
we need to minimize computational resources allocated to
mode probing. An efficient approach is to view that mode
probing consists of the first few iterations of a motion
vector search algorithm until it is clear that the iteration
would lead to an acceptable motion vector or it is clear
that the iterations may not lead to an acceptable motion
vector.

Whenever the motion vector search is delayed we simply
save the status of the iteration so that we can resume it at a
later time to reach the optimal motion vector. This
approach requires that the motion vector the search space
is sufficiently stable and smooth.

IV. MODE ESTIMATION LOGIC

In H.264, for example, each macro block in a B slice may
be predicted from one or two reference frames, before or
after the current frame in temporal order. Thus the
decoding order in the decoder does not have to be the
temporal order of frames. These B macro blocks must be
handled carefully.

However for simplicity, we assume that the principal
modes of the macro blocks as forward predicted,
backward predicted or intra-coded. We further identify
that the principle modes of macro blocks can be arranged
in the order of preference: forward predicted, backward
predicted and Intra-coded. Forward prediction is preferred
since it does not enforce a frame delay in the decoder.
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The backward prediction can introduce a frame delay in
the decoder. The Intra-coded blocks require higher bit
rates.

The mode estimation of macro blocks for each frame is
done in two stages. In the first stage all the forward
prediction modes are decided whenever possible. In the
second stage we attempt to decide backward prediction
modes after the first stage of the next frame. If both
forward prediction and backward prediction fails the
macro block will be intra-coded.

We also need to avoid motion vector loops, i.e. prediction
of a pixel can be traced back to itself. This can occur
when trying to set backward prediction. The simplest way
to avoid such motion loops is to only allow forward
prediction in frames in reference (or decoding) order.
Whenever there is backward prediction from a frame to its
previous in temporal order, we will insert the frame just
before it’s previous in reference order. The algorithm is as
follows:

BPCurrentFrame « false
For all the frames F; in the sequence
BPLastFrame « BPCurrentFrame.
FPTemporalCount = 0.
For Mj= M to Mg in Fj
If Probe(j,F;,Fi.1)
FPTemporalCount++;
TemporalMode(j,F;) = FP;
Else if Probe(j,Fi,Fi:1)
BPCurrentFrame «true;
TemporalMode(j,F;) = BP;
If (BPLastFrame)
F, < previous frame of F;. in reference buffer
FPReferenceCount++;
If Probe(j,F;,F,)
FPReferenceCount++;
ReferenceMode(j,F;) = FP
Else if TemporalMode(j,F;) != BP
If Probe(j,Fi,Fi1)
BPCurrentFrame «true;
TemporalMode(j,F;) = BP;
FPReferenceCost = FPTemporalCount —
FPReferenceCount
BPCostLastFrame = number of macro blocks of Fi.,
such that TemporalMode(j,F;.;) = BP
If (BPCostLastFrame — FPReferenceCost) > 0
Place F; behind Fi, in the reference buffer
Complete the backward prediction for all the macro blocks of
F,.; with mode BP.
Else
Place F; in front of F;; in reference buffer
Complete the forward prediction for all the macro blocks of
Fi., with mode BP.
Complete the forward prediction for all the macro blocks of
F; with mode FP.

The descriptions of the functions and variables used in the
algorithm are as follows:

TemporalMode(j,F;): It is variable which stores the mode
of j™ macro block of i frame. This mode could be either
FP (forward prediction) or BP (backward prediction) and
calculated relative to previous (or next) frame in temporal
order (display order).

ReferenceMode(j,F;): It is variable which stores the mode
of j™ macro block of i frame.The modes are calculated

relative to previous frame in reference order. Only
forward prediction is used to avoid motion loops.
Probe(j,F;,F;.1): Returns true if j"™ macro block of F; can be
successfully predicted from F; ;.

V. CONCLUSION

We have proposed an algorithm which can be used to
estimate modes for macro blocks for existing video
compression standards. However, these standards specify
larger number of modes than we have given. The
algorithm can be easily generalized to implement those
modes after identifying the order of preference among
those modes.

Our future research of this project will concentrate on a
comprehensive mode decision framework within a
resource constrained environment. Also we will work on
hybrid motion vector search and mode probing algorithms
with parameters optimized for compression performance.
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Abstract

Until now, many techniques have been developed for
speech compression. In this study, firstly, linear vector
quantization is used to compress speech signals. Then,
Linde-Buzo-Gray (LBG) algorithm, which is used for
image compression, is adapted to speech signals for
compressing process. Before this process, vector
transform (VT) that is defined at second chapter is
applied on speech signals. After the VT, speech vectors
are coded using vectoralized LBG algorithm. Inverse VT
is applied to decoded data. Obtained compression results
are evaluated using graphics and SNR values.

1. Introduction

Signals such as speech and image data are stored
and processed in computers as files or collections of bits.
Signal compression is concerned with reducing the
number of bits required to describe a signal to a given
accuracy. The compression of speech signals has many
practical applications such as digital cellular technology.
Compression allows more users to share the system than
otherwise possible. Also, for a given memory size,
compression allows longer messages to be stored than
otherwise in digital voice storage such as answering
machines. Speech compression is called speech coding.
During the coding process, after high-rate data transforms
low-rate data, loss or accuracy will be increased,
relatively. The aim of the coding is to find the best
possible accuracy for a given compression rate. Such as
transform coding, predictive coding, or pulse code
modulation techniques give good accuracy, relatively [1-
2]. All this techniques are scalar.

For all compression techniques, modeling has
three steps as shown Figure 1 [7]. First step is signal
processing. At this step, original speech signals are
transformed into a different domain. Second step is
quantization. Third step is lossless coding. Speech
compression and data loss are occurred in the second step,
which is quantization. This step is the most important part
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of the coding. At this step, transforms during signal
processing may be based on scalar or vectoral [3-8].

Speech it Bit
Signals fow
- _,l Signal —
Processing H Quantization H Coding ’_)
- '

Figure 1. A model for compression.

In this study, we use vector transform (VT) which
is presented second part, to prepare speech signals for
quantization [4-5]. After speech signals are divided blocks,
VT is applied to them. Compression is completed after
these vectors are quantized.

2. Vector Transform and Speech Coding
2.1. Vector Transform

The vector transformation does not reduce the
inter vector correlation as much as DCT does, but it
preserves the intra vector correlation much better, which
makes VQ more efficient. Vector quantization is shown
using VT in Figure 2. After speech signals are divided into

blocks, each block is considered like a vector. Each vector
is represented with a code vector in the codebook.

Cudebwk' Codebook
Rep
speech | | speech
signals [ e o 68 d 1ootu Inverse
Trensfomm P VT

Figure 2. Vector Quantization using VT.

Original

Codebook is given to the receiver. After look up,
each set of code vectors is applied to the inverse vector
transform. At the end of this process, speech signal are
reproduced [5].

K. Elleithy (ed.), Advances and Innovations in Systems, Computing Sciences and Software Engineering, 67-70.
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Firstly, speech signal data is divided frames and
each frame is treated as a vector. These vectors can be
defined;

X= [xo,x],...,xN_]] (1)
X0,0 Xor - - Xon-i
X, X . X, v
1,0 11 1LN-1 @)
X =
Xy Xy L Xy
Yoo N No1N-1
0.0 Xo,1
¥ X Xo,n-1
1,0 11
Xin-1 3)
X, = X =
0 ! Xyop = :
Xu 10 Xy Frine

x, signal is defined generally as equation 4.;

T
Xy = |:x0.n xl,n x%—l,n:| n= 0’1’““’N -1

“
Vector transformation is applied to these vectors
to prepare for quantization. There is no data loss during
the transformation. Since VT is applied to signals at the
beginning, inverse VT has to be applied to signals at the
end of the compression. Vector transformation and
inverse VT are defined with equation 5 and 6, relatively.

N-1
nk
X == x'w ®)
n=0
N-1 r .
X, == W ©6)

>

=}

W is a skew-circulant matrix that its dimension is

S x & W is defined as;

0 0
0 O 0
w=| . . . .. 7
0 0 0
-1 0 0 0~ ~

2.2. Bit Allocation

After VT is applied to the vectors, each vector has
different energy density. Because of the different energy
densities, different sized codebooks are used for vectors
during the quantization. While vectors, which have higher
energy density, are coded with bigger codebooks, vectors,
which have low energy densities, are coded with small
codebooks. To obtain codebook size and design is
important for vector transform coding.

We used the “vector bit-allocation algorithm [5]”
to find the bits for the vectors after the VT. For following

. . . th
equations, D, ; mean square distortion for k" transform

vector X, .

_4,
D, =Ae ™ k=0,12,..N-1 8)

A is a constant. b, is a bit size that is allocated for k h

vector. Using the Eq.8, total distortion on transform
vectors,

N—lo_lf A,
D= "2ED =N gl ™™ ©
;N ‘ NZ ¢ )

O',f is variance for X, . Allocated bit number for each k™

vector is given with Eq.10b. B is a total bit number for a
speech block. R is an average bit number for each block.

B
R= N (bit/dimension) (10a)

N N 1 &
b, =2R+4[10g2 o} —Nkzz(;logz Gf]

(10b)

Calculated bits are not an integer. For this reason, they are
rounded to the nearest integer. The first term in the bit-

allocation equation, 3 x R, is average bit number for each

vector. The term in the parenthesis can be positive or
negative depends on the variance value. There are three
important things in the bit-allocation equation. These are;

1. b, is generally not an integer.
2.1f G,f is very small, bk can be a negative.

3.If sz is very big, b, can be a positive integer [5].
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In addition, in this study, we design a codebook
using vectorilized LBG algorithm. Therefore, each speech
vector are coded using different size codebook. Before the
LBG algorithm [6], we used vector transformation for
speech signals. The reason for using the VT before the
LBG algorithm is so that vectors having a higher energy
density will be represented with a larger codebook.
Speech vectors are less correlated after the VT.

The signal to noise ratio of the reproduced
speech signals is given with Eq.11.

S s{n]?

> (x[n]-3{n])’

n=0

x[n] is an original speech signal, X[n] is a reproduced
speech signals.

3. Compression Results

In this section, results of the coding techniques in
this study are presented and compared. Original speech
signals that are studied are given with Figure 3.
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Figure 3. Original speech signals.

Original signals have 5120 data that is 40 frames,
which have been studied in this paper. These signals were
sampled at 9600 Hz.

3.1. Vector Quantization

Speech signals, which have 40 frames, are coded
with VQ method. For 256 vectors included 20 elements,
512 vectors included 10 elements, and 1024 vectors
included five elements, are coded with 1:16 compression
rate. Codebook sizes are 16, 32, and 64 relatively. These
coded signals are given with Figure 4. SNR values are
5.3907 for 256 vectors, 8.7052 for 512 vectors, and
14.1594 for 1024 vectors.
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Figure 4. (a) Compression rate is 1:16 for 20x256,
SNR=5.3907 (b) rate is 1:16 for 10x512, SNR=8.7052 (c)
rate is 1:16 for 5x1024, SNR=14.1594.

3.2. LBG Algorithm

Speech signals are coded with 1:122, 1:64, 1:32,
and 1:16 compression rate using LBG algorithm, which
does not include VT, are given with Figure 5. N value is
chosen as 4. SNR values are 14.7612, 15.9155, 18.0576,
and 22.0292 relatively.
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Figure 5. Compression results for LBG algorithm. N=4.
(a) Compression rate 1:122, SNR=14.7612 (b) 1:64,
SNR=15.9155 (c¢) 1:32, SNR=18.0576 (d) 1:16,
SNR=22.0292.
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3.3. Vectorilized LBG Algorithm

Speech signals are coded with 1:122, 1:64, 1:32,
and 1:16 compression rate using LBG algorithm, which
includes VT, are given with Figure 6. N value is chosen as
4. SNR values are 9.9798, 11.6234, 15.3492, and 19.1503
relatively.
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Figure 6. Compression results for Vectorilized LBG
algorithm (a) Compression rate 1:122, SNR=9.9798 (b)
1:64, SNR=11.6234 (c) 1:32, SNR=15.3492 (d) 1:16,
SNR=19.1503.

4. Conclusion

For linear quantization, when speech signals are
represented with more vectors, reproduced signals are
much closer to the original speech signals. In addition,
SNR values are increased. Compression using LBG
algorithm has much better results than VQ. The reason for
this, each speech vector is coded using different size
codebook. Surprisingly, after VT is an applied speech
signal, LBG algorithm’s compression results are not

better than the without VT. However, SNR values and
compression rate are still better than VQ.

Vectorilized LBG algorithm has advantages for
speech signal compression despite of VQ.
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Abstract - This work presents the development of the software
that controls a set of equipments, called Ground Support
Equipment (GSE), which verifies requirement fulfilling and helps
integration procedures of the CBERS-3 and 4 satellites’
Multispectral Camera (MUXCAM). The software development
followed an iterative spiral model, with agile methods
characteristics that were originally used at Opto Electronics in
industrial and medical equipment’s projects. This approach
allowed a small team, constituted by only four engineers, to fast
create the first software version, even sharing time with GSE’s
hardware development, and to keep the project on schedule, in
spite of some requirement changes.

I. INTRODUCTION

Opto Electronics S/A won in 2004 the auction for
developing and producing the Multispectral Camera
(MUXCAM, Fig. 1) of the China and Brazil Earth Resource
Satellites (CBERS) 3 and 4. The MUXCAM Ground Support
Equipment (MUX-GSE) is a complex set of test equipments
that also integrates the project. It is composed by several
measurement equipments and an optical bench that allows
evaluation of requirements and helps during assembly stage.
The MUX-GSE is also the responsible for approving
MUXCAM for launching, performing the last automated tests,
after camera and satellite integration

The MUX-GSE was specified to work in the most
automated possible way, using an industrial computer as
general controller. This computer should be equipped with the
necessary software to command all the systems’ components
and to perform all the specified test procedures. The

LW
Figure 1. MUXCAM - Structural and Thermal Model
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development of this and other auxiliary software needed to be
performed in the available short term, without prejudicing the
quality and reliability of the system. As it was the first Opto’s
aerospatial project, the development strategy applied to
medicals’ and industrials’ areas products had to be adapted,
however, it was avoided to perform big changes, since the
practices were known for all the team and had already proved
its performance in the past.

In this section we will briefly present the CBERS program
and its importance. Section II contains some of the
characteristics of the MUX-GSE. In Section III, we will
present information about the agile methodologies of software
development. Section IV shows the strategy applied to
develop MUX-GSE’s software, comparing with the agile
development’s techniques. Finally, we will show the obtained
results and the conclusions about the performed work,
emphasizing the qualities and flaws of the applied methods.

A. The CBERS Program

The China and Brazil Earth Resource Satellite (CBERS) is a
cooperative pacific program signed in 1988, when was
accorded the development of two advanced remote sensing
satellites. Two satellites were produced in this first program
stage. CBERS-1 was launched on October 14™ 1999 and
operated successfully until August 13™ 2003, almost two years
beyond its projected lifetime, which was only two years. The
CBERS-2, for its time, was launched on October 21 2003 and
is working until now, in spite of some limitations. It was also
projected for a two years lifetime.

These two satellites are identical, equipped with three
cameras that together allow acquiring images in spectral
bands’ ranging from blue to thermal infrared and four different
spatial resolutions?, from 260m up to 20m. They allowed a
large number of earth resource researches in Brazil. For
example, only in the XII Brazilian Remote Sensing
Symposium [1] more than seventy of the presented works
applied CBERS images.

The Brazilian Government considers the CBERS’ images as
a powerful instrument to scientific community developing

! Spectral band is the spectral electromagnetic range, comprising the set of
frequencies (or wavelengths) for that each individual camera sensor operates.
% Spatial resolution is the size that each image pixel represents in real world.

K. Elleithy (ed.), Advances and Innovations in Systems, Computing Sciences and Software Engineering, 71-76.
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works about water quality, cartography, agricultural,
deforestation, etc. Thereby, it decides to free distribute the
images to national users and to charge only operational costs
to international users, increasing significantly the number of
viable applications. This strategy makes Brazil the bigger
satellite’s images distributor in the world. Other countries
have also demonstrated interests about the CBERS’ images.
One proof is that the United States Geological Survey (USGS)
has already accomplished reception tests to acquire the images
of CBERS-2 and it is possible that they become users of the
CBERS satellites in the next program stages, receiving its data
directly.

Due to the great success obtained by CBERS-1 and 2 and
the large number of users depending on its images, Brazil and
China decided to continue the program, developing three new
satellites. The CBERS-2B is a copy of CBERS-2, except by
one of the cameras, the Infra-Red Multispectral Scanner,
which will be replaced by a panchromatic camera with better
spatial resolution (2.5m). The CBERS-3 and 4, however, will
incorporate a lot of technological innovations. Besides those
innovations, there is also other important change to Brazilian
industry: The work share is now 50% to 50%. Brazil will
produce more systems than did to the first three satellites.
Improving the capabilities of spatial technology’s Brazilian
industries was one of the main objectives of the CBERS
program since its beginning.

The change in the work share brings to Brazil the
opportunity of developing the MUXCAM. 1t is the first time
that the Brazilian industry will produce a camera with its
characteristics. Its success is necessary not only to the CBERS
images’ users, but to the whole CBERS program and,
specially, to the Brazilian spatial industry, to assure the
continuity of government investments.

II. MUX-GROUND SUPPORT EQUIPMENT

The MUXCAM has rigid requirements to assure its
reliability and image quality. It demands a lot of tests during
the assembly stages and verification of several characteristics
after the camera integration. These test procedures requires a
large set of specialized equipment that can accomplish optical,
mechanical, electrical and logical evaluation. The MUX-GSE
also contains cables, tools, mechanical cases and supports,
software and accessories. Some of the MUX-GSE
requirements, from [2] and [3], are:

e Generate optical patterns for calibration and test

procedures.

e Perform quantitative measurements of specified optical,

mechanical and electronic characteristics, as modular

transfer function, focal plane, radiometric parameters and
image distortion.

e Receive, decode, display in real-time and store the

MUXCAM images, verifying the data format and rate.

e Obtain information about focus, collimation and

centering of the MUXCAM optical system and about the

CCD positioning, acting as auxiliary equipment during the

integration procedures.

e Perform calibration procedures and stores its data.

e Evaluate mechanical parameters as dimensions, mass

and mass center.

e Evaluate electrical parameters as power consumption,

operational limits and circuit characteristics.

e Command and certify the MUXCAM working in all of

its working modes.

e Check the properly working of all telemetries and

telecommands.

Besides that, the MUX-GSE shall execute all the
verification tests proposed to the MUXCAM. These tests are
determined in the requirements definition and design stages
and shall be executed during its manufacture, assembly and
after the system integration, to assure that the desired
characteristics are reached. The test procedures shall be as
automated as possible, mitigating errors caused by the
operator, however, all the MUX-GSE measurement
equipments shall be available to manual control, so it is
possible to accomplish measurements that were not originally
planned. These necessities led the development team to choose
virtual instruments, instead of real bench equipments.

This way, the MUX-GSE is composed by an industrial
computer and several PCI boards that allows to emulate an
oscilloscope, a multimeter, a digital waveform generator, a
logic analyzer and make available a bunch of digital and
analogical 1/O ports, used to develop the necessary interface
circuits to control the MUXCAM and acquire its data.

This approach is more flexible, making the system more
adaptable to possible changes in its requirements. It also
permits the automation of the system and the development of
software interfaces to command the PCI boards emulating the
bench instruments functions. However, the use of virtual
instruments  increases strongly the needed software
development effort and the high level of system’s automatism
demand more robust and reliable software, once that any
measurement error can cause from project delays to damages
to the MUXCAM. Worst than that, it can approve to launch a
system that may have not reached the specified requirements.

III. AGILE DEVELOPMENT

The rise of the agile methodologies in the last years has
shown that the production of less documentation, the
transference of part of the management responsibility to
developers, the creation of more simplified software, do not
necessarily mean reducing the quality of the product. Even
though it looks like the produced software will be less reliable
and specialists are yet discussing the evolved issues [4], it was
reported that, applying suitable methodology, the system could
be produced faster, with complete reliability and more
satisfaction for customers, developers and employers.

Agile methods as eXtreme Programming (XP), Scrum and
Crystal have common characteristics, most of them
summarized in the Agile Manifesto’. These methods valorize

3 17 experts in software development that worked with lightweight
methodologies created the Agile Manifesto in 2001, after discussing their
strategies for creating software. It defines the principles of agile development.
It can be found at <http://agilemanifesto.org/>
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the individuals’ characteristics, the software quality, direct
communication and collaboration, and the system’s
adaptability to changes in the requirements. Each method has
its own way of reaching these qualities and each one is more
appropriated to certain projects, however all of them asserts
that the method should be adapted to specific companies’ and
projects’ characteristics. The Crystal, for instance, is a family
of methodologies, which states that the most suitable Crystal
method shall be selected in agreement with the project’s
complexity level.

The agile methods are based on an iterative development
model. The iterations are composed by communication stage,
design, codification, tests and deployment. The time spent in
each iteration changes from method to method and sometimes
is not fixed, however it is always a short time, so the customer
can interact with the system and give opinion as feedback.
Shorter iterations assure that the system is more adaptable to
changes. The definition of what shall be implemented in the
next iteration generally belongs, in commercial applications,
to the client. It is also possible to keep this decision in the
manager hands, following a risk-driven sequence in specific
applications, as originally proposed by Boehm®.

The developers’ importance is emphasized in agile
development. They are responsible by all the technical
decisions as the better algorithm to produce a solution, the
code’s parts each one will write and, sometimes, even the time
needed to implement a solution. Some researchers think that
this last activity may due to the manager, which can decide
when to pressure the team to obtain the maximum
performance [5], however most of the agile methods states
that developers are the only that known exactly the time effort
needed to create a piece of software and employers should rely
on them to makes this definition, because it is intrinsic to them
that they shall do a good job, developing the best possible
software in the shortest possible time.

Communication is one of the bases of agile development.
Researchers have reported that direct speaking is the most
effective communication way, while diagrams and text are the
less effective one [6]. The main mode of sharing information
in agile methods is by meetings. They are used to get
customers’ ideas and feedback, to take team decisions, to
delivery results, to estimate the project progress and term, etc.
Meetings shall be frequent, short, and direct. They can not
take most time than the needed to allow ideas discussion.
Once again [5] defends that the manager should participate of
most meetings, leaving the developers free to work while
decisions that do not relate directly to them are taken.

Besides, developer team communication shall be
encouraged, by taking out physical barriers between the
teammates. Thereby they shall work in the same room, using
close and large tables, which allow people sitting together to
talk. XP also propose pair-programming, so the furniture in
this case shall also admit two programmers sitting together,
sharing the same keyboard. Close working motivates the
teammates to help themselves to solve difficult problems, to

* Barry Boehm proposed the spiral software development model in 1985,
which is the most widely known iterative model.

use the same programming style, to share their code and to do
their best all the time. It also promotes knowledge sharing and
continuous learning, what tends to make the team more
homogeneous and reduce the difficulties of a teammate
replacement.

As agile methods are suitable for changes in the project
requirements, they do not demand extensive documentation.
On the contrary, they propose that only the general
requirements are registered and the needed document for the
current iteration shall be created. These files do not need to be
complex since they will be used just during this iteration.
After it finishes, the files lose its value, since the program can
change anytime and the documents will became out of date.
The general requirements shall be revised every iteration to
absorb customer feedback and market changes. There are
some agile patterns for software design that can be applied
when considered valid.

System quality is assured by the selected strategies for
codification and testing, together with the commitment of the
programming team. While XP defend test-driven
development, other methods let the team free to decide its own
strategy. An alternative is to evaluate the systems’ risks and
select what has to test and how these tests will be executed. In
any case, the program structure must be clear, keeping only
the structures really needed, because next iterations probably
will demand changes and the system must continue working.
As the development model requires the software running at the
end of each iteration, it is also necessary to accomplish a test
set at the end of each cycle, to assure that the last changes do
not prejudiced the older functions. If these tests are correctly
defined and performed, the system keeps high level of
reliability all over its life.

IV. DEVELOPMENT AT OPTO

Opto Electronics is a Brazilian company that develops high
technology medical and industrial equipments since 1985.
Most of its products demand development of embedded
software and some other projects require software graphical
interfaces that run on standard PCs. The first products did not
demand complex software and one or two programmers, free
to apply their development strategies, were responsible by
accomplishing them. Software quality was assured by the
product risk analysis and the definition of a set of acceptance
tests and its execution.

As projects increase in size, price, relevance and risk, more
complex strategies had to be defined. Software engineers
always had defined Opto’s development strategies, so they
were listened and a set of practices were selected, creating not
a complete method, but general rules that should guide any
development project. Involuntarily, the selected rules have a
lot in common with agile methods. It is probably due to
characteristics of most Opto’s projects: Generally software
teams are composed by less than six developers that share
time creating also the hardware together with other engineers,
and the products are medical or industrial equipments, which
requirements vary all the time due to customer feedback as of
market changes.
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For that reason, software development at Opto (Fig. 2)
follows the iterative Boehm’s spiral model, with some
adaptations. Company’s direction defines the releases and the
R&D director discusses possibilities and necessities with
programmers. The development team defines the next iteration
execution jointly with the R&D director, using information
from Marketing and Sells Departments, which are directly in
contact with customers.

Communication between teammates has ever been
instigated. Not only software developers share the same room,
but also as Opto’s projects generally incorporate mechanical,
electrical, optics and software systems interacting, all the
researchers work together in a large room. People from the
same area have their desks closer, but everybody in the project
is available all the time. It stimulates people to share their
problems and ideas, discuss integration issues and find the
best solutions in a multidisciplinary point of view.

Electrical engineers are responsible by software
development, because they have a more complete view about
the system and Opto’s products generally have intense
hardware/software interaction. Of course, they have to prepare
themselves, expanding knowledge about software engineering,
algorithms, data structures, programming languages, etc.
Sometimes they share time developing also the hardware,
managing projects or developing more than a project at the
same time. It is common in Opto’s R&D structure, because all
the researchers have the same hierarchical level, below the
R&D manager, being selected to projects according with their
competences, skills and company’s necessities.

The R&D manager coordinates directly all projects. Him
and all researchers have a weekly meeting, unless in
exceptional cases, where project progress is evaluated, next
steps are defined and major problems are discussed at system
level. The software developers can show their necessities,
correct requirements and expected time. If necessary, a
specific software meeting can be requested. Also, the R&D
manager is always available at his room and frequently is
present at the development room.

The software manager is a member of the team, generally
the most experienced programmer, or the one who has more
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Figure 2. Software development at Opto’s simplified flowchart

knowledge about the project. His responsibility is to keep the
project in track, availing time, necessities and quality.
Developers can organize meetings every time they consider it
necessary. It occurs more frequently in planning stages and
rarely during codification, however, as everybody is closer,
they never stop to comment about the generated code.
Anytime someone is in trouble to solve a problem, other
teammates are called to help.

Customers are not ever available, as recommended by most
agile methods. The Marketing and Sells Departments,
however, provide R&D with information about products under
development. Market researches, customer visitation and
prototypes evaluations are frequently performed to provide the
necessary data. Since a release is done, Marketing personal
evaluates its characteristics and, if possible, some key
consumers are selected to test and opine about the equipment.
If the software has a user interface, it is designed in early
stages and consumer ideas are incorporated as soon as
possible, because changing the way the user controls the
system generally implicates in hardware and software deep
modifications that are quite expensive, even to agile projects.

Except in very simple programs, a software developer never
works alone. Complex functions are pair-programmed and the
other routines are revised and tested by someone other than its
programmer. This strategy allows tracking most of errors,
since experienced developers can easily detect software
fragilities. However, it is not enough. Software risks are
availed and a Failure Mode And Effects Analysis (FMEA) [6]
is generated. From the FMEA is defined a set of tests that have
to be accomplished before every release to guarantee the
software reliability.

The program code is created using a unified style, defined
by the developers in the project beginning. It assures that
everyone can understand and modify other’s code if necessary.
An integration path is defined, so routines created isolated can
be linked to the entire system and its working reviewed. Code
comments are used when can help algorithm understanding
and avoided when unnecessary, keeping the code clean. Other
documents are created only to help the execution of the
current iteration. Manuals, helps, reports and other
documentation are generated only after a version release and
are not updated until the next one. It avoids unnecessary
efforts during intermediary iterations. Each developer has its
own project book, which he can take its individual notes
registering meetings decisions, test results, ideas, problems
detected, etc. Opto’s quality management system defines some
standards to project book notes, so in spite of being personal
books, its information can be shared and understood by others
teammates.

V. MUX-GSE’S SOFTWARE DEVELOPMENT

The development of MUX-GSE’s electronics and software
started in September 2005. Four electrical engineers, authors
of this work, were chosen to carry out the project. The first
meetings were used to define methodology, development
platform, hardware characteristics and its implications in
software. The optical bench equipments were already being
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studied, so it was necessary to discuss project’s details with
the physicists.

After that, we decided to use virtual instrumentation as
presented in Section II. We then evaluate PCI boards for data
acquisition, instruments simulation and data I/O and decided
to use National Instruments’ products. This, due to the
necessity of fast development and the low programming
experience of two of the teammates (which is a risk factor to
software quality [7]), took us to decide by applying LabView
as development platform. It allows fast learning, prototyping
and virtual instrumentation development. It has a lot of
libraries and sample programs that can increase the
programming speed.

The same time we discussed the more suitable development
method. Classical waterfall model could be used, since it is a
project with well-defined requirements, and [6] shows that this
kind of project can reach success with this strategy. However,
we considered that the defined requirements ([2] and [3]) were
just about the system, not specific for software, besides we
had no experience developing this kind of product and had
never applied LabView for high level software development.
More than that, it was the first time that this kind of equipment
was developed in Brazil, so nobody had a clear idea of what
had to be done. At the same time, the MUXCAM was also an
experimental product, without a Brazilian predecessor, and
could need different tests from MUX-GSE than the originally
defined. Considering all these information we agreed that an
iterative method was more suitable to the project and then, to
avoid more risk factors than the already existent, we decided
to adopt the same methodology used successfully to develop
medical and industrial equipment, with the fewer possible
adaptations.

After that key decision, we determined that the first step
should be to deeply learn the LabView programming. For that,
we selected four independent modules like LAN
communication and digital waveform generator software
interface to develop using a code and fix strategy, each of the
developers working independently. After the first week we
had a meeting to discuss possibilities and problems. We then
defined programming style based on [9], integration strategies
and path, project parts and initial work share, and restarted the
software applying our agile method. All the code created
during the first week needed refactoring, because of its low
quality, since it was created without the necessary planning.

The next iterations were used to develop independent
equipment interfaces as digital waveform generator, logic
analyzer, power supply (controlled through GPIB interface)
and digital and analog 1/O. These equipments were created
with essential controls, but without excessive options, since it
was not much relevant, and could be done in late stages if
necessary. These first routines, called VIs in LabView
development, were tested and approved. At the same time the
MUXCAM’s development team and we evaluated the
oscilloscope and digital multimeter software front panels
supplied by National Instruments. They were considered
enough for our necessities and consequently we didn’t need to
create control software for these virtual instruments.

Once the programmers were finishing their first work
modules, we were deciding the next steps. This time we
considered ourselves ready to create more complex VIs, and
then started the development of important prototypes, as
routines to acquire MUXCAM images and store the data in
files. The data rate demands the maximum of hardware
capabilities and software could not cause delays. Various
different algorithms were tested and most of them failed
because of its time wasting, we then decided to pair-
programming this routine. The performed tests were important
because made us understand a lot about LabView memory
management and execution speed ([10] also helped a lot).
After several tests, we had to create a Dynamic Link Library
(DLL) in C++ and access it through LabView to obtain the
best performance.

At the same time, the main interface was created and started
the iterative process for refining its working and appearance.
This project has the advantage that the main customers are the
MUXCAM developers, so they were available all the time,
sharing our room. It allowed fast feedback and the interface
was quickly created. The interface for the MUXCAM images
has also caused some problems because of the needing for real
time storing camera data, however, after using the DLL to
process the acquiring data, the interface worked properly.

Next stage was the creation of automatic test VIs. It was a
large number of tests, more than thirty, and some of then were
composed by sequences of procedures. We decided to create a
generic interface that could match all of them. The screen was
designed and availed by MUXCAM developers. After
finished, developers selected some tests and started the VIs
creation. Optical evaluations were ignored for this time,
because their hardware would not be available in the next
months. Most of the implemented tests could not be
immediately verified since electronic circuit was not yet
completely integrated. The generic interface needed some
changes, but due to system’s modularity they could be easily
implemented.

Software development had then an interval, because
developers concentrate efforts in debugging hardware. There
were thirteen interface boards, so their tests took some time.
When it was accomplished, hardware commandment by
software was tested. Again, debugging the system required
considerable time. The next step was to execute the automated
test routines using the interface hardware and track its bugs.
The fact of electrical engineers had developed the software
helped a lot during this stage, the most difficult until now,
because they had full knowledge about the system and could
better detect error causes.

Simultaneously, routines not originally previewed had to be
created to allow MUXCAM’s circuit tests. It happened
because the MUX-GSE requirements do not include routines
to test internal boards, but creating the signals necessary to run
each one of the boards individually could make possible to
isolate its problems. These new routines were rapidly codified
and tested, because of their urgency. Their development
followed the better sequence for the MUXCAM’s electrical
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engineers. Sharing the same space favored communication
between the teams, accelerating the solution of this necessity.

After accomplishing the integration hardware/software to
allow the execution of automated tests, excepting that to
optical evaluation, the first release could be prepared. The
whole software was tested using the FMEA data. Version 1.0
allows the verification of all required electrical parameters,
telemetries, telecommands, operation modes, MUXCAM
imaging acquiring, evaluation, visualization and storing and
manual control by software interface of all required
measurement equipments. Extra routines allows MUXCAM
internal boards independent running, for easy debugging. As
planned, this first release is not the complete software, but is
useful. MUXCAM are applying it while next release is
prepared.

Next development step is to create control interfaces for the
optical testing equipments, even before having them available,
and then will be possible to create the automated test routines
that were not yet coded. After generating this code, integrating
with hardware, which is planned to be ready in November
2006, and testing the whole system, will be possible to release
the second version.

Printing, log information recording and calibration routines
are other requirements that were not implemented in version
1.0. There is no prevision yet for when they will be done,
because they are not very important in this stage of
MUXCAM project, when the first laboratory models are being
integrated and tested. Probably these requirements will only be
fulfilled in the third or fourth release.

VI. RESULTS

MUX-GSE software version 1.0 is useful, reliable and was
created in short term, by only four engineers that had to share
their time with hardware development. MUXCAM engineers
are applying the MUX-GSE software in their tests
successfully. If this version could not be done in time, their
works would be truly harder, and the MUXCAM project could
suffer some delays.

Small errors in version 1.0 were detected and quickly
corrected, in spite of they can not prejudice test results. To
avoid its repetition, new risks were added to software FMEA,
and verification procedures were defined.

The users are giving opinions about software that are being
collected to improve the next release. Important modifications,
needed to allow immediate test execution are implemented,
tested and added to version 1.0.

Next release is scheduled to November 2006. It is important
to not have delays since the optical characteristics of
MUXCAM’s test models need to be availed. It had to be
delayed since some MUX-GSE’s optical equipments require
clean room, with particle and temperature control. This
laboratory is under construction and will be completely
operational in October’s last week.

VII. CONCLUSIONS

The agile approach helped to select the more important
routines to be created, supporting the MUXCAM engineers in

their works. The applied methodology allowed modifying
development sequence to absorb unexpected changes, as
delays in the clean room construction and equipment
availability. It did not stop the software development because
we could concentrate efforts in other routines. Besides, as we
use modular development, we could create graphical interface
and automated test procedures before having available
hardware, just low-level interface routines were left to next
stages, when the hardware will be complete.

Pair-programming is a good choice when developing
complex routines, but until now, in spite of works showing its
value [11], we could not implement it all the time. However,
having a developer to test other work also brings good results.
We found most of algorithm and implementation errors in this
stage.

Communication is the key for our development method. All
the R&D team sharing the same room strongly contributed to
the success at the project. The constant presence of the R&D
director and of the main consumer allowed the developers to
better understand their desires and produce software that fits
exactly their needs.

Test-driven development has not yet been applied at Opto.
We want to try it, but this project did not allow us, because of
its extremely short and fixed term. We believe that it can
improve even more the quality of produced software.

The freedom allowed the software developers to take most
of technical decisions, which deeply influenced the project
quality. It brings to project different ideas, proposed by people
with distinct points of view. The constant learning stimulated
by Opto’s direction also incorporates to the project the most
recent results, which is fundamental since it is a high
technologic product.
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Abstract

Load balancing iterative algorithms is an interesting problem in
resource allocation that is useful for reducing total elapsed
processing time through parallel processing. Load balancing
means that each processor in a parallel processing environment
will handle about the same computational load. It is not
sufficient to allocate the same number of processes to each
processor since different processes or tasks can require different
loads [1]. For iterative algorithms, load balancing is the process
of distributing the iterations of a loop to individual processes [2].
This paper will analyze different methods used for load
balancing. Each method will be measured by how well it
reduces the total elapsed time and by algorithm complexity and
overhead. Measured data for different load balancing methods
will be included in this paper.

L. INTRODUCTION

The goal of load balancing a parallel processing algorithm is
to minimize the total elapsed processing time. To accomplish
this goal a mapping or allocation of tasks to processors is
done in such a way as to minimize processor idle time and to
minimize inter-process communication. There are different
ways or methods that can be used in assigning tasks to
processors. This paper presents details on the effectiveness
of different methods for load balancing iterative algorithms.

A. Problem Assumptions

e Each iteration may generate a different computational
load.

e Each iteration is an independent task that can be computed
without dependency on other iterations.

e Each iteration or task does not generate additional
iterations or tasks to process.

e FEach processor in the parallel processing environment may
have a different speed or computational capacity.

e The computational load of each task is high compared with
the volume of data transferred between tasks.

B. Problem Considerations

A master-slave or boss-worker model will be used to allocate
tasks to worker processors. The model uses a centralized
approach since the master or boss will provide tasks to the
workers. If there are p+1 processors in the cluster, then one
processor will be used for the master or boss task and p
processors are available for the worker or slave tasks. Static
or dynamic allocation can be used.

e Static scheduling
The master or boss task evenly divides the total number of
iterations or tasks between the available worker processors.
This is a simple algorithm with negligible inter-process
communication. This method will provide the minimum total
elapsed processing time if all processors in the cluster run at
the same speed and each iteration generates the same
computational load. If each iteration takes elapsed time, e,
to process, then the ideal total elapsed time, ¢,, will be equal
to

t,=(e*n)/p

where n = total number of iterations
and p =number of processors (workers) available

Other methods of static scheduling include round robin,
randomized, recursive, and genetic algorithms [3]. These
static methods may provide better load balancing, but in all
cases the total iterations or tasks are divided equally among
the available worker processors. If the cluster is not
homogeneous and the elapsed time, e, for each iteration is not
the same, then processor idle times can occur waiting for
longer tasks or slower processors to finish. Processor idle
times will increase total elapsed processing time. In the case
of different processor speeds and/or different task loads,
static scheduling will not be able to divide the workload
evenly among available processors. A more sophisticated
mapping of tasks to processors is needed and can be obtained
by dynamic scheduling.

K. Elleithy (ed.), Advances and Innovations in Systems, Computing Sciences and Software Engineering, 77-81.
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e Dynamic scheduling

Instead of mapping all tasks to processors before processing
begins, tasks are dynamically allocated to processors during
execution of the parallel algorithm. The master or boss task
primes the pump by giving each processor (worker) an initial
chunk of tasks or range of iterations. When a worker
completes the current chunk of tasks, the worker requests an
additional chunk of tasks from the master or boss. This
process continues until all tasks or iterations are completed.
The chunk size can be varied from 1 task or iteration up to
n/p

where n = total number of tasks or iterations
and p = total number of slave or worker processors

When the chunk size is equal to 1, then the maximum
inter-process overhead occurs, since the master and slave
tasks must communicate on each iteration.

When the chunk size reaches n/p, then the allocation
is static and not dynamic since all the tasks are mapped
to all the processors in the beginning.

If we consider the case where are processors run at the same
speed, and each iteration may have a different elapsed time,
e;, then the ideal total elapsed time, ¢,, will be equal to

t,=(Ze;)/ p

where p = number of processors (workers) available
and 1 <i<n, n=total number of iterations

This ideal elapsed time assumes that the computational load
is evenly divided among available processors (workers).

As with static scheduling, the different worker processors
may not complete at the same time. However, when chunks
are small, the idle time of the worker processors at the end of
the process will also be small as compared with static
scheduling (maximum chunk size). Reducing the chunk size
will minimize the chance of processor idle time but will
increase the amount of inter-process communication
overhead [3].

Parallelization of loops by chunk scheduling is an example of
the boss-worker model with centralized mapping when the
tasks are statically available [4].

With dynamic scheduling, it is usually best to hand out the
longer tasks first. This assumes that this information is easily
known a priori. For some iterative algorithms this is the case.
For example, in a prime number determination algorithm
computational loads generally increase as the numbers or
iteration increase. If a longer task were handed out late in the
whole process, then workers that have completed shorter
tasks would then be idle while waiting for longer tasks to be
completed [3].

C. Performance Metrics
If we consider that total execution time can be broken down
into computation and communication overhead, then

ty = sequential execution time with no
communication overhead

¢ = communication overhead
= actual elapsed time — ideal elapsed time

t, = parallel execution time
=(t/p)+ec

Speedup Factor = t/t,

Computation/communication Ratio =
Parallel computation time / Communication Overhead =
(t/p)/c=t/(p* ¢
The goal is to find the chunk size that provides the minimum

parallel execution time, #,. High values for speedup factor
and computation/communication ratio are also desirable.

Note that overhead, ¢, may also include idle time, time for
termination detection, time contending for shared resources,
as well as, communication time. Communication overhead is
caused by work requests and work transfers [4].

D. Test Cases
The following three (3) test cases will be implemented and
analyzed:

1. Static scheduling with a chunk size of n/p
where n = total number of tasks or iterations

and p = total number of slave or worker processors

2. Dynamic scheduling with a chunk size of s
where 1<s<n/p

3. Dynamic scheduling with a chunk size of 1.
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II. IMPLEMENTATION

A. Static Scheduling
The Static Scheduling logic is quite simple and is shown
below:

Static scheduling program logic:
Master Process (P,):

Spawn p worker tasks.
Send message to each worker task

containing first number and chunk size.

(A1l work is assigned at this time)
Receive message from each worker that
contains results.
Save results for each worker.
Display results for all workers.
Display elapsed time.
Exit program.

Slave Process P; (1 <=i<=p)

Receive message from Master containing
first number and chunk size.

Process all data in the range.

Send message to Master which contains
results.

Exit program.

B. Dynamic Scheduling
The Dynamic Scheduling logic more complex and is shown
below:

Dynamic scheduling program logic:

Master Process (P,):

Spawn p worker tasks.

// priming the pump

Send initial message to each worker task

containing first number and chunk size.

While more chunks left to do
{
Receive message from worker that
results.
Save results.
Send another chunk to the worker.
}
Receive final message from each worker
task that contains results.
Send termination message to each worker.
Display results.
Display elapsed time.
Exit program.

Process Pi(1<=i<=p)
Receive message from Master containing
first number and chunk size.
While more work to do
{
Process all data in range.
Send message to Master which
contains results.
Receive next chunk from Master.
}

Exit program.

Compared to static scheduling, the dynamic scheduling
algorithm is not only more complex with additional loops
required but also requires much more inter-task
communication between master and slave tasks.

Each algorithm requires two (2) messages for each chunk of
data or range of iterations processed. Figure 1 below shows
the master/slave communication required.

data to process

Master Slave
Process = Process
results

Fig. 1. Master/Slave communication for each chunk of data.

For static scheduling with p slave processors, only 2 * p
messages are required since only p chunks of data are
processed. For dynamic scheduling, the number of messages
depends on the chunk size. For example, Table 1 below lists
the number of messages required when p =2 and n = 2,000
where n = number of iterations.

chunk size number of chunks number of messages
1 2,000 4,000

2 1,000 2,000

4 500 1,000

10 200 400

20 100 200

40 50 100

100 20 40

200 10 20

1000 2 4

Table 1. Number of messages required as a function of chunk size.
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C. Iterative Algorithm

The iterative algorithm selected for testing is the prime
number routine. This algorithm tests each number in a range
to determine if it is prime. Larger numbers usually take more
processing time, but non-primes are found much quicker than
primes. So there is a certain randomness to the amount of
computation time required per iteration. Also, each iteration
can be processed independently of any other iteration so that
no task dependencies exist. Even though the prime number
routine is a very specific algorithm it represents a general
class of iterative algorithms where each iteration generates a
different computational load and where there are no task
dependencies. For these reasons, the prime number routine is
an appropriate algorithm for testing.

IIL. TEST RESULTS

This paper presents different methods used to allocate tasks
or iterations to available worker processors. The best method
is the one that minimizes the total elapsed time. The test
results are displayed in Figure 2 below. An analysis of the
results is summarized as follows:

The sequential execution time, £, is determined for 2000
iterations of the prime number algorithm:

t; = 176 seconds

So, for p =2 processors the ideal parallel processing time
with no overhead would be 88 seconds, and the speedup
factor would be 2.0, since

t,=t,/p =176/2 =88 seconds
speedup factor =t;/t, =176 /88 =2.0

A. Method 1

Static scheduling with a chunk size of 1000 produces an
elapsed time of 96 seconds which means there are 8 seconds
of overhead (96 — 88). In this case, the overhead is due to
idle time of one of the processes waiting for the other process
to finish the chunk of iterations.

A minimal amount of communication overhead occurs when
the chunk size equals 1000 (refer to Table 1).

B. Method 2

Dynamic scheduling with a chunk size greater than 1.
Chunk sizes 2-10 (refer to Figure 2) provide for an ideal
parallel processing time of 88 seconds and a speedup factor
of2.0. Even with a high amount of communication, there is
negligible overhead incurred since the computation per
iteration is large compared to the communication.

C. Method 3

Dynamic scheduling with a chunk size equal to 1 incurs a
slight communication overhead of 1 second due to the large
number of messages that must be transmitted between the
master and slave tasks.

Elapsed Time (sec)
98
96 L
94 +
90 -
8g ettt
86 T T T T T T T T T

1 2 4 10 20 40 100200 1000
Chunk Size

Fig. 2. Elapsed Time in seconds for different chunk sizes
using a 2-processor cluster and prime number algorithm

Iv. CONCLUSIONS

e Method 1, static scheduling works well if worker
processors are homogeneous (same speed) and each iteration
of the iterative algorithm requires about the same amount of
computation. The load can then be balanced by sending the
same number of iterations to each processor. More generally,
static scheduling will work well if the chunk size is
apportioned by processor speed and the amount of
computation per iteration averages out over the large chunks
used for static scheduling.

e Method 2, dynamic scheduling with chunk sizes greater
than 1. This method reduces the amount of inter-task
communication as compared to method 3 with a chunk size
equal to 1. In the test case above, Method 2 provides the
best parallel elapsed time even though a relatively high
number of messages are required.

e Method 3, dynamic scheduling with a chunk size equal to
1. This method requires the most inter-task communication
and overhead. For this reason, Method 3 has slightly more
overhead than Method 2 which requires less than half the
messages that Method 3 requires.

o The algorithms for mapping tasks to processors when task
dependencies exist would be much more complex than the
master/slave algorithms presented in section II. of this paper.
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e Static and dynamic scheduling methods are unique for
classes of or individual iterative algorithms. The methods
presented in this paper and the results obtained only apply to
the specific iterative algorithm tested and any other similar
iterative algorithms.

e The centralized dynamic scheduling model used here
works well if there are few work processors and the tasks are
computationally intensive. The potential exists for a
bottleneck when one master task is servicing many worker
processors. In this case it may be more appropriate to use a
decentralized or distributed model for dynamic load
balancing.

e The two main components of overhead in parallel
processing are idle time and inter-task communication. For
large chunk sizes inter-task communication is reduced and
the chance of idle time increases. For small chunk sizes
inter-task communication increases and the chance of idle
time decreases. The impact of communication overhead
depends on the computational load per iteration compared to
the communication time. For a particular iterative algorithm
a chunk size is desired that will provide the minimum parallel
elapsed time.
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Abstract: With the aim of developing information systems better
fitted to the main challenges raised by globalisation, we propose an
ontology for the modelling of interoperable and flexible business
processes. We distinguish three types of Activities a Process can be
made of: whereas Procedures are defined by a sequence of Tasks
and Services by a Service Description, Interactions are specified by
a Goal and ruled by a Social Convention. Correlatively an Actor
can have three different Statuses: Performer, Provider or Agent.
Keywords: information system, business process, interoperability,
agent, modelling, ontology

I. INTRODUCTION

In the general context of globalisation and in a resulting
highly competitive and rapidly changing world, information
systems (IS) are facing two major tightly interconnected
challenges: interoperability (IS of different institutions, or
separately developped parts of the IS of the same institution,
must communicate or even cooperate) and flexibility (IS must be
able to be easily adapted to the frequent changes a reactive
institution must make in its business processes).

In the last decades, the process view has been playing an
increasing role both in organizational theories and in the IS area.
Process modelling is recognized as a key element when
representing the behaviour of an IS [1]; an IS process is
considered to be an information oriented view of a business
process [2]; and successful IS design starts with business process
modelling [3]. However, most process models were initially
motivated by operationnal processes and, based on the
subsequent generic definition of a process [4], they give a central
place to the concept of an activity; moreover the way activities
are considered in this classical context limits the reuse of
process models and it hides the dimension of communication
between the actors. But, this dimension tends to become more
and more important as one needs to model more and more
complex processes, which are also more and more interactive
(project management, decision processes, innovation proces-
ses,...).

In previous work ([5] and [6]), we explained why, when one
wants to facilitate the modelling of business processes better
fitted to the two challenges mentionned at the start, it is natural
to take inspiration in the multi agent systems (MAS) paradigm

83

and we reviewed some of the existing work in this direction
(17, 3,8,9, 10, 11, 12, 13, 14]). We also developed the first
sketch of an ontology, represented as an UML metamodel,
coherent with classical approaches (in the sense that it is an
extension of them) such as described in [15].

The present paper aims at being as self sufficient as
possible. Part II gives a general overview of the ontology.
Part III distinguishs three types of Activities a Process can be
made of: whereas Procedures are defined by a sequence of
Tasks and Services by a Service Description, Interactions can
be specified by a Goal and ruled by a Social Convention;
correlatively, we distinguish three Statuses an Actor can have:
Performer, Provider and Agent. Part IV concentrates on what
are probably the most significant concepts of this paper for
flexible IS: the concepts of an Interaction and of a Social
Convention, that allow for much flexibility.

Conventions used troughout the paper:

1) in order to differentiate them from the same words used
with their natural meanings, formal concepts introduced in
our ontology are consistently written with capital letters;

2) where it is defined (which may not be the first time it
appears in the text), a concept of our ontology is in bold fonts;
of course, this does not mean that definitions are independent
of each other;

3) unless otherwise stated (arrows on the arcs), UML graphs
are read from left to right and from top to bottom.

II. GRAPHICAL REPRESENTATION OF OUR ONTOLOGY

In our ontology, the notion of a Process occupies the
highest level. In the most classical tradition', we consider it
as a coordinated set of interoperating Activities, which are
assigned to Actors; a Process is motivated by a Purpose, the
full meaning of which resides at the organization level, where
it corresponds to strategic orientations of the institution. An
Actor is an active element (human being, organizational entity
or software component) involved in some of the Activities of
a Process (we therefore assume from the start a distinction
between active elements and passive ones — that can be input

Tep process is a partially ordered set of activities of a business executed
s0 as to reach a business goal” ([4]).

K. Elleithy (ed.), Advances and Innovations in Systems, Computing Sciences and Software Engineering, 83—88.
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or outpout to processes, resources, ...). An Actor can be internal
or external to the institution and a Process can be executed by
one or several Actors.

We distinguish three different types of Activities, with three
corresponding different Statuses for the Actors involved in them.
The Status is related to the kind of autonomy expected from the
Actor while he performs this Activity; it should not be confused
with the much more specific notion of the Role(s) an Actor can
have in some Activity(ies) (see later). A given Actor can have
multiple Statuses if he participates in Activities of various types:
this should allow for more flexibility in the organization of the
institution. Finally, a special fourth Status for an Actor is
introduced: Pilot; a Process has a unique Pilot, in charge of its
management.

Before entering into more details, let us display our ontology
in the UML “metamodel” of Fig. 1 (next page).

III. ACTIVITIES AND ACTORS
A. Type of an Activity: Procedure, Service or Interaction

A.1 Procedure

A Procedure is a kind of Activity defined by the Tasks it is
composed of. Generally, it is an ad hoc Activity, designed for a
specific Process, and it has therefore very low reusability. The
Tasks sequence (including possible predefined variants) of a
Procedure may be specified by an UML sequence diagram or by
a task graph or by a Petri net. An Actor to whom a Procedure is
assigned has (in the context of this Activity) the Status of a mere
Performer: he has no autonomy for modifying this Procedure.

Procedures are adapted for the modelling of operational
Processes; they are not adapted for more complex Processes.

A.2 Service

An Activity of type Service is described by a Service
Description. An Actor who provides a Service has (in the
context of this Activity) the Status of a Provider. In the context
of the Process being modelled, an Activity of type Service is not
supposed to be described with more detail than: 1) what is
specified by its Service Description, 2) the designation of the
Provider responsible for providing it (he can be internal or
external to the institution) and 3) the Contract to which this
Provider is submitted. The Service Description enunciates
fixed constraints, that are definitory of the Service. The
Contract defines constraints specific to a given instance of the
Service and the Provider, that can vary from one instance to
another (delays for deliverables, prices,...). A typical example
of a Service, in case it is a software component, might be a Web
service (in which case, the Service Description might ultimately,
at the technical level, be formalized in the WSDL language).
Notice that, even though he has no option for modifying the

Service Description, a Provider has much more autonomy
than a Performer: he is totally responsible for the means and
the methods he uses to provide the Service and satisfy his
Contract. A Service is thus the analogue of a black box.

A.3 Interaction

An Interaction is an Activity defined by its unique Goal
(we insist on uniqueness — see further on for explanations);
this unique Goal can be satisfied only with the participation of
several Actors, whose Statuses are then that of Agents.
Although an Interaction is not specified procedurally by rigid
Tasks that would define it in detail, it is nevertheless
constrained by an organizational framework, i.e. the actions of
the various participating Agents are regulated, both externally
and internally:
— externally: since the Interaction occurs, as any other type of
Activity, in the framework of a given Process, it is steered via
Steering Indicators (for instance: a planning of deliverables,
indices of quality for the output of the Interaction,...), that
will be checked by the Pilot of the Process;
— internally: the relationships and interactions between the
Agents participating in the Interaction are defined, in a way
that allows for much flexibility, via the concept of a Social
Convention, which will be discussed in section IV.C.

The concept of a Goal allows to describe some finality, more
limited than the finality attached to the concept of a Purpose (at
the level of the Process). Given the Purpose of the Process, the
various Activities that compose it and the various Goals
associated to Interactions in it correspond to a first level of
choice in the way the Process definition can be elaborated so as
to reach this Purpose.

The Goal of an Interaction defines fixed general constraints
common to any instance of the given Interaction. Nevertheless,
contrary to a Service Description that strictly defines the
expected result, a Goal can be much less precise. For instance:
the Goal of Interaction “prepare an answer to a call for
proposal” is not of the same nature as the Service Description
“manage invoices”; it leaves open lots of possibilities and it
grants the participating Agents much more autonomy (both
individual and collective) than a Provider can have.

A Goal characterizes both an Interaction (an Interaction aims
at reaching a Goal) and the participating Agents (a group of
Agents is collectively able to reach a Goal). It should be noted
that, since an Interaction is entrusted to a group of Agents, the
(unique) Goal that such an Activity aims at is the Goal
common to this group as a whole. The way this common Goal
is decomposed into subgoals, the way those are assigned to the
participating Agents and the way all this is coordinated by the
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Figure 1: UML representation of our ontology

group itself depends on the Social Convention ruling the
Interaction (see section IV.C). Notice that (this is a classical
result) a group of Agents having a common goal means much
more than each Agent having this goal as its individual goal®
[17]. In particular, having a common goal supposes that
various mutual beliefs must be held and that various types of
communication, coordination and cooperation must take place
for the group to reach the goal.

B. Status of an Actor: Performer, Provider, Agent or Pilot

As in the classical conception, an Actor is an active element
that may play a role in the definition and the unfolding of a
Process. Once the Activities of a Process have been defined,
they are assigned to Actors. An Actor can be internal or
external to the institution, and a Process can thus be executed
by several cooperating partners.

% This must be compared with the no less classical result in logic that a
proposition P being a common belief of a group means much more than
each element of the group believing P individually [16].

To the three types of Activities correspond three different
possible Statuses for an Actor: Performer, Provider or Agent.
Whatever his Status, an Actor can be either a human person, a
group of such persons, an organizational entity or a software
component; our description at the organization level makes no
difference as to this point.

Hereafter, we give some typical examples of how an Actor
(in the Process model at the organization level) with a given
Status can be implemented at the technical level (if it has been
decided that it should be a software component), but this does
not imply that there should be a systematic correspondance.
For instance, for lots of reasons, there may be cases when an
Agent will actually be implemented by techniques of lower
level than allowed by MAS or Al

A Performer is defined as an Actor with no autonomy: he is
expected to accomplish the Tasks assigned to him in total
conformance with their procedural description. He necessarily
belongs to the institution (because an institution is not
supposed to have control on sow things are done ouside).

A Provider is defined as an Actor with total autonomy
relative to zow he manages to provide the Servie defined by the
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Service Description, as far as he also satisfies the further
constraints specified in its Contract. His autonomy is an
autonomy of means, not of goals. A Provider is typically
external to the institution; but it may also be an internal
department, providing some peripheral services (mailing
department, accounting department,...).

An Agent is defined as an Actor with the ability to execute
Activites in an “autonomous” way, i.e. he is not told how to
operate, but only which Goal he must contribute to reach
within an Interaction; even his contribution in the Interaction
may be formulated in very general terms. Thus, although the
autonomy of an Agent is not a full autonomy of its goals, it is
not only a mere autonomy of means, as is the case for a
Provider. An Agent can be internal or external to the
institution (since the institution is entitled to have some control
on the Interaction via the Steering Indicators and via the final
satisfaction of the Goal). Given the autonomy implicit in the
notion of an Agent, in case one (or several) of the Agents
participating in an Interaction is a software component, its
implementation at the technical level may require MAS and/or
Al techniques.

A special Status is introduced as a fourth posibility, that of a
Pilot. Whereas the first three Statuses where attached to
Activities, the Status of a Pilot is attached to the Process as a
whole. This Actor is unique for each Process; he is in charge
of managing the Process (it is highly unlikely that such a Status
can be granted to a software component in the near future).

IV. SociAL CONVENTION

A Social Convention is a set of clauses that regulate the
communication, coordination and cooperation among the
Agents participating in an Interaction in order to reach its Goal.
It is a set of rules and constraints that tie these Agents together
in the context of this Interaction — excluding rules specific to
each Agent’s internal behaviour (such as his reasonning
processes, his personnal motives,...). A Social Convention
thus defines constraints internal to the Interaction (whereas
external constraints are taken care of via the Steering
Indicators). Much more flexible than a Procedure, a Social
Convention has therefore much more reusability. Moreover, it
grants the participating Agents much more autonomy.

The concept of a Social Convention is a very general one,
which can have many specializations. What follows has no
claim to exhaustivity.

A. Standard Conversation

A seemingly degenerate case of a Social Convention is a
Standard Conversation.

In a Standard Conversation, the communication events
between the participating Agents are strongly guided, although

the actions they have to accomplish between these events may
be very complex and require much autonomy on their part.

This concept is interesting for discussing a potential diffculty
of our approach and for precising the limits of our “inspiration
from the MAS paradigm”. With such inspiration, it might be
tempting to rely on the notion of a Standard Conversation as it
is standardized by FIPA (Foundation for Intelligent Physical
Agents, the international association in charge of standardizing
MAS). For FIPA, a standard conversation can be defined
starting from the more elementary concept of a message:

— either as an ad hoc graph of the possible sequences of
messages between agents, using for instance AUML diagrams
(Agent UML, an extension of UML —see [17]);

— or by chosing among a list of standardized communication
protocols such as: Contract-net, English-auction, Brokering,
cfp (i.e. call for proposal), ... (where each protocol is
predefined with AUML diagrams).

But we consider it would be a major failure for us if we had
to define a Standard Conversation in this way. The concept of
a message, as it appears in so central a position in the MAS
paradigm is much too “atomic” to mean anything at the
organization level. We want the organization level concepts to
appear directly in our ontology with no reference to concepts of
lower levels. Concretely, one can specify the notion of a call
for proposal (for instance) without having to specify in detail
all the possible paths such a conversation can follow (if
needed, such detail can be added in subsequent modelling
phases).

Therefore, we posit in our ontology a Standard Conversation
as a subtype of an Interaction. We think that some of the FIPA
standard conversations can be abstracted from their technical
definition in terms of sequences of messages and asserted in
our ontology as specializations of the concept of a Standard
Conversation.

Notice that, although a Standard Conversation might look
like a Procedure, there is a major difference: a Procedure is
decomposed into Tasks, that are in turn decomposed into
Tasks,... In a Standard Conversation, what is defined with
some rigidity is only the possible sequences of communication
events between Agents. Neither the internals of each Agent’s
activities between such events nor the exact content of their
outputs is specified.

For instance, in a cfp (call-for-proposal) Standard Conver-
sation, the initiator of the conversation issues a call for
proposal. An Agent may answer with a proposal. But, in
between, he may have very complex activities, supposing a
great deal of autonomy, to elaborate his answer (see IV).

B. Social Conventions based on roles
Some Social Conventions can be based on the attribution of
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specific roles to each participating Agent (one could posit a
Role-Based-Social-Convention as a general subtype of
Social-Convention).

Consider again the following typical case of an Interaction:
“prepare an answer to a call for proposal”. Assume the
participating Agents are the Commercial Department, the
Technical Department and the Legal Department. In a
company, when preparing such an answer, each of these
(institutionnal) Agents naturally assumes one or more specific
roles in its contribution, corresponding to its competencies.
Moreover, there is naturally a special role for internal
coordination of the Interaction, which will typically be
assumed by the Commercial Department, in addition to its
purely commercial role. This last role must be distinguished
from the Status of the Pilot of the Process; the coordinator of
the Interaction will generally be responsible for interacting
with the Pilot of the Process. Defining the associated Social
Convention of this example consists in part in formalizing all
these natural roles.

Although each participating Agent has a fixed role in it, the
Interaction cannot be defined by a fixed sequence of actions
from them. This is a main difference with a Standard
Conversation. The actual actions will be determined
dynamically from the Goal. For instance, the Technical
Department may be confronted to a major difficulty that
requires lots of work to assess the feasability (by its company
or by subcontractors) of some parts of the requirements.

C. Social Conventions in general

More generally, a Social Convention can be based on a large
panel of social interaction models: negociation, game theory,
planification, free collaboration between agents, remuneration
of the agents according to certain economical models,... In
practice, in an IS, Social Conventions will be more restrictive
and more specific than such general models.

In our example “prepare an answer to a call for proposal”, in
addition to the attribution of a specific role to each agent as in
section III.B, a Social Convention might specify that whenever
a participating agent finds that he won’t be able to fulfill his
part of the job in time, he must warn the others immediately
(and not let them discover it at the last moment); to whoever
this seems too obvious to be explicited: have you have ever
worked in collaboration? A Social Convention might also
specify the format in which the results of each agent are
delivered to the others, so as to minimize subsequent assembly
work. More generally, it may refer to general rules of the
institution.

These simple examples show that there is a link between the
notion of a Social Convention and what has been elaborated for
now three decades under the name of Quality Management.

Many “quality procedures” are not actual procedures, but rules
implicitly describing how various participants must cooperate
to reach a common goal.

A Social Convention also defines, in a more or less direct
way, the degree of autonomy of the participating Agents;
actually, it is only through this concept that the notion of
autonomy, that we have until now used in a very vague
manner, can acquire a precise meaning: the autonomy degrees
of the various Agents participating in an Interaction are defined
by the Social Convention that rules their social behaviour.

There is currently a lot of research activity on social
organization of agents in MAS. Simply listing them would
require a full paper. Just as a brief illustration of the notion, let
us cite Jennings GRATE* model ([18]). Jennings distinguishes
several levels on which the various clauses of a Social
Convention can bear:

- a set of rules for information communication between the
Agents and for assessing the advancement of a common action
plan: 1°) what type of information each agent must exchange
with which other agents, in which conditions (for instance in a
reactive or proactive way); 2°) what kind of reporting he has to
do, to whom, when; 3°) what kind of tasks he can delegate, to
whom, in which conditions. Such a convention may be enough
in a hierarchically organized system, when tasks planning and
delegation is done from the top (when there is no cooperation
to build an action plan).

- a set of rules defining how the commitments of the
participating agents (towards common goals, plans, distribution
of tasks, planning,...) can be taken, re-assessed or dropped.

V. CONCLUSION

We have proposed a general purpose ontology for modelling
flexible and interoperating business processes. On the theore-
tical side, it defines the top level elements of a modelling
language, in words that have a meaning for the organization
and its managers. Given the vagueness or the non standar-
dization of the vocabulary in the domain, one should not
underestimate the usefulness of having precise definitions for
all the terms we use. But is is also important on the practical
side, since this ontology becomes a guide for the analyst when
he tries to model (or to re-enginner) a business process: one of
the first very concrete choices he must make, for every
Activity, is: will it be described in a classical procedural way,
like a strictly organized set of Tasks, or as a Service or as an
Interaction? Thus, our ontology introduces several new
practical facilities for the modelling of processes:

- Inter-organizational processes: one can represent Processes
resorting to Services that are external to the corporation. Such
an Activity entrusted to an external Provider will not be described
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by detailed Tasks, but only by its Service Description and
by the Contract with the Provider. This case typically includes
such examples as Web Services and e-commerce.

- Modelling “systemic” ([19, 20]) processes: our ontology
allows modelling Processes some parts of which are not
structured with precise Tasks, but in which Agents can
communicate and cooperate freely within the limits of their
only constraints: their Goal, their Social Convention and their
Steering Indicators. This is another element for building
flexible Processes.

In this last case, it seems that we have specified only the
“static” part of our ontology. For Interactions, one of the main
problems is specifying their dynamics; at the level of detail of
this paper, it may seem that our model is of little help and we
still have to resort to the classical representations: UML
activity or sequence diagrams, A-UML ([17]), Petri nets,
BPML (Business Process Modelling Language: a language
based on finite state automata, that now tends to be supplanted
by BPEL4WS),... Nevertheless, the concepts of a Goal and of
a Social Convention may open the door to alternatives to such
semi-graphical representations — which are often very cumber-
some for complex processes. For instance, for specifying
complex interactions, one could use a rule or a constraint
language. On the technical side, the point behind such
possibilities is that, in the agent paradigm, as the communi-
cationnal aspects of the agents are based on the pragmatico-
linguistic speech acts theory, they are at a level of abstraction
strongly coherent with the possibility of providing these agents
with “cognitive” aspects, in the sense of Artificial Intelligence
(AI). That such an approach is feasible has already been
illustrated by Jennings [18] in a technical domain. We have not
yet evocated the “cognitive” aspects of the agents, because they
have become very classical. Given this coherency at the
technical level, both aspects can be consistently transposed at
the organization level of interest in this paper, combining our
ontology with Newell’s notion of a knowledge level and with
any of the subsequent modelling techniques of Al (such as
KADS: [23], [24]).
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Abstract - An algorithm for routing free messages between
processing elements in a multiprocessor system is proposed. As a
basic architecture an n-dimensional hypercube is applied. Only one
of the processors in the hypercube is connected with an external
user. The external machine is called host processor. Bidirectional
one-port links, some of them faulty at same time are applied. The
algorithm can be applied on an arbitrary connected multiprocessor
system.

I.  INTRODUCTION

Here we shall describe an algorithm of type “wave” for
routing free communication messages between processing
elements (PE’s) in a multiprocessor system. Some of the links in
the system can be temporary or permanent faulty. Like a basic
configuration, an n-dimensional hypercube is used.
Multiprocessor systems of hypercube type (HC-architectures)
are well known and a number of useful algorithms is known,
solving different optimization aspects /[1-3]/. Many authors
consider the problem for describing a new type of architecture
[4-6] or for applying a communication strategy [7-9] which
tolerates the presence of faulty components (links and/or nodes).

In [10] routing and broadcasting algorithms are presented for
an incomplete hypercube, i.e., for a hypercube (HC) that is
missing certain of its nodes. These algorithms can be used to
solve a problem on a system whose number of PE’s is not a
power of two, but they imposed some restrictions on the
interconnection topology of the multiprocessor system. A
similar idea is realized in [11].

In a more general case of an injured hypercube [7,8], i.e., an
HC, a part of whose components are faulty, we shall note
Algorithm Al from [7] - an algorithm for routing messages
between PE’s which uses only local information which any PE
contains about its own faulty links. The basic restriction on the
HC is that the number of faulty components in all the HC must
be smaller than the dimension of the HC.

In [12] this restriction has been reduced by constructing the
algorithm which can always be performed when the HC is a
connected graph and without using more than the local
information which any PE contains about its own faulty links. A
similar configuration is considered in [13] too.
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II. TERMINOLOGY

At first we shall consider a system whose number of PE’s
is a power of two. It is not necessary for the PE’s to form a
unique HC, i.e. PE’s may take place at different research
centers. PE’s are numbered in a common manner.

Let NV =2" be the number of PE’s numbered from 0 to
N-1. Let PE; be the
i=0,L,..,N—1land let i=(, ,,i, 5,....0,) be the

binary representation of i. With @, as is usual, we shall note
the bitwise EXCLUSIVE-OR operation, namely

i®j=k=(k, k,,..ky),

PE having number i,

Definition 1. (i, i, ,...i,) is called the address of PE,.

Definition 2. i@jZkZ(k knfz...ko) is called the

relative address of PE; with respect to PE; (or vice versa). It
is clear that the relative address of PE,, with respect to PE; is
equal to its address.

n—-1

Definition 3. The Hamming distance between i and j
(between PE; and PE)) is defined as the number of bits in
which i and j differ, i.e.

m (_D jm

n—1
Hamming (i, j) = i
m=0

Definition 4. { PE,,i=0,..,N -1 } form an n-
dimensional hypercube (n-dimensional HC) when PE; and
PE, are connected if and only if Hamming(i,j )= 1.
Definition 5. If Hamming(i,j ):land i and j differ only
in k™ bit, then the link between PE; and PE; is called the
link on the k™ direction.

If all the links between PE’s in an HC are nonfaulty, then
every PE is connected with exactly n of the other PE’s
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having one link on any of the directions from the 0" to the n -
).

The total number of links in an n-dimensional HC is n2"",
and there are 2" links on each of the # directions.

III. DESCRIPTION OF THE CONFIGURATION

A multiprocessor system with N PE’s is applied for routing
free messages. The result obtained must be sent to an external
user - master (host) processor which is connected with only one
of the PE’s (e.g., PEy).

The class of auxiliary problems which produces messages can
be described as follows. The PE’s of the multiprocessor system
perform some (parallel) program having for an object to register
the obtaining of some result R (e.g., the coming into existence of
a condition which makes the subsequent work senseless or
unnecessary). It is possible to obtain the result R by any of the
PE’s (i.e., everywhere in the system), and it has to be sent to the
external user (resp. to PE,) as fast as is possible.

The algorithm in [12] solves a similar problem in the case
when a number of links (0 or more) in the system is faulty. The
maximal number of faulty links

MF=n2""-2"+1

which are tolerated by the algorithm in [12] is the maximal
number of links that can be removed from the n-dimensional HC
and keep the connectivity.

In view of the fact that the presence of (2"-1) nonfaulty links
does not make us sure that the HC is always a connected graph,
the connectivity condition is only necessary but not sufficient.
But as there exists a connected HC with only (2"-1) links, this
condition can be used as an upper bound for MF.

The corresponding value when Algorithm Al in [7] is applied
is

MF=n-1.

It is clear that even if n is not too big, the difference between
both upper bounds is sensible.

Let us point out that both the algorithms tolerate up to (n-1)
faulty links anywhere in the HC. This is due to the fact that
removing up to (n-1) links cannot destroy the connectivity of an
n-dimensional HC.

Now let us consider the following configuration. Let we have
two (or more) HC’s in two (or more) research centres having
one (or more) link between their host processors (respectively
between their PE,’s). Let the dimensions of HC’s are n,ny, ...,n;.
In a more general sense this configuration can be considered as a
HC with faulty links having dimension n where n = max {

npny, ..., mit + k -1. All of the PE’s in all of the HC’s are
used to solve the upper mentioned auxiliary problem.

Every n-dimensional HC can be easy divided into two
subcubes with dimensions (n-1) by “removing” connections
between nodes on fixed direction. The following table

Di- Nodes | Links | Links into | Links into | Links
men- into the first | the second | between
sion the subcube subcube the sub-

HC cubes

n 2" n2"" | m-D)2"* | (n-1)2™* o

shows us that even if # is not too big, the significant number
of links are into subcubes. In that sense the proposed
configuration when HC’s in different centres are considered
as subcubes of a common HC with faulty links is reasonable.

IV. DESCRIPTION OF THE ALGORITHM

A. Operational environment

We shall use bidirectional one-port communications
between the PE’s in the HC /[1]/, i.e., a processor can only
send and receive data on one of its I/O ports at any given
time. Of course, the corresponding link must be a nonfaulty
one. If there is more than one claim for communication at
the same time, the PE first serves the link whose direction
has a lesser number (see Section II).

In the local memory of every PE for the needs of the
algorithm, two n-dimensional binary working arrays - F and
PF, and two binary working fields - WF and FIRST, are
reserved. Their purposes are given below.

In the array F, information about links of the PE is kept,
i.e., the / bit of F is equal to zero if the link of the PE on
the /" direction is nonfaulty. Tt is equal to one in the
opposite case.

In the array PF, information about “pseudofaulty” links
of PE is kept, i.e., about the directions which have already
been used (see Subsection IV.B.2).

WEF is equal to one if the algorithm has already been
started on this PE. It is equal to zero in the opposite case.

FIRST is equal to one if the result R has been obtained by
this PE and it is equal to zero in the opposite case. There
may exist more than one PE with field FIRST being equal
to one.

When a new auxiliary problem is received from the
external user, arrays PF and fields WF and FIRST in all the
PE’s filled up with zeroes.

As the idea of “faulty link” can be considered in a more
broad sense, namely, we can assume that the link may be
faulty just for a time. If so and if PE needs a reasonable
time for testing its own links, then the information in the
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array F may be renewed periodically (e.g., after receiving a new
problem from the external user or in a period of time which is
necessary for restoration of the faulty link).

B. Basic idea of the algorithm

1. Structure of messages
When some PE (e.g., PE,) in some of the subcubes obtains the
result R, it forms a message which must be sent to its own PE,
(resp. to the other PE’s in the other research centres) having the

following structure
dd.d, ..

.., dg,mess),

where

e dis the dimension of the smallest subcube that contains
both PE, and PE,, so called the spanning subcube [7] of
PE, and PE,. In particular, d = Hamming (r,0).

e d,d,.. ,d; are all the directions in the spanning
subcube of PE, and PE,, i.e., d;, i = 1,..., d are positions
of 1’s in binary representation of r; 0 <d;<n - 1 fori =
l,..,d.

e mess contains the result R to be sent to the external
user.
After forming the message, PE, changes the value of its field
FIRST, making it equal to one and starting the algorithm.

2. Moving messages

After receiving a free message from one of its neighbors (i.e.,
this neighbor has already started the algorithm), te
corresponding PE immediately stops working on the current
auxiliary problem and starts the program which realized the
algorithm for subsequent sending of the message.

The field WF is changed to one and thus, all the possible
subsequent messages from the other neighbors are ignored.

The link on which the message is received is marked in the
array PF as “pseudofaulty” to avoid sending back the message.

In view of the fact that the operational environment is “one-
port” one, the algorithm uses the “wave” strategy, i.e., it sends
the message in a consecutive order on all its links which are not
marked either in the array F (i.e., they are not faulty) or in the
array PF (i.e., they have not been used yet).

At first, PE tries to send the message on the directions which
are marked in the message, i.e., the directions in the spanning
subcube of this PE and its PE,.

If it is possible to do that (i.e., if the corresponding link is not
marked either in F or in PF), then in the message to be sent the
following changes are made - the dimension of the spanning

subcube decreases by d to (d - 1), and the direction on which
the message is sent is excluded from the message.

If not (i.e., the message at this step of the algorithm is
sent on a direction out of the spanning subcube), then the
dimension increases by d to (d + 1), and the direction on
which the message is sent is included in the message.

After sending the message on some direction, the
corresponding link is marked as “pseudo-faulty” in the array
PF to avoid repeated sending of the message.

Formal description of the algorithm performed by PE
after obtaining the result R (FIRST = 1) or after receiving
the message (FIRST = 0) from the neighbour given in [12].
It not depends on the new configuration that is proposed
here.

V. PERFORMING OF THE ALGORITHM

In view of the connectivity of the every subcube, it is
clear that after a finite number of steps, the free message
will arrive from PE, to PE,. Then this PE, send the message
to the other PE,’s to start the next auxiliary problem.

As the operational environment is “one-port” one, we
cannot be sure that the number of steps is equal to the
length of the shortest path between PE, and PE,. This is due
to the fact that having only local information about its own
faulty links, it is impossible for PE to preliminarily
determine which direction (or directions) is part of the
shortest path (or paths) to the PE,.

This inconvenience can be overcome by using different
methods described in [12].

VI. BASIC SHORTCOMING OF THE ALGORITHM

The basic shortcoming of the algorithm is its
impossibility to determine if the free message has been sent
over the shortest path and if there are any other free
messages of the same type. It is possible for more than one
equivalent messages to “travel” towards the PE, (of course,
on different paths) at the same time. So, when one message
is received by PE, there is not a reasonable possibility to
stop other messages. They will “travel” in the system
towards the PE, until being received by PE, which has
already received another such message, or by “final” PE,
i.e., PE with only one link on which the message is received.
Of course, this “travelling” is a finite process. In a worst
case, when the “external user” starts a new auxiliary
problem on the multiprocessor system, all the earlier
programs will be aborted.
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VII. CONCLUSIONS

When the number of faulty links increases, the HC-
architecture loses its advantages. Therefore, we have used the
HC-architecture only like an example which is convenient and
easy for formal describing of the algorithm. In a general case,
the algorithm can be applied on an arbitrary connected
configuration. But then the program realizations will be different
for different PE’s and will depend on the number of /O ports.
Format of the message will be different too, e.g., only (mess).
All parts of the program which tolerate directions in the
spanning subcube must be omitted. Analysis in Section V and
Section VI is valid in the general case of an arbitrary connected
configuration.
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Abstract- We present a new numerical tool to determine solu-
tions of non-zero-sum multi-player difference games. In particu-
lar, we describe the computer algorithm OPTGAME (version
2.0) which solves affine-quadratic games and approximates
solutions for nonlinear games iteratively by using a local lineari-
zation procedure. The calculation of these solutions (open-loop
and feedback Nash and Stackelberg equilibrium solutions) is
sketched, as is the determination of the cooperative Pareto-

optimal solution.
1. InTRODUCTION

Engineers and mathematicians have performed an impres-
sive job in developing tools and methods for the control of
physical, chemical, biological and other systems. Although
the number of applications of dynamic optimization tech-
niques (with one or more decision makers) in economics has
grown during the last years, a success story comparable to the
one that happened in natural sciences has not yet material-
ized. One of the reasons may be found in the lack of appro-
priate tools — such as easy to use software for determining
solutions for dynamic non-zero-sum games — designed and
formulated for dynamic systems especially appearing in eco-
nomic applications.

In this paper, we describe the OPTGAME algorithm, a tool
that we have developed for solving discrete-time LQ games
and for determining the solutions of multi-player nonlinear-
quadratic difference games arising especially in economics
(cf. [1]). These are dynamic games where the objective func-
tions are polynomials of degree two in multi-variable state
and control vectors, and are to be optimized over a pre-
specified period of time by each player (decision maker, con-
troller), individually or jointly, subject to a nonlinear autono-
mous discrete-time system. An example for using an earlier
version of the OPTGAME computer algorithm (version
OPTGAME 1.0; see [2]) for analyzing strategic interdepend-
ence between two decision makers in an actual economic
policy problem can be found in [3].

As in the literature on dynamic games (see [4]), we con-
sider both noncooperative and cooperative solution concepts
for dynamic games. Among noncooperative solutions, we
distinguish between Nash equilibrium solutions, where no
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player can improve his performance by one-sided deviations
from the equilibrium strategy, and Stackelberg equilibrium
solutions, where the players exhibit asymmetric hierarchical
roles. For both the Nash and the Stackelberg solutions of a
dynamic game, we consider open-loop information patterns,
where the players’ strategies depend only on the initial state
of the dynamic system, and feedback information patterns,
where the strategies depend on the current state of the system
but not on the initial conditions.

The core of the OPTGAME algorithm is the “combination”
of a local numerical linearization procedure along a reference
path with elements taken from the theory of affine-quadratic
games, extended to meet the requirements of economic prob-
lems. For a more detailed description of the version
OPTGAME 2.0, see [5].

II. Tue Dynamic GAME PROBLEM

In the dynamic game-theoretic problems considered by the
OPTGAME algorithm, each of the decision-makers i=1,...,.N
aims at minimizing an individual intertemporal quadratic loss
function of states and controls:
ey

t

T
min J' :ZLj(x,,u},...,u‘\'), i=1,...
uj ..Uy pory
with
L, u) ) =[x, - X/ T Q/[X, - X!],i=1,..N. (2)

The parameter 7 denotes the terminal period of the players’
finite time horizon, i.e. the duration of the interaction (the

game).
X, (+=1,...,T) in (2) denotes the stacked state vector
X, =[x, u u - u,‘v]' 3)
and consists of an n,-vector of state variables
x =[x ¥ X “

an n;-vector of control variables determined by player 1, an
ny-vector of control variables determined by player 2, etc., i.e.

w=[u' u’ ... u"l,

2 21 22 2n,

w =[u; u~ ... ou"], )
ulN :[utNl uer uanV ]!.

Thus, the dimension of the “stacked” state vector is given by
FER AR AR, Ry
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For any player i=1,...N, the terms X ! store the desired

(target) values for all variables of the game for #=1,...,T.
Equation (2) contains rxr-dimensional symmetric penalty
matrices €, , weighting the deviations of states and controls

from their desired levels, X, — X !, in any time period . The

matrices
o 0 0
10 RY 0
Q= ! , i=1,..,N, 6
B T | R | ©
0o - 0 RV

are of block-diagonal form, where the blocks @/ and R’
(ij=1,...,N) are symmetric. Q; >0 are positive semi-definite,

R are positive semi-definite for i # j but positive definite
fori=j.

For determining a cooperative solution of the dynamic
game, we have to define a joint objective function of all the
players J as a convex combination of the individual cost func-

tions
T N o N
J=Y T h(xpulnt), Y =1 ()
=1 i=1 i=l1
The dynamic system, which constrains the choices of the
decision-makers, is represented in state-space form by a first-
order system of nonlinear autonomous difference equations,
1 N =
x! :f(xtfl’xr’uly"’ul ’zl)7 xO :xO’ (8)
where the initial state value, Xx,, is given. The nx1-

dimensional vector z, contains exogenous variables, i.e., vari-
ables not subject to control by any player. f'is a vector-valued
function, where f * (a=1,...,n,) denotes the o component of
f. For the algorithm, we require that the first and second
derivatives of the system function f with respect to

X,,,x,, u,,...,u" exist and are continuous. The particular

type of dynamic representation used in (8) appears frequently
in economic models. It is equivalent to the discrete-time
forms used in other scientific disciplines like engineering.

III. Input aND Output oF THE OPTGAME ALGorITHM
A simple way to describe the OPTGAME algorithm is to
treat it as a black box, where input parameters are inserted

and outputs (tables, graphics) are derived.

Input of the algorithm fort=1,...,T andi,j=1,...N:

N number of players
T length of planning horizon
f system function
x(0) = X, initial value of the multi-variable state vector
% path of exogenous variables not subject to control
X, historical values for state variables

S

initial tentative (possibly historical) control paths

it

Q) weighting matrices for the quadratic terms in the
objective functions

L weights in the joint objective function (7) (for
Pareto solution)

u/ values of each player i’s desired levels for all con-

trol variables fort=1,...,T
values of each player i’s desired levels for all state
variables for t=1,...,T

Output of the algorithm fort=1,...,T, i,j=1,..,N (for each
of the five solution concepts considered):

u, optimal (i.e. equilibrium or solution) paths of the
control variables
x,* optimal (i.e. equilibrium or solution) paths of the

state variables
J;,J  quadratic loss functions evaluated along the opti-

mal (i.e. equilibrium or solution) paths
IV. DESCRIPTION OF THE ALGORITHM

The OPTGAME algorithm can be summarized as follows;
more details can be found in [5].

Step 1. Initialize the OPTGAME program: Initialize state
variables with x(0)=X,, define non-controlled exogenous

variables z, for r=1,...,T. Specify penalty matrices and indi-
vidual targets. Define initial tentative paths for the lagged
state and the control variables X, ,u,,..u,, (t=1,..T),

e.g. by using historical values.

Step 2. Compute a tentative state path: Use the Gauss-Seidel
or the Newton-Raphson algorithm, the given exogenous non-
controlled variables z,, the lagged tentative state variables
X, , the tentative policy paths u, (i=1,...,N,t=1,..,T), and

the system equation f to calculate the tentative state path X,
according to
X = f(R Xty 7, )= 0. ©)

Step 3. Apply the nonlinearity loop: Starting with the tentative
state and control paths, repeat steps A to C as defined below
until the number of iterations exceeds a pre-specified number
or “convergence” is reached, i.e. until the state and the con-
trol variables do not change by more than a small amount
between two successive iterations.

A. Compute the time-dependent parameters of the linearized
system equations.

Linearize the nonlinear autonomous system (8) at the refer-
ence values X,_,, X,, Uy,,..., Uy,,3, (t=1,.,T) in a similar
way as in [6] and replace it by a linear nonautonomous sys-
tem as given by
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v
x, =Ax_ +s5, +ZB/,uj, ) (10)

j=1

with

A4,=(I-F,)"'F, , (1
Biz ::(I_Fx,)ilFuua (12)

N
s =X -AX_ - ) B, (13)

Jj=1

fori=1,...,N, where I denotes the n,xn,—dimensional identity
matrix. The n.xn—dimensional matrix A, the n.xn;—dimen-
sional matrix B, the n.xn,—dimensional matrix B,, etc., and
the n,—dimensional vector s, are time-dependent functions of
the reference paths along which they are evaluated. The

nxn,~dimensional matrices Fy,  and F,, are defined by
F, )y =T izt (14)
’ ox, . ;
Fy =T e, (15)
7Y ax A

1j
and the n,xm—dimensional matrix (for k=1,...N) F,, is
defined by

of'! i=1...,ng,
(F,), =L

= k=1,...,.N. (16
Gukw (16)

j =L..., ny,
Here x, ; ; denotes the j-th element of the lagged state vector
X1, etc.

B. Perform the optimization of the quadratic objective func-
tions under Nash, Pareto and/or Stackelberg strategies
with open-loop and/or feedback information structure.

The sequence of procedures necessary to approximate the
open-loop and feedback Nash and Stackelberg equilibrium
solutions and the Pareto-optimal solution proceeds as follows.
In each case, we start by
= deleting the old and creating new matrices for storing the
oxo— and ox1-dimensional Riccati matrices, H;, and h;, for
i=1,..,N and H, and h, for all time periods ze{l,....T}
where o =Nn, for the open-loop Stackelberg equilibrium
solution, and c=n, for all other types of solutions dis-
cussed here. We proceed by
deleting the old and creating new matrices for storing the
nxn,— and n;x1—dimensional feedback matrices, G}, and g;
for i=1,...,N for all time periods te {1,...,T'}, for both types
of feedback solutions and the cooperative Pareto-optimal
solution. Then we proceed by
allocating the terminal conditions for the Riccati matrices,
H;rand h;r fori=1,...,N and Hy and hr, in a similar manner
as in linear-quadratic optimum control theory. Then we are
ready for
obtaining the Riccati matrices (and — in the case of the
feedback and the cooperative solutions — the feedback ma-
trices) by backward iteration. Starting from the terminal
conditions and stepping backwards in time towards the ini-
tial node, we derive (and store) the Riccati matrices, H;, and

h;, for i=1,...,N, and the feedback matrices, G;, and g;, for
i=1,...,N, for the feedback and the Pareto-optimal solu-
tions. We use these stored matrices and the initial condi-
tions for the state vector, x(0)=X,, for

calculating the optimal control and state vectors of the
underlying affine-quadratic games by forward iteration, i.e.
for t=1,...,T for each of the solution concepts. This optimal
state vector can be calculated as

x, =K, x  +k, 7
for x,* = x(0), where K, and k, are defined below.
Only for the feedback equilibrium solutions and the Pareto-
optimal solution, we are able to express the control vari-
ables u;* (i=1,...,N) for each player directly using the
feedback matrices, G, and g;, for i = 1,..., N according to
i=1,...,N. (18)
Additionally, for the feedback and the cooperative solu-
tions, the matrices K, and k, can be computed as

i* i ¥ i
u, _sz/—l+g1’

N

K, = A4,+) B/G/, (19)
j=1
N o

ki=s+) Blg. (20)

j=1
Storing the values of the control vectors allows us to
= calculate the state vector according to the nonlinear system
equation (8).

For each of the five different strategies we now report the
details of the computation of the solutions of the underlying
affine-quadratic difference game.

1. The Open-Loop Nash Equilibrium Solution

At the beginning of the open-loop Nash game, each of the
simultaneously acting players makes a binding commitment
to stick to a chosen policy. As long as these commitments
hold, the solution is an equilibrium in the sense that none of
the players can improve individual welfare by one-sided
deviations from the equilibrium path.

The Riccati matrices for all players i=1,...,N and for all
time periods te{l,..,T} are derived by backward iteration
according to the following system of recursive matrix equa-
tions:

H =0, +A H[AT'A, H=0,, (@I
hti—l :7Qti—l ;‘7:71 +4, [H;[Az]-l n+ hzi]a hy =— lrgln (22)
where

N ’
A= 1 +Y B/[R']"B/ H], (23)
Jj=1
N . L . .’ .
n,=s,+) B/lu/ ~[R'T"'B/ h/]. (24)
j=1

With these Riccati matrices, H;, and h;, computed for all
time periods ze{l,...,T}, the optimal controls for the open-

loop Nash game for all players are computed by forward
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iteration according to the following rule:

w'=u'-[R'T" B [H x/+h], (25)
for i=1,...,N, together with the optimal state vectors as
x: = [Az]il [Ar x;l + '1[] N (26)

2. The Open-Loop Stackelberg Equilibrium Solution

The open-loop Stackelberg equilibrium solution assumes
that the so-called leader (player i=1) makes binding com-
mitments about future policy actions, where the rational reac-
tion functions of the so-called followers (players i=2,...,N)
are taken into consideration.

The Riccati matrices for all players i=1,...,N and for all
time periods re{l,....,T} are derived by backward iteration
according to the following system of matrix equations:

H_ =0 +A4/[AT'H 4, H =0, @7
h=-q +A AT [Hd +1], h=-q, ©@8)
4 0 0
where A,=10 " 0|, (29)
0 0 4
0 o /!
2
0 - 0
2= . . .| (30)
o) o 0
q,= [0 % - 0'x"], (1)
N '
d=[s+Y B/ul 0 - 0], (32)
j=1
A, =I+H,C,, (33)
B’l [Rlll]fl B[l' BIZ [R’ZZ]fl BF’ . B[.\' [Rl"\”\/]fl B[.\"
c | BIRT'B 0 0 G4
B’N [R,.‘\"\’]fl BIN, 0 0

With the Riccati matrices, H, and h, computed for all time
periods te{1,...,T}, the supplementary state vector, &, which
consists of the state vector x; and the costate vectors of player
1 corresponding to the costate equations of players i = 2,...,N,
is given by

&=[Al'[48,-Ch+d]. (33)

Then the control vector is determined by

1+ ~11
t ul

c= C |- R [HE +h]. GO

where

[R']'B 0 0
R, = 0 o | (37
0 0 [R™]'BY

3. The Feedback Nash Equilibrium Solution

The feedback Nash equilibrium solution is generated by
performing the following procedure: We derive the feedback
matrices, G, and g;, for i = 1,..., N, alternating with the Riccati
matrices, H; and h; for i=1,...,N, starting with the terminal
conditions for the Riccati matrices, according to the solutions
of the following set of linear matrix equations for i=1,...,N:

’ . N ,' " . . .
H =0+ K, H K +) G/R G/, H, =0, (38)
j=1
. . . ’ N ! .
h[l—l = Q:flxtlfl - Kz [Hir kr - hir] + ZGﬂ Rf; [u[/l - gﬂ]s
Jj=1
hy = 0%,

(39

’ N ’
DG, + B/ H,) B/G/ + B/ H/A4,=0.  (40)

J=1

G
Digl + B H'S Blg! +v! =0, @1
Jj=1
where D =R'+ B HIB' “2)
v, = Bf/[H,"s, —W1-R'u'". 43)

K, is defined by equation (19) and k, by equation (20). Us-
ing x,*=Xx(0), the state equations (17) and the feedback
rules (18), the optimal state paths and all players’ control
paths can be determined by forward iteration.

4. The Feedback Stackelberg Equilibrium Solution

The feedback Stackelberg equilibrium solution assumes the
following interaction: The leader (player 1) announces his
decision rule, u;,=¢,(x, ), whereas the followers (players
i=2,...,N) base their actions on the current state and on the
decision of the leader according to the reaction function
u;=¢i(x, 1, uy,) for i=2,.,N. The leader in turn considers
the reaction coefficients, Ou;/Ou,,(i=2,...,N), as rational
reactions of the followers i=2,...,N in the optimization proc-
ess. At the time of optimizing his performance, the leader
considers the reaction coefficients,

1
i 1
¥t

u

i=2,..,N, 44)
t
as rational reactions of the followers i=2,...,N. These reac-

tion coefficients, ‘l’f (i=2,..., N), are determined as the solu-
tions of the following set of N—1 linear matrix equations:

' ' N
B H!B/+D)¥,+B H/Y B/W/=0, i=2._.,N, (45

j=2
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where the H, denote the Riccati matrices of the feedback
Stackelberg game. The associated functional relationship in
recursive form is given by (38) and the matrix D! is given by
(42).
Given that the matrix
A =R'+B H'B, +IZ\:‘I’{'R,1“I’{ (46)
j=2

is invertible, for

t

N
B, = B +) ¥/B/ (47)
j
we can derive the Riccati matrices, H, and h; fori=1,...,N,
by backward iteration according to the Riccati equations
given by (38) and (39), augmented, however, with different

coefficient matrices. The feedback matrices are determined
by

J— p— N -_— .
G = —[A]'[B, H}A,+) D/W/], (48)
j=2
1 A 1y oo ST
g = -[A1'v +v,+Y.D/w]], (49)
G =W +¥G', i=2,..N, (50)
g, =w, +‘l’1g,, i=2,...,N, 51
where
D =¥ R“+E'H,'B;‘, i=2,...N, (52)
N ’ '
=3/ B/ H)s,~ B/ K -RVE").  (53)
j=2

The matrices W, and w! (for i=2,...,N) necessary for de-

termining the feedback matrices, G/ and g! fori=1,...,N, as
given by (48)—(51), are determined as solutions of the follow-
ing set of N-1 linear matrix equations:

’ N
D[[W, +¥iG!1+ B] H][4, +B/G, + Y B/[W +¥,G!]]=0,(54)

j=2

Di[w +¥ig!l+v +B! H’ B‘g}+ZBf[w +W¥ig'11=0.(55)

j=2
Using the Riccati matrices, H, and hf fori=1,..., N, for-
mally given by (38) and (39), and the feedback matrices, G'

and g, fori= N, (48)—(51), for all time periods, we can

compute the matrices K, and k, as formally given by (19) and
(20). Then, the approximate feedback Stackelberg equilib-
rium values of the states and the controls for the game for all
players (i=1,...,N) are determined by forward iteration ac-
cording to the functional relationships determined by (17) and

(18).

5. The Pareto-Optimal Solution
The solution of the cooperative Pareto-optimal game with
N players is given by solving a classical optimum control

problem: We derive the feedback matrices, G and g; for
i=1,...,N, and the Riccati matrices, H, and h,, according to
the solutions of the following set of linear matrix equations:

, , ' N
B/H,A, (R + B/ H.B/G! + B/ HY BIG/ =0.(56)

k#j
’ U N !
[R/+B/ H.B/1g/ +B/ HY Blg' +B/ H,s,
i 57
_Blj hl _r/j =0,

U N .’ .
=0, +K HK,+) G/ RG/
J=
N ’

h.,=q,. - K [Hk —h]1+) G/ [r/ —R/g/) h =q,,(59)

t t

» Hy =0, (58)

j=
N

where ‘o), (60)
i=1
%:Zfaﬁ, (61)
i=1
. N
R/ =% 'R, j=1..N, (62)
i=1
) N
rl=Y R, j=1,.,N. (63)

i=1

Using the Riccati matrices, H, and h, for i=1,..., N, and the
feedback matrices, G, and g; for i=1,..., N, for all time peri-
ods, the state equations (17), starting with x,* = x(0) and
augmented with K, and k, as defined by (19) and (20), and the
feedback rules (18), the optimal state and control paths of all
players (i=1,...,N) can be determined by forward iteration.

Having stored all (five times N rows of) control variables,
u;* for i=1,...,N and for all time periods = 1,...,T, resulting
from the derivation of the equilibrium solutions of the affine-
quadratic open-loop and feedback Nash and Stackelberg
game and from solving the cooperative Pareto game, we com-
pute the associated (five rows of) state vectors, x;* for all time
periods #=1,...,T, according to the nonlinear system dynamics

).

C. Compute new tentative values for state and control vari-
ables.

The “new” tentative state and control paths for the next it-
eration are determined from the optimized state and control
variables from the current iteration (see B), i.e.

X =x, t=1.,T, (64)
i=1.,N, t=1.,T, (65)
which will (hopefully) converge towards the “optimized solu-
tion” returned by the OPTGAME algorithm. Using the
Gauss-Seidel or the Newton-Raphson algorithm, the given
exogenous non-controlled variables z,, the lagged tentative
state variables X, , the tentative policy paths u, (i=1,...,N,

— ®
u u,,

it =

t=1,...,T), and the system equation f (provided in a separate
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input file), the tentative state path X, is calculated according
to (9).

Step 4. Compute the welfare loss determined by equation (1)
and (7), evaluated along the five types of optimal control and
state paths.

Step 5. Output the results in graphical form and list the opti-
mal states, controls and associated losses.

V. CoNcLUDING REMARKS

In this paper, we have described an algorithm which has
been developed to deal with dynamic game problems for
economic policy questions, though it is not limited to eco-
nomics. The OPTGAME algorithm approximates the solu-
tions of multi-player difference games assuming a quadratic
structure for the objective functions and using a numerical
linearization procedure. This numerical tool was already used
for problems of international policies, where several decision
makers (governments and central banks) from different coun-
tries were involved. Applications to dynamic oligopoly and
other forms of imperfect competition in microeconomics, to
national or international policy coordination problems can
easily be implemented. Applications from other fields of

research include international technology transfer, pollution
control, and international drug control, to mention only a few.
Some promising and challenging extensions of the algorithm,
which are topics for further research, include stochastic sys-
tems, rational expectations, and the possibility of coalition
formation.
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Rapid Development of Web Applications with Web
Components

Dzenan Ridjanovic
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Abstract-This paper provides a brief overview of Domain Model
RAD, a web framework, which is used for developing dynamic
web applications with a minimum amount of programming.
Domain Model RAD uses Domain Model Lite to represent a
domain model of a web application. Domain Model Lite is a
framework that facilitates the definition and the use of domain
models in Java. Domain Model RAD uses Wicket for web
application pages and page sections. Wicket is a web framework
that provides basic web components, to construct, in an object
oriented way, more advanced web components. Domain Model
RAD interprets the application model and creates default web
pages from its web components that are based on the domain
model.

1. INTRODUCTION

There are many Open Source Java web frameworks [1]. The
most popular is Struts [2] from the Apache Jakarta Project.
Struts relies more on external configuration files and less on
Java code to speed up web application development. It is an
action based framework. As a consequence, the control part of
Struts is rather elaborate for developers and is not suitable for
rapid development of web applications.

There is a new web component based framework called
Wicket [3]. A web component, such as a web page or a page
section, is in the center of preoccupation of Wicket
developers. The control part of Wicket is largely hidden from
the developers.

A web application, as any other software has two major

parts: a domain model and views. Although, a Wicket
component requires a model for the component data, the
actual model is outside of the Wicket realm.

I have developed a domain model framework, called Domain
Model Lite or dmLite [4, 5, 6], to provide an easy support for
small domain models, which are usually used in rapid web
development. Its name reflects the framework objective to
provide an easy to learn and easy to use framework. In
addition, I have developed a web component framework,
called Domain Model RAD or dmRad, to produce rapidly a
web application based on the given domain model. Domain
Model RAD creates more advanced web components from
basic components provided by Wicket. Both frameworks are
developed in Java.

99

II. DOMAIN MODEL LITE

A domain model is a model of specific domain classes that
describe the core data and their behavior. The heart of any
software is a domain model. When a model is well designed
and when it can be easily represented and managed in an
object oriented language, a developer can then focus more
rapidly on views of the software, since they are what users
care about the most.

There is a class of small projects where there is no need to
elaborate on different design representations, such as sequence
and collaboration diagrams in UML [7]. In a small application,
a domain model is the core part of the application software.
Domain Model Lite has been designed to help developers of
small projects in representing and using application domain
models in a restricted way. The restrictions minimize the
number of decisions that a domain model designer must make.
This makes Domain Model Lite easy to learn.

A domain model must be configured in an XML
configuration file. This configuration reflects Java classes of
the model. However, it provides more information about the
domain model default behavior used heavily in Domain Model
RAD. The model XML configuration is loaded up-front and
converted into meta entities. Those meta entities are consulted
by Domain Model Lite and Domain Model RAD quite often.

In most cases, domain model data must be saved in an
external memory. If a database system is used for that
purpose, the software requires at least several complex
installation steps. Since Domain Model Lite uses XML files to
save domain model data, there is no need for any special
installation. In addition, Domain Model Lite allows the use of
a db4o object database [8]. The upgrade of an application from
XML data files to a database does not require a single line of
programming code to be changed. It is enough to change a
domain model configuration and an application configuration,
both in XML, and, of course, create an empty database. The
migration of XML data to database objects, and vice versa, is
also provided.

A domain model is a representation of user concepts, concept
properties and relationships between concepts. The easiest
way to present a domain model is through a graphical
representation [9]. The Fig. 1. displays a domain model of
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slide show presentations, called Public Point Presentation.

Presentation |

_|comment

RIDJANOVIC

Mernber
oid|oid
id_|code
lastiName
firsthName
0.N email
slides receiveEmail
slide | role
id presentation [Slide | 8.
11 oidloid | startDate
" lid |number password
litle e
suhTitle
0.N
points purpose
id slide [
1::1 1

Fig. 1. Graphical representation of a domain model of the Public Point Presentation web application.

A domain model is represented in Domain Model Lite as
the DomainModel Java class that implements the
IDomainModel interface.

public interface IDomainModel
{
public void setInitialized(
boolean initialized);
public boolean isInitialized();
public void setModelConfig(
ModelConfig modelConfig) ;
public ModelConfig getModelConfig();
public IEntities getEntry(
String entryCode);
public List<IEntities> getEntries();
public boolean isSession();
public Session getSession();
public ModelMeta getModelMeta () ;
public void notifyObservers (Object arg);

A domain model concept is described by its properties and
neighbors. The oid property is mandatory. It is used as an
artificial identifier and is managed by Domain Model Lite.
In addition, a concept may have at most one user oriented
identifier (id) that consists of the concept properties and/or
neighbors.

The model from Fig. 1. has four concepts. The Member
concept is used for the application login. The Presentation
concept has several properties and one neighbor, the Slide
concept. A relationship between two concepts is represented
by two neighbor directions, displayed together as a line. A

neighbor direction is a concept neighbor property, with a
name and a range of cardinalities. For example, a
presentation may have from 0 to N slides. A slide belongs to
exactly one presentation.

A concept is represented in Domain Model Lite as two
Java classes, one for Entity and the other for Entities
(or OrderedEntities if an order of entities is
important). The Entity class implements the IEntity
interface, and the Entities class implements the
IEntities interface.

A domain model has a few concepts that are entry points.
The access to concept entities is provided only through the
entry points. In the PPP domain model from Fig. 1., the
entry points are the Presentation and Member concepts. A
certain point of a certain slide can only be accessed through
the slide’s presentation, then through the slide itself.

public interface IEntity extends Serializable

{
public
public
public
public
public
public

IDomainModel getDomainModel () ;
ConceptConfig getConceptConfig();
void set0id(0id oid);
0id get0Oid() ;
void setCode (String code) ;
String getCode();
public Id getId();
public void setProperty (

String propertyCode, Object property);
public Object getProperty(

String propertyCode) ;
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public void setNeighborEntity(
String neighborCode,
IEntity neighborEntity);
public IEntity getNeighborEntity (
String neighborCode) ;
public void setNeighborEntities(
String neighborCode,
IEntities neighborEntities);
public IEntities getNeighborEntities(
String neighborCode) ;
public boolean update (IEntity entity)
throws ActionException;
public IEntity copy();
public boolean equalContent (
IEntity entity);
public boolean equalOids (IEntity entity);
public boolean equallds (IEntity entity);

public interface IEntities extends
Serializable
{
public IDomainModel getDomainModel () ;
public ConceptConfig getConceptConfig();
public Collection<IEntity> getCollection();
public IEntities getEntities(
SelectionCriteria selectionCriteria)
throws SelectionException;
public IEntities getSourceEntities();
public void setPropagateToSource (
boolean propagate);
public boolean isPropagateToSource();
public IEntities union(IEntities entities)
throws SelectionException;
public IEntities intersection(
IEntities entities)
throws SelectionException;
public boolean isSubsetOf (
IEntities entities)
throws SelectionException;
public boolean add(IEntity entity)
throws ActionException;
public boolean remove (IEntity entity)
throws ActionException;
public boolean update (
IEntity entity, IEntity updateEntity)
throws ActionException;
public boolean contain (IEntity entity);
public boolean containCode (String code) ;
public IEntity retrieveByOid(0id oid);
public IEntity retrieveByCode (String code);
public IEntity retrieveByProperty (
String propertyCode,
Object paramObject);
public IEntity retrieveByNeighbor (
String neighborCode,
Object paramObject);
public Iterator<IEntity> iterator();
public int size();
public boolean isEmpty();
public Errors getErrors();

III. DOMAIN MODEL RAD

A. Web Components

Domain Model Lite has a companion rapid web
application development framework, called Domain Model
RAD, which can be used to make a default Wicket
application out of a domain model. Domain Model RAD

uses the domain model configuration to find the model entry
points and to provide a web page for each entry point, either
for the display or for the update of data. An entry point is a
collection of entities and it is presented in a web page as a
table, a list, or a slide show of entities. This choice and other
view presentation properties are defined in the XML
configuration of the domain model. The traversal of the
domain model is done by navigating from an entry entity to
neighbor entities following the parent-child neighbor
directions.

A default application may help developers validate and
consequently refine the domain model. In addition, Domain
Model RAD has a collection of web components that may
be easily reused in specific web applications to display or
update entities. For example, the component called
EntityDisplayTablePanel in Fig. 2. is used to
display entities as a table with a link to update the selected
entity and a link to display child entities of the selected
entity.

Presentations

| Introduction ‘ DisplayJ Displav_SIitles]

Web Page Links
Page Decompusition‘ Disptay]

<<t > >>§

Disptay] Display VS“llESJ

Display Slieles]

Fig. 2. Page table section with presentation titles and links to slides.

The following is a list of the most important web
components that belong to Domain Model RAD.

LoginPanel

NewMemberConfirmPanel
CountryLanguageDropDownChoicePanel
EntryUpdateTablePanel
EntityAddFormPanel
EntityConfirmRemovePanel
EntityEditFormPanel
EntryDisplayTablePanel
EntityDisplayTablePanel
EntityDisplayListPanel
EntityDisplaySlidePanel
EntityDisplayPanel
EntityDisplayMinPanel
EntityPropertyKeywordSelectPanel
EntityLookupTablePanel
EntitySlideNavigatePanel
EntityPropertyDisplayListPanel
ParentChildPropertyDisplayListPanel

The LoginPanel component is used by a member to
sign in. The NewMemberConfirmePanel component
allows a new member to register. The registration is valid
only if the new member confirms the registration based on
the information in a confirmation email sent by the web
application. The CountryLanguageChoicePanel
component enables the support for international application
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versions. The EntryUpdateTablePanel component
shows the entry concepts in a table, for the purpose of
updates. Web components with the Add, Edit and
ConfirmRemove actions in their names are used to
update entities. The EntryDisplayTablePanel
component shows the entry concepts in a table, for the
purpose of displays. Web components with Display in
their names serve to present entities in different ways. The
EntityPropertyKeywordSelectPanel component
provides a keyword search on a single property. The
EntityLookupTablePanel component enables a
selection of single entity in a table of parent entities. The
EntitySlideNavigatePanel component provides the
first, previous, next and last actions on entities. The
EntityPropertyDisplayListPanel component
displays single property values in a list. The
ParentChildPropertyDisplayListPanel
component displays a list of parent-children sublists, with a
parent property and a child property in a sublist.

B. Public Point Presentation

Public Point Presentation (PPP) is a web application
developed in three spirals: ppp00 [10], pppOl1 and ppp02
[11]. Each spiral is a separate web application. The ppp00
spiral has been created with almost no programming [12],
while the ppp02 spiral has only a few specific classes.

The ppp00 spiral has three packages:
org.ppp.model.xml, org.ppp.view and
org.ppp.view.home. The first package provides the
domain model context, the second package determines the
web application, while the third package describes the
application home page. The real programming is done only
in the last package that has two classes: HomePage and
HomePageMenuPanel.

The HomePage class has two web components, one
specific — HomePageMenuPanel, and another generic —
EntityDisplayTablePanel.

public class HomePage extends WebPage
{
public HomePage () {
add (new
HomePageMenuPanel (“homePageMenuPanel”,
this)) ;
App app = (App) getApplication();
Presentations presentations =
(Presentations)
app.getEntry (“Presentations”);
Presentations orderedPresentations =
(Presentations)
presentations.getOrderByCode () ;
ModelContext pppDisplayModelContext =
new ModelContext () ;
pppDisplayModelContext.setDomainModel (
app.getDomainModel ()) ;
pppDisplayModelContext.setEntities (
orderedPresentations);
ViewContext pppDisplayViewContext =

new ViewContext () ;
pppDisplayViewContext.setApp (app) ;
pppDisplayViewContext.setWicketId (
“pppDisplayPanel”) ;
pppDisplayViewContext.setContextPage (
this) ;
pppDisplayViewContext.setPage (this) ;
add (new EntityDisplayTablePanel (
pppDisplayModelContext,
pppDisplayViewContext)) ;
}

The generic web component requires two parameters, one
for the model context and another for the view context. The
model context has access to the domain model and to the
entities used to support the component view. The view
context has access to the application, to the view context
page and to the view page. The Wicket id is used to link the
web component with the HTML div tag in the
HomePage.html file that resides in the same package as
its corresponding HomePage . java file.

<div wicket:id=“pppDisplayPanel”>
To be replaced dynamically by a
table of presentations.

</div>

The ppp02 spiral has one additional package,
org.ppp.view.component.slide.display, to
create a  specialized version of the generic
EntityDisplaySlidePanel web component. This
new version displays a slide in a way more appropriate for a
slide show presentation.

In this spiral, the home page uses three new generic web
components:

LoginPanel,
EntityPropertyDisplayListPanel,
ParentChildPropertyDisplayListPanel.

The LoginPanel component, in Fig. 3., allows a

member to sign in, in order to create or update a
presentation.

Fig. 3. Page login form section

EntityPropertyDisplayListPanel, in Fig. 4.,
shows email addresses of those members that have accepted
to receive email messages (here only one member).
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Member E-mail

dzenan.ridjanovicafsa.ulaval.ca
Fig. 4. Page email list section

ParentChildPropertyDisplayListPanel, in
Fig. 5., lists only one presentation title with its slide titles. In
general, this component displays a list of list sections. Each
list section shows one presentation title together with its
slide titles.

Presentations with Slide Titles

Introduction

Objective
Framework
Dynamic Web Applications

Configuration

Fig. 5. Page list section with presentation title and slide titles

After a successful login, a member may use the PPP
Administration menu to create a new presentation or update
an existing one. This part of application is completely
handled by Domain Model RAD. It starts with the generic
EntityUpdateTablePage web component. The
component shows a table of presentation titles with links to
add, edit and remove a presentation. The link to update
slides of the selected presentation is also provided.

IV. CONCLUSION

I have developed a web component framework, called
Domain Model RAD, which makes it possible to produce
quickly a web application based on the given domain model
expressed in Domain Model Lite. Domain Model RAD uses
Wicket for advanced web components that are based on
Wicket’s base components. Advanced web components are
tightly integrated with Domain Model Lite and its meta
entities that represent the configuration of a domain model.
The configuration has both model and view properties. Even
if view properties are not indicated, Domain Model RAD
uses default values, so that a domain model may become a
default web application without specific view configurations
and without view programming. However, for customizing
a web application, Domain Model RAD provides generic
web components that can be easily specialized. In this way,
a designer can focus on how to divide a page into sections,
where each section is supported by a generic or a specific
web component.

There are several web applications [4, 5] developed by
using both generic and specific web components. The
source code for the frameworks [4] and the web applications
[4, 5] is in the public domain.
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Mesh-adaptive methods for viscous flow problem
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In this paper, new functional type a posteriori error estimates
for the viscous flow problem with rotating term are presented.
The estimates give guaranteed upper bounds of the energy norm
of the error and provide reliable error indication. We describe
the implementation of the adaptive finite element methods
(AFEM) in the framework of the functional type estimates
proposed. Computational properties of the estimates are
investigated on series of numerical examples.

INTRODUCTION

To obtain good numerical solution of a problem in
Computational Fluid Dynamics on regular meshes is almost
impossible. Complicated behavior of fluids (such as
turbulence) requires specially adapted meshes in the
respective regions. Typically such meshes are constructed
with help of a posteriori error estimation or a posteriori error
indicator.

Two main aims of a posteriori error estimation are:

a) to provide a guaranteed upper bound of the error (a quality
used for this purpose is usually called “error estimator”)

b) to present an adequate indicator that shows the distribution
of local errors (such a quantity is usually called “error
indicator”)

Ability to provide a guaranteed upper bound of the error is
what differs error estimator from error indicator.

For finite element approximations, a posteriori error
indicators started receiving attention in the late 70™ (see
[51,[6]). First investigations in the area were focused on linear
elliptic problems. Later, a lot of work have been done for
some other linear and nonlinear problems. We refer to the
monographs [1], [7], [14], [16] for surveys in the area.

Modern outlook on the mesh adaptive numerical methods
can be expressed by the logical sequence (see, e.g. [8])

SOLVE = INDICATE = MARK = REFINE
A posteriori error estimators (indicators) are required to
perform the second step in the previous sequence.

In this paper, we present and numerically investigate a
posteriori error estimator for a basic stationary model of
viscous fluid with the rotating term.

—VAu+oxu=f-Vp in Q
divu=0 in Q @)
u=1u, on 0Q
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Here v >0 is the viscosity parameter, f € L,(Q,R")is a
given vector-valued function, pis the pressure function and

ugeH l(Q,R”) defines the Dirichlet boundary conditions
on Q. It is assumed that divuy =0 in Q

Such equations are physically motivated by the
geophysical flow problem. It models the movement of the
atmosphere or the oceans at mid-latitude. Those equations
have been studied by a number of authors (see [2], [3], [4],
[10], [11]).

To the best of our knowledge, a posteriori error
estimators for a system with Coriolis term have not been
investigated seriously yet. Certainly, we consider one of the
simplest stationary models that does not take into account
nonlinear effects. However, we believe that the present work
is natural and necessary step in a posteriori error control for
more complicated system in the theory of fluids.

A POSTERIORI ERROR ESTIMATES

Consider v to be some approximate solution of the
problem obtained by any numerical method. We consider vto
be some finite element approximation, but generally
speaking, it can be obtained by e.g. finite difference method
or some other method. The difference between vand the
exact solution can be estimated as follows:

VHV(M—V)H < HVV\)—TH+CQH divz'—mxv+f—VqH+
1

LBB
Here and later on we call the right-hand side of (2) the
functional type error majorant. This estimator is valid for
arbitrary tensor-function

re{Ly(Q,M" ") divr € Ly(Q,R") }

2)

+ Qv+|@|Cq )Hdiv vH (

(here, by M™" we denote the space of real symmetric
nxn matrices) and scalar-function ¢ € L, (Q) (N H 1(Q). The
constant Cq comes from Friedrichs-Poincare inequality,
Cippis the constant that appears in Ladyzhenskaya-
Babuska-Brezzi inequality (inf-sup inequality).

If the rotation parameter @ is equal to zero, then the error
majorant (2) coincides with the functional majorant for the
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Stokes problem, derived in [15] and numerically investigated
in [12] and [13].

For the divergence-free approximations, that exactly
satisfy the conditiondiv v =0, he error estimate has a simpler
form:

vHV(u - V)H < HVVV - rH + CQH divi—@axv+ f— VqH 3)

In (3) and (4) the functions 7z and ¢ are “‘arbitrary” and,

therefore, in our disposal. There exist several possible ways
of choosing them.

From the computational viewpoint, the cheapest way is to
define 7 as a certain averaging of the tensor function Wy, ,

where vj, is a velocity constructed with help of FEM on a

mesh of the character size “h”. The error majorant will
provide a guaranteed upper bound, which, of course, can be
rather overestimated. To improve it, we can use gradient
averaging from the finer mesh (e.g., next adaptation step).

However, sharp upper bound can be achieved if the
majorant is minimized with respect to 7 andg . In this case,
we minimize (3) over some finite dimensional space. By the
squaring of the (3) and implementing the Young’s inequality,
we rewrite it in the following form:

V-’ <+ a)wv-o +

4)

+(1+D)C3| dive—ax v+ £ -V’
a

Now, minimization of the right-hand side of (4) is a
problem of minimization of quadratic functional, that is
reduced to a system of linear simultaneous equations.

Note, that it is not necessary to find the exact minimizer of
this system. Starting from the initial approach of gradient
averaging Wy, we can use some iterative numerical
procedure. On the each iteration step, the value of the
emajorant give an upper bound, and, therefore solves the
problem (a).

A function 7 obtained at the end of minimization process

2
yield an error indicator Hvvar*H that is used to solve

problem (b). It is worth nothing, that if " is close to Wu
then the second term of the error majorant (4) is small, while
the first one perfectly represents the error.

MESH ADAPTATION STRATEGIES

Certainly, the best possible adaptive algorithm can be
constructed on the basis of the true error distribution obtained
by comparing the true and approximate solutions. Denote by

E; the normalized local contribution of the error on the

element, by M; the normalized local contribution of error
indicator. To compare them not only qualitatively but also
quantitatively we introduce a special coefficient
_IM, - E||

N

)

Pshape = 1

Which is equal to one only in the ideal case when the
normalize error indicator coincides with the normalized true
error, what means that may they differ by factor only.

If we use two color marking, then with help of a marking
strategy we assert “one” or “zero” to each element, i.e. we
construct an element-wise Boolean function.

R(M;)=1{0,1}

“Zero” value of such a function means that the element
will not be refined and value ‘‘one” means that the element
should be subject to further subdivision.

In our numerical test we use two refinement strategies:

The first strategy follows the “maximum principle”:
within its framework we mark the element to be refined if

RmaX(M‘) _ {1 if M, > Qmax y rmax
1

>

0, otherwise

where M ™ is the maximum local contribution over all

elements in the triangulation. Typically, #™* =1/2 what
means that element is refined, if the error is bigger then one
half of the maximum error (see, e.g., [16]).

The second strategy is the so-called “bulk criterion”. Here,
the elements are ranked by the values of the local errors. For
the refinement, we take those, that contain maximum errors

and jointly give some certain part ghulk

[9]). In other words
Rb"lk(M»): L, if XM; > pbulk M,
! 0, otherwise

of the total error (see

(6)
In our tests we follow the principle ok = 0.6

Let us define p.; which shows the per cent of the

elements, marked in the same way as in the etalon marking,
ie.
sIR. _R_etalun
1 1

pep=1- ], )

where N is a number of elements in triangulation.
If pgyis close to 1, then the error indicator produces

almost optimal mesh adaptation.

NUMERICAL EXAMPLES

Consider the flow in a container depicted on the figurel.
The container is rotated around the vertical axis i, with the

angular velocity @ . Taking into account axial symmetry of
the problem, we use cylindrical coordinate system. The
income and outcome boundary conditions define as follows:

u,. =0

ug=ar

(Rmf,frz)/R,O; on input
27 2_2 3

(Rbottam_r )/Rbattum on  output
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In this case, exact solution is not known, as a “true error”
we understand the difference between an approximate
solution and the solution, obtained on the very fine mesh.

We conducted a series of numerical tests. We select an
initial mesh and solve the problem by the finite element
method using quadratic approximations for the velocity and
linear ones for the pressure. Further, we project the
approximate solution obtained to the space of divergence-free
functions. Then we implement a posteriori error control.
Namely, we find the tensor-valued functions 7 and scalar
function ¢ (we use quadratic approximations for them) by

minimization of the right-hand side of (4). We calculate
guaranteed error bound and evaluate an error indicator. Then
with help of some adaptation criterion we mark the zones
with excessively high errors and refine the corresponding
elements.

In the table 1 we collect the results of several iteration
steps. The parameters are Ry, = Rpgsiom =0.6, @ =1.

fM . .
Ly = E denotes ration between error majorant and true

error, this quantity is greater then one by definition and shows

and pé’}lk

refers to two different refinement strategies described above.
The actual refinement is done following the “bulk” strategy.

the quality of the error estimate. Quantities p;%?x

CONCLUSION

We observe, that in all the cases on the each iteration step,
the error majorant provide realistic error indication and
efficient upper bound of the true error.

It is important to emphasize, that mesh adaptation, based
on the functional type error majorant is very close to those,
which would be obtained on the basis of the exact knowledge
of the error distribution.

REFERENCES

[1] M. Ainsworth, J. T. Oden, “A posteriori error estimation in finite
element analysis”, Wiley, New York, 2000.

[2] A. Babin, A. Mahalov, and B. Nicolaenko, “Global splitting,
integrability and regularity of 3D Euler and Navier-Stokes equations for
uniformly rotating fluids”, European Journal of Mechanics, 15, (1996),
pp. 291-300.

[3] A. Babin, A. Mahalov, and B. Nicolaenko, “Resonances and regularity
for Boussinesq equations”, Russian Journal of Mathematical Physics, 4,
(1996), pp. 417-428.

[4] A. Babin, A. Mahalov, and B. Nicolaenko, “Global regularity of 3D
rotating Navier-Stokes equations for resonant domains”, Indiana
University Mathematics Journal, 48, (1999), pp. 1133-1176.

[5] I Babuska, W.C. Rheinboldt, “A-posteriori error estimates for the finite
element mthod” Int. J. Numer. Methods Eng., Vol. 12. 1978 pp.1597-
1615

[6]

[7
[8]

[9]

[10]

[11]

[2

[13]

[14]

[15]

[16]

107

I. Babuska, W.C. Rheinboldt, “Error estimates for adaptive finite
element computations”. SIAM J.Numer. Anal., 1978 V. 15. pp. 736-
754

1. Babuska, T. Strouboulis, “The finite element method and its
Reliability”, Clarendon Press, New York, 2001.

C. Carstensen, R. Hoppe, “Error reduction and cinvergence for an
adaptive mixed finite element method”. Math. of Comput, 75(255),
2006, pp. 1033-1042

W. Doerfler, “A convergent adaptive algorithm for Poisson’s equation”.
SIAM J. Numer. Anal., vol. 33 (3), 1996, pp. 1106-1124

P. Embid and A. Majda, Averaging over fast gravity waves for
geophysical ows with arbitrary potential vorticity, Communications in
Partial Diferential Equations, 21 (1996), pp. 619-658.

1. Gallagher, L. Saint-Raymond, “Weak convergence results for
inhomogeneous rotating fluid equation”.
http://www.math.jussieu.fr/~gallagher/articles/debut.pdf

E. Gorshkova, S. Repin, “On the functional type a posteriori error
estimates of the Stokes problem”, Proceedings of the 4™ European
Congress in Applied Sciences and Engineering ECCOMAS 2004 (eds.
P.Neittaanmaki, T. Rossi, S. Korotov, E. Onate, J. Periaux, and D.
Knorzer), CD-ROM.

E. Gorshkova, P. Neittaanmaki, S. Repin “Comparative study of the a
posteriori error estimators for the Stokes Problem”, in the proceedings
of the The Sixth European Conference on Numerical Mathematics and
Advanced Applications (ENUMATH 2005), Santiago de Compostela,
Spain, pp. 254--259,Springer Berlin, Heidelberg, New York, 2006.

P. Neittaanmaki, S. Repin, “Reliable methods for computer simulation.
Error control and a posteriori estimates”. ELSEVIER, New York,
London, 2004.

S.I Repin, “A posteriori estimates for the Stokes problem”. J. Math.
Sciences, vol. 109 (5), 2002, pp.1950--1964

R. Verfurth, “A review of a posteriori error estimation and adaptive
mesh-refinement techniques”, Wiley; Teubner, New York, 1996.

Table 1 Numerical results.

Iteration N
E M Iejf nga'x p(l;;(lk
1 312 0.0087 0.0129 1.22 0.96 0.94
2 472 0.0066 0.0086 1.14 0.96 0.90
3 643 0.0059 0.0081 1.17 0.93 0.90
4 692 0.0051 0.0061 1.09 0.94 0.89
5 786 0.0033 0.0050 1.23 0.95 0.93

Figure 1. Computational domain.
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Abstract-A  data model specifies the building blocks of
databases, the rules how to assemble these blocks and operations
that can be performed based on the built-up structures. We
have to create increasingly complex applications. Properties of
the underlying data model of a Database System (DBMS)
determine how easy is to create an application that uses a
database. There are many different data models. We have to
choose a DBMS, the underlying data model of which best fulfils
the needs of an application. Existing comparisons of data models
are mostly based on the experiences of using one or another
DBMS. This paper explains how to perform non-empirical
comparison of data models by using the metamodels, which
describe abstract syntax of these data models. We also present
some results of the comparison of the underlying data model of
SQL:2003 and the data model that is proposed in The Third
Manifesto.

1. INTRODUCTION

The concept “data model” has two different meanings:
Meaning 1: “An abstract, self-contained, logical
definition of the data structures, data operators, and so
forth, that together make up the abstract machine with
which users interact.” [1]

Meaning 2: “A model of persistent data of some particular

enterprise.” [1]

In this work, we use the concept “data model” in the sense

of meaning 1.

Examples of data models are hierarchical, network,
relational, object-relational, TransRelational and object-
oriented. Some of them are general names because there are
different proposals about the exact nature of these models.
Examples of proposals about object-relational data model are
[21, [3], [4], [5]- In addition, SQL:2003 [6] follows object-
relational paradigm [7] and its underlying data model is also
one interpretation of object-relational data model.

Applications that use databases become increasingly
complex and they demand more and more from the DBMSs.
A very important selection criterion of a DBMS is its
underlying data model. How should we compare data
models? The work [8] is an example of thorough and
methodical comparison of two data models. It presents
similarities and differences of relational and network data
model in the form of discussion and examples. The authors
even had to work out definitions of concepts of the network
data model based on CODASYL DBTG language proposals in
order to do it properly. Additional examples are the
comparison of the prescriptions, proscriptions and suggestions
of The Third Manifesto with SQL and with ODMG proposal
of object model and associated database language [4].
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However, many comparisons or judgments of the data
models that are presented in the literature are based on the
experiences and the intuitive understandings of the researchers
and developers. One reason of the prevalence of informal
descriptions and empirical observations is that there is often
no precise specification of a particular data model. Instead,
there is a set of research papers and textbooks that reflect their
authors understanding of the model and a set of DBMSs that
implement the model with their own limitations and
extensions. Inadequacies and shortcomings of the DBMSs as
well as lack of understanding what are the parts of a data
model can cause unfair criticism of a data model. For
example, research [9] shows that some of the criticism
towards relational data model is caused by the exactly these
reasons. A more precise method for evaluating data models is
needed.

Metamodeling is well-known activity in software
engineering. Metamodel “makes statements about what can
be expressed in the valid models of a certain modeling
language.” [10] Data model is also kind of abstract language.

The goal of this paper is to present a non-empirical
metamodel-based method for comparing data models. We
also present some results of comparison of the underlying data
model of SQL:2003 standard (“ORsqr”) [6] and the data
model (“ORrry”) that is described in The Third Manifesto [5].

According to The Third Manifesto, all the good features
that are expected from object-relational data model can
actually be implemented within the framework of the
relational model. In particular, the support to complex data
types is already present in the relational model in the form of
domains [1].

The rest of the paper is organized as follows. Section 2
gives an overview of important concepts and presents a
possible improvement of CIM Database Model. Section 3
discusses different comparison methods of data models and
proposes a new method. Section 4 presents some results of
the metamodel-based comparison of two data models (ORgsqr
and ORrry). Finally, we draw some conclusions.

Participation in the conference was supported by the
Doctoral School in ICT of Measure 1.1 of the Estonian NDP.

II. IMPORTANT CONCEPTS OF DATA MODELS

CIM (Common Information Model) Database Model [11] is
a conceptual model that describes common database
management concepts. However, it models data model only
as an experimental property DataModelType of class
CommonDatabase.
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Figure 1. Domain model of data models (desired state of affairs).

We think that it is necessary to model this concept more
precisely and present the domain model (see Fig. 1). The
classes with grey background are already present in CIM
Database Model. The new classes are with white background.

A programming language is a formal language designed
specifically for machine processing [12]. A data model is a
kind of an abstract programming language [1] that specifies
the data structures and operators, which are its structural and
behavioural components, respectively (see Fig. 1). In
addition, a data model specifies “a collection of general
integrity rules, which implicitly or explicitly define the set of
consistent database states or changes of state or both” [13].

A specification of a formal language, like modeling or
programming language, must contain specifications of abstract
syntax, semantics and concrete- and serialization syntaxes
[12]. A Database System (DBMS) is a software system used
for managing databases. A user can interact with it by using a
database programming language that is designed according to
some data model. The data model is the basis for the abstract
syntax of this language. A database programming language
has two sublanguages — a Data Definition Language (DDL)
and a Data Manipulation Language. Statements of a DDL are
used in order to create data types, structures, operators and
integrity rules. Statements of a DML are used in order to
perform operations with data.

A database can be divided into conceptual, external and
internal levels according to ANSI/SPARC architecture [1].
Ideally, a data model specifies elements that belong to the
logical levels - conceptual and external level (and not
elements at the internal level). In addition, a DBMS should
provide a Storage Structure Definition Language (SSDL) for
managing storage structures at the internal level [4]. In
practice, there is often no separate SSDL. Instead, it is
possible to specify elements of the internal level (indexes,

tablespaces, clusters, segments, files etc.) and other properties
of data storage by using DDL statements.

Database programming languages provide also features that
are independent of a data model. The existence of these
orthogonal features does not depend on the underlying data
model of a database language and they could be present in
many languages that have different underlying models.
Examples of these orthogonal features are the support to the
nested transactions [4] or security mechanisms (for example, a
possibility to specify roles, users and their privileges). A data
model can have more than one corresponding database
programming languages. Different languages could provide
support to different orthogonal features. For example, The
Third Manifesto that is a proposal for future database systems
uses the language name “D” in order to refer to any language
that follows its principles. The manifest book also presents
Tutorial D language that is “a computationally complete
programming language with fully integrated database
functionality” [4]. Nevertheless, the authors acknowledge that
their proposed language is a “toy” language that must support
learning. Industrial-strength languages would need additional
features.

If we want to compare data models and reason about them,
then we must have their specifications at our disposal. The
relational model is an example of the data model that was
formally specified before the appearance of systems that
implemented it [13]. Sometimes a data model is formally
specified only after its implementations (DBMSs) have been
created. This is for example true in case of hierarchic and
network data models [13].

Nowadays object-relational data models are of major
interest. SQL:1999 and SQL:2003 standards specify the
object-relational database programming language. However,
these specifications do not contain a clear and compact
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description of an object-relational data model. The Third
Manifesto on the other hand specifies the data model and the
database programming language (Tutorial D) that is created
based on this model.

An abstract syntax of a language describes its elements and
rules about their interconnections [12]. It is possible to use
context-free grammars or metamodels in order to describe the
abstract syntax [12]. For example, context-free grammars are
used in order to present the syntax of SQL and Tutorial D. The
syntax is expressed by using a form of Backus-Naur Form
(BNF) notation. Reference [14] writes: “Understanding
semantics of SQL (not even of SQL-92), covering all
combinations of nested (and correlated) subqueries, null
values, triggers, ADT functions, etc. is a nightmare.” We
need better ways how to present the data model to the
interested readers.

People can benefit from a visual presentation of a concrete
syntax of a programming language [15]. Is it possible to
specify an abstract syntax of a language by using visual
means? Specification of the Unified Modeling Language
(UML) [16] is an example of using a metamodeling approach
in order to define an abstract syntax of a language. If we use
UML in order to create a metamodel, then “a metamodel
characterizes language elements as classes, and relationships
between them using attributes and associations.” [12] Other
examples of using metamodeling approach are the metamodel-
based comparison of workflow management systems [17],
ontologies [18] and description of Object Constraint Language
(OCL) [19]. Reference [20] presents the metamodel of the
object-oriented DBMS. Reference [7] presents the ontology
of SQL:2003 Object-Relational Features by using UML class
diagrams and well-formedness rules written in OCL.

What are the advantages of creation of metamodel of a data
model? Metamodel of a data model visualizes underlying
concepts of a data model and their interconnections. It is
possible to get overview about the data model with the help of
much more compact document compared to purely textual
specification. For example, a foundation part of SQL:2003
standard [6] is 1332 pages long.

A metamodel can be used for the teaching purposes, in
order to give visual overview of the concepts of a data model
and its overall complexity.

It is possible to compare data models based on their
metamodels. Creation of a metamodel requires thorough study
of a data model and therefore can contribute to finding
inconsistencies and other problems in the existing
specifications and in the data model themselves.

A metamodel is a basis for creating a database catalog and
metadata management systems that manage metadata about
the various data sources.

The metamodels of data models help to work out the
language for interchanging the management information
between management systems and applications. CIM [11]is a
step towards this direction. CIM v. 2.13 specifies some SQL
Schema elements, but this specification is not complete. The

metamodels of different data models are potentially important
source that helps to extend CIM.

1II. COMPARISON METHODS OF THE DATA MODELS

Reference [21] introduces and classifies the methods for
evaluating existing information modeling methods. The ideas
behind these comparison methods can be used in order to
compare different data models. A comparison method is
either empirical or non-empirical. Examples of empirical
methods are surveys, laboratory and field experiments, case
studies and action research. Next, we describe possible non-
empirical methods.

Feature comparison. Data models can be compared with
each other based on the features that they provide to the
database designers. One could also create a checklist of the
desired features and compare data models with this list.
Reference [13] names components of a data model and notes
that comparisons of data models often ignore operators and
integrity rules and therefore “run the risk of being
meaningless”.

The following methods require metamodels of data models.

Comparison based on metamodels. Data models can be
compared by finding common metamodel elements as well as
elements that have no counterpart in another metamodel or
have more than one counterpart.

Comparisons based on the metrics values that are
calculated based on the metamodels. For example, reference
[22] proposes the set of metrics for comparing systems
development methods and techniques.

Ontological evaluation. ~ Ontological evaluation of a
language means comparison of the concrete metaclasses of a
language metamodel (language constructs) with the concepts
of an ontology in order to find ontological discrepancies:
construct overload, construct redundancy, construct excess
and construct deficit [23]. For example, reference [23]
contains a comparison of UML and Bunge-Wand—Weber
(BWW) model of information systems.

Are there any ontologies about the databases? CIM
Database Model [11] is a conceptual model that describes
common database management concepts. These concepts
correspond mainly to the internal (storage) level of
ANSI/X3/Sparc Framework. Examples of the classes in this
model are LogicalFile, SystemResource,
DatabaseServiceStatistics. A data model specifies constructs
that are used in order to build up a conceptual and external
level of a database. In addition, the CIM Database model
specifies SQL Schema. It is part of the specification of one
data model but not databases in general.

References [1], [4], and [5] use a set of core concepts (type,
value, variable) as a basis of the description of ORtry. They
do not present the research results as ontology but we believe
that these core concepts should be part of an ontology that
describes the most basic concepts of conceptual and external
level of a database, independent of any specific data model.
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A.  Proposed Approach for Comparing Data Models

We propose to do the comparison in terms of the
components of data models — data structures, integrity rules
and data operators. In addition, this comparison should cover
the data types. There are different viewpoints whether the
specification of data types is one of the components of a data
model. According to one school of thought, one of the main
differences between the relational model and the object-
relational model is that the former supports only simple
predefined data types but the latter supports also complex
types and allows users to create new types. One the other
hand, reference [4] writes: “The question as to what data types
are supported is orthogonal to the question of support for the
relational model.” Even the founder of relational model E. F.
Codd acknowledges the possibility of the non-simple domains
(types), the permitted values of which are relations [24].

The comparison of two data models should consist of the

following parts:
1. Metamodels of the data models in the form of UML class
diagrams

If we create the metamodel of a data model based on the
database language description, then we first have to decide
which parts of the language are relevant in terms of data
model and which are orthogonal to it (and therefore have no
corresponding constructs in the metamodel of the data model).

We propose to use packages in order to control complexity
and create groupings of logically interrelated classes. These
packages are — Data types, Data structures, Data integrity and
Data operators. In some cases, it is necessary to add the
stereotype <<singleton>> to a class as [19] does. This
stereotype indicates that there is exactly one instance of this
class. An example is metaclass Boolean type that belongs to
package Data types. Some attributes of the classes could have
type Enum. A value of this kind of attribute is one of an
enumerated set of values.

2. Mapping between the metaclasses of the metamodels of
the data models

For each metaclass in a metamodel, we have to try to find
one or more corresponding metaclasses from another
metamodel. We have a pair of metaclasses in the mapping if
the constructs behind these metaclasses have exactly the same
semantics or they are semantically quite similar. Whether or
not the constructs are semantically so similar that the mapping
can be created depends on the opinion of the persons who
perform the comparison. This comparison is a kind of
framework that allows us to reason about semantic similarity
of different constructs.

3. Discrepancies between the data models

We have to consider at least the constructs that are
represented as metaclasses in the metamodels.

Let us assume that we compare two data models A and B. If
we decide that data model A has much clearer and much more
precise specification than the other data model B, then we can
think about A as a kind of ontology. Then we can perform an

ontological evaluation of data model B in order to find its

construct redundancy, construct overload, construct excess

and construct deficit problems.

Generally, we do not prefer one data model and want to
compare them without prejudice. Based on the mapping
between metaclasses of two data models A and B we can find:
e (Cases when a metaclass of A/B has more than one

corresponding metaclass of B/A.

e (Cases when a metaclass of A/B does not correspond to
any metaclass of B/A.

We could use the same names as [23] in order to refer to
different cases of discrepancies. If a metaclass of metamodel
of A has more than one corresponding metaclass of
metamodel of B, then its reason could be:

e  Data model B (and therefore its metamodel as well) is too
complex. Data model A pays more attention to the
orthogonality principle of language design. Its one
requirement is that a language should provide a
comparatively small set of primitive constructs [4]. The
metaclasses of B that correspond to the metaclass of A
have a common supertype or it is at least possible to
create that supertype. We say that there is a construct
redundancy in B.

e The construct of A is the counterpart of two or more
constructs of B, the semantic of which is very different (in
the metamodel of B their corresponding metaclasses do
not have a common superclass and it is not possible to
create that). We say that there is a construct overload in
A. For example, metaclass “table” in ORgqL has
corresponding metaclasses “relation variable” and
“relation value” in ORrpy.

If a metaclass of the metamodel of A has no corresponding
metaclass of the metamodel of B, then B has construct deficit
A has construct excess. Its reasons could be:

e Data model B is less powerful than data model A because
it does not provide an important and necessary construct.

e Metamodel of data model B does not have a clearly
corresponding metaclass, but it could be created in the
metamodel (for example, by creating a common
superclass of some existing metaclasses).

e Creators of data model B think that a construct is
orthogonal to the data model and therefore it is missing
from the specification of B.

e The construct is not in B because creators of B think that
a similar effect can be achieved by using other constructs
that are already present in B.

In the latter two cases, the authors of B might explicitly
argue against a construct. For example, ORgq allows us to
create reference types and typed tables. However, The Third
Manifesto argues explicitly against these constructs in the
section “OO Prescriptions” because they increase the
complexity of a data model without providing clear
advantages.
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Figure 3. Metamodel of ORry declarative integrity constraints.

4. Mapping between the metaclasses does not mean that the
constructs behind them have exactly the same semantics.
Therefore, we need an additional section that contains the
textual description of the differences.

5. Metrics values

For each data model, we propose to calculate at least the
amount of metaclasses and the amount of their attributes.

It is sometimes difficult to decide whether to model
something by using a class or using an attribute in a UML
class diagram. “If in doubt, define something as a separate
conceptual class rather than as an attribute.” [25] Therefore,
we also present the sums of these two values. The resulting
values characterize the relative complexity of the data models.
We propose to calculate metrics values in case of each
package of a metamodel as well as in general for the entire
data model.

IV. RESULTS OF COMPARISON OF DATA MODELS

In this section, we present some of the results of
comparison of the ORsqr and ORrry data models.

Due to the space restrictions, we present only the parts of
the ORgqL and ORrry metamodels that specify declarative
integrity constraints (see Fig. 2 and Fig. 3).

Table I presents mapping of ORgqr and ORrry metaclasses
that belong to package Data integrity. We have omitted the
part of the ORgq. metamodel that specifies triggers.

TABLE I
MAPPING OF ORsqr AND OR 11y METACLASSES

ORgoL metaclass OR71y metaclass

Assertion Database constraint
Candidate key Candidate key

CHECK constraint Database constraint
Constraint Integrity constraint

Candidate key constraint
Referential constraint
Database constraint
Database constraint

Key attribute

Candidate key constraint

Primary key constraint
Referential constraint
Table check constraint
Table constraint
Unique column
Unique constraint
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Construct redundancy in ORgqy:

a) Assertion, CHECK constraint, Table check constraint and
Table constraint in ORgqL vs. Database constraint in
OR7rum.

b) Primary key constraint and Unique constraint in ORgqr
vs. Candidate key constraint in ORtry.

Construct deficit in ORrry: Domain constraint, Referenced
column, Referencing column.

Construct deficit in ORsqu: Transition constraint, Type
constraint. The ORrry metaclass Total database constraint
does not have one clearly corresponding metaclass in the
current ORgq metamodel. However, it is possible to create it
as an abstraction without violating the principles of ORgqy .

For example, construct redundancy (a) points that ORgq is
overly complicated. The possible result of distinguishing
table constraints and assertions is that we currently cannot use
assertions in any DBMS [26]. ORypy does not support
domain constraints (as in ORgsqr) because it considers the
concepts “type” and “domain” as synonyms. It does not
support the notion of domain as a reusable specification of
column properties (as in ORgqr). On the other hand, ORrrv
advocates the use of declarative type constraints.

Our current complete metamodel of ORgqp contains 109
metaclasses and 94 attributes (total 203). The current
complete metamodel of ORtmy contains 94 metaclasses and
18 attributes (total 112). It shows that ORgq is more complex
compared to ORtyy.

V. CONCLUSIONS

2

Metamodel-based comparison of modeling methods or
ontologies is well known. We applied metamodeling in a new
context and proposed the creation of metamodels of data
models and a metamodel-based comparison method of data
models. Part of this method is the creation of mapping
between the metaclasses, identification of discrepancies and
calculation of metrics values. We also presented some results
of comparison of two data models in order to prove the
concept.

A big challenge of the metamodel-based comparison
method is the creation of the mapping of metamodel elements.
We need clear definitions of the data model constructs in order
to reduce subjectivity of this process. Therefore, the use of
such comparison method could trigger the creation and
improvement of these definitions.
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Abstract- High Level Architecture (HLA) is a general
purpose architecture, developed to support reuse and
interoperability across a large number of different types
of distributed simulation projects.

HLA-compliant simulation development is a complex and
difficult engineering process. This paper presents a case
tool, named BEMGA, which aims to decrease the
complexity of the process. Using BEMGA, one can easily
model a distributed simulation, generate the simulation
software and produce the documentation files from the
model.

1. Introduction

The High Level Architecture (HLA) is a general
purpose distributed simulation architecture. The HLA
was developed under the leadership of the Defense
Modeling and Simulation Office (DMSO) to support
reuse and interoperability across a large number of
various simulation projects developed or maintained
by the United States Department of Defense [1]. The
HLA was approved as an open standard through the
Institute of Electrical and Electronic Engineers (IEEE)
- IEEE Standard 1516 - in 2000 [2]. Currently, the
HLA is used extensively in modeling and simulation
projects [12, 13].

Developing HLA-compliant simulations requires a
complex and time-consuming process [4, 5, 6]. Even
for a typical “Hello World” application, the required
software contains about 1500 lines of code and only
the 2% of the code is about simulation logic. The 98%
of the code is developed to initialize necessary services
and to make the simulation run on a distributed
environment. Moreover, developers need a long
education period about the HLA specifications, to be
able to develop HLA-compliant simulations. There are
various tools to overcome the complexity issues about
the HLA [10, 11]. But those tools are in their infant
ages and a lot has to be done in the field.

BEMGA is a new tool developed to make HLA-
compliant simulation development process easier and
faster. BEMGA provides a modeling interface to build
visual models for simulations and supports code
generation for these visual models. Moreover,
BEMGA can generate XML based tabular documents
describing the model. Platform independence and
multi-language (Turkish and English, currently)
support are important distinguishing features of
BEMGA.

The organization of the paper is as follows. First,
there is a short section introducing the HLA
specification. Next, BEMGA is introduced in details
and a sample simulation development process using
BEMGA is provided. Finally, the results will be
discussed.

II. High Level Architecture

The High Level Architecture is a general purpose
architecture, developed to support reuse and
interoperability among distributed simulations. In the
HLA, simulations are formed by means of federations.
Each federation is a set of cooperating federates. A
federate is the simulation component that models a real
world domain in a federation. Once a federate is
developed, it can be used as part of various distributed
simulation systems and it can operate together with
other federates.

The HLA specification consists of three elements:
HLA Rules, Interface Specification and Object Model
Template. HLA Rules define the relationships among
federation components. These rules should be obeyed
by each federate and federation to be regarded as
HLA-compliant. There are totally ten rules, first five
rules are for federations and the other five are for
federates.

Interface Specification defines the interface between
federates and the Run-time Infrastructure (RTI) is the
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implementation of this interface. The RTI provides
necessary services for a HLA-compliant simulation to
run. RTI services are divided into six management
areas:

e Federation Management: Includes tasks such
as creating federations, destroying
federations, joining federates to federations
and resigning federates from federations.

e Declaration Management: Includes tasks to
publish and subscribe objects.

e Object Management: Includes object
management tasks such as object registration,
object update, discovering objects and
reflecting objects.

e Ownership Management: Includes tasks for
managing the ownership of objects, attributes
and interactions.

e Data Distribution Management: Includes tasks
for distributing the data efficiently within the
distributed simulation.

e Time Management: Includes tasks for
managing and enforcing the simulation time
policy.

Object Model Template (OMT) defines a common
format for definitions of federates and federations. To
achieve reusability and interoperability, a standard
should define how the objects and interactions should
be referred.

Main components of OMT are object classes and
interaction classes. Object classes refer to the
simulated entities persisting for some interval of
simulation time. Object classes have attributes which
hold data describing the characteristics of the object
class. Interaction classes are simulated entities that do
not persist. Interactions are used to represent an
occurrence or an event in the simulation. Interaction
classes have parameters holding the interaction data.
Both object classes and interaction classes form
hierarchical structures. Each object class or interaction
class has exactly one immediate ancestor or super
class. All the object classes extend from ObjectRoot
and all the interaction classes extend from
InteractionRoot.

OMT defines the Federation Object Model (FOM),
the Simulation Object Model (SOM) and the
Management Object Model (MOM). For each
federation, a FOM introducing all the shared
information should be developed. SOM focuses on
internal federate details and introduces objects and
interactions which can be used externally. Finally,
MOM is a universal definition describing the objects

and interactions which are designed to manage the
federation.

III. BEMGA

BEMGA, which is a modeling and development tool
for the HLA-compliant simulations, is being developed
for academic interests. The name “BEMGA” is the
Turkish abbreviation for “Benzetim Modelleme ve
Geli tirme Arac1” which means “Simulation Modeling
and Development Tool”. The motivation for BEMGA
and a preliminary version of BEMGA is presented in a
previous work [7]. BEMGA is being developed in the
Java programming language. It uses the open source
JGraph visual graph library for modeling interface.
Basic functionalities of BEMGA are listed below:

e User-friendly Modeling Interface: BEMGA
has an elegant and functional modeling
interface for building FOM and SOM
models. Modeling interface supports drawing
and editing object classes and interaction
classes. Interaction hierarchies between
classes can be modeled by using inheritance
arrows. Simulation time policy can be
specified within the model. Most of the
standard functionalities appearing in other
modeling tools such as cut, copy, paste, redo
and undo exists in BEMGA. The BEMGA
toolbar provides quick access to modeling
functionalities.

e Source Code Generation: BEMGA’s code
generating capabilities allow the developers
to build the simulation software -easily.
Generated software code contains all the
necessary initialization and  handling
functions for communicating with RTI and
data-type declarations for the object classes
and interaction classes. The generated code is
well-documented. Since, BEMGA depends
on templates for source code generation; the
structure of generated code can be changed
easily or code generation for another
programming language can be supported
without any difficulty.

e Generating Federation File: BEMGA
generates federation file which is used by the
RTI. Federation file introduces the structure
of the objects and interactions in the
simulation to the RTL
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e Document Generation: BEMGA generates
XML based tabular documents (OMT tables)
describing the model.

e Data Interchange Format (DIF) Support:
BEMGA supports standard DIF format so,
models developed with BEMGA can be used
in other case tools supporting the HLA Data
Interchange Format.

BEMGA makes use of object oriented techniques and
design patterns. MVC, factory and command design
patterns are extensively used in BEMGA [8].
Inheritance, polymorphism and delegation are applied
where appropriate. Tree algorithms and recursion are
employed for processing the model. BEMGA is
designed to have a layered architecture. The layered
architecture of BEMGA is illustrated in Figure 1.

User interface and modeling layer provides a
functional and elegant graphical user interface to the
developer. Modeling interface is based on JGraph
library [9]. JGraph is an open source graph library
supporting modeling diagrams, workflows, flowcharts
and organizational charts.

User interface layer does not contain business logic
code. User interactions are managed by controller
package. Controller package employs command design
pattern. Action classes handle user requests.
Generation tasks are delegated to the generation
package by the controller package. Code generation is
based on source code templates. Currently BEMGA
can generate only C++ codes. Generation package can
also generate tabular documents according to OMT.

File system package have classes to handle file
system access. Generation package and controller
package delegate I/O operations to file system
package. Exceptions and logging is managed in the
exception package.

BEMGA'’s architecture is extensible and maintainable
since object oriented principles and design patterns are
used. Furthermore, BEMGA is developed by using the
Eclipse IDE and various Eclipse plug-ins such as PMD
and JMeter, to improve the quality of the software.
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Fig. 1. The layered architecture of BEMGA

A. Developing a HLA-Compliant Weapon
Management Simulation

To introduce BEMGA, a HLA-compliant Weapon

Management Simulation (WMS) is developed with
BEMGA. Fighters, reconnaissance planes (recce) and a
control center are the main players of the WMS. A
recce caps over a predefined orbit and sends an
“EnemyAppeared” interaction whenever an enemy
fighter is detected. When the control center receives an
“EnemyAppeared” interaction message, the control
center sends an “EmergencyCase” interaction. The
fighters will approach to the enemy fighters when
“EmergencyCase” interaction is received.

B. Modeling the Simulation with BEMGA

The model developed for the WMS simulation is
shown in Figure 2. In the model, the Fighter and the
Recce object classes inherit from the super class,
Aircraft. The Aircraft has four attributes: Position,
Speed, Direction and Waypoints. The other object
class in the model is the ControlCenter object class.
There are two interaction classes, EnemyAppeared and
EmergencyCase. Both interaction classes have one
attribute named Position which is used to specify the
position of the event.
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Fig. 2. Federation Object Model

C. Generating Federation File, Simulation Software
and Documentation

To develop the simulation, Simulation Object Models
for the AirControl federate, AirDefense federate and
Viewer federate were built using BEMGA. Building a
SOM is very straightforward with BEMGA. BEMGA
asks for the related FOM when a new SOM is started.
Afterwards, the developer can use “InsertFromFOM”
pop-up menu item to select the object classes and
interaction classes from the specified FOM. BEMGA
will automatically insert the selected classes into the
SOM. Then the developer can generate federation files
and necessary source code files for the simulation.

BEMGA generates C++ source code files for the
related SOM. These files can be compiled and an
executable federate can be produced. However,
generated source code does not include any simulation
logic, so the execution of the federate just builds the
federation and iterate on an empty while loop.
Simulation logic implementation should be inserted
properly into the generated source code. In Table 1, an
outline of generated source code files and changes to
the source code files for the AirDefense federate is
given. The last column of Table 1 shows the
percentage of generated source code over total source
code for the working federate: 96 percent of the total
simulation source code is automatically generated by
BEMGA. Similar results are obtained for other
federates. It should be noted that the simulation logic
for this federate is very basic and minor changes have
been done to the generated source code. For a complex
federate, the size of the simulation logic code and the
percentages given in Table 1 will change dramatically.
Here the aim is to show that BEMGA generates all the
necessary source code to build up a basic federate and
allows the simulation developer to focus on the
simulation logic code.

TABLE I Outline of the source code files for AirDefense federate

Federate Source File Generated | Inserted %
Loc LOC
AirDefense Aircraft.h 130 0 100%
Aircraft.cpp 766 0 100%
Fighter.h 132 0 100%
Fighter.cpp 766 6 99%
Recce.h 132 0 100%
Recce.cpp 766 0 99%
EnemyAppeared.h 55 0 100%
EnemyAppeared.cpp 45 0 100%
AirDefense.h 51 3 94%
AirDefense.cpp 329 103 76%
AirDefenseFedAmb.h 361 0 100%
AirDefenseFedAmb.cpp 552 0 100%
AirDefenseMain.cpp 17 0 100%
Globals.h 9 16 36%
Total 4113 4241 97%

BEMGA can also generate documentation for the
FOM. Documentation includes XML based tabular
OMT tables: Object Model Identification Table, Object
Class Structure Table, Interaction Class Structure
Table, Attribute Table and Parameter Table. Table 2, 3
and 4 show some of the OMT tables generated for
WMS FOM model. Object Model Identification Table
contains basic information about the model and model
developer. Object Class Structure Table and
Interaction Class Structure Table contains the objects
and interactions in the model. These tables also shows
the interaction hierarchy between the classes. Finally,
Attribute Table and Parameter Table contains detailed
information about the attributes of object classes and
parameters of the interaction classes respectively.

TABLE II Object Model Identification Table for WMS

Object Model Identification Table

Category Information

Name ‘Weapon Management
Simulation

Type FOM

Version 1.0

Modification Date |28-Aug-06

Purpose Sample

Application Air Defense Operations

Domain

Sponsor -

POC Ersin UNSAL

POC Organization |GYTE

POC Email cunsal@havelsan.com.tr

References CIS2E 2006
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TABLE III Object Class Structure Table for WMS

Object Class Structure Table

HLAObjectRoo |Aircraft Fighte
t r
Recce
ControlCente
r

Table IV Interaction Class Structure Table for WMS

Interaction Class Structure Table
HLAlInteractionRoo [EnemyAppeare
t d

EmergencyCase

D. Running the WMS Simulation

A screenshot of the Viewer federate can be seen in
Figure 3. The screenshot is taken when the
“EnemyAppeared” interaction is sent by the
AirControl federate. To run the simulation the rtiexec
process should be started, firstly. Then, AirControl,
AirDefense and Viewer federates are started from the
command line. The simulation starts to run after the
federates build up and join to the the federation. The
sample simulation runs on the RTI1.3NG-V3.2 [3].
Viewer federate has a GUI developed as a windows
dll. When an event occurs, the Viewer federate updates
its GUL

-
EnemyAppeared @

EnemyAppeared
Viewel Federate is Aclive

Fig. 3. Screenshot of the Viewer Federate

IV. Conclusions and Future Work

BEMGA can speed up the simulation development
process by reducing the complexity of this process.
BEMGA allows visual modeling and generates code

for these visual models. Generated code supports
federation management, declaration management,
object management and time management services.
The visual modeling interface of BEMGA improves
understandability and maintainability of the object
models. Developers can update models and regenerate
the simulation code and documentation. Federation file
generation and documentation are important aspects of
HLA based simulation development process and
BEMGA provides necessary support in these steps.
BEMGA’s current features address most of the
complexities of  HLA-compliant simulation
development process. However, BEMGA can be
improved by adding following new capabilities:

e Support for optimistic time management
policy,

e Support for Data Distribution Management
and Ownership Management services of
Interface Specification,

e Code generation support for other
programming languages such as Java,

e Providing necessary interfaces to manage the
code generation process,

e Support for behavioral modeling and
generation of simulation logic code for
behavioral models.
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Abstract-There are different approaches to
the problem of assigning each word of a text
with a parts-of-speech tag, which is known as
Part-Of-Speech (POS) tagging. In this paper
we compare the performance of a few POS
tagging techniques for Bangla language, e.g.
statistical approach (n-gram, HMM) and
transformation based approach (Brill’s
tagger). A supervised POS tagging approach
requires a large amount of annotated
training corpus to tag properly. At this initial
stage of POS-tagging for Bangla, we have
very limited resource of annotated corpus.
We tried to see which technique maximizes
the performance with this limited resource.
We also checked the performance for
English and tried to conclude how these
techniques might perform if we can manage
a substantial amount of annotated corpus.

Keywords: POS tagging, POS tagger, Bangla,
Bengali, Bangla, n-gram, HMM, Brill’s
transformation based tagger.

I. INTRODUCTION

Bangla is among the top ten most widely spoken
languages [1] with more than 200 million native
speakers, but it still lacks significant research
efforts in the area of natural language processing.
Part-of-Speech  (POS) tagging is a
technique for assigning each word of a text with an
appropriate parts of speech tag. The significance of
part-of-speech (also known as POS, word classes,
morphological classes, or lexical tags) for language
processing is the large amount of information they
give about a word and its neighbor. POS tagging
can be used in TTS (Text to Speech), information
retrieval, shallow parsing, information extraction,
linguistic research for corpora [2] and also as an
intermediate step for higher level NLP tasks such as
parsing, semantics, translation, and many more [3].
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POS tagging, thus, is a necessary application for
advanced NLP applications in Bangla or any other
languages.

We start this paper by giving an overview
of a few POS tagging models; we then discuss what
have been done for Bangla. Then we show the
methodologies we used for POS tagging; then we
describe our POS tagset, training and test corpus;
next we show how these methodologies perform for
both English and Bangla; finally we conclude how
Bangla (language with limited language resources,
tagged corpus) might perform in comparison to
English (language with available tagged corpus).

II. LITERATURE REVIEW

Different approaches have been used for Part-of-
Speech (POS) tagging, where the notable ones are
rule-based, stochastic, or transformation-based
learning approaches. Rule-based taggers [4, 5, 6]
try to assign a tag to each word using a set of hand-
written rules. These rules could specify, for
instance, that a word following a determiner and an
adjective must be a noun. Of course, this means that
the set of rules must be properly written and
checked by human experts. The stochastic
(probabilistic) approach [7, 8, 9, 10] uses a training
corpus to pick the most probable tag for a word. All
probabilistic methods cited above are based on first
order or second order Markov models. There are a
few other techniques which use probabilistic
approach for POS Tagging, such as the Tree Tagger
[11]. Finally, the transformation-based approach
combines the rule-based approach and statistical
approach. It picks the most likely tag based on a
training corpus and then applies a certain set of
rules to see whether the tag should be changed to
anything else. It saves any new rules that it has
learnt in the process, for future use. One example of
an effective tagger in this category is the Brill
tagger [12, 13, 14, 15].
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All of the approaches discussed above fall
under the rubric of supervised POS Tagging, where
a pre-tagged corpus is a prerequisite. On the other
hand, there is the unsupervised POS tagging [16,
17, 18] technique, and it does not require any pre-
tagged corpora.

The following tree figure demonstrates the
classification of different POS tagging schemes.

PO2 Tagging

supexvised unsupen:ﬁed
,z.-f\"i_ ///T:‘:.‘H

role-based swchastc nelral  role-hazed m?msmr iralicl)
A

™.,

,f”{ ™,
maximwi 0-grEms
likelihopd

~ {7

A

™
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Marckow Algorifon
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Figure: Classification of POS tagging models [19]

For English and many other western
languages many such POS tagging techniques have
been implemented and in almost all the cases, they
show a satisfying performance of 96+%. For
Bangla work on POS tagging has been reported by
[20, Chowdhury et al. (2004) and Seddiqui et al.
(2003).

Chowdhury et al. (2004) implemented a
rule based POS tagger, which requires writing
laboriously handcrafted rules by human experts and
many years of continuous efforts from many
linguists. Since they report no performance analysis
of their work, the feasibility of their proposed rule
based method for Bangla is suspect. No review or
comparison of established work on Bangla POS
tagging was available in that paper; they only
proposed a rule-based technique. Their work can be
described as more of a morphological analyzer than
a POS tagger. A morphological analyzer indeed
provides some POS tag information, but a POS-
tagger needs to operate on a large set of fine-
grained tags. For example, the [23] for English
consists of 87 distinct tags, and Penn Treebank’s
[24] tagset consists of 48 tags. Chowdhury et al.’s
tagset, by contrast, consists of only 9 tags and they
showed only rules for nouns and adjectives for their
POS Tagger. Such a POS-tagger’s output will have
very limited applicability in many advanced NLP
applications.

For English, researchers had tried this
rule-based technique in the 60s and 70s [4, 5, 6].
Taking into consideration of the problem of this
method, researchers have switched to statistical or
machine learning methods, or more recently, to the
unsupervised methods for POS tagging.

In this paper we compare the performance
of different tagging techniques such as Brill’s
tagger, n-gram tagger and HMM tagger for Bangla;
such comparison was not attempted in [20, 21, 22].

1. METHODOLOGY

NLTK [25], the Natural Language Toolkit, is a
suite of program modules, data sets and tutorials
supporting research and teaching in computational
linguistics and natural language processing. NLTK
has many modules implemented for different NLP
applications. We have experimented unigram,
bigram, HMM and Brill tagging modules from
NLTK [25] for our purpose.

Unigram Tagger

The unigram (n-gram, n = 1) tagger is a simple
statistical tagging algorithm. For each token, it
assigns the tag that is most likely for that token’s
text. For example, it will assign the tag jj to any
occurrence of the word frequent, since
frequent is used as an adjective (e.g. a
frequent word) more often than it is used as a
verb (e.g. | frequent this cafe).

Before a unigram tagger can be used to tag
data, it must be trained on a training corpus. It uses
the corpus to determine which tags are most
common for each word.

The unigram tagger will assign the default
tag None to any token that was not encountered in
the training data.

HMM

The intuition behind HMM (Hidden Markov
Model) and all stochastic taggers is a simple
generalization of the “pick the most likely tag for
this word” approach. The unigram tagger only
considers the probability of a word for a given tag ¢
the surrounding context of that word is not
considered.

On the other hand, for a given sentence or
word sequence, HMM taggers choose the tag
sequence that maximizes the following formula:

P (word | tag) * P (tag | previous
n tags)

Brill’s transformation based tagger [15]

A potential issue with nth-order tagger is their size.
If tagging is to be employed in a variety of
language technologies deployed on mobile
computing devices, it is important to find ways to
reduce the size of models without overly
compromising performance. An nth-order tagger
with backoff may store trigram and bigram tables,
large sparse arrays, which may have hundreds of
millions of entries. A consequence of the size of the
models is that it is simply impractical for nth-order
models to be conditioned on the identities of words
in the context. In this section we will examine Brill
tagging, a statistical tagging method which
performs very well, using models that are only a
tiny fraction of the size of nth-order taggers.
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Brill tagging is a kind of transformation-
based learning. The general idea is very simple:
guess the tag of each word, then go back and fix the
mistakes. In this way, a Brill tagger successively
transforms a bad tagging of a text into a good one.
As with nth-order tagging this is a supervised
learning method, since we need annotated training
data. However, unlike nth-order tagging, it does not
count observations but compiles a list of
transformational correction rules.

The process of Brill tagging is usually
explained by analogy with painting. Suppose we
were painting a tree, with all its details of boughs,
branches, twigs and leaves, against a uniform sky-
blue background. Instead of painting the tree first
then trying to paint blue in the gaps, it is simpler to
paint the whole canvas blue, then “correct” the tree
section by overpainting the blue background.

In the same fashion we might paint the
trunk a uniform brown before going back to
overpaint further details with a fine brush. Brill
tagging uses the same idea: get the bulk of the
painting right with broad brush strokes, then fix up
the details. As time goes on, successively finer
brushes are used, and the scale of the changes
becomes arbitrarily small. The decision of when to
stop is somewhat arbitrary.

In our experiment we have used the
taggers (Unigram, HMM, Brill’s transformation
based tagger) described above. Detailed
descriptions of these taggers are available at [2, 26].

1v. POS TAGSET

For English we have used the Brown Tagset [23].
And for Bangla we have used a 41 tag-sized tagset
[28]. Our tagset has two levels of tags. First level is
the high-level tag for Bangla, which consists of
only 12 tags (Noun, Adjective, Cardinal, Ordinal,
Fractional, Pronoun, Indeclinable, Verb, Post
Positions, Quantifiers, Adverb, Punctuation). And
the second level is more fine-grained with 41 tags.
Most of our experiments are based on the level 2
tagset (41 tags). However, we experimented few
cases with level 1 tagset (12 tags).

V. TRAINING CORPUS AND TEST SET

For our experiment for English, we have used
tagged Brown corpus from NLTK [25]. For Bangla,
we have a very small corpus of around 5000 words
from a Bangladeshi daily newspaper Prothom-alo
[27]. In both cases, our test set is disjoint from the
training corpus.

V1. TAGGING EXAMPLE

Bangla (Training corpus size: 4484 tokens)
Untagged Text:

1. T8 e e e trer fafer sjvmmily $3=ha
BIBAHE 1T AETET ST0T GHIF [AAIE & To&d gW A9
A |

2. o= fofm o% s e e 9 T8 @ e e
4 TIFT € TNElT TaEd |
Tagged output:

Level 2 Tagset (41 Tags)
Brill:

1. "Em/NC fgrm/NC f@/NC Tr@@a/NC m9/NC
&=/ AD] g=m=#i/NC 250+ NP v5ena/NP s=/ADJ
AETae/NC s#0s/ ADVT b=7=/NP 7=a</NP «/DP
TR/ NC g7/NC @s/NC =29/ VE /PUNSF
2. TFINDO /PP =/ INDO sAZ/ADVM
fe@ma/NC #z/'VF «aCONJC &/NC ==/ VE
T=@/INDO zare/OTHER @/DP #@¢e/NC
SreTe/NC =3/ VF I/PUNSF
Unigram:

1. fEra/NP fa4gra/NP f@/NP ar@im/NC 7e/NC
&/ AD] s=m=i/NC 25+ NP 51%a/NP s=/ADJ
A%TEE/NC 773/ ADVT 5+7%/NP tZa=/NP «/DP
T R/NC gm/NC 7e/NP w129/ VEF I/PUNSF
2. T=/INDO f#/PP T/ INDO s/ ADVM
@S /NC F=/'VF @3/ CONJC /NP =/VE
w@/INDO z@te/OTHER 4/DP 558 ¢/NP
TS/ NP =aw/NP I/ PUNSF
HMM:

1. TEra/DP fFagra/NC fF@/NC ar@=a/NC wei/NC
fefo=i ADJ =¥ =ii/NC $355+NP v5aa/NP sie/AD]
AETEG/NC T/ ADVT 7=/ ADVT T73=/NP /NP
wiaarg/NC g7/NC @5/NC =29/ VF I/)PUNSF
. T/ INDO /PP T/ INDO sA=/ADVM
@5/ NC #z/VF @2/CONJC FE/NC =/VF
TErm/PUNSF =e/OTHER «/DP @=2e/NC
et/ VINF =mara«/VF I/PUNSF
Level 1 Tagset (Reduced Tagset: 12 Tags)

Brill:

1. fmSra/NN f<grm/NN f@NN Fizaa/NN =a/NN
=i/ AD) =«eri/NN 3255 NN siara/NN
7o/ ADJ TETza/ NN s77s/ ADV 5=iF/ NN 7a8=/NN
A/PN Tfe@rg/NN gm/NN 775/NN #z/VB I/PUNC
2. T=/IND fS%/PN 7%/IND s=m/ ADV F=5a/NN
F179/ VB «3/IND Ti/NN %/ VB @/ IND
zarel/OTHER «/PN ##%¢/NN srete/VB “=a'VB

I/PUNC
Unigram:

1. FEm/NN f<gra/NN /NN #rizma/NN 79/NN
&</ ADI e#@mH/NN $2510+ NN 5isara/NN
o/ AD] AL/ NN 709/ ADV B¢t/ NN T@a=/NN
4/PN wifz@@/NN g#/NN #12/NN #7z7/VB I/PUNC
2. TF/IND /PN 3%/ IND ==/ ADV & 5a/NN
@@/ VB @3y IND i/NN =/ VB T&a/IND
zas/OTHER /PN 7@&%e/NN 9rel@/ VB A aawNN
I/PUNC
HMM:

1. fEm/PN fgr=/NN /NN #rfizda/NN #==/NN
faf5«/ADJ e=@i/NN 255+ NN 5%%m=/NN
so/AD] g/ NN s#re/ ADV b=t/ ADV T=3/NN
/NN wfaa@/NN g@/NN #m8/NN 77/ VB I/PUNC

b G

N
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2. =/IND fef/PN 1%/ IND s@=/ADV F&57/NN
VB @3/ IND Ti/NN &' VB &7/ IND
z@e/OTHER </PN m=¢¢/NN sre7s/VB “i=a/ VB
I/PUNC

VII. PERFORMANCE

We have experimented POS taggers (Unigram,
HMM, Brill) for both Bangla and English. For
Bangla we experimented in both tag levels (level 1
— 12 tags, level 2 — 41 tags). Experiment results are
given below in form of table and graph.

0 0 0 0
60 15.4 51.2 50.4
104 18 51.1 44.6
503 34.2 60.7 56.3
1011 42.3 64.2 62.6

2023 45.8 69.1 67.8
3016 49.4 70.1 70.9
4484 45.6 71.2 71.3

Table 1: Performance of POS Taggers for Bangla [Test data: 85
sentences, 1000 tokens from the (Prothom-Alo) corpus; Tagset:
Level 1 Tagset (12 Tags)]
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Table 2: Performance of POS Taggers for Bangla [Test data: 85
sentences, 1000 tokens from the (Prothom-Alo) corpus; Tagset:
Level 2 Tagset (41 Tags)]
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Figure 2: Performance of POS Taggers for Bangla [Test data: 85
sentences, 1000 tokens from the (Prothom-Alo) corpus; Tagset:
Level 2 Tagset (41 Tags)]
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Figure 1: Performance of POS Taggers for Bangla [Test data: 85
sentences, 1000 tokens from the (Prothom-Alo) corpus; Tagset:
Level 1 Tagset (12 Tags)]

0 0 0 0

60 19.7 17.2 38.7
104 18.1 17.4 26.2
503 28.8 26.1 46.1
1011 32.8 30 51.1
2023 40.1 36.7 49.4
3016 44.5 39.1 9l L)
4484 46.9 42.2 54.9

0 0 0 0
65 36.9 28.7 33.6
134 44.2 34 42.9
523 53.4 41.6 53.7
1006 62 47.7 58.3
2007 66.8 52.4 62.9
3003 68.2 55.1 66.1
4042 70 57.2 67.5
5032 71.5 59.2 70.2
6008 71.9 60.8 71.4
7032 74.5 61.5 71.8
8010 74.8 62.1 72.4
9029 76.8 63.5 74.5
10006 77.5 65.2 75.2
20011 80.9 69.5 79.8
30017 83.1 7.7 78.8
40044 84.7 73.3 79.8
50001 84.6 74.4 80.4
60022 85.3 75.2 80.8
70026 86.3 75.8 81
80036 87.1 771 81.6
90000 87.8 78.1 82.4
100057 87.5 78.9 83.4
200043 91.7 83 86.8
300359 89.5 84.2 87.3
400017 89.7 84.8 88.5
500049 90.3 85.6
600070 90 85.9
700119 90.3 86.1
800031 90.2 86.2
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900073 90.3 86.6
1000107 90.3 86.5

Table 3: Performance of POS Taggers for English [Test data: 22
sentences, 1008 tokens from the Brown corpus; Tagset: Brown
Tagset]

100

— —HMM
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e Bl
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Figure 3: Performance of POS Taggers for English [Test data: 22
sentences, 1008 tokens from the Brown corpus; Tagset: Brown
Tagset]

VIII. ANALYSIS OF TEST RESULT

English POS taggers report high accuracy of 96+%,
where the same taggers did not perform the same
(only 90%) in our case. This is because others
tested on a large training set for their taggers,
whereas we tested our English taggers on a
maximum of 1 million sized corpus (for HMM and
unigram) and for Brill, we tested under training of
400 thousand tokens.

Since our Bangla taggers were being tested
on a very small-sized corpus (with a maximum of
4048 tokens), the resulting performance by them
was not satisfactory. This was expected, however,
as the same taggers performed similarly for a
similar-sized English corpus (see Table 3). For
English we have seen that performance increases
with the increase of corpus size. For Bangla we
have seen it follows the same trend as English. So,
it can be safely hypothesized that if we can extend
the corpus size of Bangla then we will be able to
get the similar performance for Bangla as English.

Within this limited corpus (4048 tokens),
our experiment suggests that for Bangla (both with
12-tag tagset and 41-tag tagset), Brill’s tagger
performed better than HMM-based tagger and
Unigram tagger (see Tables 1, 2). Researchers who
are studying a sister language of Bangla and want
to implement a POS tagger can try Brill’s tagger, at
least for a small-sized corpus.

IX. FUTURE WORK

Unsupervised POS tagging is a very good choice
for languages with limited POS tagged corpora. We
want to check how Bangla performs using
unsupervised POS tagging techniques.

In parallel to the study of unsupervised
techniques, we want to try a few other state of the
art POS tagging techniques for Bangla. In another
study we have seen that in case of n-gram based
POS tagging, backward n-gram (considers next
words) performs better than usual forward n-gram
(considers previous words).

Our final target is to propose a hybrid
solution for POS tagging in Bangla that performs
with 95%+ as in English or other western languages
and use this POS tagger in other advanced NLP
applications.

X. CONCLUSION

We showed that using n-gram (unigram), HMM
and Brill’s transformation based techniques, the
POS tagging performance for Bangla is
approaching that of English. With the training set of
around 5000 words and a 41-tag tagset, we get a
performance of 55%. With a much larger training
set, it should be possible to increase the level of
accuracy of Bangla POS taggers comparable to the
one achieved by English POS taggers.
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Abstract—This paper presents an integrated navigation tool
developed in the framework of an advanced study on navigation of
Unmanned Aerial Vehicles. The study aimed at testing innovative
navigation sensor configurations to support fully autonomous flight
even during landings and other critical mission phases. The tool is
composed of sensor simulation and data fusion software. The most
important navigation sensors that are installed onboard an
unmanned aircraft have been modeled: i.e. inertial, GPS, air data,
high accuracy altimeter, and magnetometer. Their model included
every non negligible error source that has been documented in the
literature. Moreover, a specific sensor data fusion algorithm has
been developed that integrates inertial sensor measurements with
GPS and radar altimeter measurements. The paper reports on
numerical testing of sensor simulator and data fusion algorithm.
The algorithm was coded for real time implementation to perform
hardware—in-the-loop validation and in flight tests onboard a small
Unmanned Aerial Vehicle.

I. INTRODUCTION

The effort for realizing fully autonomous and operative
Unmanned Aerial Vehicles (UAVs) induced the need of
developing innovative techniques for integrating measurements
derived from different aircraft navigation systems. Since no
human aid is available onboard UAVs, navigation hardware must
attain larger capabilities than the ones of manned platforms. In
particular, the most important features that shall be considered
are autonomy, safety, compatibility with previously developed
flight standards, and whole mission coverage [1]. This latter
feature means that adequate and reliable navigation must be
accomplished even during critical phases such as takeoff and
landing. During these phases, the required positioning accuracy
should be better than 1 meter for the vertical channel [2] and
from a minimum of 2 meters for runway large less than 13 meters
to a maximum of 7 meters for runway large more than 50 meters
for the horizontal channel.

The research activity described in this paper refers to the
development of a navigation system for UAVs, based only on
on-board systems and without any external support, such as
Differential GPS or Instrument Landing System.

Currently, no single sensor is capable of reliably realizing the
required performance without relying on some ground
measurement. Hence, UAV navigation requirements can be

fulfilled only by integration of measurements from multiple
sensors. In particular, configurations that integrate inertial sensor
measurements with GPS, altimeters, air data sensors, and
magnetometers are very frequent [3-5], and resulting
performance and reliability depends both on sensor accuracy and
on adopted integration techniques. The most common integrated
navigation techniques involve the adoption of Kalman filtering
[6-8]. Unfortunately, available data fusion methods do not allow
reliable analytical methods for accuracy determination to be
applied. Only numerical and statistical methods have been
developed to measure integrated system performances such as
Covariance Propagation and Montecarlo Analysis [9-10].
Numerical simulation is required to perform statistical
determination of navigation system performances in terms of
accuracy, reliability, and mission coverage. Moreover, real time
simulations with hardware in the loop can demonstrate that
fusion algorithm implementation and overall system latency are
suitable for UAV control, before flight tests are carried out.

The need of simulations in UAV development has been
pointed out by many authors [11-13]. Several simulation tools
have been developed for performance verification: such as,
NAVSIM™ developed by CAST™ [14], GPS/INS Toolboxes™
produced by GPSOFT™ [15-16] and GPS Simulator™ produced
by Navsys™ [17]. However, no tool is currently available for
testing GPS/INS integrated navigation in a real time simulated
environment, which needs both algorithms under test and
simulation models to be implemented and executed on suitable
real-time machines. Simulink™ by Mathworks™ [18] is a widely
used software package for modeling and simulating dynamical
systems. Its Real Time Workshop™ toolbox allows automatic
real-time code generation starting from Simulink™ models. As a
consequence, sophisticated integration algorithms, involving
multiple sensor aiding and Kalman filtering, may be first
implemented as Simulink™ models and then automatically coded
for real time implementation. In the same manner the sensor
models used for numerical validation of the algorithms could be
quickly used for real-time simulation of the environment. In any
case, the starting simulation models shall be adequately designed
in order to become suitable for a real-time implementation. This
method also allows one to run on the flight computer, the same
software version tested in simulations. In this paper, the above
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guidelines for development and validation of the proposed
integrated navigation system have been adopted and are briefly
below described.

All sensor models and the proposed navigation algorithms
have been developed and tested by means of numerical
simulations. Subsequently, they have been automatically coded
and downloaded, respectively, on a hardware UAV simulator
(Iron Bird Facility) and a duplication of the flight computer. The
resulting test rig, realized by CIRA (Italian Center for Aerospace
Research), mainly reproduces the actual avionics architecture
with simulated aircraft dynamics and sensor outputs. This facility
is mounted on a hexapod mobile platform for reproducing actual
sensor input, at least concerning aircraft attitude. The same
software tested with the above facility is installed on-board a
small UAV prototype (the CIRA FSSD flying laboratory), for in-
flight validation [19].

In the first part of the paper the models for sensor simulation
are described. Next, the data fusion algorithm is described in
detail and, finally, ground based real-time simulation and partial
flight test validation results are briefly presented and discussed
by comparing the navigation outputs of the proposed filtering
procedure with very accurate position and velocity measurements
performed by a Differential GPS.

II. THE FLIGHT SMALL SCALE DEMONSTRATOR (FSSD)

The FSSD is a low-cost lightweight flying laboratory designed
and integrated by CIRA in order to be used for in flight testing
and validation of Guidance, Navigation and Control system
prototypes. Similar experiences performed in past years around
the world both at universities and at Aerospace Research Centers,
have shown that using scaled flying platforms does not affect the
experiments. The only limitation concerns the available weight
and space to install on board required avionics equipment. As
shown later, these conditions allowed in any case to perform an
in flight demonstration and validation of the proposed advanced
navigation sensor system. In the following there is a brief
description of the system main components.

The flying platform (fig. 1): is a one third scaled model of the
piper PA Superclub remotely controlled via dedicated radio link.
It is an off-the-shelf vehicle belonging to the Giant Class with a
wing span of about 4 m, an empty weight of about 20 kg, a
maximum speed of 30 m/s and a ceiling altitude of about 200 m.

Ground Control Station (GCS): It is a portable ground control
station (fig. 2) designed to collect telemetry data and present it to
the flight test engineers through a dedicated Human Machine
Interface. It can be used also for remote reconfiguration of the on
board avionics system and for controlling the aircraft via a virtual
cockpit.

On board avionics systems: It includes all devices needed to
perform the in flight experimental validation of advanced
guidance, navigation and control functionalities. The devices
have been selected among the Commercial-Off-The-Shelf
(COTS) ones.

ESPOSITO ET AL.

Fig. 1. FSSD flying platform.

Fig. 2. Ground Control
Station.

They are:

a. A Flight Control Computer (FCC) based on a PowerPC
processor provided by the supplier together with a tool based on
the most advanced control system rapid prototyping
methodologies. The tool allows for automatic real-time coding
directly from Simulink™ diagrams;

b. A navigation sensor suite including a DGPS-RTK L1/L2
system capable to provide position measurements with an
accuracy of few centimeters, a solid state Attitude Heading
Reference System (AHRS) and two dedicated sensors for altitude
measurements respectively using radar and laser technology. The
altimeter sensors can be alternatively mounted because of weight
limitations;

c. Digital electromechanical servos to command both
aerodynamic surfaces and throttle, driven by the FCC via PWM
signals;

d. A digital data-link system able to exchange data
between on board FCC and the Ground Control Station with a
maximum bit-rate of 9600 bit/sec;

e. An on board camera integrated with a dedicated radio-
link able to send on board view to the ground control station
with a maximum range of 2 km.

III. SENSOR MODELS

The development of a sensor model must take into account all
known errors or degradations of the signal output. Usually, they
can be divided into two main categories: the external and the
internal noise sources. The models presented in this section refer
to the standard configuration of the navigation sensors installed
onboard CIRA FSSD, and simulate the basic operations of the
following sensors: Inertial Measurement Unit (IMU), Global
Positioning System (GPS), Magnetometer, Air Data System
(ADS), Laser/Radar Altimeter. The software architectures have
been accurately designed to guarantee the flexibility of the
system to varying user requirements and/or flight phases.

A. Inertial Measurement Unit Model

The first model refers to the IMU and is aimed at computing a
realistic estimate of its outputs. Its Simulink™ layout is shown in
fig. 3. The box named IMU simulates a six-axis measurement
system that calculates linear acceleration and angular velocity
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Fig. 3. IMU simulation model overall block diagram.

components along three orthogonal axes. This configuration
allows complete determination of vehicle dynamics. On the left
side of figure are the inputs to the model: the acceleration
components in Body Reference Frame (BRF), expressed in m/s?,
and the angular rate components in BRF, expressed in rad/s. The
model generates the error corrupted components of acceleration
and angular rate in the Sensor Reference Frame (SRF). The
crucial task is to corrupt the inputs by accounting for all the
characteristics sources of error concurring in the determination of
inertial sensors measures [6-9]: bias, scale factor, random walk,
misalignment, thermal drift, and lever arm.

The IMU should be mounted as close as possible to the centre
of gravity (CG) of the system. This will minimize any “lever arm
effect”. If it is not mounted close enough to the CG, then
rotations about the CG will cause the accelerometers to measure
a non negligible contribution to acceleration due to relative
motion.

Moreover, errors in accelerometers and rate sensors alignment
with SRF will contribute directly to errors in measured
acceleration and angular rate relative to any selected system axis.
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Fig. 4. Bias, scale factor, random walk, and thermal drift.
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On the base of these considerations, misalignment has been
treated by performing co-ordinate transformation of vectors, and
lever effect has been accounted by computing the centrifugal
terms in the equation of relative motion, expressed as:

ox(wxor)

O]
where w is the angular rate vector and or is the IMU CG position
vector with respect to UAV CG.

Bias, scale factor, and random walk, have been considered as
depicted in fig. 4 for rate sensors, where also the block that
computes thermal drift effects appears. In particular, thermal drift
effect simulation is based on a stochastic model describing the
bias variation with the internal temperature of the inertial unit,
that has been deduced from a series of laboratory tests conducted
on the embarked sensor: the IMU VG400CC produced by
Crossbow™. Experimental results have shown that thermal drift
effect can be satisfactory modeled by means of second order
polynomials, fitting bias changes in temperature [20-21]:

bias(T)=a'T*+b'T+c ®)

where the coefficients a, b, ¢ can be determined experimentally.

An example of simulated sensor measurements, referring to
accelerations and angular rates generated by the flight profile of
fig. 5, is reported in fig. 6 where the rate sensor outputs
computed by the model are plotted. For the sake of simplicity
only bias, scale factor, and random walk have been considered as
error sources in the simulation.

B. GPS Receiver Model

The second sensor model is a very sophisticated and detailed
simulator of a 12 channels GPS receiver. Its Simulink™ layout is
shown in fig. 7, where model inputs, outputs, and a box that
performs receiver computations are highlighted. The actual user
position, in ENU co-ordinate frame, is given as input to the
receiver box. Before starting simulations, the model requires that
broadcast almanac orbital parameters had been loaded into global
memory. YUMA formatted almanac files may be obtained at the
U.S. Coast Guard Navigation Center web site.

path
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Fig. 5. Simulated flight profile, consisting in an ascent phase and a
closed loop turn.
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The first step of the process is the generation of the positions
of the satellites that are visible at user location. It can be done by
using information extracted from the broadcast almanac. A block
calculates the combination of four satellites that minimize one of
Dilution Of Precision (DOP) parameters (to be set by the user)
[8]. The second step is the computation of the pseudoranges to all
visible satellites. The most referenced error sources are taken into
account to produce measured pseudoranges: thermal noise of the
receiver; tropospheric and ionospheric delays [8], Selective
Availability (SA), and multipath. The last step is the estimation
of user co ordinates and user clock offset by means of a least
squares solution. User co ordinates are provided for both ECEF
Cartesian and geodetic Latitude, Longitude, and Altitude (LLA)
co ordinates. GPS time can be opportunely set, in order to obtain
a realistic scenario of visible satellites at a given location, and at
a specified epoch of GPS week. Giving in input to the model the
flight profile of fig. 5 and considering as sources of error the
thermal noise of the receiver and the tropospheric and
ionospheric delays, block outputs the estimated user ENU
co-ordinates of fig. 8.
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Fig. 7. GPS receiver simulation model overall block diagram.

Fig. 8. Receiver model computed position.

TABLE 1. Error budget for SPS [22].

Parameter Value (m)
Signal-in-space ranging error (rms) 3.1
Tonospheric errors (rms) 7.3
Selective availability (rms) 23.0
Tropospheric errors (rms) 0.2
Receiver errors due to noise 0.7
Multipath (rms) 1.2

Total User Equivalent Range Error (rms) Szlz (;n SAgoff

The models adopted for GPS data errors are reported in [8]. An
error budget for Standard Positioning Service (SPS) with SA on
and off is shown in Table 1.

Although quite accurate, this model cannot operate in real time
due to requested inputs. As a consequence, a simplified, but
adequate to real-time applications, model of GPS receiver has
been developed taking into account the requirements of a sensor
fusion strategy based on Kalman filtering [23]. Such model is
quite different from the one just described and will be presented
in the sensor fusion section of the paper.

C. Magnetometer Model

The model simulates a three-axial magnetometer, whose
output is an estimate of the Earth magnetic field in SRF. Fig. 9
shows its layout in Simulink™.

It is worth pointing out the two boxes representing the external
environment and the internal dynamics of the sensor. The
external environment is the Earth magnetic field, whose most
referenced model is the International Geomagnetic Reference
Field (IGRF). The model implements the equations reported in
[24-27] and includes Gauss coefficients for the 1995 IGRF. The
magnetic field vector at a point Q above the Earth’s surface can

be expressed as the sum:
00 n
B=22 Bun
n=I1 m=0

(€)



REAL-TIME SIMULATION AND DATA FUSION OF NAVIGATION SENSORS

LGRF. Model j Mag_Field
Negreti ek expressed i ECEF [Tesk] Vegretic field

expressed in ECEF

/ENU Posiion [Tedal Magy erors

En_Mag x

Mag xemors

- En Mag y
Mg x Eros [Gauss] ’—’

- [~ \YmZn Mgy JEnMagz
Coversion from Neg 2 Erors Gauss) Mag z emors
Tedato Gauss
LGRF. Model Vegx(Gass] “—»
N Vegy (Gauss] *
Mag y
o
Magy
o
|- =
Pitch Vegz
Feading

Fig. 9. Magnetometer simulation model overall block diagram.

where B can be derived from a magnetic scalar potential which is
expanded into terms of spherical harmonics [26].

The IGRF model needs as inputs the position at which the field
must be evaluated, in ENU co-ordinates, and the Schmidt-
normalized Gauss coefficients [27]. Hence, it gives as outputs the
ECEF components of magnetic field exerted at a specific point,
computed assuming the field as a gradient of a potential function
that, in turn, can be described as an infinite series of spherical
harmonics. Computation of the field vector is efficiently
performed by means of recursion formulas, and the computations
do not suffer from singularities when evaluated at points that lie
on the polar axis.

More generally, this Matlab™ Simulink™ package can be
used in simulations of aircraft and spacecraft motion when a
planetary magnetic field model is required. For example, it could
be used for evaluating the torque produced by interaction of the
system’s magnetic moment with the external field, or by
magnetic actuators for attitude control. Then, the model
calculates a magnetic field vector.
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The magnetic field vector obtained in ECEF frame is then
converted in NED and SRF reference frames by means of co-
ordinate transformations. Subsequently, the principal sources of
error are included in the output measurements, namely: bias,
scale factor, random noise, misalignment. Fig. 10 shows the
Simulink™ block that makes these computations and provides
the magnetic field at user position, as it would be measured by
the magnetometer.

D. Air Data System Model

An Air Data System (ADS) estimates parameters useful for
aircraft flight control starting from the measurements of
quantities connected to the air flow around the vehicle. The
layout of the simulation model of an ADS, developed in
Simulink™, is presented in fig. 11. It involves dynamic and
thermodynamic quantities that take part in ADS measures and, of
course, it has been developed accounting for the incompressible
flight regime of the CIRA FSSD UAYV prototype.

The box in the left side of figure computes some of the
quantities usually measured by an ADS, while the box on the
right side generates the noisy output of the sensors. Four
parameters must be given as inputs to the first box: aircraft speed
in North-East-Up (NEU) components [m/s]; air density [kg/m®];
wind speed in NEU axes [m/s]; attitude angles [rad]. The box
outputs three of the four quantities which are directly measured
by ADS components: differential pressure [N/m?], sideslip angle
[rad], and angle of attack [rad]. The developed model does not
estimate air data parameters such as the static pressure ps using
aircraft altitude and standard atmosphere model because this
function is already provided by MathWorks™ Aerospace
Blockset [28]. The angle of attack and sideslip are derived from
the components of aircraft speed in the body-fixed co-ordinate
frame as shown in [29].
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Fig. 10. Block diagram of magnetometer dynamics simulation and relevant output.
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The second box in fig. 11 estimates the error contributions in
ADS measures. Again, the error sources taken into account are:
bias, scale factor accuracy, and random noise. For example, in
sideslip angle measure estimate, the three contributions of error
are computed as displayed in fig. 12.

D. Laser/Radar Altimeter Model

The simulation block modeling a Laser or a Radar Altimeter
sensors is depicted in fig. 13. In particular, two main boxes are
shown: a range computer and a block introducing instrument
dynamics. The first box outputs the true slant range information,
which represents the quantity an altimeter measures. It receives
in input: the altitude above the Earth reference ellipsoid in meters
and the attitude, in terms of body to navigation frames Euler
angles, expressed in radians. Of course, the lever arm effect has
been taken into account, because the altimeter must be
necessarily installed on the bottom of fuselage, hence supposedly
relatively far from aircraft CG. So the altitude input to the range
computer represents the true quantity at the location of the firing
point of the instrument.

The equation defining the true range in terms of altitude and
attitude angles is reported in flow chart form in fig. 14. The range
comes from the rearrangement of the following expression
relating the altitude ¢ to the measured range » and instrument tilt
angles (pitch 6 and roll ¢) [2]:

P — ()
* ADS Measured Beta

T
Beta Error

Scale Factor % | -C-
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——> x
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Random -
Number Productz
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Fig. 12. Error contributions in sideslip angle estimation.
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where a4, f4, are the altimeter mounting angles.

The computed true range is then given as input to the box in
the right side of fig. 13, which simulates the typical measurement
error sources. This box has two outputs: the simulated altimeter
range and range error, both expressed in meters. The main
referenced error sources that have been considered for degrading
the true range are bias, scale factor, and random noise. The bias
is expressed in meters and the scale factor in percentage. The
scale factor error can be estimated by multiplying the scale factor
accuracy by the true range. With reference to the random noise,
relevant error is obtained by randomly extracting from a
Gaussian distribution with zero mean and error standard
deviation furnished by instrument data sheet.

IV. SENSOR FUSION

Following the sensor fusion strategy described in [7], a
Simulink™ model has been implemented and successfully tested
to integrate the measures of various navigation sensors and to
provide a more accurate attitude, position, and velocity
information, capable of satisfying guidance and control
requirements for fully autonomous UAV navigation. It has been
designed to operate both in off line simulations and in real time
applications with Matlab™ Real Time Workshop®.

Fig. 15 reports the main layout of the Simulink™ block
diagram that had run on the CIRA FSSD onboard computer
during flight test campaign performed in May 2004. The model
inputs are listed on the left side of the computational boxes in
figure. Basically, they are the outputs of the IMU, the GPS
receiver, and the altimeter sensor. Whereas the outputs of the
procedure are reported on the right side of figure and refer to
attitude, position, and velocity estimates, computed by the sensor
fusion algorithm. It is worth dealing in more details the two main
steps in the sensor fusion algorithm, consisting in: GPS raw data
elaboration and INS/GPS/Altimeter Kalman navigation.
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Fig. 13. Altimeter simulation model block diagram.

A. GPS Receiver Model

Since the GPS receiver Simulink™ module must now be
supported by Real-Time Workshop®, it is totally different from
the one described in the previous section. It produces GPS fixes
from GPS raw measurements according to the strategy of
determining the position with the best Horizontal Dilution of
Precision (HDOP) [22] in the ENU reference frame, a function
that is not directly implemented in the GPS receiver. Inertial
navigation aiding will benefit of these measures according to the
strategy reported in [7]. The layout of the developed block is
displayed in fig. 15. GPS block input ports will accept raw
measurements from the GPS receiver. Specifically, block input
ports are:

7. CP — Carrier phase to pseudorange difference. It is a vector
reporting for each satellite in view the difference between ranges
from satellite to receiver, computed with carrier phase and
standard measurements;

8. SI — Satellite IDs. It is a vector reporting the Satellite
Vehicle Identification Numbers (ID) for each satellite in view;

9. ID — Ionospheric delays. It is a vector that contains the GPS
signals lonospheric Delays (ms) estimated by the receiver for
each satellite in view;

10. RC — Pseudorange. It is a vector with all measured
pseudoranges (ms);

11. RT — Receiver Time. It is a scalar with the reference
Receiver Time of Week (s) for GPS measurements;

12. TO — Time Offset. It is a scalar with the estimated Time
Offset (ms) between Receiver Time and the GPS System Time;

13. GE — Satellite ephemeris. It is a 29 x 31 matrix that reports
data broadcast from each satellite about its ephemeris, as
described in [8], necessary to perform precise orbit
determination;

14. NSat — Number of Satellites. It is a scalar reporting the
total number of satellites in view;

15. Quaternary — It is a matrix containing all the sets of four
satellite IDs that can be formed by all the satellites in view. The
row of the matrix reports the IDs in ascending order of HDOP, so
that the first set is the one with the minimum HDOP;

Fig. 14. Range determination block diagram.

16. Dim_quaternary — It is the number of full rows of the
N,
matrix Quaternary. It is equal to the binomial coefficient [ :‘“J .

These inputs are returned as a result of proper queries that
must be made to the on-board GPS receiver, except for input port
15 and 16 that are computed offline on the basis of the GPS
almanac. However, future versions of the code could be provided
with real time computation of Quaternary matrix. The matrix GE
is formed by refreshing the values of a column that represents a
satellite ID each time a new answer to a “GE” query is received
from GPS receiver. The output ports are:

Out — It outputs the position fix with best HDOP, when raw
GPS measurements are available for at least four satellites;

Nsat<4 — It outputs 1 when less than four satellites are in view;

Nsat_corr<4 — It outputs 1 when ephemeris data are available
for less than four satellites in view;
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Fig. 15. Sensor fusion model basic operations.
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Newdata — It outputs 1 when a new position fix is available;

No quaternary — It outputs 1 when no set of four satellites in
the Quaternary matrix is available;

Fix time — It outputs GPS fix time;

The second, third and fifth output ports report all conditions
that prevent from realizing a correct position fix.

From the computational point of view, GPS module is formed
by four sequential sub-blocks, each performing a specific
function in successive levels. The first level sub-block checks if
at least four satellites in view are available and the current value
of the receiver time (RT) is greater than the immediate past
value, but of less than two seconds. If above conditions are
verified, it enables the second level sub-block, which checks if
ephemeris data are available for at least four satellites in view.
This step has been introduced since the GPS receiver does not
guarantee that ephemeris of a satellite are available before
pseudoranges are output. The third level sub-block first of all
selects the set of four satellites in view with best HDOP by
browsing the Quaternary matrix, then performs the position fix.
If one of above conditions is not met, as an example if no set of
four satellites in view is recognized, the sub-blocks exit without
enabling successive operations.

The fourth level sub-block first of all determines satellite
ECEF positions at starting time of GPS message, for the four
satellites reported in the input port Quaternary, and corrects
pseudorange values by subtracting receiver time offset and
relativistic error [2]. Then, user ECEF position fix and receiver
time offset are estimated by using the satellite positions and
previously determined corrected ranges. The algorithm adopted
for satellite precise positioning is the one proposed by [8]. It is
worth noting that the algorithm requires solution of Kepler
equation. Since no analytical solution is available, it is solved by
means of an iterative algorithm [29], which requires a limited
number of iterations, because it is particularly effective for small
orbital eccentricity. The position fix block is based on the
standard GPS equation and adopts a standard iterative least-
square algorithm [7] based on the determination of the inverse of
the linear GPS observation matrix. Also in this case the total
number of iteration is quite limited, usually up to 16.

B. Integrated Kalman Navigation Simulation Model

The INS/GPS/Altimeter Kalman Navigation block on the right
side of fig. 15 performs data fusion of IMU (accelerometers and
gyros), GPS, and altimetric (Laser or Radar) measurements by
means of Kalman filtering. It is activated by a specific block, and
receives the initial conditions calculated in another block, both
represented in fig. 15. As regard the eight outputs, they are the
solution of the navigation equations (attitude, position, and
velocity) with Kalman filter corrections.

The model works according to the main steps of the adopted
sensor fusion algorithm [23, 30]. Equations describing navigation
state have been implemented according to the formulation
presented in [9]. Wander azimuth mechanization has been chosen
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for the navigation frame [6]. The differential equations have been
numerically integrated using the mathematical techniques
described in [9]. The linearization approach is based on the
perturbation representation for position, velocity, and attitude
errors according to the “phi” formulation [9]. The position,
attitude, and velocity error equations have been implemented in a
sub-block that receives in input the actual state vector, solution of
the navigation equations, and the state error vector, computed by
Kalman filtering, and outputs the corrected state vector. Then, a
specific block performs the quaternion to Direction Cosine
Matrix (DCM) transformation [9] and provides the corrected
attitude, longitude, latitude, and wander angles.

The Kalman filter architecture adopted is the feedback
implementation of the EKF (Extended Kalman Filter) [7] that is
illustrated in the scheme of fig. 16. The INS provides the
reference trajectory, whereas the EKF estimates the INS state
errors, which are fed back to correct INS internal state. Every
time this operation is accomplished, the corresponding EKF error
state is reset to zero. At the next measurement epoch, the INS
produces again the full navigation state estimate. GPS concurs to
the correction of EKF state estimate when a new position fix is
available.

Altitude measurements provided by the altimetric system are
also given in input to the EKF, independently from the
availability of a new GPS receiver fix. The logic of the developed
algorithm is that the altimeter sensor can be engaged
continuously in the data fusion procedure or its measurements
can be used to perform aiding only during specific mission
phases, i.e. limited instrument tilt angles and/or altitudes.

Indeed, it is expected that altimeter aiding is particularly useful
and its measurement reliable and effective during runway
approach and landing.

Finally, the output of the block that performs Kalman filtering
are the estimated state error vector and covariance matrix of
estimation uncertainty [7].

V. FLIGHT TEST: SENSOR FUSION RESULTS

During the flight tests of CIRA FSSD UAV prototype an IMU,
a GPS receiver, and a laser altimeter were installed on-board.
Fig. 17 shows the UAV path calculated by the differential GPS
Real Time Kinematik RTK™ fixed mode measurements, that has
a rms accuracy of 4 cm when available [31]. This is a differential
mode that requires a ground station to perform measurements.
Indeed, the maximum accuracy is available as a result of an

KinstOXins
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Fig. 16. Feedback implementation of Kalman filter.
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iterative procedure that depends on many parameters such us
satellite geometry, aircraft attitude, aircraft and ground station
relative position. As a consequence, fully accuracy may be not
available for a not negligible part of the trajectory. Since
altimeter are slant range measurement system, the RTK™
measurements are very useful to test altimetric measurement
performances.

The results of the flight data processing by means of the
previously described sensor fusion model, integrating all the
onboard navigation units, are reported in fig. 18, that depicts the
estimated longitude-latitude path. It is worth noting the effect of
repeated inclusions of UAV positions computed by using the
stand-alone GPS receiver in the fusion procedure, graphically
represented by plot discontinuities. In fig. 19 are depicted three
runway flyovers of sensor fusion solution for path.

These results allow definition of an error budget for the sensor
fusion algorithm with respect to RTK™ solution, assumed as the
most accurate available reference during the time intervals where
the maximum precision of the RTK™ algorithm solution is
guaranteed. It was found that the horizontal position rms error is
6.5 m. The same analysis has been performed for altitude (fig.
20), where an rms error of 0.8 m was found during runway
flyovers with engaged altimeter, when a comparison between
measured and estimated altitude makes sense, thanks to the
coincidence of altimeter slant range and GPS RTK™ altitude,
apart from known mounting and attitude angles. Figures 21 and
20 plot the position error distributions during a runway flyover.
The negative error peak shown in fig. 22 is generated by laser
slant range measurement discontinuities, supposedly due to
variable reflection characteristics of the test runway surface,
along with altimeter not exactly nadiral pointing angle, hence
causing a variation in signal input to the instrument. This effect
resulted more significant during approaching phase, when the
UAV flew over differently vegetated areas with more perturbed
attitude.

In summary, proposed HW/SW integrated navigation
measurement system allowed for continuous and autonomous
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dynamics determination, attaining an adequate accuracy both in
cruise and during runway approach.

CONCLUSIONS

The development of an integrated navigation software has
been presented. The tool included both sensor simulators and
data fusion algorithms. The aim of the study was to develop an
autonomous strategy capable to provide an adequate estimate of
the aircraft dynamical state even during the most critical mission
phases such as takeoff and landing. This process was
comprehensively described in the paper. The relevant software
has been tested with numerical simulations, ground hardware-in-
the-loop experimentations, and in flight verification. A low-cost
configuration composed by a solid-state inertial unit, a
standalone GPS receiver, and a laser altimeter resulted enough
accurate to output vertical position estimates with a rms
uncertainty of less than 1 meter, whereas the horizontal
positioning accuracy resulted in the order of 6 meters. The study
showed that the available sensor set attains adequate accuracy for
the vertical position whereas sensors that are more accurate than
the standalone GPS are needed to attain an adequate horizontal
positioning accuracy to support autonomous landing on narrow
runways.
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Abstract - The computational Grid paradigm is now commonly
used to define and model the architecture of a distributed
software and hardware environment for executing scientific and
engineering applications over wide area networks. Resource
management and load balanced job scheduling are a key concern
when implementing new Grid middleware components to
improve resource utilization. Our work focuses on an
evolutionary approach based on swarm intelligence and precisely
on the ant-colony based meta-heuristic, to map the solution
capability of social insects to the above resource scheduling and
balancing problem, achieving an acceptable near-optimal
solution at a substantially reduced complexity. The Grid resource
management framework, will be implemented as a multi-agent
system where all the agents communicate each other through the
network and cooperate according to ant-like local interactions so
that load balancing and Grid makespan/flowtime optimization
can be achieved as an emergent collective behaviour of the
system. We showed, by presenting some simulation results, that
the approach has the potential to become really appropriate for
resource balanced scheduling in Grid environments.

Keywords — GRID, Management Agents, Swarm Intelligence,
Ant-Colony Optimization

I.  INTRODUCTION

A growing number of high-performance scientific and
industrial applications, ranging from real-time particle physics
or radio astronomical experiments to complex weather
forecast, and financial modeling, are increasingly taking
advantage from large geographically distributed computing,
network infrastructure and data management resources,
commonly referred to as “Grids”. A Grid offers a uniform and
often transparent interface to its resources such that an
unaware user can submit jobs to the Grid just as if he/she was
handling a large virtual supercomputer, so that large
computing endeavors, consisting of one or more related jobs,
are then transparently distributed over the network on the
available computing resources, and scheduled to fulfill
requirements with the highest possible efficiency. The
management and scheduling of dynamic grid resources in a
scalable way requires new and smarter technologies to
implement a next generation intelligent grid environment and
is now a key concern when implementing new grid
middleware components to improve resource utilization. In
traditional approaches, very common in early production
grids, there was a centralized manager, often called resource
broker, that was the only entity with a complete view of the
resources available on the whole Grid. The broker selected
computing resources based on actual job requirements and a
number of criteria identifying the available resources and their

location with the aim to minimize the total time to delivery for
the individual application, and performed job distribution on
them. This is clearly not applicable in modern grid computing
where both the network and the computing infrastructure itself
lack of a fixed structure. Accordingly, in this paper we present
a new distributed approach, based on swarm intelligence, to
efficiently map the jobs submitted on a computational grid by
running them on the resources available on the network so that
they can be completed as soon as possible. Swarm intelligence
[1] is the collective behavior from a group of social insects,
namely ants, that communicate interactively either directly or
indirectly in a distributed problem-solving manner. More
specifically, the simple observation of the phenomenon of a
group of ants in a natural environment, which can dynamically
and adaptively find and collect foraging objects into their nest
without any master or central authority driving them, gives a
significant clue to solve our problem. The ants work together
to achieve an optimal solution and move towards the optimal
solution by sharing their own knowledge with their neighbors.
According to the above paradigm, an ant-like self-organizing
mechanism can be used to perform efficient resource
management on the Grid nodes through a collection of very
simple local interactions. This can be achieved by heuristically
determining a scheduling solution that distributes the jobs on
the Grid resources minimizing the overall Grid Makespan, that
is the maximum completion time of all the job instances in the
schedule, and Flowtime, referring to the response time to the
user petitions for task executions. The above process can result
in an indirect coarse-grained load balancing effect since each
task tends to be dispatched to a grid resource that has less
workload and can meet the application execution deadline. It
can be modeled as a multi-agent system where all the agents
communicate each other through the network and cooperate
through stigmergy according to ant-like local interactions.
Each task is carried by an ant, represented by an agent. Ants
cooperatively search the less-loaded nodes with sufficient
available resources, and transfer the tasks to be executed to
these nodes. The proposed self-organizing mechanism does
not need a centralized control, which otherwise might act as a
potential bottleneck, and is an attractive solution for very
large, dynamic and computationally intensive Grid
infrastructures because it is inherently parallel and easy
distributable, with each node running one or more agents
performing search in the solution space or directly managing
the resources available on it. Adding more agents (or “ants”)
generally increases the solution quality at the cost of a very
limited additional workload. Extensive simulation results
obtained upon different experimental Grid topologies clearly
indicate that our ant-colony based approach is highly adaptive,
robust and effective in handling the above scheduling/load
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balancing problem.

II. THE AGENT-BASED FRAMEWORK

Distributed Agent technology can be thought of as the next
step in the evolution of swarm system modelling techniques.
In a distributed agent framework, we conceptualize a dynamic
community of agents, where multiple agents contribute
services to the community by cooperating like individuals in a
social organization. The appeal of such architectures depends
on the ability of populations of agents to organize themselves
and adapt dynamically to changing circumstances without top-
down control from a central control logic.

A.  Implementation details

The proposed resource management framework can be
implemented as a multi-agent system where each agent is a
representative of a local grid resource (resource management
agent) or of an independent execution request from an user
(search agent), associated with explicit computational
requirements. In our model we consider the following basic
assumptions: the jobs being submitted to the grid are
independent and are not preemptive, that is, they cannot
change the resource they has been assigned to once their
execution is started, unless the resource is dropped from the
grid. Examples of this scenario in real life grid applications
arise typically when independent users send their tasks to the
grid, or in case of applications that can be split into
independent tasks. Such applications are frequently
encountered in scientific and academic environments. They
also appear in intensive computing applications and data
intensive computing, data mining and massive processing of
data, etc. Initially, search and resource management agents are
generated from nodes on the grid according to their specific
roles, that is, the system consists of a certain number of agents
which either handle computational resources in various nodes
or wander on the network, searching for available resources.
When a group of tasks is generated on the grid, then a group of
search agents, whose number can be less or equal to that of the
tasks, is generated. Each search agent is associated to a task, or
to a set of related tasks, not yet assigned to a computing
resource for execution, so that we can regard each pending
task waiting for execution as an agent, or better, in our swarm-
based model as an “ant”. The agents wander on networks and
search proper nodes to join and queuing by interacting with
the corresponding resource management agents. Agents can be
generated from every node on networks. Each node on the
networks supplies the same service and each search agent
must be served by one node through one of its resource
management agents. At a higher level of the global Grid,
agents cooperate with each other according to ant-like local
interaction to manage the overall workload according to the
above agent-based self-organization performing
complementary scheduling of the available resources on the
network-distributed Grid.

B.  The agent structure

In our environment, a specific agent will be implemented at
the Grid middleware level for managing computing resources
on each local grid node and scheduling incoming tasks to
achieve local load balancing, and it provides a high-level
representation of the corresponding grid resources. It also
characterises these resources as high performance computing
service providers in a wider grid environment. Agents can be
structured according to a layered model to better define their
architectural ~ characteristics and ease the overall
implementation tasks, as defined in the following schema [2].
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Fig. 2. The agent multi-layer architecture
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—  Communication Layer. Agents in the Grid system must be
able to communicate with each other or with users using
common data models and communication protocols. The
communication layer provides an agent with an interface
to heterogeneous networks and operating systems.

—  Coordination Layer. The request an agent receives from
the communication layer should be explained and
submitted to the coordination layer, which decides how
the agent should act on the request, during the search
space exploration, according to its own knowledge. For
example, if an agent receives a service request, it must
decide whether it has related service information. The ant-
driven resource scheduling process does not aim to find
the best service for each request, but endeavours to find
an available service provided by a neighbouring agent.
While this may decrease the optimal load balancing
effect, the trade-off is reasonable as grid users prefers to
find a satisfactory resource as fast and as local as possible.

—  Local Management Layer. This layer performs functions
of an agent for local and grid resource management, that
is participating to scheduling decisions to handle load
distribution between the local resources (i.e. local
processors) and the overall Grid resources. A local grid
resource is considered to be a cluster of tightly coupled
workstations, i.e. in a blade enclosure, operating
according to a common scheduling policy, or a
multiprocessor system. An agent takes its local available
computational resources as one of its capabilities. It is
also responsible for submitting local service information
to the coordination layer for agent decision making.
Within each agent, its own service provided by the local
grid resource is evaluated first. Of course, if the



SWARM-BASED DISTRIBUTED JOB SCHEDULING IN NEXT-GENERATION GRIDS

requirement can be met locally, the job execution can be
handled successfully without interaction with other
external agents/nodes.

III. THE ANT-COLONY OPTIMIZATION PARADIGM

The ant colony optimization (ACO) techniques are a subset of
swarm intelligence meta-heuristics inspired by the foraging
behaviour of real biological networks [3] in finding the paths
to food sources and route around obstacles and consider the
ability of simple individuals to solve complex problems by
cooperation. In biological “networks” or colonies of ants
consisting of thousands and in some cases tens of thousands of
dynamic elements, each ant alone has relatively little
intelligence, while the collective emergent behaviour of the
“network” exhibits a great deal of global intelligence capable
of dynamic near-global optimization of certain tasks.
Engineering models and algorithms based on these biological
systems have the potential to leverage the tremendous gains
made in this century in understanding their individual and
collective colony-based behaviour. Initial work in swarm
intelligence has revealed a great deal of synergy between the
routing requirements of communication networks and certain
tasks that exist in biological swarms. For instance, a key
characteristic of swarm intelligence is the ability of search
agents (ants) to find optimal (or near optimal) routing (in food
gathering operations for example), where intelligent behaviour
arises through indirect communications between the agents.
The latter point is the most interesting: the ants do not need
any direct communication for the solution process, instead
they communicate by stigmergy. The notion of stigmergy
means the indirect communication of individuals through
modifying their environment. In detail, any ant that leaves its
colony in search of food leaves a trail of chemical called
pheromones on the path that it takes. When an ant returns from
the food source to its nest, it reinforces the pheromones on the
path that it has used. Pheromones acts to attract other ants to
follow a particular path. When a large number of ants forage
for food, the shortest or however the best available path to the
food source will eventually contain the highest concentration
of pheromones, thereby attracting all the ants to use that path.
Thus, the concentration of pheromone on a certain path is an
indication of its usage. With time the concentration of
pheromone decreases due to diffusion effects. This property is
important because it is integrating dynamic into the path
searching process. The following figure shows a scenario with
two routes from the nest to the food place. At the intersection,
the first ants randomly select the next branch. Since the upper
route is shorter than the lower one, the ants which take this
path will reach the food place first. On their way back to the
nest, the ants again have to select a path. After a short time the
pheromone concentration on the shorter path will be higher
than on the longer path, because the ants using the shorter path
will increase the pheromone concentration faster. The shortest
path, that in this case is straightforwardly the best one, will
thus be identified and eventually all ants will only use it.
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Algorithms modelled according to this behaviour, have
historically been used to solve shortest path problems and
problems that can be reduced to a kind of shortest path
problems but have also been successful in attacking various
popular combinatorial optimization problems such as the
travelling salesman problem (TSP), the quadratic assignment
problem (QAP) and the job-shop scheduling problem (JSP)
[4]. Furthermore, almost all the results obtained to date in
developing swarm-based path searching or combinatorial
optimization algorithms exhibits the following potential
benefits:

— Dynamic “online” optimization using local information

— No or very limited exchange of global information for
solution determination

— Inherent scalable nature, resulting in graceful builds and
degradations

—  Characteristics leading to adaptivity and robustness (fault-
tolerance) under most contingencies

The solution to a combinatorial optimization problem is a set .S
= {c;,¢5 ... ¢y}, where ¢, with /<i<n, are known as the
solution components. The Ant Colony-based optimization
techniques are inherently iterative in their behaviour. During
each iteration, an ant constructs a solution starting from the
empty solution S=2 Solution components are incrementally
added, one at a time, to the partial solution until a complete,
feasible solution is formed. At the end of an iteration, the
candidate solutions constructed by the ants will be evaluated
using a problem specific objective function f. For example in
TSP, the objective function is the length of a complete tour.
After that, each ant will update the artificial pheromone
associated to each component that is found within its
constructed solution. Components that appear frequently in
good candidate solutions will have higher pheromone values.
The search process in subsequent iterations will then be biased
towards these favourable components. The search process can
stop if for example the number of maximum iterations has
been met. In any case, the five main characterizing elements of
the above techniques are identified below:

— A heuristic function #, which will guide the ants’ search
with problem specific information.

— A pheromone trail definition, which states what
information is to be stored in the pheromone trail. This
allows the ants to share information about good solutions.
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—  The pheromone update rule, this defines the way in which
good solutions are reinforced in the pheromone trail.

— A fitness function which determines the quality of a
particular ant’s solution.

— A construction procedure that the ants follow as they
build their solutions (this also tends to be problem
specific).

Although the ACO method is a fairly novel approach, it can be
viewed as something of an amalgam of other techniques. The
ants essentially perform an adaptive greedy search of the
solution space. Greedy search methods have been used for
many problems, and are often good at finding reasonable
results fast. The greedy search takes into account information
provided in the pheromone trail, and this information is
reinforced after each iteration. Because a population of ants is
used, ACO also has similarities with evolutionary computation
approaches, such as genetic algorithms (GAs). GAs similarly
use a population of solutions which share useful information
about good solutions, and probabilistically use this
information to build new solutions. They do this in a rather
different way, however, since a GAs “stores” its information
in the population at each iteration whereas the ants store it in
the pheromone trail. So, while the specific details of an ACO
algorithm are new, and the techniques used are combined in a
novel way, the ACO approach implicitly uses several proven
problem solving strategies.

IV. THE PROPOSED ALGORITHM

Our objective is to determine an efficient solution to the
problem of scheduling a set J of m independent jobs J={ji, ...
Jjm¢ each of which have an associated predicted running time
t(j;) onto a set V of n Grid nodes, V={v,, ... v,}, for each
1<i<n, with a specific computing capacity C, such that the
load will be fairly balanced on the available computing
resources and consequently all the jobs are completed as
quickly as possible, by optimizing the overall Grid
performance. Really, this is a multi-objective optimization, the
two most important objectives being the minimization of the
makespan and the flowtime of the overall grid system. This
problem, widely simplified, is closely related to a commonly
known NP-hard combinatorial optimisation problem, the bin
packing problem, where the items to be packed are viewed as
the jobs and the bins as the Grid nodes with their capacity
represented by the available computing power. Consequently,
also our multiple variable resource scheduling problem, that is
inherently more complex, will be NP-hard and thus a
reasonable heuristic solution, achieving near-optimal results is
strongly desirable. Accordingly we propose an highly adaptive
approach that employ a collection of ant agents that
collaborate to explore the search space. A stochastic decision
making strategy is proposed in order to combine global and
local heuristics to effectively conduct this exploration. As the
algorithm proceeds in finding better quality solutions,
dynamically computed local heuristics are utilized to better
guide the searching process. In our schema an ant’s “life”
begins at the originating node of each task execution demand.
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It proceeds until it finds the corresponding destination node
resource management agent offering adequate resources
available for task execution. At the completion of its search,
each ant deposits pheromone to mark the detected solution and
perform its stigmergy-based interaction with the other
socially-related individuals. Thus, the most important factor
that influences each ant’s decision, and hence the overall
heuristic search behaviour, will be the pheromone.

A.  The pheromone trail

There is not an immediately clear definition for the pheromone
trail in this problem, and so the information that will be stored
in the pheromone trail must be carefully selected. As the
problem is essentially to allocate jobs to the grid nodes,
intuitively it seems that the trail could store the degree of
success associated to assigning a particular job to a particular
node. The pheromone value z(i,j) can be therefore selected to
represent the overall success in finding a feasible solution
implied by scheduling a particular job i onto a particular node
J. The pheromone matrix will thus have a single entry for each
job-node pair in the problem. Furthermore, a policy for
updating the pheromone trail has been established according to
the following equation:

t(i,j) = p-t(ij)

where p is a parameter which defines the pheromone
evaporation rate.

B.  The ant-driving heuristic

The heuristic information that the ants use when building their
solution is also very important, it guides their search with
problem specific information. However, because the ACO
approach relies on multiple ants building solutions over
several “generations” the heuristic information must be quick
to establish, and so only fairly simple heuristic values can be
used. The heuristic value used by the ants for each job j has
been defined in our model as:

1

") oz, ()

That is inversely proportional to the minimum completion
time for the job j on all the available nodes, or better stated its
completion time on the best available node on the grid. To
allow this value to be effectively controlled with the
parameter, determining the extent to which heuristic
information is used by the ants, it is necessary to “scale” the
heuristic value up. Therefore in the implementation of this
function all the #(j) values are computed for each job and then
the job list is sorted into descending order of these values.
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C. Finding a solution

The set of jobs and nodes will serve as components from
which each ant will use to incrementally construct a solution
during each iteration of the algorithm. For each ant, an
iteration consists of a finite number of steps. At step r of
iteration ¢, an ant £ will select a specific job j to be executed
on a node vi to be included in its partially constructed solution
Sk(t,r)={sl,... sj} according to a stochastic decision making
strategy properly driven by the above heuristic and pheromone
trail. More precisely, let b; the node on which the job j can be
executed in the minimum completion time, and a the extent to
which pheromone information is used as the ants build their
solution, the probability p(j) of selecting job j to schedule next
is given by equation:

- () ()’
p(j)=—
D (2,6 n(i)")

i=1

A job is then selected based on this value, and the chosen job
Jje 1s preferably allocated, on the b;.node. The pheromone trail
update procedure is then used on the iteration best ant. This
process is repeated until all jobs have been scheduled, a
complete solution has been built and there is no further
improvement in the fitness value of the solution. The fitness
value is determined according to a properly-crafted fitness
function, whose goal is essentially to help the algorithm in
discerning between high and low quality solutions that in our
case means obtaining that all the jobs are completed as quickly
as possible. In other words it implicitly means best balancing
the load on the available nodes, that is, minimising the
makespan and flowtime of the solution itself. Makespan and
flowtime are both strong fitness indicators of the grid system;
their relation is not trivial at all, in fact they are contradictory
in the sense that trying to minimize one of them could not suit
to the other, especially for plannings close to optimal ones.
Note that makespan is an indicator of the general productivity
of the grid system. Small values of makespan mean that the
scheduler is providing good and efficient planning of tasks to
resources. On the other hand, minimizing the value of
flowtime means reducing the average response time of the grid
system. For better results, the value of mean flowtime,
flowtime/M (where M is the number of machines in the grid),
can be used instead of flowtime. Essentially, we want to
maximize the productivity (throughput) of the grid
environment through an intelligent load balancing and at the
same time we want to obtain plannings that offer a quality of
service acceptable to the users. Consequently the fitness
function for our assignment and balancing problem could
simply be the inverse of the sum of makespan mks; and mean
flowtime fz, of the solution s, weighted by a properly crafted
parameter A, a priori fixed to 0.75 to give more priority to
makespan, as it is the most important parameter. The fitness
function equation is reported below.

1
C A-mks,+(1-2)- ft,

f

The proposed algorithm is conceived to be flexible in the
sense that the number of ants can be adjusted by the launching
probability of ants to achieve a good performance.

V. PERFORMANCE EVALUATION

To show that the approach has the potential to become an
acceptable distributed framework for self-management of
computational resources in the next generation grids, extensive
simulation has been conducted upon four different Grid
scenarios built in a random way upon some sample grid
dimensional characteristics (small: 32 hosts and 512 tasks;
average: 64 hosts and 1024 tasks; large: 128 hosts and 2048
tasks; and very large: 256 hosts and 4096 tasks). The grid
networking topologies, modelled as non-oriented graphs, have
been created using Waxman’s method [5], [6]. In this method,
the probability of the existence of link between two nodes u
and v is given by:

d

P(u,v) = ge *

where 0 < @,y < 1 are model parameters, d is the Euclidean
distance between u and v and L is the maximum Euclidean
distance between any two vertices of the graph. The available
computational resources have been assigned randomly on all
the grid nodes In all the experiments, we used a dynamic
model in which the job execution requests arrive at the grid
according to a Poisson process with an arrival rate ¢
(jobs/second). The predicted job execution time is
exponentially distributed with mean ux (1800 seconds in our
tests).

A.  Building the system model

The ACO meta-heuristic algorithm has been implemented in
Java using the RePast multi-agent simulation framework. We
used the Java version of Repast in order to take advantage of
its great extensibility, ease of modifiability, portability, strict
math and type definitions (to guarantee duplicatable results),
and object serialization (to checkpoint out simulations).
Repast is a free open source toolkit that was originally
developed at the University of Chicago [7] and is now
managed by the non-profit volunteer Repast Organization for
Architecture and Development (ROAD). Repast seeks to
support the development of extremely flexible models of
living social agents, but is not limited to modelling living
social entities alone. In short, our RePast simulation is
primarily a collection of agents of both the search and resource
management type and a model that sets up and controls the
execution of these agents’ behaviours according to a schedule.
This schedule not only controls the execution of agent
behaviours, but also actions within the model itself,
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determined by the ACO meta-heuristic paradigm.

B. Simulation results

All the results presented are taken from 100 iteration runs on
2GHz HP Proliant DL380 machines running Linux, and each
run was performed 10 times to collect the average makespan
and flowtime values, that are the most interesting performance
parameter for our evaluation. The proposed framework takes a
comparatively long time to build solutions, approximately
more then 10 seconds per iteration, so that the whole
simulation took some hours. The ACO algorithm has been
allowed to run for so long because this gives it reasonable time
to build up a useful pheromone trail. The ants need some more
running time to find solutions which significantly improve on
the other solutions. The efficiency of the proposed solution
can be easily observed from the graph in Fig. 3 below where
the Makespan and Flowtime values measured as the results of
the ACO meta-heuristic in our four typical Grid scenarios
have been compared with the same values obtained by
applying the classic Tabu Search (TS) approach as showed in
[8].
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550000000
450000000
350000000
250000000
150000000

i
50000000
32/512

Simulation Time

64/1024 128/2048  256/4096

—aA— ACO Makespan (msec)
TS Makespan (msec)

—l— ACO Flowtime (sec)
TS Flowtime (sec)

Fig. 3. Makespan and flowtime measured in typical grid scenarios

When representing both makespan and flowtime values
simultaneously in the same graph we have to take into account
that even though makespan and flowtime are measured in the
same unit (seconds), the values they can take are in
incomparable ranges, due to the fact that flowtime has a higher
magnitude order over makespan, and its difference increases
as more jobs and machines are considered. Consequently, in
the above graph the makespan values have been scaled
properly in msecs to be representable together with the
flowtime ones. As can be seen, our ACO approach performs
slightly better than the Tabu Search heuristic, especially in
presence of larger problems, with more grid nodes and
presented jobs, since in these cases the number of ants, or in
other words the agents associated to tasks and nodes greatly
increases. The setting of the ACO parameters in our model
will also affect the performance of the whole framework. Due

to the time taken for a decent sized run of the ACO algorithm,
and to the inbuilt stochasticity of the approach, finding the
optimal values for these parameters has been a complex and
very time-consuming task. For each topology used in our
evaluation, the best observed values for the parameters for
pheromone control a and f and p have been empirically
determined through experiences on simulation results. At first,
the pheromone evaporation parameter p, defining how quickly
the ants “forget” past solutions has been always set to be in the
range 0 < p < 1. A higher value makes for a more aggressive
search, in our tests a value of around 0.8 gave good results.
The value of a determining the extent to which pheromone
information is used as the ants build their solution, showed to
be very critical for the success of the ACO search, and having
tested values between 1-30, it seems that the ant-based
algorithm works best with a relatively high value of 15 for all
the topologies. Again, also for the parameter B, determining
the extent to which heuristic information is used by the ants,
all the values in the range 1-30 were tested, and a value near
10 worked well for all the tests and topologies. Once again, we
observed that an higher  value may provide good solutions
quickly, but a lower value may provide better results after a
longer period of time. The best-performing values for the
ACO model parameters used in our simulation, are reported in
the table 1 below.

Table 1. Best ACO parameters used in the simulation

Parameter name  Parameter Value

o 15
B 10
p 0.8

The above values as experimentally determined in our simple
tests work well enough, as the observed results show, but there
is undoubtedly room for further improvement.

VI. CONCLUSIONS

The next generation grid computing environment must be
intelligent and autonomous to meet requirements of smart self-
management. Accordingly, we presented in this work a new
adaptive strategy to efficiently distribute the jobs submitted on
a grid on the available computational resources. The proposed
approach is based on swarm intelligence and precisely on the
ant colony optimization meta-heuristic implemented in a
multi-agent system scenario. These fascinating family of
algorithms try to apply the ability of swarms to mathematical
problems and were applied successfully to several
optimization problems, so that they are widely recognised as
of the major self-organizing search mechanisms used in
nowadays adaptive applications. One of the most interesting
features of ant colony optimization-based approaches is that it
may allow enhanced efficiency when the representation of the
problem under investigation is spatially distributed and
changing over time. The agent-based ACO approach used in
our work can be conceived as an initial attempt towards a
distributed framework for building the next generation
intelligent grid environments.
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ABSTRACT:

This paper implements a real-time system to
recognize faces. The approach is essentially
to apply the concepts of vector space and
subspace to face recognition. The set of
known faces with m X n pixels forms a
subspace, called “face space”, of the “image
space” containing all images with m x n
pixels. This face space best defines the
variation of the known faces. The basis of
the face space is defined by the singular-
vectors of the set of known faces. These
singular-vectors do not necessarily cor-
respond to the distinct features like ears,
eyes and noses. The projection of a new
image onto this face space is then compared
to the available projections of known faces
to identify the person. Since the dimension
of face subspace is much less than the whole
image space, it is much easier to compare

projections than origin images pixel by pixel.

Based on the above idea, a Singular Value
Decomposition  (SVD)  approach is
implemented in this paper. The framework
provides our system the ability to learn to
recognize new faces in a real-time and
automatic manner.

KEYWORDS:
Image processing, Face recognition,
Singular value decomposition.

I. INTRODUCTION:
Over the last ten years or so, face
recognition has become an active area of
research in computer vision, neuroscience,
and psychology. It is the general opinion
that advances in computer vision research

will  provide  useful insights to
neuroscientists and psychologists into how
human brain works, and vice versa.

Some of the applications of the facial
recognition technology include:

e Security

e Computer-human interaction

e System (key) access based on face/voice
recognition.

e Tracking people, either spatially with a
large network of cameras or temporally by
monitoring the same camera over time.

e Locating people in large image data.
Several approaches to face recognition have
been proposed for the 2-dimensional facial
recognition. Each has its own advantages and
limitations. Much of the work has focused on
detecting individual features such as eyes, nose,
mouth, and head outline, and defining a face
model by the position, size, and relationships
among these features [1][2]. The face
recognition strategies have modeled and
classified faces based on normalized distances
and ratios among feature points. Such
approaches have proven difficult to extend to
multiple views, and have often been quite fragile.
Like Principal Component Analysis (PCA), our
SVD approach treats a set of known faces as
vectors in a subspace, called “face space”,
spanned by a small group of “base-faces” [3].
Recognition is performed by projecting a new
image onto the face space, and then classifying
the face by comparing its coordinates (position)
in face space with the coordinates (positions) of
known faces. But the SVD approach has better
numerical properties than PCA.

II. PRINCIPALES:

K. Elleithy (ed.), Advances and Innovations in Systems, Computing Sciences and Software Engineering, 145—148.
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Assume each face image has m x n = M pixels,
and is represented as an M x 1 column vector f;.

Then, a ‘training set’ S with N face images of
known individuals forms an M x N matrix:

S=[f.1,,...1f] (1
The mean image f of set S, is given by
— 1 &
f=—>1f1 2
Nt @)
Subtracting f from the original faces gives
a,=f —f,,i=12,.N (3)
This gives another M x N matrix 4:
A=Ja,a,,..,a,] 4

Assume the rank of 4 isr, and ¥y <N << M . It
can be proved that 4 has the following Single
Value Decomposition (SVD):

A=UxV" (5)
Here, X is an M x N diagonal matrix
(6, 0 - 0 0 - 0]
0 o, - 0 0O - 0
0 O c, O 0
= (6)
0 O 0 o, 0
o o0 - 0 0 Gy
0 0 - 0 0 - 0|
For i =1, 2, ..., N, o, are called Singular

Values (SV) of matrix 4. It can be proved that

6,26,>-->20,>0,and

(7

csr+1 =Gr+2 =“'=GN =O'

Matrix V'is an N X N orthogonal matrix:

ZENG

V=[V,Vy,0.V,,V 5y Vi

®)

That is the column vectors v,, for i = 1,
2, ..., N, form an orthonormal set:

19’?i = i
viv,=8,=1""""7 ©)
0,,,i#j
Matrix U is an M x M orthogonal matrix:
U=[u,u,,.u,u_,..,u,/] (10)
That is the column vectors u,, for i = 1,
2, ..., M, also form an orthonormal set:
19’,1. = i
W, =s,=1"""7 (1)
0,,51 i .]

The v,’s and u,’s are called right and left
singular-vectors of 4.

From (5),
AV =UZ (5a)
We get
ou,,,,i=12,.,r
Av, = (12)
07’79’771. = r+1,---’N

It can be proved that {u,,u,,...,u, } form an

orthonormal basis for R(4), the range (column)
subspace of matrix 4. Since matrix 4 is formed
from a training set S with N face images, R(4) is
called a ‘face subspace’ in the ‘image space’ of

m % n pixels. Each u,, i=12,...,r, can be
called a ‘base-face’.
Let X (= [x,,X,,...,x,]" ) be the coordinates

(position) of any m x n face image f in the face
subspace. Then it is the scalar projection of

f —f onto the base-faces:

x =[u,u,...,u] (f-f)

(13)

This coordinate vector x is used to find
which of the training faces best describes the
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face f. That is to find some training face f,,
i=12,..., N, that minimizes the distance:

& =|x—x|, =[(x—x) (x=x)]'"* (14)

where x. is the coordinate vector of f ,

which is the scalar projection of f,—f onto
the base-faces:
x=[u,w,..,ul t-F) (15

A face f is classified as face f, when the
minimum ¢, is less than some predefined
threshold ¢, .

classified as “unknown face”.

If f is not a face, its distance to the face
subspace will be greater than 0. Since the
vector projection of f—f onto the face
space is given by

Otherwise the face f 1is

f,= [u,u,,.u ]x (16)

where x is given in (13).

The distance of f to the face space is the
distance between f—f and the projection
f, onto the face space:

& = -D—1,| =[F-F-£,) (F-F—1,)]"
(17)
If &, is greater than some predefined

threshold &, then fis not a face image.

Notes:

1). In practice, a smaller number of base-
faces than r is sufficient for identification,
because accurate reconstruction is not a
requirement. This smaller number of
significant base-faces is chosen as those
with the largest associated singular values.

2). In the training set, each individual
could have more than one face images with
different angles, expressions, and so on. In

this case, we can use the average of them for
the identification.

III. STEPS:

1. Obtain a training set S with N face
images of known individuals. An example
of S is shown in Fig. 1.

2. Compute the mean face f of set S
by (2). The mean face of the set in Fig. 1 is
shown in Fig. 2. Form matrix 4 in (4) with
the computed f .

3. Calculate the SVD of 4 as shown
in (5). The result base-faces are shown in
Fig. 3.

4. For each known individual,
compute the coordinate vector x; from (15).

5. Choose a threshold &, that defines
the maximum allowable distance from face
space. Determine a threshold &, that defines
the maximum allowable distance from any
known face in the training set S.

6. For a new input image f to be
identified, calculate its coordinate vector x
from (13), the vector projection f, , the

distance ¢, to the face space from (17). If
&, > & the input image is not a face.

7. If &, < &, compute the distance
&; to each known individual from (14). If all
& > &,, the input image may be classified
as unknown face, and optionally used to
begin a new individual face. If ¢, < &, and
some ¢, < g,, classify the input image as
the known individual associated with the
minimum ¢; (x;) in (14), and this image
may optionally added to the original training
set. Steps 1-5 may be repeated. This can

update the system with more instances of
known faces.

IV. CONCLUSIONS:
We tested our system with the following
data:
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e Image Size: M =92 x 112 =10,304.

e Number of known individuals: N =
20 -40.

e Number of face images per person:
C=1-5.

e Different Conditions: All frontal and
slight tilt of the head, different facial
expressions.

Essentially, a face image is of M (say 10,000)
dimension. But the rank » of matrix 4 is less
than or equals N (say 40). For most
applications, a smaller number of base-faces
than 7 is sufficient for identification. In this
way, the amount of computation is greatly
reduced. The Golub-Reinsch Algorithm is
used for computing the singular value
decomposition of a matrix. This can be done
offline as part of the training. On machines
with a 1.2 GHz clock rate, the recognition
will take a time much less than 33 msec, a
frame rate for real-time system.

The SVD approach is robust, simple, and
easy and fast to implement which works
well in a constrained environment. It
provides a practical solution to the
recognition problem. Instead of searching a
large database of faces, it is better to give a
small set of likely matches. By using base-
faces, this small set of likely matches for
given images can be easily obtained.

-
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Abstract—Grids provide a uniform interface to a collection of
heterogeneous, geographically distributed resources. In recent
years, the research on the Grid Monitoring System gets
increasingly essential and significant. In this paper we put
forward a novel Mobile Agent-based Grid Monitoring
Architecture (MA-GMA), which is based on the GMA from GGF
and introduces the mobile agents and cache mechanism of MDS.
Based on the Open Grid Service Architecture (OGSA) standard,
we merge the intelligence and mobility characteristic of mobile
agent into the current OGSA to constructing a dynamic and
extensible monitoring system. In the end, we do some experiments
under different environments. As the results shown, this
MA-GMA is proved to be effective and improve the monitoring
performance greatly.

L

Grids provide an infrastructure that allows for flexible,
secure, coordinated resource sharing among dynamic
collections of individuals, resources, and organizations. Each
and every resource has its own specific static properties (e.g.
processor speed, total amount of memory, total amount of disk
space, networking capabilities) and dynamic status information
(e.g. processor usage, available memory, available disk space,
network usage). Furthermore, these resources are dynamic in
nature: resources can join/part from the Grid, hardware failures
can occur, etc. In order to make intelligent Grid resource
management and scheduling decisions, accurate resource
property and state information is required. Consequently, the
users and developers of Grid must usually monitor the system
running to discover unknown performance problems. As a
result, people can find out the root failure in time, analyze the
system performance bottleneck, resume and adjust the system
in shortest time. Therefore, it is a hotspot in grid researches to
develop Grid Monitoring System.

Grid environments have many common aspects with
distributed and parallel systems, but are different than the latter
for some features. However, the need for high performances
causes the most common distributed programming paradigms
not to be always suitable for Grids. On the other hand, the
existing parallel programming tools and techniques are not

INTRODUCTION

149

always appropriate for coping with the heterogeneous Grid
systems. These remarks show how a new generation of
techniques, mechanisms and tools need to be considered, that
can cope with the complexity of such system and provide the
performances suitable for scientific computing applications [1].

In this scenario we think that mobile agent technology [2]
can play a central role since their capability to cope with
systems’ heterogeneity and to deploy user customized
procedures on remote sites seems to be very adequate to Grid
environments. By interacting with a remote host after migrating
on it, an agent is able to make complex operations on remote
data without transferring them: the basic idea under this
paradigm is that of moving the application logic near the data it
needs. This may produce (in general) a significant saving in
bandwidth on one hand and the possibility to analyze remote
performance data  with  user-customized algorithms
encapsulated in an agent.

This paper applies mobile agents to traditional GMA [3], [4],
and puts forward a Mobile Agent-based Grid Monitor
Architecture (MA-GMA).

The rest of this paper is organized as follows: Section 2
provides an introduction to related work. Section 3 contains a
description of the MA-GMA, which is the architecture
designed. Section 4 describes the principle of information
collecting. Section 5 provides experiments and the
performance analysis of MA-GMA. Finally, Section 6 presents
the conclusions of this paper.

II. RELATED WORK

A. Similar Work

The Grid Monitoring Architecture, as defined by the GGF
[31, [4], is a reference architecture for feasible Grid monitoring
systems and consists of three important components:
producers, consumers and a directory service (see Fig. 1). The
directory service stores the location and type of information
provided by the different producers, while consumers typically
query the directory to find out which producers can provide
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Fig. 1 Grid Monitoring Architecture overview

their needed event data (after which they contact the producers
directly). Producers in turn can receive their event data from a
variety of providers (software/hardware sensors, whole
monitoring systems, databases, etc.). The GMA does not
specify the underlying data models or protocols that have to be
used.

Multiple monitoring architectures for distributed computing
systems have already been successfully deployed. Below we
present some notable Grid monitoring platforms with
architecture similar to our framework, and point out the
differences with our implementation.

GMA-compliant Grid monitoring systems include the
European DataGrid’s [5] Relational Grid Monitoring
Architecture R-GMA [6] and GridRM [7], [8]. R-GMA offers a
combined monitoring and information system using a
Relational Database Management System as directory service
and monitoring data repository. GridRM is an open source
two-layer Grid monitoring framework, the upper layer being
structured according to the GMA. This upper layer connects the
per-site monitoring systems in a scalable way. Currently,
GridRM’s directory service can be a bottleneck and/or single
point of failure, but work is under way to remedy this problem.

Network Weather Service [9], [10] is a framework for
measuring the performance of distributed systems in
processing intense environments. It can predict network and
processing load in the near future based on monitored historical
data.

Java Agents for Monitoring and Management (JAMM [11])
is a monitoring architecture fully implemented in Java. JAMM
is mainly based on the GMA architecture and offers automated
deployment of sensor agents on hosts from a central HTTP
server. These sensors are actually wrappers for popular
UNIX/Linux system utilities such as netstat, iostat and vmstat
and are therefore badly deployable on other operating systems.

MDS?2 is the Globus Toolkit (version 2) Monitoring and
Discovery Service [12], and although MDS development was
started before the GMA architectural reference appeared, it can
still be seen as a GMA implementation. MDS2 only supports
latest-state queries, making it mandatory for the consumers to

actively retrieve status information from the GRIS. An
extensive comparison of MDS2 against other monitoring
frameworks has already been carried out in [13], [14]. It was
shown that MDS2 outperforms the other frameworks
mentioned in most use cases.

B. The Mobile Agent

With the agent technologies and applications developing, we
think that a new approach using technologies based on mobile
agents might be the key for dealing with some of the above
mentioned problems adequately.

A mobile agent is a software module able to migrate among
the hosts of a network, in order to carry on a specific task [2].
The agent is not linked to the system where it starts its
execution. After being created in an execution environment, an
agent can carry its state and code to another execution
environment in another host of the network, where the
execution can be restarted or continued. By “state” of the agent
we mean a set of values of the agent’s attributes, which allow it
to determine what to do when the execution is restarted in
another host.

The mobile agent programming paradigm overcomes some
of the limits of traditional distributed processing techniques,
which are typically based on the client/server paradigm [15]. In
fact, in a mobile agent approach, the agent moves close to the
data to be processed, thus eliminating the network traffic due to
messages (excluding the initial migration), and allowing the
execution of operations dynamically defined by the user. A
typical case concerns client/server applications in which the
client must retrieve some data from the server and operate
complex filtering operations on such data; by moving an agent
containing the procedures that deal with filtering, only the data
that actually concern the client are sent through the network,
with a considerable reduction of communication costs [16].
Besides, a permanent connection between client and server is
not necessary in such scheme; the agent, once it is sent to the
site of destination, can continue doing its operations and can
communicate the results as soon as the client connects to the
network again.

Mobile Agent has following characteristics besides common
characteristics of simple agent [17]: mobility, durative, off line
computing, etc. Therefore it has following advantages:

®  The computing unit is close with source data;
consequently the network traffic is reduced.

®  Rule-based intelligentized migration policy can avoid
blindness of resource access.

®  Mobile agent can interact and collaborate with another
one and fulfill tasks on different levels together.

®  The whole asynchronous computing environment is
offered.

® Demands of network bandwidth and communication
devices are reduced greatly.

®  Mobile Agent can make a reply and migrate itself
according to the environment and events.

Considering above advantages of Mobile Agent, we put
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forward a Mobile Agent-based Grid Monitor Architecture
(MA-GMA).

III. MOBILE AGENT-BASED GRID MONITOR ARCHITECTURE
(MA-GMA)

The MA-GMA is based on the traditional GMA. Our major
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Fig. 2 Information-collecting module

contribution is to improve its performance through adding
mobile agent-based collecting module and the cache
mechanism to the producer of GMA.

The architecture of information collecting module in this
MA-GMA is illustrated as Fig. 2, which is designed according
to OGSA standard with characteristics of mobile agent. After
handling this module, the dynamic and expandable grid
monitoring system with higher QoS can be developed well.

A. Monitoring Service

This service holds a set of interfaces launched according to
grid service rules. Other than interfaces of common grid
services, these interfaces response the SA’s (Stationary Agent)
requests, collects information of grid resources via sensors, and
then send the information to SA. The Monitoring Service main
purpose is to use the data which is retrieved from the Sensors.
And the Sensors are used to monitor a specific type of
resources shown as follows:

Host: sensors monitoring hosts should be able to monitor
CPU load, total and available memory and some other host
related parameters;

Network: sensors monitoring network should be able to
retrieve at least SNMP information from network devices and
to retrieve other information about network links
characteristics;

Storage: sensors monitoring storage resources should be able
to measure the typical I/O parameters such as read/write
throughput, access time, etc, for a mass data storage system;

Process/application: these sensors monitor the life cycle of a
process, report all its interested information; they should also
be able to monitor user-defined signals and/or events coming
from the application.

B. Monitoring Task Pattern Center

Two libraries are available in this center: one is the system
monitoring library, which provides basic monitoring task
patterns; and the other is the user monitoring library, which is
used to customize monitoring tasks by users according to
special demands. The user monitoring library can improve
flexibility and expandability of Grid Monitoring System.

C. Mobile Agent Manager

The Mobile Agent Manager is responsible for all kinds of
management of the agents. It provides the necessary
infrastructure for agents’ transferring and receiving in the grid,
and manages agents’ life cycle to provide a complete
environment for agents’ execution. It is composed of a Mobile
Agent Manager (MAM), a Mobile Agent Transportation
(MAT), a Mobile Agent Naming Service (MANS), a Mobile
Agent Communication (MAC), a Mobile Agent Security
Manager (MASM), and Collaboration Service (CS).

MAT accomplishes the migration of agents, and do
packaging, compressing and calculating on the agent that need
to migrate.

MANS manages Mobile Agent’s naming service, traces the
location of the agent which moves frequently, handles the
communication among mobile agents and controls the creator
of the agent to remote agent.

MAC manages the communication among agents and
notifies events to and from agents.

MASM provides bilateral security mechanism. It is
responsible for distinguishing users, authenticating their agents,
protecting servers’ resources, ensuring the security and
integrity of the agents and their data objects when moving in
the network.

CS provides collaboration and resources-share services
among mobile agents. Besides these functions, it also provides
a mechanism for developers making it possible to add some
related service on the destination server when agents move to
it.

D. Mobile Agent Factory

In this module, the agents are generated and are send to the
Grid. In order to combine mobile agent technology with OGSA
standards smoothly, we employ SOAP as Agent Transfer
Protocol and implement a simple and lightweight mechanism
for exchanging structured information using XML [18], [19].
The factory extracts monitoring objects from grid services,
searches corresponding patterns from Monitoring Task Pattern
Center according to monitoring requirements, puts the patterns
with additional information about migration path and
destination into mobile agent process logic, and finally a new
mobile agent was born.
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E. SOAP Tunnel

In our architecture, all the interaction information, including
mobile agents themselves, is encapsulated and transferred in
SOAP message format in launcher, and is parsed in receiver by
SOAP engine. It acts as a tunnel connecting all hosts.

F. Agent Executing Environment

In order for agents to perform any given task, an
environment is required for the agents to execute on -- an Agent
Executing Environment (AEE). An AEE is a software system
that provides the necessary runtime components for mobile
agent execution. It provides a common interface for interaction
and communication between agents and other agents, or agents
and hosts. The AEE also provides services for creation,
migration and termination of agents.

IV. THE PRINCIPLE OF INFORMATION COLLECTING

Two methods are mainly used in monitoring information
collecting: passive method and active method. By passive
method, the manager node collects information of sub nodes by
turns at intervals. By active method, sub nodes notify the
manager node that its information has changed, and the
manager node is supposed to collect its information.

By active method, when a user sends requests to Grid
Service Register Center, Grid Service Register Center provides
detailed information about the grid service and the host. Agent
Factory searches the Grid Service Register Center for the
corresponding MMA (Monitor Mobile Agent) of the grid
service. If the MMA cannot be found, Agent Factory will send
the detailed information of the service to Monitoring Task
Pattern Center, and embed the monitoring object provided by
Monitoring Task Pattern Center in the logical unit of MMA.
When the MMA is created by SA (Stationary Agent), the
information of the grid service must be registered in the center.
After MMA is deployed in the executable environment of the
host, the agent will be instantialized instantly and added to the
CodeServer. Via the CodeServer, Mobile Agent Manager can
obtain the location information of mobile agent instance. When
the grid service is consumed again, location information of the
corresponding agent and instance will be found in the Mobile
Agent Manager.

By passive method, the consumer sends request, and Agent
Factory searches the Grid Service Register Center for the
corresponding MMA of the grid service. If the MMA cannot be
found, Agent Factory will send the detailed information of the
service to Monitoring Task Pattern Center, and embed the
monitoring object provided by Monitoring Task Pattern Center
in the logical unit of MMA. Then Agent Factory creates the
instance of the MMA. The MMA goes through all the grid
nodes along the optimization path of Mobile Agent’s migration
and goes back to the manager node at last. The MMA gathers
complete information of grid resources and then sends it to
Consumer.

Mobile agent-based grid monitoring system has many merits

compared with traditional one. For instance, migrating agents
to sub nodes can decrease dependence on performance of the
manager node. Services provided by sub nodes can be reduced
because mobile agents have resources monitoring code;
Network can be disconnected when a mobile agent runs after it
is migrated.

To shorten the delay of the system, cache mechanism should
be set up in every grid nodes. The MDS adopted the cache
mechanism to improve the resources monitoring efficiency
greatly. The MA-GMA inherits the cache mechanism and
defines the conception of Period of Validity of grid resource
information. The Period of Validity is an additive time property
of resource information. If Tg is the creation time of
information and Te is the end time that the information can be
received by users, then (Te-Tg) is the Period of Validity of this
resource information. The resource information in the cache
will be invalid when its Period of Validity expires.

Resource information in the cache has different period of
validity. We designed two cache policies to deal with different
period of validity -- longer one or shorter one, which are
described as following:

If the resource information has long period of validity, such
as memory capacitance, it will be collected by the Sensor after
the resource startups, then the cache will be updated to modify
the information. When its period of validity expires, the Sensor
collects the information and updates the cache over again.

If the resource information has short period of validity, such
as CPU load, using above mentioned cache policy would
worsen the efficiency of system, because its period of validity
expires frequently and consequently the updating of cache is
frequent. For this reason, checking its validity only when a user
queries this information can reduce the updating of cache.
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Fig. 3 Working process of the Grid Monitoring System
based on MA-GMA
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Because the information with a short period of validity changes
quickly, the meaning of its instantaneous value is not important
generally. The average value in recent period of time is more
meaningful. The average value can be used instead to prolong
the period of validity, and to enhance the cache hit rate.

The working process of the Grid Monitoring System based
on MA-GMA is illustrated in Fig. 3.

V. EXPERIMENTS AND PERFORMANCE ANALYSIS

Here the performance test of MA-GMA refers to the test
policy of MDS. The manage grid node is a Linux server, and
the directory server is another Linux server with the same
configuration. The nodes to be monitored include eight servers
with different configuration. They are divided into four groups.
The Globus Toolkit, grid services and grid applications are
available in every server. All resources are configured by the
policy of short period of validity and cache not to be modified
automatically. The client is a personal computer installed with
Windows 2000 OS and works via a remote login. A special
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program that was written for performance test runs on the
client.

We experimented with different period of wvalidity of
information about grid resources. The value of period of
validity is set to Os(close the cache), 10s, 30, and 60s
respectively in different test. The results of experiments are
shown in Fig. 4 and Fig. 5.

From Fig. 4 and Fig. 5, the following facts can be drawn:

(1) If the number of nodes is small in a grid, the response
time of grid monitoring system based on MA-GMA is higher
than that based on GMA. But the response time of grid
monitoring system based on MA-GMA is lower greatly than
that based on GMA if the number of nodes is large.

(2) The response time tends to low with the increasing of the
period of validity. It is due to the cache mechanism. The
increasing of the period can lead a higher rate of hit the target in
cache.

(3) When the period of validity is increased to 60s from 30s,
there is no obvious improvement in the response time. It shows
that after the period of validity is increased to a certain extent,
its influence on the rate of hit the target in cache and whole
performance becomes powerless.

VI. CONCLUSION

In this paper, the cache mechanism used in MDS and the
technology of mobile agent are introduced into the grid
monitoring system and we provide a novel idea in grid
monitoring researches by merging the intelligence, mobility
characteristic of mobile agent into current OGSA. A Mobile
Agent-based Grid Monitor Architecture (MA-GMA) based on
GMA is put forward, and its performance analyses are
performed in the end. In our future work, we would like to
investigate hierarchical mechanism of grid monitoring in more
details and to strengthen the mechanism of security and
authorization for grid monitoring.
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Abstract - Expanding the training dataset is a new technique proposed
recently to improve the performance of classification methods. In this
paper, we propose a powerful method to conduct the previous task. Our
method is based on applying the Bayesian test based on emerging patterns
to evaluate and improve the quality of the new data instances used to
expand the training data space. Our experiments on a number of datasets
show that our method outperforms the previous proposed methods and is
able to add additional knowledge to the space of data.

I. INTRODUCTION

Many classification methods have been developed recently.
However, the performance of these classifiers is proportional
to the knowledge obtained from the training data. As a result,
traditional classifiers can not perform very well when the
training data space is very limited. In this paper, we propose a
new approach to expand the training data space using the
Bayesian test and emerging patterns (EPs). We combine the
power of the Bayesian theorem and EPs to expand the training
data space before applying standard classifiers.

The Bayesian theorem [11] is based on computing the
probability scores of a test instance in each class in the dataset.
The test instance is assigned to the class with the highest
probability. For example, the probability of a test instance, ¢,
in class C; is as follows.

[12.P@1C)

P(C,;|t)=P(C)) P(C)™

M

where P(x | y) denotes the probability of x given y, m is the
number of attributes, and a; is the value of the /" attribute in .
The above score is calculated for all the classes, and ¢ is
assigned to the highest score class.

EPs are a new kind of patterns introduced recently [2].
They have been proved to have a great impact in many
applications [3] [4] [5] [6] [9] [10]. EPs can capture
significant changes between datasets. They are defined as
itemsets whose supports increase significantly from one class
to another. The discriminating power of EPs can be measured
by their growth rates. The growth rate of an EP is the ratio of
its support in a certain class over that in another class. Usually
the discriminating power of an EP is proportional to its growth
rate.

For example, the Mushroom dataset, from the UCI Machine
Learning Repository [7], contains a large number of EPs
between the poisonous and the edible mushroom classes.
Table 1 shows two examples of these EPs. These two EPs

consist of 3 items. el is an EP from the poisonous mushroom
class to the edible mushroom class. It never exists in the
poisonous mushroom class, and exists in 63.9% of the
instances in the edible mushroom class; hence, its growth rate
is 00 (63.9/0). It has a very high predictive power to contrast
edible mushrooms against poisonous mushrooms. On the
other hand, €2 is an EP from the edible mushroom class to the
poisonous mushroom class. It exists in 3.8% of the instances
in the edible mushroom class, and in 81.4% of the instances in
the poisonous mushroom class; hence, its growth rate is 21.4

(81.4 / 3.8). It has a high predictive power to contrast
poisonous mushrooms against edible mushrooms.
TABLE1
EXAMPLES OF EMERGING PATTERNS
EP Support in poisonous Support in edible Growth rate
mushrooms mushrooms
el 0% 63.9% 0
2 81.4% 3.8% 214

el = {(ODOR = none), (GILL_SIZE = broad), (RING_NUMBER = one)}
€2 = {(BRUISES = no), (GILL_SPACING = close), (VEIL_COLOR =
white)}

II. RELATED WORK

The approach of expanding the training data space has been
proposed recently [1]. The aim of this approach is to increase
the amount of knowledge (hence, the classification accuracy)
in the training data by creating additional data instances. The
creation process is based on the characteristics of the original
data instances. These characteristics can be expressed as EPs
(definitions and terminologies are given in section 3).

In [4], the same idea has been used to expand the space of
rare-class data. This approach has a powerful impact on the
quality of rare-class classification.

In [1], the authors proposed four methods for creating
additional instances. These methods are based on EPs and
some genetic algorithms.

The first method is based on superimposing EPs to create
additional data instances. In this method, the set of EPs is
divided into a number of groups such that EPs in each group
have attribute values for most of the elements in the attribute
set. The new instances are generated by combining the EPs in
each group. If a value for an attribute is missing from a group,
it is substituted by the value that has the highest growth rate
for the same attribute.

The second method is based on the crossover genetic
algorithm. For two original instances, the attribute values are
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switched before a random breaking point to generate two new
instances.

The third method is based on the mutation genetic
algorithm. A random binary number is chosen and overlapped
over the original instance. All attribute values in the instance
that match 1’s in the random binary number are replaced by
the values that have the highest growth rates.

The fourth method is based on EPs and the mutation
genetic algorithm. That is, all values in the original instance
are replaced with their matched values in the EP to generate a
new instance.

Each of the above methods can improve the performance of
different classifiers. The most powerful method is the union of
them. That is, choosing the best instances resulted from the
four methods and adding them to the training data space.

III. EMERGING PATTERNS AND CLASSIFICATION

Let obj = {a;, a, a;, ... a,} is a data object following the
schema {A; A, As; .. A} A, Ay As... A, are called
attributes, and a;, a, a; ... a, are values related to these
attributes. We call each pair (attribute, value) an item.

Let 7 denote the set of all items in an encoding dataset D.
Itemsets are subsets of /. We say an instance Y contains an
itemset X, if X C Y.

Definition 1. Given a dataset D, and an itemset X, the
support of X'in D, sp(X), is defined as

count,(X)

s, (X) =
sp(X) D 2

where countp(X) is the number of instances in D containing X.

Definition 2. Given two different classes of datasets D; and
D;. Let s;(X) denote the support of the itemset X in the dataset
D;. The growth rate of an itemset X from D; to D,,

8" 5n, (X), is defined as

0, if 5,(X) =0ands,(X) =0
g (D=1 =, if.5,(X) =0ands,(X) %0 3)
() s otherwise
5(X)

Definition 3.
itemset X is said to be a p -emerging pattern ( 0 -EP or

simply EP) from D; to D, if gr, ,, (X)2 p.

Let C = {c;, ... ¢} is a set of class labels. A training
dataset is a set of data objects such that, for each object obj,
there exists a class label c¢,;; € C associated with it. A
classifier is a function from attributes {4, A, A; ... 4,} to

Given a growth rate threshold ©>1, an

class labels {c; ... ¢}, that assigns class labels to unseen

examples.

IV. EXPANSION USING BAYESIAN TEST

The key idea to expand the training data space is to
generate more training instances. Figure 1 explains this idea.
Suppose that we have a dataset consisting of three classes.
The complete data space of this dataset can be identified if and
only if we have all the data points (instances). In real life, we
know a certain portion of the data space. This portion
represents the training data space (the black areas in figure 1).
The aim of expanding the training data space is to generate
additional training instances (the striped areas in figure 1) that
support classification.

Class 1 Class 2 Class 3

Rf—/

Complete data space

. Available training instances

|]:|:|:|:|| Generated training instances

Figure 1. Expanding the training data space

In this paper, we propose a sophisticated method to expand
the training data space. Our method consists of two phases. In
the first phase, a new data instance is generated by planting
strong attribute values from two original instances in an EP.
In the second phase, the Bayesian theorem is used with the aid
of EPs to evaluate the new instance generated in the first phase
and correct its attribute values according to its connection with
the intended class.

The generation process in the first phase is conducted as
follows. The missing attribute values in the input EP is
substituted by the highest growth rate values from the two
input instances. Suppose that we have a dataset consisting of

{4,4,,4;,4,, 45,4, A,}, the input

following:

seven attributes

instances are presented as

i ={a,a,,05,0,,45,0,,0,}

andi, = {b,,b,,b,,b,,bs,b;,b,}, and the input EP is
e =1{(4,=v,),(4; =v,)}. Notice that five attributes are
not included in e,. These attributes are A, 4;,4,, A;,and

A7 . These attributes are planted in e, using attribute values
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in i and i,. That is, the attribute values that have the highest

growth rates in the input instances are added to the input EP to
fill the place of the excluded attributes. Figure 2 clarifies the
first phase of our approach assuming that the growth rates of

a, b3, b4, as, and a, are higher than the growth rates of

b1 , Ay, dy, b5 , and b7 , respectively.

4 4, A 4, 4 A 4;
i a a, a, ay a; ag a;
e | Va H Ve
bl b | b | b [ b [ B[ B | B
i ‘ a, | Vs | b, | b, ‘ as ‘ Vg ‘ a;

Figure 2. Instance generation by attribute planting

In the second phase, we propose a new test to evaluate the
connection between the resulted instance, i3 , and the intended

class. Our proposed test is based on the Bayesian theorem and
EPs. The idea of combining the advantages of the Bayesian
theorem and EPs was first introduced as a classification
method in [5].

In the Bayesian classification by emerging patterns (BCEP),
EPs are used with the Bayesian theorem to predict class labels
for the test instances. Given a test instance ¢, BCEP combines
the evidence provided by the subsets of # that are present in

F; to approximate P(¢,C;), where F, denotes the final high
quality EPs from class C; for classification and P(¢,C;)
determines the probability that ¢ belongs to class C; given the
evidence. The evidence which is selected from F' is denoted
as B, where F = z::1E ,and c is the number of classes in
the training dataset. The EPs of B are used sequentially to
construct the product approximation of P(¢,C;). The result is
the class with the highest value of P(z,C,).

We convert this powerful classification method to an
evaluating test for the new generated instances as follows. In

the first stage, P(¢,C;) is calculated for the new instance, I,
in all the classes associated with the dataset. If the probability
that i; belongs to the intended class is lower than the

probability that i; belongs to another class, then iI;is

discarded as this is evidence that it is far away from being a
member of the intended class. On the other hand, if the

probability that i, belongs to the intended class is higher than

that for the other classes, then #; undergoes a second stage of
testing, P(¢,C;) is calculated for all instances in the intended
class. The average P(¢,C;) is found for the intended class,
avg(P(t,C))). If P(t,C) of iy is

avg( P(t,C;)), then I, is accepted as a new member of the

higher than

intended class as this proves the strong connection between

them . In contrast, if P(t,C;) of I, is lower than

avg( P(t,C;)), then this indicates that 7, has a reasonable
connection with the intended class but this connection needs to
be strengthened. As a result, i; undergoes a third stage of
testing. In this stage, the attribute value which has the lowest
growth rate in I, is replaced with the highest growth rate
value in the intended class. P(¢,C;) is recalculated for i; and

the process is repeated till P(¢,C;) of iy is larger than
avg( P(¢,C;)). When this condition is true, I; is accepted as a

new member of the intended class.
flowchart of our proposed Bayesian test.

Figure 3 shows the

Is P(¢,C;)of iy for the intended class is higher

than that for the other classes?

Discard I Is P(t,C;)of i is higher
than avg( P(¢,C;)) for the
intended class?
7y

IO
add i3 to the Replace the lowest
intended class growth rate value in

i, with the highest

growth rate value in
the intended class

Figure 3. The flowchart of the Bayesian test

We present the following advantages of our approach:
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e The new instances are basically EPs with strong
planted attribute values. This represents an excellent
source of knowledge.

o The Bayesian test employs the advantage of EPs to
evaluate the new classes. It makes decisions on
whether to discard the new instances, keep them, or
improve them.

V. EXPERIMENTAL EVALUATION

We conduct experiments on 30 datasets from UCI
repository of machine learning databases [7]. The testing
method is stratified 10-cross-validation. We use C4.5
decision tree [8] as the base classifier (M). We compare
our proposed method of generating new instances using the
Bayesian test (GBT) with the five methods proposed in [1].
These methods are generation by superimposing EPs (M1),
generation by crossover (M2), generation by mutation
(M3), generation by mutation and EPs (M4), and the union
of the previous four methods (M*).

The results are shown in table 2. We summarize the
results as follows:

e The average accuracy of GBT is higher than that of
the other methods.

o GBT outperforms methods M, M1, M2, M3, and M4
on all datasets. It also outperforms method M* on 29
datasets out of 30 datasets.

o GBT improves the performance of the base classifier
extensively on some datasets (German, Hayes, and
Vehicle).

The results show that our proposed method (GBT) is
superior over the other methods. Moreover, it is much simpler
than the nearest method (M*) which involves choosing the
best instances resulted from the first four methods.

VI. CONCLUSIONS

Recently, the approach of expanding the training data space
has been proposed to improve the accuracy of traditional
classifiers. In this paper, we proposed a sophisticated and
powerful technique to conduct the previous task. Our
technique consists of two phases. In the first phase, new
instances are generated by planting high quality values from
two original instances in an EP. In the second phase, we
combine the advantages of the Bayesian test and the power of
EPs to evaluate and enhance the new instances, Our technique
show a very high performance compared to the other methods.

TABLEII
EXPERIMENTAL RESULTS

Dataset M M1 M2 M3 M4 M* GBT
Adult 86.1 88.3 87.2 87.7 86.4 87.8 89.8
Aust 843 84.9 85.7 84.4 83.9 86.9 87.5
Breast 94.6 96.3 94.6 95.1 95.9 95.9 97.8
Cleve 73.8 72.6 732 74.9 74.6 74.8 78.3
cc 853 86.4 85.2 86.7 87.2 86.9 87.8
Crx 853 85.8 85.1 83.7 84.6 85.5 86.9
Diabetes 734 71.6 71.8 72.8 72.2 74.7 791
Flags 57.5 59.3 59.7 57.9 57.1 593 62.1
German 69.6 69.9 70.2 713 70.6 72.6 77.9
Glass 64.7 66.2 64.9 64.1 65.3 66.1 67.8
Hayes 70.2 70.7 72.5 753 75.8 75.5 78.5
Heart 80.6 81.1 80.4 813 80.9 81.1 88.2
Hepa 81.8 80.9 80.2 81.7 82.6 82.4 87.1
Horse 85.2 854 854 85.9 85.7 85.6 87.9
Hypo 99.3 97.2 98.1 96.8 98.4 99.4 99.3
Tono 89.4 88.6 89.5 89.1 89.8 91.1 94.9
Labor 76.9 76.2 77.3 77.8 76.9 71.5 84.4
Liver 58.1 593 59.8 58.5 61.3 60.6 65.1
Machine 87 87.5 89.5 89.2 88.4 89.2 89.9

Pima 74 76.2 74 734 74.7 76.1 79.7
Segment 93.5 93.6 92.7 94.8 94.1 94.4 96.4
Sick 98.7 97.5 97.7 98.9 98.1 98.6 99

Sonar 753 76.8 76.3 77.6 754 774 80.3
Staimage | 85.2 84.7 85.5 86.1 84.9 858 88.9
TTT 84.2 86.5 88.1 84.6 87.1 87.8 90.3
Vehicle 71.2 72.8 69.5 70.2 70.7 72.9 84.4
Votes 77.8 78.9 774 78.5 78.1 78.8 83.1
Wine 84.2 85.6 83.1 84.8 85.2 859 86.9
Yeast 49.9 48.1 48.5 49.4 48.6 49.7 51
700 93 91 89 91 90 92 95
Average 79.7 80 79.7 80.1 80.2 81.1 84.2
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Abstract — Since the early 1970s, researchers have proposed
several models to improve software reliability. Among these, the
operational profile approach is one of the most common.
Operational profiles are a quantification of usage patterns for a
software application. The research described in this paper
investigates a novel multi-agent framework for automatically
creating an operational profile for generic distributed systems
after their release into the market. The operational profile in this
paper is extended to comprise seven different profiles. Also, the
criticality of operations is defined using a new composed metrics
in order to organise the testing process as well as to decrease the
time and cost involved in this process. The proposed framework is
considered as a step towards making distributed systems
intelligent and self-managing.

1. INTRODUCTION

Since the last century, software systems have become a vital
component for human life. They have controlled most aspects
such as industry and education. Nowadays, millions of users all
over the world depend entirely on these applications to conduct
their daily activities such as flight booking and banking
transactions. Any failure or breakdown in these programs
would result in substantial financial loss or even the loss of one
or more human lives. Thus, software reliability is essential in
order to improve the operation of software to save money and
lives.

Software reliability refers to the probability of execution
without failure for some specified interval of natural units or
time [1]. The reliability measurement process is shown in Fig.
1 [2]. The most important step in this process is efficiently
constructing an operational profile, which refers to the set of
operations or processes for a software application, and the
probabilities of occurrence of those operations or processes [3].
Identifying an operational profile is an efficient approach
because it detects failures, and hence the faults causing them in
the order of how often failure occurs [1]. However, as software
systems become larger, being composed of thousands of
operations and processes, the operational profile in [3] may not
be an accurate reflection of the real use of the system shown in

(2].

Identify P test Apply tests to Compute
L repare tes s

pemt‘lundl data set system ob?crY?d

~rofiles reliability

Fig. 1: The reliability measurement process [2]

Also in distributed systems, software testing presents two
fundamentally difficult problems: choosing test cases and
evaluating test results. Choosing test cases is challenging
because there is an astronomical number of possible test inputs
and sequences, yet only a few of those will succeed in
revealing a failure. The other problem, evaluation requires
generating an expected result for each test input and comparing
this expected result to the actual output of a test run [4].

Moreover, current software systems are aiming to be more
intelligent and self-managing. This requires more automated
and reliable testing in order to keep costs within an acceptable
and reasonable range. Another challenge involves computing
the operations criticality in a distributed system. Operation
criticality refers to the importance of an operation in terms of
the safety or the value added by satisfactory execution; it also
considers the risk to human life, the cost, or the damage
resulting from failure [1]. The testing process should be
focused on the operations that have high criticality value. This
leads to a decrease in the time and cost of the testing process
by guaranteeing that the essential operations are working well
and then ensuring that the whole product is also efficient.
Furthermore, the operations criticality can be used as a metric
to organize the testing of the different paths in a distributed
system instead of selecting them randomly as in [1].

The major goal of this paper is to introduce a novel multi-
agent framework to automatically regenerate the operational
profile for distributed systems after their release into the
market. Furthermore, this paper proposes new composed
metrics to determine the operations criticality.

The paper is structured as follows: Section 2 presents
research related to building operational profiles for distributed
systems. Section 3 describes the overall model for the proposed
multi-agent framework, whereas Section 4 depicts the
architecture of the proposed framework and Section 5 explains
the generation of an operational profile using this proposed
framework. Next, Section 6 determines the operations
criticality, and Section 7 includes an implementation for
determining the operations criticality. Finally, Section 8
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provides conclusions and future work.

II. RELATED WORK

The operational profile is a quantitative characterization of
how a system will be used and is applied to guide test selection
[3]. Developing an operational profile involves progressively
breaking systems use down into more details. The operational
profile is applied to guide test selection. It consists of five steps
as follows [3]: Find the customer profile, establish the user
profile, define the system-mode profile, determine the
functional profile, and finally determine the operational profile
itself. Some steps may not be necessary in a particular
application.

Testing driven by an operational profile is efficient,
especially in communication software systems, because it
identifies failures, and hence, the faults causing them. This
approach rapidly increases the reliability and reduces the
intensity of failures per unit of execution time, because the
failures that occur most frequently are caused by the repetition
of faulty operations. However, the performance of this testing
technique could be further improved by adjusting many vital
factors, such as selecting critical operations and reducing the
number of operations. Controlling these factors would
efficiently increase the software reliability.

Whittaker and Voas. [5] indicate that a simple distribution of
inputs from a human user does not come close to describing
the situation. The operating environment of the software can
affect the operation of the software even if the user follows the
tested traditional operational profile. The operating system
enforces the limits on memory and makes decisions based on
the requirements of the other applications in the operating
environment [5, 6]. Thus, aspects such as the nature of the data
structures, data size and data types are important issues to be
considered when executing test cases that deal with the
operations and thus have to be taken into account [7, 8].

Therefore, the operational profile must include information
about the operating environment; information about other
applications in the operating environment and external data that
is used by the application. As a result, an extended operational
profile can be built [9].

In addition to the normal operational profile, the extended
operational profile includes two additional profiles; the
structure profile and the data profile. Firstly, the structural
profile contains both the structure of the system on which the
application is running and the configuration or structure of the
actual application itself. Data structures can often be
characterized by attributes that have numerical value and may
change over time. Secondly, the data profile consists of an
application’s input values from many users.

Furthermore, the extended operational profile depicts a
higher level of refection than the normal operational profile for
any applications in the software market. This extended profile
will help the different organizations validate their systems, and
consequently, improve their reliability. However, the selection
of test cases is not addressed and also, there is no specified
identification for the operation criticality. Moreover, the
automatic regeneration of the operational profile is not
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considered in that work [9].

The greatest challenges that face organisations in validating
their applications are those of choosing tests and evaluating test
results; this is due to the great variation of test cases and the
high cost of the assessment process. The automated model-
based testing approach described in [4] could assist in solving
those issues. The automated system is designed to support the
rapid incremental development of complex distributed systems.
It is able to revise the profile, regenerate it, and then run
different test suites. In this latter technique, the most important
issue involves generating fresh test suites every time the testing
is running using discrete event simulation and Al-based meta-
techniques. These fresh test cases are more likely to discover
newer defects since re-running the same profile-based test suite
is inefficient and useless. As high volume automated testing is
generated, the output of the system should be monitored. The
output checking requires the development and evaluation of
expected results, so that, along with fresh test inputs, the
system is extended to automatically produce new and expected
results to evaluate the test run output. On the other hand, Al-
based meta- programming architecture in this approach did not
scale well imposed a high maintenance cost.

This paper proposes a novel technique for building a
distributed operational profile (DOP) for generic distributed
systems using multi-agent based framework. The DOP will
consist of seven steps utilising the benefits of the normal
operational profile in [3] and the extended operational profile
in [9]. The first version of DOP will be built statically as
suggested in [3, 9]. Consequently, the multi-agent system will
automatically modify and regenerate the DOP according to the
changes in the distributed system. This regeneration will be
done, after releasing the software product in market; it will be
accomplished by monitoring its usage and the changes that
might occur at the vendor site due to the modification in
requirements and the system development.

II.  SYSTEM OVERVIEW

The major goal of this research is to automate the process of
monitoring customers’ software usage in order to establish a
connection between the defects with the software usage in the
customer environment. Specifically, there are two major sets of
data necessary for collection. The first set is related to the static
and dynamic information associated with the customer
environment. This includes information on the machine, the
operating system, the software configuration, the data held
within the database, the movement of data, and the overall
operations. This information will assist in revising and
regenerating a new DOP that will represent a true reflection of
the running distributed system. The second set of information
is on the defects that are found by the customers themselves.

As mentioned, the DOP will consist of seven steps; each one
will include a different profile. The first five steps are derived
from [3] (1. find the customer profile, 2. establish the user
profile, 3. define the system-mode profile, 4. determine the
functional profile, and finally 5. determine the operational
profile itself), the sixth one is complied of the profiles
suggested in [9] (6. the structure profile and the data profile)
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Fig. 2: A framework of a multi-agent system for building DOP.

and the last one describes the influence of the surrounding
environment, including the hardware and software.
Consequently, the descriptions of the modified profiles are:

1. Determine the data profile: A definition of the types or

patterns of data and an analysis of its structure.

2. Determine the machine profile: A specification of each

environment in which the system will run. This profile would

help the vendor to track the system behaviour in different
operating environments.

After the release of the product into the market, a multi-
agent based system will start monitoring the product’s
behaviour. A software agent, such as this in the proposed
system, is a piece of software that can be viewed as perceiving
its environment through sensors and acting upon that
environment through effectors [10]. Changes in a software
system and its environment may require changes in the testing
strategy. Software agents [10-12] are adaptive and can adjust
their behaviours based on changes in their environment. They
are also autonomous; they can continuously monitor
customer’s system usage and thus report errors as they are
found. The agents in this research are also goal-oriented (pro-
active), they can generate an operational profile and calculate
the required statistics to track the total number of failures as
well as the interval between failures. As a result, we believe

TABLE 1. Agents Functions.

Agent’s . .
Name Goal Perception Action Output
Automatically 1% step of
generate the | operational Rebuild the A new
operational profile. The operational version of
profile. vendor’s profile. the
Determine data and the Calculate the operational
the frequency criticality for profile. A
CA L, .
operation’s of user each operation. table of
criticality. usage for Select the best criticality
Determine the strategy for value for
the distributed removal of each
appropriate system’s defects. operation.
testing type. | functionality
Calculate the The
frequency of
N frequency
user’s usage for value of
Monitor the User’s log each function in s
RMA s - user’s usage
user’s usage. file. a distributed
for each
system. S
4 function in
Reclaim for any
the system.
found error.
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that a software agent framework is the best solution for
automatically revising and regenerating the operational profile
for distributed systems, especially after their release into the
market.

The software agents will be performing four major tasks:
monitoring, detection, diagnosis and repair. Monitoring
involves observance at both the point of sale and at the
customer’s location leading to the generation of reports, and
conception and/or enhancement of the customer’s operational
profile. The second task deals with building the agent’s
capabilities to detect defects by making use of the operational
profiles generated by data collected at different customers’
sites. Subsequently, after detecting an error, agents work on the
diagnosis and attempt to estimate the required actions and tests
to fix the error. Eventually, with accumulated knowledge
acquired from the environment, agents should be able to not
only implement the determined test in the former step but also
to automatically repair automatically the found errors.

IV. THE MULTI-AGENT FRAMEWORK ARCHITECTURE

The proposed multi-agent framework consists of two main
types of agents: the Centralized Agent (CA) and the Release
Mobile Agent (RMA), as shown in Fig. 2.

The following sections depict the agents’ functionality as
well as the mechanism of the communication between them.

A. The Agents’ Functionality

To exhibit the agents’ functionality in this framework, we
have to demonstrate their goals, perceptions, actions and
outputs according to the previous agent description. Table 1
describes these activities.

The CA (Centralized Agent) would be able to perform tasks
such as determining the appropriate testing type such as
regression testing. This testing could be based on statistical
calculations such as the sum of the total number of failures and
the interval between failures. Also, it could be based on the
criticality degree of the different operations inside a distributed
system.

B. The Communication Mechanism between the Agents

Because of the diversity of environments where the
distributed systems are running, the agents use SOAP messages
to communicate with each other. The data in these SOAP
messages varies depending on the information required to
rebuild the operational profile. For example, the CA sends
SOAP messages to the RMAs requesting them to send the
usage frequency for each function in a distributed system.

Furthermore, the CAs at the different servers of the vendor
exchange SOAP messages including data such as the calculated
criticality values of operations, about the behavior of the
distributed system to effectively build the new version of the
operational profile.

V. DEVELOPING THE OPERATIONAL PROFILE

The major aim of this work is to rebuild new versions of an
operational profile for a distributed system after its release into
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the market. The new versions of the operational profile should
realistically reflect the distributed system as it is running in a
given environment. The first version of the operational profile
is built statically as mentioned in [3, 9]. This version contains
the basic knowledge for the agents in the proposed framework
which will be used to generate the subsequent versions.

After the release of the product into the market, the proposed
framework will start its work monitoring the vendor and the
user sites. At the vendor site, the CA will register any changes
that might occur in the distributed system’s functionalities.
Also, the vendor can update the agents’ database by any
modifications of the distributed system’s components. At the
user site, RMAs monitor customer usage by analyzing the
user’s log file. For example, the RMA can reveal a change in
the environment where the distributed system is running and
send this information in a SOAP message to the CA in order to
modify the machine profile; this is the 7th step in defining the
operational profile. Consequently, the CA combines the data
from the vendor’s server, the vendor’s developers and the
customer usage and utilizes it to regenerate a new operational
profile.

VI.  OPERATIONS CRITICALITY

There are two other weaknesses of current operational
profiles, such as the one in [3]. The first of these is that the
efficiency of operational testing decreases as the testing
progresses, since more and more parts of the software code
have already been examined [13]. Secondly, the random order
of executed test cases further reduces the efficiency of testing,
because it requires more navigation between different parts of
the program [14]. Therefore, there needs to be a new approach
that guarantees that the parts of a software product are covered
in an efficient order become a necessary requirement in
software testing. We believe that determining the criticality of
operation will assist in this issue.

As previously mentioned, determining the criticality value
for the operations of a distributed system helps to decrease the
time and cost involved in testing by focusing on these
operations to ensure effectiveness of the distributed system.
This does not mean that the operations that have a low critical
value will never be tested; however, the testing starts with the
operations of high criticality value and finishes with the ones of
low value. This technique assures that the maximum number of
software’s parts will be tested in an organized order. In our
work, we use composed metrics to determine the function
criticality, which will be calculated by the tester and the user,
or in other words, by the agents that monitor the user usage and
the changes that might occur in the system functionality. Since,
according to [1], particular functions comprise each operation,
it will be easier to measure the operations criticality when the
functions criticality is known. The proposed metrics include
function Complexity (C), Size (S), the Number of Input States
(IS) and the Frequency (F) of the function usage. We have
selected these metrics based on the criteria mentioned in [15]
including the fact that they are quantified, continuous and
defined on the basis of the function definition. The description
of each metric is as follows:
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1. Complexity: It evaluates the complexity of an algorithm in
a function. A function with a high complexity might be
considered a high critical function due to the fact that it
may contain a greater number of faults [16].

2. Size: It can be measured in a variety of ways including
the number of all physical lines of code, the number of
statements, and the number of blank lines. In this work, we
measure the size by the physical lines of code. A function
of large size might be considered as a critical function.

3. Input States: It is the set of the input values of variables
associated with a function and either used by it or affected
by it.

4. Frequency: This is the number of times that a function is
executed during a period of time.

To begin, the tester feeds the CA by using the values of the
first three metrics: complexity, size and input states. Then, the
CA will automatically recalculate these values after any
changes occur in the system. On the other hand, the RMA
automatically calculates the last metric, the frequency, for each
function in the system by monitoring the user usage and
analyzing the log file. Finally, the RMA sends these values to
the CA which will produce the criticality value for each
function by adding the values of the metrics and then
computing the criticality value for each operation in the
system.

The last issue in this framework involves defining a critical
defect. When the RMA finds an error during its monitoring of
the user usage, it sends a SOAP message to the CA reclaiming
this error. The SOAP message contains the name of the
function(s) and the module(s) where the error occurs or is
influenced. The CA checks these functions and examines if
they are critical functions or not. The defect that causes to halt
one critical function or more is called a critical defect. In the
case that a critical defect is found, the CA will suggest
performing a testing to gather more information about this
defect; otherwise CA will ignore this defect. However, the CA
will register the non-critical defect in its database and create a
report for the tester to deal with this defect in subsequent
versions of the system.

VII. IMPLEMENTATION

Our interest in this work is to demonstrate that the suggested
composed metrics are efficient enough to compute the
operations criticality. We studied a simple financial-based
distributed system that belongs to a small company working in
the electronics field. Their financial system is composed of
many operations; three of them are considered the most
important operations. The first operation is creating invoices;
each invoice operation is composed of many functions, which
include customer data selection, product data retrieval, product
price, product stock availability, invoice computation and
invoice data storing. The second operation is a product
manufacturing, whereby a product is built from many parts.
This process includes some functions such as parts selection,
parts stock availability, parts ordering and product registration.
The third operation is creating purchase order for parts. The
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operation’s functions are: supplier’s data selection, parts’ data
selection, parts’ price retrieving, producing and storing
purchase order data.

We implemented an application to compute the complexity
value for each function and then produced the criticality degree
for each operation in that system, which was considered high,
medium or low. Fig. 3 is a snapshot of this application. First,
we calculated the values for the first three metrics (C, S and IS)
for each previous function, so that the metrics’ values are
stored in the CA’s database. Also, F is computed by analyzing
the users’ log files for this system and then it is stored in the
same database. Each user log file includes an Operation Id, a
Function Id and the frequency value for the function. F for a
function is equal to the average of all users’ usage for this
function.

Consequently, the CA adds all the metrics’ values separately
for each function to compute its criticality. The operation
criticality value is calculated by taking the average of the
criticality values of its own functions. In this work, the range
between the maximum and the minimum values of the
operations criticality is computed and then divided into three
distinct levels to produce the operations criticality degree for
all operations in that system. The results show that the three
operations mentioned above have a higher criticality degree as
compared to other operations in the system. Fig. 4 shows the
results.

VIII. CONCLUSIONS & FUTURE WORK

In this paper, we have proposed a novel multi-agent
framework to automatically regenerate the operational profile
for distributed systems after their release into the market. The
automation in building the operation profile helps to decrease
time and cost required for testing. The framework includes
intelligent agents that monitor the changes and the user usage
at the site of the vendor and client in order to efficiently build
new versions of the operational profile that represent a more
accurate reflection of the distributed systems’ behaviour.
Overall, the new operational profiles will increase the
reliability and the performance of distributed systems. With
these operational profiles, a framework is described and the
communication system between them is also defined.
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Furthermore, this paper proposes new composed metrics to
determine the operations criticality. The metrics are
complexity, size, input states and frequency. Using these
metrics to determine the criticality value for the distributed
system’s operations using these metrics involves focusing the
testing process on the operations that have high criticality
value. This is done in order to decrease the time and cost
involved in testing and to guarantee that the essential
operations and system as a whole are working effectively. The
evaluation of operations criticality could be used to organize
the testing process starting by testing the high critical
operations and finishing by testing the lowest critical
operations; this guarantees that the testing process will cover
all paths of a distributed system.

The proposed framework in this paper is considered as a step
toward making distributed systems intelligent and self-
managing. Since this study has proposed the basic framework
and related functionalities, our future work will develop a tool
to further validate this model as well as conduct additional
testing on other distributed systems to optimize the model’s
functionality.
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Abstract— Mining association rules is an important area in
data mining. Massively increasing volume of data in real life
databases has motivated researchers to design novel and efficient
algorithm for association rules mining. In this paper, we propose
an association rule mining algorithm that integrates
interestingness criteria during the process of building the model.
One of the main features of this approach is to capture the user
background knowledge, which is monotonically augmented. We
tested our algorithm and experiment with some public medical
datasets and found the obtained results quite promising.

Keywords— Association rules, algorithm, data mining,
knowledge discovery in databases (KDD), interestingness

L INTRODUCTION

Association rule discovery often generate very large
number associations with support and confidence as measures.
This imposes a large burden on the analysts to determine
which of these associations are of interest and which are of
not interest. Researchers therefore have been strongly
motivated to propose techniques and ability to detect
interesting associations between fields in a database. The
association rules algorithms that reflect the changing data
trends and the user beliefs are attractive in order to make the
over all KDD process more effective and efficient [1-3].

We propose an algorithm based on the premise that unless
the wunderlying data generation process has changed
dramatically, it is expected that the rules discovered from one
set are likely to be similar (in varying degrees) to those
discovered from another set [4, 5, 6, 7].

Interestingness measures can be used as an effective way to
filter the rule set discovered from the target data set thereby,
reducing the volume of the output. We propose to extend the
approach presented in [18]. The proposed approach is a self-
upgrading filter that keeps known knowledge rule base
updated as new interesting rules are discovered. The proposed
filter quantifies interestingness of the discovered knowledge

TTDeptt. of Computer Science,
University of Delhi,
New Delhi-110 007
India

on the basis of deviation of the newly discovered items with
respect to the known knowledge.

The proposed association rule algorithm operates on the
current training set and induces the model. During the model
building, the algorithm computes the interesting factor for
each pass of Apriori like algorithm against domain expert
knowledge.

Although novelty, actionability and unexpectedness of the
discovered knowledge are the basis of the subjective
measures, their theoretical treatment still remains a
challenging task [7-10]. Rules are interesting if:

(i) They are unknown to the user or contradict the user’s
existing knowledge or expectations (this is referred as

Unexpectedness).

(i1) Users can do something with them to their advantage
(this is referred as Actionability).

(iii) They add knowledge to the user prior knowledge (this
is referred as novelty).

Our algorithm helps to discover interesting patterns at
current time with respect to the previously discovered patterns
(candidates), rather than exhaustively discovering all patterns.
This will minimize the search space for frequent items during
the process. It further helps in reducing the size of the induced
model and in maintaining the model. One of the features of
the approach is to capture the user background knowledge,
which is monotonically augmented and can be determined
using a mathematical technique.

Our approach differs from existing approaches. We
generate the set of candidate itemsets of length (k+1) against
expert knowledge from the set of frequent itemsets of length k
(for k > 1) and check their corresponding interesting factor
against user threshold in the database.

1L RELATED WORKS

There has been several approaches for developing
algorithms for association rules mining [11-13] and mining of
the frequent itemsets [13- 17]. The main approach for mining
association rule in general derived by Agrawal et al [16] and
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is called Apriori algorithm with support and confidence for
association rules. Algorithm Apriori is an effective algorithm
for mining association rules. It uses prior knowledge of
frequent itemsets. It uses iterative process to explore k+1
itesets from k-itemsets according to a user-defined minimum
support. Apriori is based on an important property that all
non-empty subsets of frequent ietmsets are frequent because
if 11is not frequent itemset i.e. P(I) < minSup, then for any
set 1 U {A}, A being an additional item, P (I U {A}) <
minSup. Thus I U {A} is also not frequent. Apriori is a two-
step process consisting of join and prune actions. Let L be
the set of k-frequent itemsets. We generate Ly from the set of
Cy of k-itemsets defined by

Cr=Lik-1%x Lk-1 ={(a,,a,-) ‘ai;ta,-; a;,a;ekal}

A scan of the database to determine the count of each
candidate in Cy, then

Lk = {aieC/;‘P(af) > minSup}

It may be noted that if any (k-1) subset of a candidate k-
itemset in Cy is not in L;_; then this candidate can not in Lj
and so can be removed from Cy.

Similar to Apriori, another well known iterative algorithm
DHP [14], generates candidate k-itemsets from Ly ;. However,
DHP employs a hash table, which is built in the previous pass,
to test the eligibility of a k-temsets not for all k-itemsets from
Ly, X Ly into Cy. DHP adds a k-itemsets into Cy only if k-
temsets represents in a hash table whose value is > minSup.
Such a filtering technique reduces the size of database,
candidate set Cy and prune the number of transactions in the
database.

Kaur H et al [18] described a unified approach for discovery
of interesting associtaion rules by computing deviation of
recently discovered rules from the known rule and then
comparing this deviation against the user threshold value.
Rule deviation is obtained by combing conjunct level
deviation. We may compare the candidate itemsets in the
database DB against the candidate itemsets in domain expert
knowledge base (KB) with a meeting user threshold in each
case of classical Apriori. This will further enable us to prune
the frequent itemsets and the discovery of interesting rules.

1. MINING OF INTERESTING ASSOCIATION RULES
FROM DATABASES

Most association rule mining algorithms employ support
confidence thresholds to exclude uninteresting rules. But
many rules satisfying minimum thresholds and minimum
confidence still may not be interesting to experts. Ultimately,
experts can judge if a rule is interesting or not.

First we introduce some basic concepts, using the
formalism presented in [16]. Let I={iy,1,...,i,} be a set of items.
Let D, the task-relevant data, be a set of database transactions

X is an symbol for concatenation of L., pass

where each transaction T is a subset of items [ i.e. T C L
Each transaction is associated with an identifier, called TID.
Let ‘A’ is a set of items. A transaction T is said to contain A if
and only if A € T. An association rule is an implication of
the form A=>B, where A,B € [, A "B=0and A,B+#0.
The rule A = B holds in the transaction set D with support s,
if s is the percentage of transactions in D that contain A
U B (i.e., both A and B). This is taken to be the conditional
probability, p(A U B). The rule A = B has confidence ‘¢’
in the transaction set D if ‘c’ is the percentage of transactions
in D containing A that also contain B. This is taken to be the
conditional probability, p(B / A). That is, Support (A = B) =
p(A U B) and Confidence (A = B) = p(B / A). Rules that
satisfy both a minimum support threshold (minSup) and a
minimum confidence threshold (min-conf) are called strong
rules.

The problem of mining association rules is to find all
itemsets whose interestingness level is greater than the user
specified minimum support and user specified threshold. The
proposed algorithm utilizes the interestingness criterion to
construct interesting model.

At each iteration (pass) of Interestingness based Apriori-
like Rule Mining (IARM) algorithm, IARM performs the
following tasks. The pruning is done after every pass, while
building the association rule model:

1. Find the set N of frequent itemsets using Apriori-like.

2. Compute on interestingness factor ( ¥, (1)), of set

of candidate itemsets of length (k+1) from the set of
frequent itemsets of length k (for k > 1) with respect
to user-specified knowledge base itemsets, which
results in generation of interesting candidate itemsets
based on user specified minimum support and user
threshold at each pass. If the largest frequent itemset
is a j-itemset, then an proposed algorithm may need
to scan the database up to (j+1) times. Such a factor
is particularly powerful in reducing the number of
frequent itemsets.

3. Generate interesting association rules from frequent
itemsets. For any pair frequent itemsets A and B
satisfying A < B, if Supp(4) where & is the

Supp(B)
confidence of the rule, then A=> B is a valid
association rule.

za

1v. INTERESTINGNESS BASED APRIORI LIKE RULE
MINING (IARM) ALGORITHM

This Interestingness based Apriori-like Rule Mining
(IARM) algorithm, effectively and efficiently generates
interesting association rules in the database by applying the
Apriori property. However, IARM employs a interestingness
factor, which is built in the previous pass, to test the
occurrence of k-itemset. IARM adds a k-itemset into Cy only
if k-itemset is interesting and whose value is greater than
equal to minimum confidence threshold.

The problem of mining association rules is decomposed
into two sub-problems. Firstly, generating all the frequent
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items that satisfy the interestingness constraint, i.e. compute
interestingness factor, () for each I € DB, 1is the set

k-items at each pass with respect to the domain expert
knowledge base (KB). Computed value of the interestingness
factor is compared with the threshold provided by the user.

Computed interestingness value, (/) reduces the number

of frequent items resulting in time savings during the mining
process. When all large itemsets are found, generating
association rules is straight forward. Secondly, generating
interesting association rules in the database with the required
confidence and user threshold.

An association rule mining algorithm usually generates too
many itemsets including a lot of uninteresting ones. Most
interestingness criteria have been proposed to prune those
interesting itemsets. Our model prunes the items in the
itemsets generation process instead of post pruning. Algorithm
computes the interestingness factor, ¥,,(/) between the
database itemsets and expert knowledge base (KB) frequent
itemsets as computed below:

Definition 3.1.1:

Let KB = Expert knowledge base of frequent itemsets as per
his/her experience
DB = Current database of itemsets

For each I € DB, Iis the k-itemset where /and /; are all
possible items in DB and KB, we compute

X)) =max{y(l, 1)}
I e KB, I; is kth — itemset

where
0, ifIn;=0 (Disjoint itemsets)
w(l,l)=10 = n(nh) ,where AL = @ but [ ;
No.of Items to be compared

1, if I=1; (Identical itemsets),

Note:-If Y5 (I) = @ (user specified threshold) and

1 satisfies minSup (minimum support) then it will go to the
next iteration L,

3.2 Proposed Algorithm

The problem of mining association rules is decomposed
into two sub-problems. Firstly, generating all large itemsets in
the database and secondly, generating association rules
according to the large itemsets generated in the first step The
proposed algorithm is similar to Apriori algorithm except that
after each frequent itemsets generation, the interestingness
measure is computed with respect the existing model T; and
prune uninteresting candidate itemsets that are not relevant in
the current training set. Fig. 1 explains the proposed
algorithm.
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During the process of generation of items from the
candidates, the items is not to be extracted if the computed
degree of interestingness is less than a user threshold or its
accuracy level or less than the rule accuracy level.

Algorithm: Find the frequent itemsets using an iterative level-
wise approach based on candidate generation meeting minimum
support and interestingness constraint
< Input: Database DB of transactions (t); minimum Support
(minSup), user threshold (®); interestingness factor

(Xxs(1)).

»Output: Ly frequent itemsets in DB meeting minSupp and
interestingness constraints.

KB: Expert knowledge base of frequent itemsets
DB: Current database of itemsets

t : transaction in database DB

C;: Candidate itemset of size k

L, : Frequent itemset of size k

L, = {frequent items};

for (k=2; L, #J; k++) do begin
C,= candidates generated from L, ;;
for each transaction / € C;, candidate set of k-itemsets do
generated from the join of Ly with itself
Compute (/) foreach! € C;

/*explained in section3.1%/

if ¥xg(I) = @ for I satisfies minimum support then
it will go to next iteration L
end
return Uy L;;

< Use the interesting frequent itemsets to generate interesting
association rules.

Fig. 1. Algorithm IARM

Example 1. Consider the transaction database (DB) and user-
specified knowledge base (KB) given in Fig. 2. In each pass,
Ly algorithm IARM constructs a candidate itemsets of large
itemsets, count the number of occurrences of each candidate

itemset, and compute interestingness factor ( ;{KB([ )) as

given in definition 3.1.1 with respect to user-specified
knowledge base (KB). It will be based on predetermined
minimum support (minSup) and user threshold (®). In the first
pass, proposed algorithm simply scans all the transaction to
count the number of occurrences of each items. Assuming
minSup=20% (i.e. 2) and user threshold (®), the set of large
1-itemsets (L;) composed of candidate 1-itemsets with the
minSup, can then be determined using Interestingness factor,

X« (L) with respect to knowledge base. The pruning is done
after every stage of the algorithm.

t] A
KB ty B C
t3 A D
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Fig. 2. An illustrative known knowledge base (KB) and
transaction database (DB)

To discover the set of large 2-itemsets, we consider L; X L,
to generate a candidate set C,. C, consists of 2-itemsets. Next,
the nine transactions in DB are scanned and the support C, is
counted. Fig. 3 shows the generation of candidate itemsets and
frequent itemsets using algorithm IARM.

Proposed algorithm ends the process of discovering
frequent itemsets and computing interesting factor (¥, (1)),
when there is no candidate itemsets to be constituted from
Li+1. Such a filtering technique prunes the frequent itemsets.
This improves the computing efficiency while the number of
candidate itemsets to be checked is reduced.
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Fig, 3. Generation of candidate il maets and frequent iz mssts using algorithm [ARM

3.3 Discovery of Selecting Interesting Association Rules from
Large Itemsets

There is no universally accepted definition for interesting

rules. However, we prefer to have the following description

for interesting rules. A rule is interesting for several reasons.
(1) if it is unknown to the user or contradicts the user’s
existing knowledge (unexpectedness) or

WASAN ET AL.

(i) if it can do something to the advantage of the user

(actionability) or

(iii) if it adds to the user prior knowledge (novelty).

The problem we consider in this paper is essentially how to
find the most interesting rules. Once all interesting large
itemsets and their support are determined, the rules can be
generated in a straightforward manner as follows: if L is
large interesting itemset, then for every subset X of Li

(X < Li) such that X #& | the support. Li/ support. X
is computed. If the ratio is at least greater then equal to the
user specified minimum confidence, then the rule
R=RuU(X = (Li-X) this is an

association rule.

and interesting

IV. QUANTIFICATION OF THRESHOLD USING
MATHEMATICAL TECHNIQUES

Many algorithms and techniques have been developed for
discovering association rules [11-17]. The most important is
these Apriori or Apriori like algorithms which are based on
the assumption that user can specify the minimum support
threshold. In real world problems, it is almost impossible for
the user to give suitable thresholds if he has no understanding
of the database. In Psychology, the study of expertise has
gained impetus because of the advent of the expert systems
and new technologies for preserving knowledge [22].
Knowledge Elicitation (KE) is not easy, Expert systems are
intended to assist experts. Various methods of Knowledge
Elicitation experts (KE) have been used by experimental
psychologists and developers of expert systems. Analysis of
tasks and interview methods (structured and unstructured) are
some of the important KE techniques. Experts often reason in
terms of their experiences. Test cases can be used in task
analysis. Unstructured interviews are equally important in
which open ended questions are put before the expert.
Initially, this may provide an overview of the domain
knowledge and subsequently interview can be structured for
precise knowledge extraction [21]. Domain specific probe
questions can be prepared to generate rules and procedures.
By using monotonicity of some sort and Hansel chain we can
reduce the number of questions to be put before the expert
[22].

Zang et al [20] have proposed a Fuzzy approach for
identifying Association Rules with database independent
minimum support (FARDIMS). This provides a good man-
machine interface that allows user to take commonly used
interval [0,1] for specifying minimum-support. User threshold
is appropriate to a database to be mined only if the
distributions of deviations are known to the user. For a given
database, one must try to find different set of interesting cases
by giving different values to user threshold. We may allow
user to specify relative threshold and develop algorithms to
convert relative threshold to true threshold. To find
interestingness in R; with respect to R, is compared with user
threshold, we may apply Zhang et al [20] technique of Fuzzy
logic.
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V. EVALUATION

This evaluation tries to answer the question “Does the
discovered interesting itemsets are accurate”? A widely used
scenario within the /F' community consist of using a small part
of database D"™ (10%) from a dataset for learning model and
the remaining part of D®™ (90%) for evaluation [3]. Then, we
measure the error between the discovered interesting itemsets
and expert knowledge itemsets in D™, The method consists
of computing the Mean Absolute Error (MAE) between the
real discovered interesting candidate itemsets and expert
itemsets. In fact, MAE a widely used accuracy metric in the
evaluation of IF systems, measures the absolute average
deviation between the discovered interesting itemsets S (1;, 1))
and expert itemsets say £ (I;,[;) in the evaluation of data set.
Where /; and J; are the discovered and expert itemsets. This

absolute deviation for a particular user is computed As
Mtest

2 ISl - E(1.1)|
|MAE| = =

M test

We employed the following metric in our evaluation. In
this framework, accuracy is defines as ‘How good the model
mimics knowledge contained in the association rule’.
Accuracy is measured as original value by the Mean Absolute
Error (MAE), in the following way. As expected, the accuracy
and user threshold (®) decreases with minimum support
(minSup) and the number of interesting rules increases.

Orginal value

acc =
|MAE |

VI. IMPLEMENTATION AND EXPERIMENTATION

To demonstrate the applicability of our algorithm, data sets
were identified from the UCI knowledge discovery and
machine learning repository [23,24] with 0.1% and 1% to
indicate minimum confidence and minimum support
respectively. All the experiments were performed on a
1.5GHz Pentium IV PC with 640 MB of main memory,
running under Windows 2000 professional. For the
performance comparison experiment, we used the same
datasets as in [18].

6.1 Experiment |

The objective of this experiment is to show the effectiveness
of the approach in reducing the number of unnecessary
itemsets. It is expected that the number of discovered rules
from itemsets that are interesting keeps on decreasing over the
time. Six different datasets were used for comparison and
assume that the user threshold value (®) = 0.5. The datasets
are Heart, Hepatitis, Sick, Lymph, Diabetic and Breast
Cancer. The results are shown at time T;, T, and Tj
respectively are given in Table 1. Fig. 4 shows the results of
frequent itemsets generated from IARM algorithm with the
standard Apriori.

TABLE I. The discovered frequent itemsets and medical rules

at time Ty, T», and T3

APRIORI IARM
Dataset Time Total Discovered | Total Discover
No. of AR’s No. of ed AR’s
Freq. Freq.
It Itemsets
T, 347 987 273 798
Heart T, 439 566 218 374
T, 88 207 45 130
T, 987 1207 478 856
Hepatitis | T, 344 980 230 467
T, 286 626 120 320
T, 238 4502 56 1208
Sick T, 789 2709 290 469
T, 388 986 110 398
T, 1560 32000 856 13080
Lymph | T, 780 28562 320 10900
T, 998 26781 439 12080
T, 430 3678 175 1100
Diabetic | T, 367 2890 96 1080
T, 238 1400 57 569
T, 192 802 49 405
Breast T, 173 725 60 140
Cancer "0 77 pp 540 39 78
1650
1500 -

1350
1200
1050 -
900 +

A TR ITH I

@ Apriori
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No. of Frequent Itemsets
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Fig. 4 . Graphical representation of frequent itemsets for

different datasets

VII. CONCLUSION

With the use of experience of medical experts, we may
develop data mining tools/models to discover more
interesting, novel and actionable rules that may provide
guidelines for better diagnosis and management of a disease.
There is no universally accepted definition of interesting rules.
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We prefer that interesting rules are important in the medicine
and healthcare system. It is possible that there are
contradictions between medical-expert diagnostic rules and
rules discovered by data mining techniques. Most association
rule mining algorithms employ support confidence thresholds
to exclude uninteresting rules. But many rules satisfying
minimum thresholds and minimum confidence still may not be
interesting to medical experts. Ultimately, medical experts can
judge if a rule is interesting or not.

We have integrated the framework into the mining
algorithm. IARM generates interesting rules which is based on
computation of the interestingness factor of discovered itemset
with respect to known domain knowledge. The main feature
of this algorithm is to capture user subjectivity. This helps in
reduction in I/O overhead and CPU time. We have
implemented and experimented with the medical datasets, and
it has proved useful. Currently we are trying to apply the
proposed methodology in a general case.
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Abstract—Recent years have witnessed an explosion in
the availability of news articles on the World Wide Web.
In addition, organizing the results of a news search
facilitates the user(s) in overviewing the returned news. In
this work, we have focused on the label-based clustering
approaches for news meta-search engines, and which
clusters news articles based on their topics. Furthermore,
our engine for NEws meta-Search REsult Clustering
(NeSReC) is implemented along. NeSReC takes queries
from the users and collect the snippets of news which are
retrieved by The Altavista News Search Engine for the
queries. Afterwards, it performs the hierarchical
clustering and labeling based on news snippets in a
considerably tiny slot of time.

Index Terms— News, Clustering, Labeling, News Retrieval,
News Mining

1. INTRODUCTION

URRENTLY, there exist a considerable number of online

news sites and traditional news agencies provide
electronic version of news on their web sites. To find news
more effectively, special tools and search engines have been
developed recently. For example News Feeder software, RSS
standard and Google News site (which uses near 4500 news
sources) can be mentioned. On the other hand, online news is
specific type of public information available on the Web with
unique features which result in different processing demands
for gathering, searching and exploration on them in
comparison to the ordinary web contents. Of those features,
we can mention of the trustworthiness of news sources as well
as the rapid update of them.

One of the problems of many search engines which is also
true for many news search engines is the lack of the ability to
categorize the search results before showing to a user. In fact
results are ranked and displayed as a long list. When the user
query is very specific, the results are not so much and then the
user can rapidly find the relevant items. Nevertheless,
unfortunately most of the time the query is general and
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ambiguous, resulting in a considerable number of items to
display to the user. Average number of terms in a query is
near 3 and most of the times a user only checks the first 3
results [2]. For an example when we use Google and search
for “jaguar”, pages talking about feline mammal are displayed
in ranks 10, 11, 32 and 71. Therefore, it is more appropriate to
cluster the results before showing to a user. Such clustering
helps in resolving two important issues. Firstly, it helps user to
have an overall view of the results and to refine the query
needed more appropriately. Secondly, one of the pitfalls of the
link-analysis based algorithms is when results are from
different categories. In such a case the top results are
normally, belong to one of the categories and considering the
fact that users usually only check top ranked results they may
miss many relevant results.

Van Rijsbergen [12] was the first one that investigated the
effect of clustering hypothesis in Information Retrieval for
query-based systems: documents similar to each other are
relevant to similar queries with high probability. In fact the
main point is that relevant documents are more similar to each
other compared to non-relevant ones. Based on this hypothesis
we can use clustering in two different ways:

1) Before retrieval which has a long history and we can
mention Scatter as a famous example,
2) After retrieval which is what we are interested on in this

paper.

It should be noted that the web search result clustering has
important differences with traditional text clustering. One of
the main differences is the existence of links between pages.
The other important difference is the need to do fast
processing and dealing with a multi-line abstract instead of
whole document. According to [10] desire characteristics for
clustering of search results are:

- There is no need for all pages to be clustered: Not
all pages should be clustered, because some pages
can be not related to any generated clusters.

- Overlapping: Clusters may have some overlaps,
because one page can point to several topics.
Consequently, it can fall in several -clusters.
Furthermore, clusters overlapping should be as few
as possible. Because two clusters, which have great
overlaps generally, point to the same topic, they
should be merged.
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- Incremental Clustering: Finally, because of
handling time complexity, incremental clustering
methods are more satisfactory.

One of the reasons that commercial search engines are not
doing this is the high runtime complexity of it. It should be
noted that some search engines like Altavista' does
aggregation in very simple form. In NorthernLight2 results are
divided in some Custom folders. Such division is not
intelligent and is based on attributes like page type (personal
page, product page, etc.), language, domain, site and so on.
Better commercial examples are Kartoo®, Grokker®, Mooter
and specifically Vivisimo which apply simple clustering
algorithms. They also have very user-friendly interfaces. In
addition, Clusty’ uses Vivisimo® but its internal clustering
algorithm is not known. The result of Vivisimo for query
“Iran” is shown in figure 1.

In section 2 we have a review of the related works in which
we are mainly focused on clustering and labeling tasks. Then
in section 3 our proposed method is introduced and
elaborated. Section 4 discusses on evaluation results on the
implemented system (NeSReC). Conclusions and future works
is given in the final section.

[@Vivisimo - Clustered search o... ﬂ]

vv Vivisimo

search.vivisimo.com

Clustered Results
L lran (104)

® » North Korea (44)
@ » Sanctions (33)
@ » Israel (33)

» lraq (25)

» Russia (14

@ » Warns lIran (15)

®-» Oil, Prices (14)

» Defends, President Bush (10)

@ » Talks (9)

» Islamic (1)

A

Fig. 1. Vivisimo result for query “Iran”

II. RELATED WORKS

For the first time clustering and its effects on the retrieval

1
2

Hittp://www.altavista.com/
Http://www.northernlight.com/
Hittp://www.kartoo.com/
Http://www.grokker.com/
Http://www.clusty.com/
http://www.vivisimo.com/

3
4
5
6

was reported in [13]. Its main purpose is to create a directory
for documents, which facilitates users’ access to them. It first
divides the repository to a small number of clusters. Then a
user selects some of them and they are combined and a sub-
repository is constructed. Such operations are repeated until
user is satisfied. To reduce the cost of algorithm for large
repositories a sampling approach is taken. The study in [14] is
a good but rather old study on it.

A. Clustering

Clustering is done in different levels of a text for different
purposes. As noted above one usage of clustering is for
providing better navigation. However, a clustering also can be
used to do summarization in the level of paragraph [4] or even
sentences [3] for event detection. Approaches for better
review of results can be categorized in the following two [1]:
1) Document based approach
2) Label based approach

Document based approaches are those they does clustering
based on similarity of texts like their terms vector similarity.
After clustering is done, some words or phrases of the texts in
a cluster are combined to build a label for the cluster like
[7,8]. Clusters made this way have no overlap and the quality
of their labels is highly dependent on the quality of the
clusters themselves. Works in the document based clustering
methods are different from the following two aspects:

1) The clustering algorithm they use
2) Measurement of distances between texts or clusters

Since human better understands hierarchical structures, the
tendency for creation of clusters in a hierarchical structure is
high. In addition, specification of parameters like number of
clusters and the similarity threshold is a difficult task.
Therefore, normally the generated labels do not satisfy users.
For this reason, such techniques are not used anymore.

One of the document-based methods is what reported in [5],
which first eliminates the stop-words and does stemming to
unify words like “went” and “go”. Then n words having
higher TF values are selected from news. If S1 and S2 are
words extracted from two news then similarity value of them
is intersection of S1 and S2 divide by n. In addition, distance
measure is easily computed from the similarity value:

. NEAN
Slm(n],n2)=7| 105, |

Dissim(n,,n,)=1-Sim(n,,n,)

Using such a measure k-nearest neighbor algorithm is
applied on the news. Furthermore, the single-link algorithm is
reported in the paper and it is claimed that a combination of
them produces best results.

STC test is also a linear incremental algorithm which
instead of treating a document as a set of words considers it as
a sequence of words and then combines clusters based on their
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intersection of postfixes of their documents. It allows overlaps
of clusters that can handle noise efficiently and let documents
themselves specify the number of clusters.

In [10] link structure of pages is used as a characteristic for
clustering retrieved results of a search. In this method, firstly,
the pages are loaded and their output links are extracted. In-
links are also gathered using a standard search engine. Such
two vectors of in-links and out-links are used to compute the
similarity of two documents.

Authors of [9] as like [11] used classification instead of
clustering. Statistical analysis is used to learn some
specifications of some classes (for example from DMOZ’
categories) and then the trained system is wused for
classification of new data. This method is highly dependent on
the train set and therefore can’t be extended for the whole
web.

To create clusters in [15] in the first step a hierarchy for
concepts is created and then assigns documents to those
concepts. [16] uses a special tool (which is based on a large
repository of documents) to find concepts related to a user
query and uses fuzzy C-Mean for clustering.

In [6] Lycos search engine is used and the performance of
two standard indexing methods (N-gram and vector model) in
clustering are compared and it is shown that the first method is
resistant to noise. In addition, it is mentioned that
automatically created clusters even when the performance of
algorithm is high has more categories than what a human may
build. For example, it is possible for a human to put all news
of a news agency in a cluster while an automatic system
makes many smaller clusters for such news based on different
topics they cover. Using N-grams results in fewer numbers of
clusters and from this point of view acts like a human user.
During the clustering fuzzyfication is used to reduce the
unwanted results for points in boarders in both indexing and
labeling phases.

One the other hand, in label based approach, words and
informative phrases are first extracted using some statistical
analysis like word occurrences and then create clusters base
on selected labels. Vivisimo and Mooter, which have
satisfactory results, use label-based approaches.

[11] at first discovers important words based on a training
set and then to each of them assigns related words. It uses a
within cluster similarity measure to evaluate the quality of
output. For naming a cluster, also important words are used.
Nevertheless, because of the difference between real words
and N-grams the quality of naming is not so good.

Furthermore, Authors in [1] proposed a label-based
method used named entities but with defining some new
measures have reached to a more effective model. As they
noted it is shown that TF-IDF cannot remove high frequent
un-important words. Their new measures try to overcome this
problem. Scoring of a phrase comes from two factors: local
factor and global factor. In the traditional TF-IDF scoring TF
is the local and IDF is the global factor. In the new proposal

"Hittp://dmoz.org/

two new local factor named LRDF and OLF as defined below
is used:

LF"" =log(1+DFy ;)

R |
LE®" =DF, , *lo AR
i R.i g(DF )

R,i

Also a new global factor named OGF as below is defined:
OGF _

DF,,/|R |
‘" DF,,/|D|

In their experiments, it is shown that OLF-OGF produces
very good results. In the context of news the uses of named
entities is very effective since unlike ordinary web pages a
news is about an event in a specific location for a given
person or group in a specific time. As results extraction of
those entities like time and places is very beneficial.

B. Labeling

For the labeling two points are important [1]:

1) readability of labels which facilitate understanding by
users, and

2) their conciseness in representing related documents.

In fact mislabeling results in reduction of both Precision
and Recall measures. It is also mentioned that the stemming
quality has a strong effect on labeling [14]. In Grouper [7]
labeling are based on the same phrases which are used during
clustering. In [17] for cluster naming super concepts and
words in the title of news are used but it is only applicable for
Japanese language.

III. PROPOSED METHOD

Our approach is for clustering as well as labeling of news
which is architected as a meta-search engine for news. In the
other words, it is proposed for engines that by accepting user
queries forward them to a search engine and process the
results to cluster them and make labels for those clusters based
on the snippets and title of news. As mentioned in [1] labeling
based clustering makes more efficient clusters than the
traditional methods, so our proposed method follows this
approach. The process contains following tasks:

1) receiving initial results (texts, links)
2) extraction of candidate titles

3) ranking of the titles

4) clustering

5) display

The initial results are made by using an ordinary search
engine. Display of the results is also discussed when we
explain the experimental results. Therefore, in this section we
focus on the following two important tasks:
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e  Extraction of titles and ranking them
e  Clustering

A. Extraction of Titles

In this phase at first, the candidate titles should be extracted
from news’ snippets. Then such titles are ranked based on
some factors which is explained shortly and finally some of
them which satisfy selection criteria are selected. Since the
best titles are noun phrases in our method, we only extract
noun phrases from the snippets. In this process, unimportant
words are eliminated. However, as it is shown in the
experimental results, stemming or rooting has not much effect
on the quality of clustering.

To score titles we use three factors. As like many other
methods, our first two factors are local and global factors.
Their sole purpose is to eliminate very frequent or very rare
words since they can’t be good titles for clusters. Therefore,
the local factor is a score for frequency of a term and the
global factor scores a term’s rareness. The third factor is the
length of a phrase which is used to score longer titles since
they better represent a cluster than shorter ones. The final
score for each phrase (or word) is computed as the
multiplication of these factors:

R(t,)=LF(t)*GF(t,)*SF(t,)

Here R(t;) represent the score of title #; and LF, GF and SF are
local, global and length factors, respectively.

e Local factor is what presented in [1]. To balance its
effect with other factors we also use a logarithmic
form of term frequencies (DF) as below:

R
LF(t,)=DF, ”‘logu
DF;
Here |R| is the number of extracted news and DF; is
the document frequency of term i which expresses
the number of documents that contain term i.

e Our global factor is:

R
GF(t,)= logu
DF,
e For the length factor we propose three function of

linear, exponential and logarithmic forms:

SFlinear (ti ) — max(a’SiZEQf (ti ))

SFpawer (Z,- ) = \/m

SF"(t,) = log(sizeof (t,))+1

o parameter is a threshold value to control the
maximum value obtained from the first equation and
the sizeof(ti) is the number of words constructing
term i.

After computation of scores of titles, they are sorted. Now
we should select K titles among them that also satisfy
following condition:

e [f a title is sub-phrase of another title and their size
ratio is higher than a  threshold then the shorter title
is eliminated from the list of candidates.

This condition is applied to prevent the selection of almost
similar titles for different clusters.

B. Creation of Clusters

As said before in the clustering by labeling, clusters are
made according to the selected label. Therefore, for each label
t; a cluster Ci is created and news having such a title is put on
that cluster. It is clear that news can be put in several clusters.
Since news may point out to different subjects this behavior is
rational and is also in the interest of users. In our approach a
news is belonged to a title when:

- it completely has that title
- it has a sub-phrase of the title with the length ratio of
more than 3 threshold

After completion of this process for a level of clustering, it
can be applied to each cluster to obtain a hierarchical
clustering structure. To control the level of hierarchy number
of documents in a cluster is used and when such number is
less than o it is not anymore sub-clustered. In addition, we can
define another h threshold to control the height of the tree and
reduce complexity of having a very tall tree of clusters.

IV. EXPERIMENTAL RESULTS

In this section, our meta-search engine named NeSReC which
is developed for the evaluation of our proposed method. It is a
meta-search engine that clusters the results of a search for
news. To have an initial result set Altavista news search is
used. When a user searches some terms, Altavista is called to
receive titles, addresses and snippets of the relevant news.
Then candidate titles are selected from snippets. As
mentioned, titles are noun phrases and to distinguish them we
use JMontylingua® tool. Noun phrases as well as words in
them are considered as candidate titles. A title with less than
three letters or being a stop-word is eliminated. Our stop-word
list contains 1000 words.

Stemming or rooting has not so much effects on the titles
selection. For example, in one of our experiments without
stemming, we reached to 760 titles while stemming reduced to
670 words. Considering its rather high execution cost it is not
so much effective to be considered. In addition, it is noted that
such a words gains low ranks by our ranking model and
ultimately they are not selected so the existence of them has
no harm on the quality of results. The main point is that
without stemming, the execution time is less than 1 second in
a typical run but when stemming is considered by

*http:/web.media.mit.edu/~hugo/montylingua/
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WORDNET tool, it raises to 20 seconds.

The reasons why stemming has not much effect on news
clustering is clear. It is that the news agencies has many cross
references to each other a news which is published by
different sources has a main source which publishes it at first
and others use very similar wording to the original source.

We also see that the logarithmic function for size factor

leads to the best results for label selection. After extraction of
label, the top 10, which also satisfy condition, are considered
as the labels for the clusters in the given level. In our
experiments, we set 3 to 0.5.
After titles and clusters are constructed, those clusters having
more than ¢ news are divided to lower level clusters with the
same method. We set ¢ to the number of extracted news
divided by 10 times clustering level:

o ResultSize
20 * ClusterLevel

Additionally, we limit the height of the tree to two levels. In
other words, the threshold of the number of news for clusters
in level 1 is 10 and this threshold for level 2 is 5. To reduce
the complexity of the algorithm, we restrict our levels into
two. However, the method can be customized for each user
based on his preferences. The first level of result clustering
and labeling in NesRec for user query “Iran” is shown in the
figure 2.

V. CONCLUSION

The main merit of our method is its simplicity while at the
same time produces high quality results. The difference of our
method with what reported in [1] is that our proposed method
is used for meta-search engines and its clustering based on
snippets, while their method is used for ordinary search
engines. Furthermore, they limit labels to named entities for
person names, places, organizations, and artifacts. It is true
that such entities are important for news but limiting labels to
them is not a good idea. In our method the only limitation is
that the selected title should be noun phrase which seems a
logical assumption. The other advantage of our method is that
the created clusters are balanced which means they have
almost same number of news.

__| NeSReC: NEws Search REsul... &3

NeS e

lran Search
‘3 Search Result Clusters
i imn (200)

+ its nuclearprogmam (39)

The six world powers (56)
ils nuclearprogmmme (24)

umniumenrchment (50}

L'?J possble U.N. (83)

#{ 7] and Briish proposak {15)

“s {1 the Imn nuckar crisis micheted {11}
'-+_'| LONDON , October 7 {11)

(] Others 40}

Done

Fig. 2. NeSReC result clusters for query “Iran”

In addition, the number of un-categorized news is low and is
near 25% of total size of retrieved news in average which is
shown in diagram in fig. 3. Furthermore, these non-clustered
news have low ranks in search process. Such results confirm
this points that the size of cluster for news is important for its
rank. Moreover, Inasmuch as NeSReC engine generate 10
clusters in each level, the average size of first level clusters is
near 15% of total size of retrieved news as shown in fig. 4.
Although we escape stemming and cluster overlapping
criteria, our less complicated model contributes to
conspicuous results.

4 )

O T T T T T T T T

1 30 60 90 120
S Query number )

Fig. 3. Ratio of non-clutered news to the total size of retrieved news
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(" )
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Fig. 4. Ratio of average size of first level clusters to the total size of retrieved
news

In the future, we will work on some criteria for clusters
overlaps to avoid similar clusters with different names. In
addition, considering clusters overlapping avoid further
simple problems which may arise from escaping stemming.
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Abstract

World Wide Web contains 170 Terabytes of
information [1] and storage estimates show that the new
information is growing at a rate of over 30% a year. With
the quanta of information growing exponentially, it is
important to understand the information semantically to
know what concepts are relevant and what are irrelevant.
The Evolutionary Behavior Of Textual Semantics
(EBOTS) system being developed at University of
Arkansas at Little Rock [2] aims at the quantitative
reasoning aspect of textual information. In the automatic
decision-making mode, the EBOTS system can distinguish
between relevant and irrelevant information, discarding
irrelevant documents and accepting only relevant
information to develop expertise in a particular field. This
paper discusses the usefulness of Information Theory in
the development of relevance criteria and the results
obtained in the context of textual information.

Keywords: Information Theory, Entropy, Absolute
Information Gain, Quantitative Reasoning of Text data,
Textual Information Relevance

1. Introduction

Shannon’s Information Theory [3] has made a
tremendous impact on modern communication
methodologies. It is human nature to try to measure
anything quantitatively, in terms of units that the human
brain can parse in objective numbers. Measuring
information not only reveals quantity but also makes it
possible to compare and draw conclusions based on such
comparisons. Quantitative reasoning is a promising and
novel approach that enables the EBOTS system not only
to gain new knowledge, but also to reason about how
much textual information has been gained over a certain
period of time. This also makes it possible for the EBOTS
system to learn and acquire expertise in a particular field
or area as needed. Using entropy [4] as the measure of
information content, the relevance of the new information
acquired by the EBOTS system can be measured.

EBOTS is a contextually aware system that helps
form and identify correlations among text data. Text
documents consist of a number of sentences and each
sentence in turn, consists of a set of words appearing
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together to convey a particular meaning. The core
philosophy of the EBOTS system exploits this natural
hierarchy to yield a context-aware system [5]. The
methodology behind the EBOTS system is explained in
detail in the following sections. In section 2, basic
formalism behind context aware framework of the
EBOTS system is presented. Section 3 will discuss
mathematical foundation for the quantitative reasoning.
Section 4 primarily addresses Information Theory aspects
that are applicable to the EBOTS model, prototype
experiments and results. Section 5 draws a logical
conclusion to this discussion and also throws light upon
possible and future enhancements that can be contributed
to this approach.

2. Background

The EBOTS system uses the meanings of different words
in identified contexts to represent acquired knowledge.
Once the words are identified in a particular context, the
system forms the hierarchy of words in a tree-like
structure. Each tree represents the direct context of a
single sentence. These trees can form paragraphs and
documents when extended.

The EBOTS system employs knowledge
acquisition techniques that are dynamic compared to
those deployed by N-gram systems. N-gram systems [6]
[7] are a commonly used technique in information
retrieval [8] [9] to find word pattern combinations using
co-occurrence, but are not sufficient to determine context.
Also, the window for a particular context depends upon
user selection. Thus a window of 700 words while
appropriate in one case may not be useful for another
dataset. The EBOTS system works with sentences and can
be considered as a natural sentence-gram model. Each
sentence changes in its number of words and so N-gram
models proposed variable N-grams. Variable N-gram
models are not only complex but also less effective in
retrieving the intuitive meaning of the text. While N-gram
models serve the basic purpose of context dissemination,
they are either too divergent or convergent for a system to
attain human-like intuitive results.

The theoretical foundation of the EBOTS system
is composed of domains, reference domains, and
correlation types (strong, weak and/or no correlation)
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between the reference domains [10]. A brief definition of
each of these follows.

Domain

The domain of information represents a concept [11]. A
concept can be generic and abstract or it can be specific
when expressed as a context. Domains can consist of
more sub-domains and are related to other domains. If
two domains represent two different concepts, then the
relationship between two domains gives rise to a new
concept altogether.

Reference Domain

A Reference domain represents the context of text data.
They follow sentence boundaries. The words form the
elements of the reference domain. A single domain
consists of at least one reference domain. When two
reference domains have common element(s), they are
more likely to share the same context. Hence the
correlations can be defined among the related reference
domains. These correlations can be of three different
types.

Strong Correlation

A single document consists of a number of reference
domains. If an element ‘a’ of one reference domain A is
common with an element of reference domain B, and if 4,
B belong to the same document, a Strong Correlation is
said to exist among the two reference domains. This is
logical because if the two sentences appear in the same
document, and if both of the sentences share the common
(partial) context, then both sentences are likely to share
same meaning as well.

Weak Correlation

Consider the case in which two documents consist of two
reference domains A4 and B respectively. If these two
reference domains share one or more elements, there is a
Weak Correlation between the two reference domains.
When two documents share common elements among
their reference domains, they are likely to have partially
common context. Sharing of the common context is a
necessary but not a sufficient condition to determine the
correlation between the two documents. There is a level
of fuzziness involved whether having common elements
in two documents is a sufficient condition for the two
documents to have same meaning. This fuzziness is well
represented with a Weak Correlation.

No Correlation

If there is no common element between the two reference
domains, it cannot be predicted whether they share the
same context or not. Irrespective of whether the two
reference domains exist in the same or different
documents, no commitment can be made about their
correlation and No Correlation is said to exist in this case.

Reference domains consist not only of synonyms [12] but
they also include contextual information for every word

in the sentence. This is shown in the reference domain
structure formed for a simple sentence like “Mary had a
little lamb”. Only three words, namely Mary, little and
lamb are considered after filtering common words and
stop words to find word roots [13]. The resulting structure
is shown in Figure 1. The EBOTS system uses a Machine
Readable Dictionary [12] to obtain synonyms and
glossary meanings of each word.

Mary had a little lamb
Virgin Mary . 0 _—
the mother of Jesus ; Christians refer to her as the Virgin
mary Madonna Mary; she is especially honored by Roman Catholics
The Virgin '
fiddling small and of little importance
brief of short duration or distance
i lilliputian Small in size
ittle
younger Younger by age
miniscule Small in size and or shape
Tittie small in a way that arouses feelings
lamb Younger sheep
Charles Lamb, Elia English Essayist
lamb lamb a person easily deceived or cheated
dear a sweet innocent mild-mannered person
lamb the flesh of a young domestic sheep eaten as food
lamb give birth to a lamb

Figure 1 Detailed Reference Domain structure for a
simple sentence “Mary had a little lamb”

3. Formal Model of Correlation

Theoretically, correlations are helpful in determining
direct or indirect association with a particular concept, but
it is important to measure its quality mathematically.
Based on the correlation theory, a formal model is
presented.

Consider T to be the total number of correlations
that are referenced to a particular reference domain, A.
Out of a total T correlations, 7,, is the number of weak
correlations of another reference domains with A while T,
is the number of strong correlations that are established
by other reference domains with A.
Ir=TI,+T, 1)

Correlation Delta

The correlation delta of any given reference domain, A, is
a formal representation of its significance to the other
reference domains in the system as well as its relevance to
the query context. The correlation delta is computed for
every reference domain in the EBOTS system with respect
to the given query context, Q. It is also a useful
representation to find out how many reference domains

share a common context. Correlation delta ¢, for a
reference domain i, is defined as follows:

T
1+T 1+T @)

The above equation achieves normalized correlation delta
values in the range between 0 and / (inclusive),

ie., 0 SAI' <1
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The formula in equation (2) is significant in determining
the strength or weakness of the reference domain with
respect to the query context. The correlation delta value
of zero refers to an isolated reference domain that does
not share a concept with any other reference domain of
the system. A correlation delta value of / indicates the
presence of strong correlations for that particular
reference domain. The Highest correlation delta value 7 is
possible only when all correlations with the reference
domain under consideration are strong.

As the number of weak correlations increase, the
strength of its correlation to the query context decreases.
In this case, the value of the correlation delta lies between

0 and [ (excluding 0 and /) i.e., 0 < 4 < [. It should also
be noted that the correlation delta is directly proportional
to the number of strong correlations and inversely
proportional to the number of weak correlations. The
weak correlation delta values allow fuzziness of
correlation strength among reference domains for a
particular query context.

4. Information Theory in EBOTS system

According to equation 2, the value of correlation delta
always ranges between 0 and 1 (inclusive). Correlation
delta can be considered as the likelihood of a particular
reference domain being associated to a query Q. Hence
correlation delta becomes a good representation of the
statistical probability of the event in which that reference
domain would be correlated (strongly / weakly) to the
given query Q. When no query is given, the probability of
the event of whether the aforementioned reference
domain is associated or not, is equally likely for any
hypothetical query. Thus, when knowledge X is initially
acquired and no query is provided, i.e., in the equilibrium
state, one cannot determine correlations and hence, the
EBOTS system assumes equal likelihood of both
possibilities.

If p is the probability of the event that a
particular reference domain is associated to a given query
context, then (/-p) is the probability that this reference
domain is not associated or irrelevant to the query.
According to information theory, entropy or self-
information is the average uncertainty for a particular
event. If p; is the probability of a reference domain 7 and
the acquired initial knowledgebase consists of D
documents (D > 0) for a total of N reference domains (N
> D), then the entropy, H of the EBOTS system can be
defined as

N

H:_Zpi *10g2 D; ()]

i=1

Figure 2 shows the steps in chronological manner that the
EBOTS system learns in. This ever-iterative process is
evolutionary and self-guided, accepting or rejecting new
knowledge based on certain criteria that are discussed
briefly in the following part of the document.

[exl
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Figure 2 Steps 1 through 15 (marked with circle
around) in chronological manner for the EBOTS
system knowledge acquisition and learning process

From Figure 2, when initial knowledge is presented at
step 1 (number 1 marked with circle around it), the
knowledge parsing and acquisition process takes control
and creates an equilibrium state as shown in step 3.
Entropy H at the equilibrium state can also be calculated
by taking into account the probability of association for
each reference domain. Each p; in the equilibrium state
resembles equal likelihood of being associated or not
associated to any given generic query. Hence using
equation (3), the probability of each reference domain is

P,=0.5 ©)]
Equal probability of each reference domain to be
associated or not associated to the generic query is
justified because in the equilibrium state, the EBOTS
system does not express bias over reference domains.
Using equations (3) and (4), in equilibrium state, for the
initial knowledge X, entropy H, at step 3, can be
calculated as

H, =[-0.5%log,(0.5)] +...
ot [~0.5%10g,(0.5)]

N
Hy=05+..+05=>0.5
1
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“H, = %bits 35)

When query Q is introduced to the system at step 4, it is
carefully chosen to determine and orient the expertise in
that particular field or area. At this stage, the information
content of the EBOTS system in response to the query O
can be measured as the entropy H; of the represented
knowledge as associated to query Q. Using correlation

delta (Ai) as the probabilistic measure for entropy
calculation, entropy H; is calculated for the query state as

N

=— * 6

H1 'Z Al. log 2(Al.) (6)
i=1

Where, Ai is the correlation delta value of each reference

domain entailing correlation to the query Q.

Initial knowledge is always assumed to be a good starting
point and accepted in steps 7 and 8. Chronologically, at
step 9, new knowledge is to be acquired. The decision has
to be made about the relevance of this new knowledge
pertaining to the its relevance with respect to the existing
or initial knowledge. Suppose the new knowledge X’
combined with initial knowledge X constitutes
knowledgebase Y. This allows the EBOTS system to
determine the entropy H, in equilibrium state (step 10) as
well as the query state (step 13) for the same query Q. If
the knowledgebase Y now consists of D’ documents (D’
>> D) and total N’ reference domains (N’ >> N), then
the entropy H, of the EBOTS system at equilibrium state
will be

NV

i=1
Similar to equation (3), the entropy can be calculated
using p; value to be 0.5

.-.sz%'bizs 8)

Now for the same query Q, at step 13, it needs to be
determined how the new knowledge fairs in relevance to
the query. The entropy value H; can be computed for

query Q using correlation delta values A, for each

reference domain i of the system. So the entropy with
new knowledge in the query state would be

o
Hy ==Y A, *log,(A,) ©
i=1

With all the four entropy values Hy,, H;,, H, and H; thus
computed, a naive simplistic graphical representation of
the knowledgebase can be summarized as shown in
Figure 4.

¥

L~ H(YIX)

Figure 3 Simplistic graphical representation of the
EBOTS knowledgebase.
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Using Figure 3, we can compute the difference between
the entropies of initial knowledge H(X) and new
knowledge H(Y) in response to the given query Q. The
difference between H; and H, is indicated as conditional
entropy H (Y]X) and can be represented as

H(Y|X)=H(Y)-H(X)
H(Y|X)=H,-H, (10)
Here, H (Y|X) indicates conditional entropy Y given prior
establishment of X.

Please note that the difference between H; and H;
indicates how relevant the newer knowledge is with
respect to the initial knowledge. The least value of H(Y|X)
wo