
Lecture Notes in Mechanical Engineering

Engineering Asset 
Management - Systems, 
Professional Practices 
and Certification

Peter W. Tse
Joseph Mathew
King Wong
Rocky Lam
C.N. Ko Editors

Proceedings of the 8th World Congress
on Engineering Asset Management
(WCEAM 2013) & the 3rd International
Conference on Utility Management &
Safety (ICUMAS)



Lecture Notes in Mechanical Engineering



About this Series

Lecture Notes in Mechanical Engineering (LNME) publishes the latest develop-
ments in Mechanical Engineering—quickly, informally and with high quality.
Original research reported in proceedings and post-proceedings represents the core
of LNME. Also considered for publication are monographs, contributed volumes
and lecture notes of exceptionally high quality and interest. Volumes published in
LNME embrace all aspects, subfields and new challenges of mechanical engi-
neering. Topics in the series include:

• Engineering Design
• Machinery and Machine Elements
• Mechanical Structures and Stress Analysis
• Automotive Engineering
• Engine Technology
• Aerospace Technology and Astronautics
• Nanotechnology and Microengineering
• Control, Robotics, Mechatronics
• MEMS
• Theoretical and Applied Mechanics
• Dynamical Systems, Control
• Fluid Mechanics
• Engineering Thermodynamics, Heat and Mass Transfer
• Manufacturing
• Precision Engineering, Instrumentation, Measurement
• Materials Engineering
• Tribology and Surface Technology

More information about this series at http://www.springer.com/series/11236

http://www.springer.com/series/11236


Peter W. Tse • Joseph Mathew
King Wong • Rocky Lam • C.N. Ko
Editors

Engineering Asset
Management - Systems,
Professional Practices
and Certification
Proceedings of the 8th World Congress on
Engineering Asset Management (WCEAM
2013) & the 3rd International Conference
on Utility Management & Safety (ICUMAS)

123



Editors
Peter W. Tse
Department of Systems Engineering
and Engineering Management

City University of Hong Kong
Hong Kong
China

Joseph Mathew
Asset Institute
Brisbane
Australia

King Wong
Community and Construction Professionals’
Development Centre

Hong Kong
China

Rocky Lam
Engineering Doctorate Society
Hong Kong
China

C.N. Ko
Kam Yuen (Group) International Limited
Hong Kong
China

ISSN 2195-4356 ISSN 2195-4364 (electronic)
ISBN 978-3-319-09506-6 ISBN 978-3-319-09507-3 (eBook)
DOI 10.1007/978-3-319-09507-3

Library of Congress Control Number: 2014955060

Springer Cham Heidelberg New York Dordrecht London

© Springer International Publishing Switzerland 2015
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission or
information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed. Exempted from this legal reservation are brief
excerpts in connection with reviews or scholarly analysis or material supplied specifically for the
purpose of being entered and executed on a computer system, for exclusive use by the purchaser of the
work. Duplication of this publication or parts thereof is permitted only under the provisions of
the Copyright Law of the Publisher’s location, in its current version, and permission for use must always
be obtained from Springer. Permissions for use may be obtained through RightsLink at the Copyright
Clearance Center. Violations are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt
from the relevant protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of
publication, neither the authors nor the editors nor the publisher can accept any legal responsibility for
any errors or omissions that may be made. The publisher makes no warranty, express or implied, with
respect to the material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Foreword

The 8th World Congress on Engineering Asset Management (WCEAM 2013) was
held in conjunction with the 3rd International Conference on Utility Management
and Safety (ICUMAS) at the Hong Kong Exhibition and Convention Centre from
30 October to 1 November 2013.

This year’s congress was jointly hosted by the International Society of
Engineering Asset Management (ISEAM), Department of Systems Engineering
and Engineering Management of the City University of Hong Kong (CityU), the
Community and Construction Professionals’ Development Centre (CCPDC), the
Centre for System Informatics and Quality Engineering (CSIE) and the Smart
Engineering Asset Management Laboratory (SEAM) of CityU, and the Hong Kong
Institute of Utility Specialists (HKIUS).

The joint event attracted 395 registered participants comprising academics,
government officials, industrial practitioners and scientists from 35 countries. The
event opened and closed with special guests of honour. Mr. Chi-sing Wai,
Permanent Secretary (Works) of the Development Bureau, The Hong Kong SAR
Government and Professor Way Kuo, President and University Distinguished
Professor of the CityU opened the conference, while Mr. Wai-kwok Lo, Member
(Functional Constituency—Engineering of the Legislative Council, The Hong
Kong SAR government) addressed the audience at the closing ceremony.

Over 190 full papers were submitted and 173 papers were presented during the
3 days of the conference. In addition, the congress also featured 30 esteemed
academicians and senior industrialists as the opening, closing and keynote speakers.
An industrial forum for Engineering Asset Management practitioners to share their
experiences in implementing and obtaining conformance with the British Standards
Specification PAS 55 on asset management attracted considerable interest.

In the last decade, Engineering Asset Management (EAM) has continued to
evolve into a new professional practice. Through WCEAM we all continuously
seek to share the advances in the research and application of this transdiscipline
comprising fields such as Management, Finance, Information and Communication
Technologies, and Engineering as applied to managing physical assets.
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Too much of the developed world’s infrastructure and major assets have his-
torically been managed in a somewhat haphazard, reactive, or purely operational
way. The absence of a truly strategic, integrated approach to asset management has
left many societies now facing challenges of ageing national infrastructure; under-
investment in its maintenance; and a huge gap in addressing the associated climate
and sustainability issues.

As its investment in new infrastructure surges, the Asian economies including
that of Hong Kong has the serendipitous opportunity to implement planning
measures that address asset management issues in the early stages of urban
development.

Typically, the term ‘asset management’ conjures up a range of understanding.
From the management of financial (as opposed to physical) assets, to facility
management, maintenance management, management of mobile fleets and simply
keeping an asset running, asset management has broad application.

In recent years, the study of a fully integrated and highly strategic approach to
infrastructure and engineering asset management has emerged as an area of research
and development. In this internationally recognised field, asset management is
regarded as the process of organising, planning and controlling the acquisition,
care, refurbishment and disposal of infrastructure and engineering assets. So much
more than just keeping the trains running or coordinating spare parts warehousing
and logistics, this emergent field takes a whole-of-life approach to managing all
aspects of all assets across an enterprise, with the objective of optimising service
delivery potential, minimising cost and risk; and ensuring positive enhancement of
natural and social capital over the life of an asset.

Adopting such a view of asset management and implementing an integrated,
strategic, approach that utilises technology borne of this emergent research and
development would significantly reduce ongoing costs, optimise performance,
extend the lifespan and increase the sustainability of the asset base of any enterprise
—or nation.

This year’s combined congress addresses three themes:

1. Systems, Informatics and Prognosis in Engineering Asset Management
2. Professional Practices and Certification in Engineering Asset Management
3. Underground Assets (utilities) Management in the new Era

Additionally, through the industrial forum the theme “Towards Certification”
was also featured as conformance with international standards in asset management
is growing in significance around the world. It is likely that when a service provider
company wishes to bid for providing public services in the country, the company
may need to conform to an EAM standard. Such conformance/certification of EAM
has become more than obligatory in a number of countries. Large enterprises are
able to hire international EAM consultancy firms to guide them to obtain the
required certification. Moreover, in Hong Kong Government bodies, such as
Drainage Services Department, private companies such as CLP Power Ltd., MTR
Corp., the Hong Kong and China Gas Company Ltd., etc., have already obtained
the EAM certification in recent years through PAS 55. However, small and medium
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enterprises (SMEs) in Hong Kong cannot afford to hire EAM consultancy
companies to guide them. Nearly all enterprises in China do not have much
experience in practicing EAM let alone the knowledge to obtain certification.
Hence, the congress provided the opportunity to bridge these gaps so that SME
owners could learn and share their experience with world experts in EAM as well as
certified public utility enterprises. Since EAM is an emerging management tech-
nology, the conference provided a convenient and affordable platform in EAM
knowledge exchange and experience sharing.

The paper presentations, socials and dinners were of excellent standard. This
year’s event also provided the International Society of Engineering Asset
Management (ISEAM) with the opportunity to present its second Lifetime
Achievement award to Professor Emeritus Andrew K.S. Jardine of the University of
Toronto in Canada. Professor Jardine is Director of the Centre for Maintenance
Optimization and Reliability Engineering. He is also Professor Emeritus in the
University’s Department of Mechanical and Industrial Engineering. ISEAM Life-
time Achievement awards are awarded for exceptional dedication and contribution
to advancing the field of Engineering Asset Management.

All papers published in the proceedings have been refereed by specialist
members of an International Review Panel for academic and technical merit.

We gratefully acknowledge the support of Platinum Sponsor ESRI as well as the
following sponsors: K.C. Wong Education Foundation, Construction Industry
Council—UE Systems Inc, CLP Power Ltd., Hong Kong Electric, The Hong Kong
and China Gas Company Limited (Towngas), and Utech Engineering Co. Ltd.

The Chairs are indebted to the Congress Organizing Committee (OC) chaired
by Ir Dr. Peter W. Tse, City University of Hong Kong, who was assisted by
Dr. C.N. Ko (OC Co-Chair & Chair of Scientific Program Panel, Hong Kong),
Mr. Zico Kwok (OC Co-Chair & Chair of Finance Panel, Hong Kong), Professor
Lin Ma (OC Co-Chair, Australia), Mr. Paul Tsui (OC Co-Chair & Chair of
Promotion & Publicity Panel, Hong Kong), Mr. Raymond Chiu (Chair of
Sponsorship & Exhibition Panel & Co-Chair of Scientific Program Panel, Hong
Kong), Dr. Rocky Lam (Chair of Technical & Proceedings Panel, Hong Kong)
and Mr. Gary Shing-chun Tse (Chair of Sponsorship & Exhibition Panel, Hong
Kong).

The next congress in the series, the ninth, will be held in Pretoria from 28 to 31
October 2014 and will be chaired by Professor Joe Amadi-Echendu of the Uni-
versity of Pretoria. For more information, please refer to www.wceam.com.

King Wong
Joseph Mathew

Louis Lock
Kwok-Leung Tsui
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An Adaptive Alarm Method for Tool
Condition Monitoring Based
on Probability Density Functions
Estimated with the Parzen Window

Xiaoguang Chen, Guanghua Xu, Fei Liu, Xiang Wan, Qing Zhang
and Sicong Zhang

1 Introduction

Tool condition monitoring plays an important role in modern automatic processing
for ensuring the processing quality and the machine life [1]. It is important to study
the abnormal state and alarm for tool condition monitoring. There are mainly two
traditional tool monitoring alarm methods [2]: limit alarm and trend alarm. Limit
alarm is that alarm when it is beyond the threshold which is defined statistically by
experiences; Trend alarm is that decide whether the faults occurred or will occur by
the gradient change of monitoring parameters. As research progresses, many
techniques and methods such as Fuzzy Logic (FL) [3], Neural Network (NN) [4]
and Support Vector Machine (SVM) [5] have been used for monitoring alarm. They
all obtained some effect on improving alarm intelligence and the adaptability of
alarm threshold. While such techniques do have following disadvantages: (1)
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working conditions and monitoring parameters cannot be adjusted dynamically by
the fixed threshold. (2) The tool operating condition cannot be entirely reflected by
the alarm algorithms.

In order to monitor the tool condition and alarm as early as possible, many
researchers have investigated different sensors like accelerometer, acoustic emission
transducer, current transducer and force sensor [6]. Since the current transducer is
non-destructive evaluation, easily installed, non-effective on the normal operation
of machine tool, and whose current signals has lower Signal Noise Ratio (SNR), it
has been selected for tool condition monitoring throughout this paper.

Research has shown that there exists a good linear relation between the spindle
current and the tool wear [7]. The spindle current increases obviously when the
cutting tool wears seriously or fails. On the other hand, cutting force is the direct
reflection of tool condition, but the force sensor is hard to be installed. However, the
change of cutting force leads to the change of the feed current. In general, the
spindle current has simple frequency components and is influenced by operating
condition greatly, while the feed current has complicated frequency components
and is influenced by operating condition slightly. Therefore, the complementary
spindle current and feed current is selected in monitoring the tool condition.

In this study, the adaptive alarm method based on probability model with the
Parzen window is established. Current signals of the spindle motor and the main
feed motor of a CNC are acquired during the tool life. According to their respective
features, the amplitude of the spindle current and the root mean square (RMS) of
the feed current are extracted. After that, a probability model with the Parzen
window is established for data fusion to alarm adaptively.

2 The Probability Model Estimated with the Parzen
Window

The Parzen window approach is widely used as a method in probability density
estimation. It works properly in small samples and has smooth estimated curve. The
Parzen window approach to obtain a non-parametric estimate from a collection of
samples is applied as follows [8]. Consider the situation where we have a set of
independent samples X = {X1, X2, …, Xn} with an unknown underlying probability
density function f(X). Then the non-parametric estimate of f(X) from X is provided
by the function

f ðXÞ ¼ 1
nhp

Xn

i¼1

K
X � Xi

h

� �
; ð1Þ

where h is the window width coefficient, and p is the sample dimension, and K is a
window or kernel function that integrates to unity. In the present work, by using
Gaussian window, Eq. (1) is transformed to
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f ðXÞ ¼ 1

n 2pð Þp=2hp
Xn

i¼1

exp
� X � Xið ÞT X � Xið Þ

2h2
: ð2Þ

The Parzen window probability model is estimated by using the quantized values
of the signals. Its physical interpretation has been shown in Fig. 1, where the total
probability density estimation f(X) is the sum of every sample’s Gaussian window.

By Eq. (2), the shape of Gaussian window is mainly decided by h. It becomes
smoother as h increases, while some details of the density function are buried.
When h is small, some details are described enough but the curve can be easily
disturbed by random disturbance. Therefore, a proper h is required to balance the
above effects. In the present work, h is calculated by

h ¼ g � d; ð3Þ

where g is an experience constant in [1.1,1.4], and d is the mean minimum distance
between samples, given by

d ¼ 1
n

Xn

i;j¼1

min dij; dij ¼ Xi � Xj

�� ��; ði; j ¼ 1; 2; . . .; n i 6¼ jÞ: ð4Þ

0
iX

( )f X

( )
( ) ( )

/2 2
1

exp
22

T
i i

p p

X X X X

hn hπ
− − −
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Fig. 1 Parzen window density estimation
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3 Comprehensive Alarm Method for Condition Monitoring

3.1 Alarm Boundary

As shown in Fig. 1, the probability density curve f(X) is close to the real distribution
and therefore the boundary is able to describe the monitoring parameters accurately.
In the present work, Gaussian window is chosen in Eq. (2), therefore based on the
traditional Pauta criterion, the density change caused by Xi that ‖X − Xi‖ > 3h is just
0.3 %, which can be ignored. Therefore, in the present work, we take the
3h neighbourhood of monitoring parameters as the alarm threshold. The 3h neigh-
bourhood of the boundary samples is shown in Fig. 2, in which Xl is the low
boundary sample and Xu is the upper boundary sample. Xl − 3h is able to represent
the low boundary of f(X), and Xu + 3h is able to represent the upper boundary of f
(X).

Considering the two-dimensional monitoring parameters, taking every sample
value as circle centre and 3h as radius, the alarm boundary is formed by every
circle. Due to the overlaps of circles, the alarm boundary is the envelope of all
circles. Considering the high-dimensional monitoring parameters, the alarm
boundary is a complex surface which is the envelope of all 3h hyperspheres. The
method to determine the alarm boundary is as shown in Fig. 3. After obtaining
monitoring parameters, the mean minimum distance would be calculated, then
followed by the window width coefficient and the Gaussian window function, we
get the alarm boundary.

( )f X

Sample Value

Pr
ob

ab
ili

ty
 d

en
si

ty

lX uX3lX h+ 3uX h+

Fig. 2 3h neighbourhood of the boundary samples
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3.2 Method of Alarm

As the probability model is established by the data acquired in the normal operating
condition, alarm occurs when the new monitoring parameter is beyond the alarm
boundary. As shown in Fig. 4, the comprehensive alarm method is separated into
two aspects based on the distance between the new parameter and the normal

Obtain monitoring 
parameters

Calculate the mean minimum 
distance

Calculate the window width 
coefficient

Calculate Gaussian window 
function

Form alarm boundary

Fig. 3 Method for
determining alarm boundary

Obtain new monitoring 
parameter Y

Alarm

Calculate iY X−

3iY X h− ≥

Adjust window width 
coefficient

Form new alarm 
boundary

Form fault class

Y

N

Fig. 4 Comprehensive alarm
method
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parameters. If the distance ‖Y − Xi‖ ≥ 3h, alarm occurs and new fault classes would
be built up. If ‖Y − Xi‖ < 3h, the window width coefficient would be adjusted and a
new boundary would be formed.

4 Experimental Method

A CNC with cutting tools was studied by Guangzhou CNC Company. Tool life
tests were carried out in the state key laboratory under a constant operating con-
dition. The operating condition is shown in Table 1. The current signals were
acquired by two commercial current sensors (Fluke i200s). The sample rate is
2 kHz.

In above tests, an optical microscope (KEYENCE VHX-6000) with 1000x
magnification was applied for observing the tool wear extent. Figure 5 shows the
wear extent in different stages.

5 Signal Processing and Results

Figure 6 depicts the current trends during the whole tool life. It can be seen that the
characteristic values did not change much in the early stage since the tool is at the
normal wear stage, while the value increases as the wear exacerbates. Also, the
value increases sharply when the tool damage occurs.

Table 1 Operating condition

Cutting tool Rake
angle

Relief
angle

Work
material

spindle
speed

Feed
speed

Cutting
depth

Cemented
carbide

6° 8° Steel 45# 800 rpm 0.5 mm/
m

0.5 mm

(a) (b) (c) (d) 

(e) (f) (g) (h)

Fig. 5 Images through tool life. a New tool. b Initial wear. c Fast wear. d Stable wear. e Stable
wear. f Stable wear. g Sharp wear. h Breakage
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Due to the large differences of the characteristic values between the feed current
and the spindle current, they are first normalized and then analysed by the alarm
method. Figure 7 illustrates the result of the alarm method. It shows that the alarm
boundary is the envelope. As the new characteristic value is beyond the boundary,
this method gives alarm, which means the tool wears seriously or fails and the
machine should be stopped. Compared with Fig. 5, the result shown in Fig. 7
matches the fact and proves that this technique alarms adaptively under the
occurrence of the cutting tool fracture and is able to meet the factual requirements.

6 Conclusions

In this paper, we proposed an adaptive alarm method based on probability model
with the Parzen window by two steps. First, we calculated the window width
coefficient with the help of the mean minimum distance between samples. Then it
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follows that the probability density function is estimated with the Parzen window
and the alarm boundary has been formed. The main conclusions are as follows:

1. The non-contact current sensor could be considered as an attractive quality for
tool condition monitoring.

2. Under data-accumulation, the window width coefficient and the alarm boundary
are adjusted adaptively to make the alarm more accurate and adaptive.

3. The experimental result proves that this alarm method provides an adaptively
and rapidly corresponding alarm when the cutting tool fracture occurs.

References

1. Dimla DE Sr, Lister PM (2000) On-line metal cutting tool condition monitoring. I: force and
vibration analyses. Int J Mach Tools Manuf 40(5):739–768

2. Liu G, Hao J, Kuang J (2000) The machine plant accident alarm with trend and overage
synthesis method. J Agric Univ Hebei 23(4):89–92

3. Frank PM (1995) Residual evaluation for fault diagnosis based on adaptive fuzzy thresholds.
IEE Colloquium (Digest). IEE Press, London pp 1–11

4. Zhang Q, Xu G (2006) Incipient fault diagnosis based on moving probabilistic neural network.
J Xi’an Jiaotong Univ 40(9):1036–1040

5. Zhang Q, Xu G, Hua C et al (2009) Self-adaptive alarm method for equipment condition based
on one-class support vector machine. J Xi’an Jiaotong Univ 43(1):61–65

6. Jemielniak K, & Arrazola PJ (2008) Application of AE and cutting force signals in tool
condition monitoring in micro-milling. CIRP J Manuf Sci Technol 1(2):97–102

7. Zhu K, Wong YS, Hong GS (2009) Wavelet analysis of sensor signals for tool condition
monitoring: A review and some new results. Int J Mach Tools Manuf 49(7–8):537–553

8. Rangaraj RM, Wu Y (2010) Screening of knee-joint vibroarthrographic signals using
probability density functions estimated with Parzen windows. Biomed Signal Process Control
5(1):53–58

8 X. Chen et al.



Fault Degradation State Recognition
for Planetary Gear Set Based on LVQ
Neural Network

Bin Fan, Niaoqing Hu and Zhe Cheng

Abstract In order to ensure the safety and reliable operation of equipment, reduce
accidents and economic loss caused by the mechanical fault or failure, prediction
and health management (PHM) technology has attracted more and more attention.
As the basis and starting point of fault prediction, degradation state recognition is
one of the key steps of PHM, which directly affect the reliability of the equipment
failure prediction and the selection of corresponding maintenance strategy. As to
the degradation state recognition problem of planetary gear set, firstly, select the
proper prognosis feature by evaluating various time-frequency features. Secondly,
utilize the learning vector quantization neural network to recognize degradation
state of planetary gear set. Finally, validate the effectively of presented method with
pre-planted chipped fault experiment of planetary gear set. The results show that the
proposed algorithm recognizes the multi-level degradation state effectively, and
provide a useful reference for subsequent fault prediction.

Keywords Degradation state recognition � Prognosis feature � Neural network �
Learning vector quantization

1 Introduction

As an important class of machinery and equipment in weaponry, transportation,
electric power, petrochemical, and other fields, mechanical power transmission
system is widely used and plays a crucial role in the domain of national defence and
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economy. With the high-speed improvement of industrial technological and
science, mechanical power transmission system is becoming automation, precision,
intelligent friendly, its performance and capabilities are gradually improve into
perfection. Meanwhile, its structures become more and more complex, and the work
environment is usually wretched, the failure or severe fault will lead to disastrous
consequences, so the operational safety and reliability go into essential. Therefore,
prediction and health management (PHM) technology has been widely concerned in
many areas. Find the emergence of incipient fault as early as possible (early fault
detection), to remove potential dangers of accidents; identify the current health state
of equipment effectively (degradation state recognition), to formulate a reasonable
maintenance plan; predict the failure time of equipment (fault prognosis and
remaining useful life estimation), to avoid the accident and maximize the equipment
effectiveness are three critical goals in PHM. Among them, the degradation state
recognition provides a vital link between early fault detection and remaining useful
life prediction, it need to be based on the results of former, and itself is prerequisite
for latter [1].

Planetary gear set have compact structure, small volume, wide transmission ratio
range and high efficiency, is a kind of widely used gear transmission system. Since
long-term continuous work under high load and high speed condition, planetary
gear set are susceptible to damage and failure, leading to transmission system work
abnormally, and even more serious consequences. Therefore, the degradation state
recognition for planetary gear system is essential [2, 3]. But due to the complexity
of structure, its damage mode and dynamic response is different from the fixed axis
gear system, so it is difficult to detect and identify the typical damage in planetary
gear set just by some of traditional features. In addition, the difficulty of its
dynamics modeling is large, the high accuracy of the model can’t be guaranteed.

In contrast, artificial neural network is a simple and effective method. It regards
the target system as a black box, relying solely on the characteristics of the input
data, by simulating the way biological neural system works to get the desired output,
to identify planetary gear set degradation states which is similar to a classification
problem. Neural network is composed of large numbers of neurons interconnected,
its special processing capability for nonlinear information, can overcome the dis-
advantages of traditional artificial intelligence methods in mode recognition, voice
recognition, unstructured information processing and other nonlinear problems, so
that in the nervous expert systems, pattern recognition, intelligent control, prognosis
and other fields has been successfully applied. The vector quantization technique
was originally evoked by Tuevo Kohonen in the mid 1980s, it introduced a mech-
anism of competition in neural network, and widespread used for classification and
segmentation problems. Learning Vector Quantization (LVQ) network is a typical
classification method which applying this technology [4].

In this paper, the degradation state recognition of chipped fault of planetary gear
set was solved as a classification problem. Through evaluation of various com-
monly used features for the planetary gear set fault diagnosis, choose some suitable
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features among preferably to constitute input feature vectors, then use LVQ neural
network approach to identify the degradation state of object system, and obtain a
good results finally.

2 Learning Vector Quantization Neural Networks

2.1 Network Structure

Topologically, LVQ network consists of three layers, the input layer, hidden layer
(competitive layer or Kohonen layer) and the output layer, the network architecture
is shown in Fig. 1. Network between the input layer and hidden layer is fully
connected, and in the hidden layer and output layer connection weights between
neurons value is fixed at 1. Before training the network settings in the input layer
and the hidden connections between neurons weights, training process, these
weights are gradually modified. The output of competitive layer neurons and output
layer neurons are all binary. When an input vector is sent to the network, the hidden
neuron whose reference vector closest to the input vector will win the competition,
thus produce a “1”, and the corresponding output neuron will give the class that
input vector belonged to. The other hidden neurons are forced to produce a “0”. In
LVQ network, each output unit has a known class, so it belongs to a kind of
supervised competitive neural network.

Output Layer

Input Layer

Competitive Layer
(Kohonen)

(a)

R

CW1 v1

S1×R

Pn 1

S1×1

S1

a1 nn 2 a2

S2

R×1 S S1×1
S2×S1

S2×1 2×1

Input Output LayerCompetitive Layer
(b)

Fig. 1 The LVQ Network. a Topology of LVQ, b Architecture of LVQ
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2.2 Tables, Figures and Pictures

Above all, define the input vector X = (x1, x2,…,xR), wherein, R is the number of
neurons in the input layer; the weights matrix between input layer and the com-
petitive layer is W1 = (w1

1;w
1
2; . . .;w

1
s1), w

1
i ¼ ðw1

i1;w
1
i2; . . .;w

1
iRÞ, w1

ij represents the
weight between ith competitive layer neuron and jth input neuron, i = 1, 2,…,s1,
j = 1, 2,…,R, and s1 is the number of competitive layer neurons. The output vectors
of competitive layer is V = (v1, v2,…,vs1), the weights matrix between competitive
layer and the output layer is W2 = (w2

1;w
2
2; . . .;w

2
s2), where w2

k ¼ ðw2
k1;w

2
k2;

. . .;w2
ks1Þ, w2

kr represents the weight between rth competitive layer neuron and kth
output neuron, k = 1, 2,…, s2, r = 1, 2,…, s1, and s2 is the number of output layer
neurons. It can be classify the input vectors after learning of each neuron in the
competitive layer by reference vectors. The class got by competitive layer learning
is called subclass, and the class got by output layer learning is called the target
class [4].

The learning rule of LVQ neural network combines characteristics of competi-
tive learning and supervised learning. Requires a set of input vectors and their
corresponding target classes to train the network, here each target output vector tj,
j = 1, 2,…,Q, just has only one component is 1, the other components are all 0. The
columns of W2 represent different subclasses, and rows represent different classes.
There is only one component in each column of W2 is 1, indicating that this
subclass belong to the corresponding category. Once defined, W2 is unchanged.

LVQ network learning is carried out through iteratively update W1 with
improved Kohonen rules for the W1, specifically speaking, at each iteration, sent an
input vector X to the network, and in competitive layer, compute the distances
between X and each reference vector, the neuron i* corresponding to the shortest
distance wins competition, so set the i*th element of output V to 1. Vector Y can be
calculated as follows:

Y ¼ W2V ð1Þ

Obviously, there is only one nonzero element in Y. Assumed its number is k*,
that is, X is assigned to class k*. If X is classified correctly, i.e. y* = tk* = 1, then
move weights of the winner neuron near to X, and update the weights as follows:

i�w
1ðt þ 1Þ ¼ i�w

1ðtÞ þ g pðt þ 1Þ � i�w
1ðtÞ

� �
ð2Þ

If X is classified incorrectly, i.e. y* = 1, but tk* = 0, which means that the wrong
hidden layer neurons wins, then move the weights of this neuron away from X,
update the weights as follows:

12 B. Fan et al.



i�w
1ðt þ 1Þ ¼ i�w

1ðtÞ � g pðt þ 1Þ � i�w
1ðtÞ

� �
ð3Þ

where η ∈ (0,1) is the learning rate, illustrating the adjustment rate of the process
for adjusting the weight matrix. i�w

1ðtÞ represents the weights of the i*th neuron in
competitive layer at time t. After network training, each neuron move toward near
to vectors of the class it belongs to, and away from vectors belong to the other
classes.

3 Feature Choosing and Evaluation

Before the training of LVQ network, it needs to build the input feature vector first.
There are many common features used for fault diagnosis or prediction of gearbox,
but 21 kinds of them are concerned in this paper [5–7], and are numbered #1–21 in
sequence.

Time-domain feature: mean, mean square amplitude, rms, variance, peak, peak
to peak, margin factor, crest factor, shape factor, pulse factor, skewness, kurtosis,
etc.

Frequency-domain features or statistical-based features: FM0, M6A, M8A,
NA4, MRS, NF1, NSR, NSR1, spectral kurtosis, etc.

But too many features is a burden of networks, much time is needed to calculate
the results, however, the results are not always ideal. In order to solve this problem,
a process of feature evaluation and choosing is necessary. By the feature evaluation,
choose one or many more suitable features from the feature set above, and construct
LVQ network input vector with selected features.

Feature evaluation is assessment of features’ sensitivity based on the distance
between them. The evaluation rule is: the smaller distance between the feature and
other features in the same class, and the larger distance between different classes of
the feature, the more sensitive the feature is. Evaluation method can be described as
four steps as follows [8].

Step 1: Calculating the average distance of the same class data di,j

di;j ¼ 1
NðN � 1Þ

XN

m;n¼1

pi;jðmÞ � pi;jðnÞ
�� ��

m; n ¼1; 2; . . .;N;m 6¼ n; i ¼ 1; 2; . . .;K; j ¼ 1; 2; . . .;M

ð4Þ

where, N is the number of samples; K is the number of features; M is the number of
different classes; pi,j(m), pi,j(n) are sample m and n, i and j represent the number
of features and classes, respectively. And then getting the average distance of
M classes Di
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Di ¼ 1
M

XN

j¼1

di;j ð5Þ

Step 2: Calculating the average distance between different classes data D0
i:

qi;j ¼ 1
N

XN

n¼1

pi;jðnÞ ð6Þ

D0
i ¼

1
MðM � 1Þ

XM

u;w¼1

qi;u � qi;w
�� ��

u;w ¼1; 2; . . .;M; u 6¼ w

ð7Þ

where, qi,u, qi,w are the average value of N samples of the same feature i in class
u and w, respectively.

Step 3: Calculating the sensitivity factor, it can be defined as follows:

ai ¼ D0
i

�
Di ð8Þ

wherein, αi can reflect the difficulty of classifying M classes use feature i, larger αi
denotes that feature i is more sensitive to different classes, and more suitable for
being input vector of network.

Step 4: Sort all features according to αi from large value to small value, and then
choose features for network input vector. First of all, take the first feature as neural
network input vector, and then train the network and calculate the test result.
Secondly, increase in the number of features one by one, and repeat the calculate
process. During certain training epochs, when the training performance, i.e. the
Mean Squared normalized Error (MSE) of classification for training samples,
decline to 5 × 10−2 or less, it believed that the selected features are enough sensitive
to correctly identify M different classes states, and have no further use for other
features. Conversely, if training performance is much larger than 10−1, the input
vector to add the next feature, until it meets the threshold.

4 Validation

The helicopter transmission fault simulation platform is shown as Fig. 2, it can be
used to simulate pitting, chipped, cracks, wearing and other kinds of faults of the
planetary gear set system which is the key components of helicopter transmission
system. Its design principle is shown as Fig. 3. The drive motor simulates the
helicopter engines, and generates driving force; the shaft angle of straight bevel
gears 1 and 2, can be used to simulate the spiral bevel gear transmission; #1 and #2
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planetary gear sets are used to simulate the helicopter’s main reducer; the gearbox
can regulate the transmission characteristics between the load motor and the
planetary gear set, the load motor also simulates the resistance torque by the rotor
shaft. During the experiment, through replacing defective gear, we can study the
operating characteristics of transmission system under typical fault condition or
evolution of the specific components. Degradation state recognition for the sun gear
of planetary gear set is main focus of this paper.

Utilize the simulation platform to take the pre-planted fault experiments. Implant
four different severity levels chipped fault in the sun gear of #1 planetary gear set
respectively, set the sample frequency is 5 kHz, speed is 1,000 r/min. The acqui-
sition signals include: rotate speed, the horizontal vibration signals (X1) and ver-
tical vibration signals (Y1) of #1 planetary gear set, as well as vertical vibration
signals of #2 planetary gear set (Y2). Take 20 samples for every kind of signals, and
each sample contains 5,000 points, as shown as Fig. 4.

Fig. 2 Helicopter transmission system fault simulation platform
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Fig. 3 Illustration of the structure of fault simulation platform
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Data processing can be on the procedure as follows:

(1) Extract features from the data obtained before, and get 21 kinds of features to
constitute a feature set for each data.

(2) Feature evaluation. Evaluate all features in the feature set of three vibration
signal of the different positions respectively, and obtain the result shown as
Fig. 5. It is not difficult to find that the sensitive factors of features from
different position vibration signals have obvious difference.

(3) Input feature vector construction. According to the above rules, build the
feature vector for the three kind of signals respectively. For the signal X1 and
Y1, only one feature need to constitute the input vector, which are #18 feature
(NF1) and #11 feature(skewness); for the signal Y2, need 7 features to
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constitute the input vector, include features #5(peak), #6(peak to peak), #7
(margin factor), #8(crest factor), #10(pulse factor), #13(FM0) and #18(NF1).

(4) Network training. Take 5 samples from every group degradation data samples,
total 20 samples as the training data set, and the remaining 60 samples as the
validating data. Use neural network toolbox in Matlab software to create an
LVQ network and train the network. During the training process, it requires to
fix the learning rate η and the number of competitive layer neurons by cross-
validation. For signal X1, s1 = 11, η = 0.19; for signal Y1, s1 = 4, η = 0.04; for
signal Y2, s1 = 4, η = 0.06.

(5) Degradation state recognition. According to the characteristic of LVQ net-
work, the features of input vector can be taken as the network input directly
without normalization. Create an LVQ network with function newlvq in neural
network toolbox, and after network training, it can be used to identify the state
of validation samples. To avoid too long training time, set the training epochs
to 300. During the LVQ network training, because of the initialization of
competitive layer weights contain some randomicity, the network is a little
different from itself after training again, and the recognition results are not
exact same. So in order to reduce the fortuity of result, calculating 10 times for
every condition, then take the mean of them, and obtain the final recognition
result as shown in Table 1.

The results illustrate that LVQ network can effectively identify the four levels
fault signals for different positions. Wherein, for signals X1, only a few samples are
misidentified as other states in level 3 fault state, the recognition rate reaches 88 %,
meanwhile fault samples in level 1, 2 and 4 fault states have been all correctly
identified. For signals Y1, fault samples in level 4 fault states have been all cor-
rectly identified, there are small amount of misidentified fault samples in other
states. Recognition rates for level 1, 3 fault states are around 95 %, and that for level
2 fault states is lower, about 86.7 %. For signals Y2, fault samples in level 1 fault
states have been all correctly identified, there are small amount of misidentified
fault samples in other states. Recognition rates for level 3, 4 fault states are above
90 %, only for level 2 fault states is about 80 %. Generally, the total recognition
rates for three signals are all more than 90, 97 %(X1), 94.3 %(Y1), 92.2 %(Y2)
respectively, and demonstrate the effectiveness of LVQ neural network on the
degradation state recognition for the experimental data.

Table 1 Identify results of chipped fault based on LVQ network

Fault level Recognition rate

X1 (%) Y1 (%) Y2 (%)

Level 1 100.0 96.0 100.0

Level 2 100.0 86.7 80.0

Level 3 88.0 94.7 92.0

Level 4 100.0 100.0 96.7

Total 97.0 94.3 92.2
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From the recognition results, it can also be found that, recognition rates are
higher for weak fault (level 1) and severe fault (level 4), while other two inter-
mediate fault states are relatively difficult to distinguish, prone to misidentification.
In addition, not only feature evaluation results, but also the final recognition results
have significant difference for the vibration signals obtained at the different posi-
tions. In this paper, the recognition results of signals X1 and Y1 which more closer
to the faulty sun gear is better than results of signal Y2.

5 Conclusion

In this paper, we applied the LVQ neural network to identify the degradation state
for the sun gear chipped fault of planetary gear set. After the introduction of the
structure and characteristic of LVQ network, firstly analyzed the feature evaluation
method of input vectors, and then carried out the pre-planted fault experiment with
helicopter transmission system simulation platform, acquired enough fault data
samples. Finally, trained the network and validated the proposed approach with
experiment data. The result illustrated that LVQ network can recognize the deg-
radation state of data samples effectively, and Recognition rate is above 90 %.
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A Support System for Selecting the Most
Suitable Spare Parts Strategy

Pablo Viveros, Christopher Nikulin, Adolfo Crespo, René Tapia,
Raúl Stegmaier, Edward Johns and Fredy Kristjanpoller

Abstract This paper reports an algorithm to create a decision support system for the
most suitable spare parts strategy. It is developed based on risk and cost analysis. The
algorithm decision support system makers includes information about the possible
scenarios in the maintenance field; moreover, this information is useful to support
future strategies, helping to decide the number of the spare parts necessary to increase
at the maximum process/equipment availability rate. In this task, the algorithm is
based on risk analysis considering two main aspects. The first, related to success and
failure probabilities is estimated through Poisson distribution; the second one is
related to the expected total cost, considering: storage costs, capital tie-up costs, repair
costs, purchase order costs (normal and emergency), opportunity costs, and others.

Keywords Spare parts strategy � Risk and cost analysis � Decision making process

1 Introduction

Spare parts strategies have received much attention within the mining industry due
to the high cost of equipment. On the one hand, maintenance activities have to
support the spare part strategy considering the reliability and availability of the
operations. On the other hand, maintenance strategies have to be focused on the
maximization of the available resources of the company. Consequently, companies
support their maintenance strategies and activities providing different scenario
information about requirements, equipment and knowledge of the process [1, 2].
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Therefore, maintenance strategies have to be considered as a systematic approach of
measuring and monitoring a set of different variables which include: time, space,
resources, production, costs, etc. [3].

Specifically in the field of stocking strategies, many models have been developed
by researchers, answering the basic questions: What to stock? Where to stock? How
much to stock? Designing the most suitable stock management policy has to take in
account several factors such as the characteristics of: demand, criticality, value and
specificity of the spare parts. Inventory concepts and approaches, specially designed
for the spare parts business, have already been developed for simple repair shops [4],
multi-hub systems [5], closed-loop supply chains [6, 7], and multi-echelon supply
chains [8–10]. Prasad [11] proposed two different approaches to categorize inven-
tory models: Economic Order Quantity (EOQ) and Material Requirement Planning
(MRP). Several case studies have been developed in different fields, including:
industrial manufacturing [12, 13], the mining industry [1, 2], the computer industry
[14, 15], the electronics industry [16], power generation [17] and in the military [18].
These researchers applied theoretical proposals and concepts to specific settings.
However, the complexity of the overall set of variables in order to develop the
maintenance strategies causes difficulties in the decision making process. Moreover,
strategies to provide a correct decision for spare parts strategy and inventory man-
agement still remain as critical issues [19].

Based on aforementioned premise, this paper presents a creative step-by-step
algorithm for selecting the most suitable spare parts strategy. Section 2 describes the
literature review necessary for the proposal. Section 3 presents a mathematical
proposal for calculating the probability of the different scenarios. Section 4, explains
an algorithm used to select a spare parts strategy based on the number of spare parts.
The final section is dedicated to discussion and conclusion of the proposal.

2 Literature Review

2.1 Risk Analysis

Much research in recent years has focused on psychological and mathematical
definitions of risk. On the one hand, psychological (informal) risk definitions pro-
posed by [20], states that risk can be considered as ‘‘lack of perceived controlla-
bility,” ‘‘set of possible negative consequences” and ‘‘fear of loss”. On the other
hand, mathematical risk can be considered as the probability of non-controllable
events. Some works have proposed measuring risk as a combination of these
approaches; e.g. an integral approach of both mathematical and psychological def-
initions is treated by Suddle and Waarts [21].

The common definition of risk (associated with hazard) is the probability that a
hazard will occur and the (usually negative) consequences of that hazard. In
essence, it comes down to the following expression (the most frequently used
definition in risk analysis) [22].
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Risk ¼
X

i¼1

Pfi � Cfi ð1Þ

The Eq. (1) is the risk equation proposed by Kaplan and Garrick for multiple
scenarios (1981) [23], where R is the risk, Pf f is the probability of failure and Cf

represents the consequences of the unwanted event.
According to Kaplan and Garrick [24], risk consists of three components; (1) the

scenario, (2) the probability of the scenario and (3) the consequences of the scenario
[23]. Also suggests that one has to take all hazards into account, which can be
accomplished by summing up all possible hazards (scenarios) with their conse-
quences for a certain activity [24].

2.2 Cost Analysis

Much research in recent years has focused on measuring company costs as oper-
ational, replacement of equipment, market, etc. There are several costs that allow
companies to understand the risks involved in their decisions. Costs are usually
separated into direct and indirect costs. Direct costs are related to the production of
goods and service, e.g. material, labour, economic value of the component, etc.
Indirect costs are not directly related to the object or product, e.g. insurances, taxes,
etc. However, the decision not only depends on the main cost of the activities, but
also depends on the variables that can affect the occurrence of these activities [25].
These variables allow decision makers to understand the frequency or occurrence of
the activities; others allow understanding of the expected costs in the future (e.g.
interest rate). Companies have to identify these costs to get a clear understanding of
the situation. As a result, the decision making process is more reliable and suitable
to formulate the correct strategies.

2.3 Failure Scenarios

Risk evaluation corresponds to the identification of the probable occurrence of
specific events or failure and the consequences of these in relation to production or
the process. Consequently, many instruments have to be developed to identify this
information. Some of these are: different stage tests, control monitoring and
information collection.

The different evaluation scenarios identify two different consequences described
below (Fig. 1):

• Success scenario: This scenario considers the probability of the equipment or
component surviving until the specific evaluation period t before the r-th failure.

• Failure scenario: This scenario considers the probability of the specific r-th
failure event within a time period equal to or less than t.
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where “r” represents the number of failure events to evaluate, “r” has to be greater
than zero. The variable “k” represent the number of spare parts available for each
scenario, where 0 ≤ k ≤ r−1.

2.4 Probability Scenarios

A considerable number of cases use probability scenarios to support decision
makers. Probability scenarios attempt to provide quantitative information about
possible scenarios. Poisson distribution is a generally accepted methodology for
identifying the probability of different scenarios [26]. Consequently an event that
causes a specific scenario can be calculated as has been done in Fig. 2a:

According to Fig. 2, λ is the arrival rate of a Poisson process, and k is the number
of arrival events (failures/spare parts). Poisson distribution provides the probability
of the number of failures over a given amount of time t.

It is knows that Fr tð Þ ¼ 1� Rr tð Þ, where Rr(t) is the probability that the number
of failures occurring in the time from 0 to t is less than r. For example, decision
makers have to consider that the number of events equals the number of failures
allowable for the system to continue running during the analysis period t, which
should be less than or equal to the number of parts available. It is possible to obtain
all the probabilities for the success scenarios. Therefore, the results are probabilistic
for discrete scenarios, so that the maximum allowable failures (r−1) and the number
of available spare parts are integer numbers.

time for r th arrival > t)* )

time for r th arrival t)* )

Fig. 1 Description of the failure and success events
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Fig. 2 a Poisson distribution; b Probability of the number of failures
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3 Expected Lifetime Based on Poisson Distribution

Expected Lifetime (ELT) is a usual method for exploring different scenarios based
on the life expectancy of the distribution function during periods of time (i.e. 0 to t).
ELT has frequently been used in cases with exponential functions. In this case
authors provide a modification of the function with 2 parameters such as the
Weibull function. Figure 4 provides details of the modification for this paper.

As was represented in Fig. 3a, the Weibull function has made the calculation,
where α, β > 0, for the probabilistic analysis of Poisson. The arrival rate of a
Poisson Process is calculated as the expectation of the failure rate, as presented in
Fig. 3b. On the other hand, to develop a rigorous calculation of life expectancy, it is
necessary to work with truncated distribution functions, which must be included in
the evaluation period (0 to t) for each stage of evaluation. It is calculated mathe-
matically in Fig. 3c, and graphically represented in Fig. 3d. A discrete form to solve
this integral was using the “Riemann Integration” [27], (Fig. 3e). As a result, a
complete mathematical development for this case is presented in Fig. 3f, where
Γ(r + 1, λt) is an incomplete gamma function, and Γ(r + 1) is a gamma function.

4 Methodology to Select the Spare Part Strategy

This section presents a step-by-step algorithm to support decision makers in their
spare parts strategy. The algorithm is described in four main steps starting with the
problem context; secondly, the variables analysis; later, the possible scenarios and
then, the final decision.

(a) (b)

(d)(c)

(e) (f)

Fig. 3 a Expected lifetime; b Expected failure rate; c Expected failure rate function; d Truncation
of the probability density function at the time of evaluation t; e Riemann integration; f Generalized
expected failure rate function using Poisson distribution
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Step 1: Description of the problem context: In this step it is necessary provide
information about the problem context (e.g. equipment or system
failure, process downtime, etc.). Decision makers have to describe the
system under analysis and/or their parts. It is important identify the
different failures within the system; and at the same time hierarchialize
criticalities among the elements. This step can be supported by RCA
techniques for the identification of failures, and Pareto or Critical
Analysis to determine the relevance of these failures. Finally, a part or
equipment has to be selected to develop the analysis for different
scenarios.

Step 2: Definition of variables and costs: In Step 1 a part or equipment is
selected for analysis. In this step the overall set of variables and costs of
the problem context have to be identified. This step is performed
according to two main aspects:

Step 2.1: Quantify the recurrence of the failure caused by the part or equipment:
Identify the Mean Time between Failure (MTBF) and Mean Time to
Repair (MTTR); these indicators provide quantitative information about
the occurrence of the failure inside the system.

Step 2.2: Identify the costs and variables associated with the failure: The main
costs associated with the failure have to be described in this sub-step.
Table 1 provides a list of different costs to be considered in the author’s
proposal.

Step 3: Mapping spare parts scenarios: This step aims to identify the different
scenarios according to the information collected from Steps 1 and 2.
Two different approaches are necessary to obtain an overall picture of
the scenarios. On the one hand, it is necessary to understand the
probability of success. On the other hand, it is necessary to identify the
scenarios of failure. These two approaches allow companies to compare
the consequences of their maintenance strategy from a probabilistic
point of view.

Step 3.1: Probability scenarios: This sub-step attempts to provide the probability
of each expected scenario. It is mainly supported by Expected Time of

Table 1 Costs associated with the spare parts strategy algorithm

AV Economic value of the component (USD)

AVC Interest rate associated to the cost of capital tie-up (% per unit time)

AVS Interest rate associated to the cost of storing (% per unit time)

OC Cost of oportunity %ð Þ per hour ð USD
unidad de tiempoÞ

LTE Logistic time for emergency request (unit time)

CRE Cost of emergency request of spare parts ðUSDunit Þ
CRN Cost of normal request of spare parts ðUSDunit Þ
t: Evaluation period to determine the optical number of spare parts (time)
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Life Calculation (ETL). Two different probabilities are obtained for
each time (expected scenario of success and failure). Figure 4 shows
how to construct the different scenarios according to the number of
expected failures and their branches. The number of failures “k”
occurring within main scenarios and those failures occurring before or
after of expected time “t”. The sub-branch appears if the expected time
“t” is overcome. Consequently, each scenario has to be considered to
obtain the overall picture of the situation.

Step 3.2: Costs scenario: This sub-step attempts to combine the previous sub-step
3.1with each cost associatedwith each expected scenario. Therefore, each
probability scenario converts into monetary terms where the expected
success costs are “E(SI)” and the expected failure costs are “E(FI)”.

Step 3.3: Expected success scenario: This sub-step attempts to place a value on
the success scenario “E(SI)” according to the costs proposed by author
(Table 1). However, the costs are affected by interest rates requiring the
costs of each scenario to be modified. Figure 5a represent the expected

k=
time for r=1 > t)* )

time for r=1 t)* )

k=1
time for r=2  > t)* )

time for r=2 t)* )
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Fig. 4 Event tree for different r input, probability of success and failure scenario
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costs of the success scenario “E(SI)”. The modified costs correspond to:
Cost of Capital Tie-Up (CCTU), Cost of Store (CS) and Cost of Normal
Ordering (CNO). Finally the costs for each r- scenario are calculated as
expected success scenarios in Fig. 5.

According to Fig. 5, r represents the r-th failure event causing system failure;
therefore (r−1) will be the maximum number of failures allowed during the eval-
uation time t.
Step 3.4: Expected failure scenario: The expected failure scenario is described

using the previous costs plus two additional costs: Cost of Emergency
Ordering (CEO) and Cost of Logistic Emergency Ordering (CIL).
Figure 6 describes the modified costs for expected failure scenarios.

Step 4: Decision and evaluation of scenarios: From previous steps, it is possible
to obtain a clear overview of the different expected scenarios (failure
and success). There are many decision variables that can be used in this
step to select the best supply chain strategy (e.g. maximum number of
spare parts in stock). However the proposed algorithm goes further by
emphasizing the author`s recommendation to focus attention on
minimum costs strategy in relation to the number of failures according
to the different expected scenarios.

The decision making process seeks to determine the optimal number of spare
parts (k) that must be available to minimize the risk as much as possible, assuming a
finite “t” within the evaluation period, and certainly, sufficient information to
develop the evaluation exercises for success and failure scenarios.
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Fig. 5 a Expected success scenario; b Cost of capital tie-up (CCTU); c Cost of store (CS); d Cost
of normal ordering (CNO)
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The search for a solution is generated by emphasizing the value of r, which
directly determines the value of k (k = r−1), where k ≥ 0.

It is necessary to find the policy mix (r, t), i.e., optimizing the decision function
“f(r)” of the evaluation period (interpreted as time provisioning) and the number of
spare parts that must be managed in stock (k = r−1) (Fig. 7a). The function “f(r)” is
related to the Key Performance Indicator (KPI) which allows identification of the
minimum costs between two parameters (r, t), thus obtaining overall optimum for
making decisions. Consequently, the identification of the best strategy for the
number of spare parts corresponds to the Min{KPI(r,t)}, where r > 1 and t > 0. In
principle, it is possible develop a 3D graphs (Fig. 7b), where variables are r, t and
KPI (r,t).
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Fig. 6 a Expected failure scenario; b Cost of emergency ordering (CEO); c Cost of logistic
emergency ordering (CIL)

( ) ( ) ( )( ) ( ){ }* 1 * ,  1  0Min R t R t r and t+ − ∀ ≥ >E Er rr rSI FI

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

K=

(a) (b)

Fig. 7 a 2D graph to determine the optimal policy (r, t); b 3D graph to determine the overall set of
policy r, t and KPI(r,t)
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5 Discussion

Proposed algorithm attempts to help decision makers identify the best scenarios for
spare parts strategy based on reliability and maintainability information, considering
the different costs, direct and indirect. However, it is important to add some con-
siderations with respect to the usability of the algorithm. Companies need to identify
reliable information for each variable and cost. If the companies don’t provide this
information the algorithm can be applied on the basis of assumption, but this can
cause a negative effect on the accuracy of the final results.

Another point to consider is that the spare parts strategy changes with time. For
this reason, it is necessary to provide this kind of analysis in an ongoing way
according to the life cycle of the equipment.

6 Conclusion

The acquisition of spare parts is definitely a need that depends on the characteristics
of the importance of the equipment, as is the reliability or probability of failure.

Of additional importance are the operating characteristics of the context, the
characteristics of the market that supplies the respective parts and also the existing
economic variables that influence the decision making process.

The algorithm presented in this paper is a proposal of guidelines for evaluation
and calculation methodology to estimate the optimal number of spare parts that
must be purchased to meet the needs of the process for a finite period of time.
Overall, the conceptual description of the objective of the algorithm is presented,
together with the probabilistic mathematical development that supports the model,
and of course, the way it should be analyzed and converted into information for
decision-making.

The decision is based on the traditional mechanism of risk assessment
Risk = P*C, however, the identification, integration and development of the
algorithm presented here has a high value of innovation, both in the overall pro-
posal analysis and the algorithm specification.

Evaluation and change within the variables is a useful mechanism of analysis,
necessary to understand the effect they have on some input parameters for selected
decision, adding to the fact that, generally speaking, decisions are made only
considering partial information.

Finally, it is important to note that the research is still in process, specifically in
the development of case studies applied in the mining industry in Chile to validate
the proposal. In parallel, the authors are developing an evaluation tool to optimize
and integrate all partial algorithms (step by step), developing the assessment
methodology automatically. The authors consider this algorithm as a starting point
to build a software application capable of helping decision makers in selecting a
spare parts strategy in this kind of scenario.
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A Fusion Approach with Application
to Oil Sand Pump Prognostics

Peter W. Tse and Jinfei Hu

Abstract In industrial field, slurry pumps are widely used to transport mixtures of
abrasive solids and liquid in wet mineral processing operations. As working under
adverse environment, the performances of slurry pumps are often degraded or the
pump system even fails unexpectedly. Therefore, significant resources are invested
in programs maintenance to avoid unscheduled downtimes and ensure that the
required performance of system is maintained at the maximum efficiency. This
work is developed from a particular need in oil-mining industry to monitor the
health of slurry pumps. In this study, relevance vector machines (RVM) are utilized
to predict the remaining useful life (RUL) of field impellers combined with
two-summed exponential function. To solve the non-stationary problem emerged in
the data, a novel feature extracting process is designed. Finally, one field dataset is
applied to evaluate the effectiveness of the proposed prognosis model. The appli-
cation result shows good performance on degradation trend and remaining useful
life prediction of the pump impellers. Hence the model can well solve the problem
when to replace the related components before they area absolutely out of service to
avoid the sudden downtime.
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1 Introduction

Slurry pumps are widely used to move mixtures of abrasive solids and liquid in wet
mineral processing operations. These pumps usually experience severe erosive and
or corrosive wear even under normal working conditions. Consequently, their
performance gets severely comprised with time. At some point, they even start
failing unexpectedly. Therefore it becomes necessary to implement a scheduled
preventive maintenance programs capable of predicting the degradation trend and
estimating the remaining useful life, so as to ensure a safe, economical, and efficient
operation of the pump systems in the field.

To the best of authors’ knowledge, there are few research efforts that have been
devoted to the problem of condition monitoring of slurry pumps; and only a few of
work have been reported on the fault diagnosis of the slurry pumps [1–5]. Qu and
Zuo proposed a data processing algorithm to clean the data based on support vector
classification and random sub-sampling validation [2]. The method yielded good
performance on laboratory pump data. Maio et al. proposed an ensemble approach
comprising fuzzy C-means and hierarchical trees for assessing the wear status of oil
sand pumps [4]. Good diagnosis performance was noticed when the method was
evaluated on the basis of data collected from oil sand pump in the field. Note that all
the research works cited above have been limited to the problem of fault diagnosis
of slurry pumps by using classification methods. In particular, although the problem
had received some attention in other contexts [5, 6], few have addressed ‘prog-
nostics’ which, arguably, is the most important part of condition-based maintenance
on slurry pumps. Due to its ability of prior event analysis, prognosis is more
effective than diagnostics in assuring zero-downtime performance of machinery.

The work reported in this paper was conducted in response to a particular oil
mining need where, as they are prone to sporadic catastrophic breakdowns, the
slurry pumps used need enhanced monitoring. In the oil-mining field, in order to
lower costs, it is of great practical importance to have available a condition mon-
itoring method capable of determining when a pump should be overhauled or
replaced, or how long the useful life of the pump could be. Reliable prediction of
the remaining useful life of pumps is likely to yield considerable cost savings and
operational safety improvements. In this paper, relevance vector machines (RVM)
combined with aggregated exponential functions are utilized to predict the wear
degree of field impellers and their remaining useful life. RVM, which was first
introduced by Tipping [7], is a data-driven method with Bayesian treatment of
support vector machine (SVM), hence it naturally incorporates the prior knowledge
compared with SVM. RVM presents a good mechanism on avoiding over-fitting by
implementing a prior on the model weights. In this study, the available data or
history data of impeller are first used to extract some useful feature(s); then the
feature(s) are trained by the RVM-based model to predict the future degradation
evolution. The pump remaining useful life can be estimated by extrapolating the
gained degradation evolution curve up to the failure threshold.
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The remainder of the paper is organized as follows. After the introduction of the
basic theory of RVM in Sect. 2, an application of the prediction on the deterioration
trend and RUL based on the vibration-based degradation signals is presented for
field oil sand pump. In Sect. 4, the results of the application of the prognosis
procedure are presented. In Sect. 5, the prognosis performance of the proposed
model applied in the real data is analyzed. Finally, we conclude the paper in Sect. 6.

2 Introduction of Relevance Vector Machine

RVM starts with the concept of linear regression models, which are generally
utilized to find the parameter vector w ¼ fw0;w1;w2; . . .;wNg. For a new input
x (x 2 <N), the prediction of z can be obtained according to the following equation:

z ¼ Uwþ en ð1Þ

where U is a N � ðN þ 1Þ design matrix, constructed with the ith row vector
denoted by UiðxnÞ ¼ ½1;Kðxn; x1Þ;Kðxn; x2Þ; . . .;Kðxn; xNÞ�; the offset en is an
additional noise component of the measurement with mean zero and variance r2:
In this way, the likelihood of data set can be written as:

pðzjw; r2Þ ¼ ð2pr2ÞN�2
expf� 1

2r2
z� Uwk kg ð2Þ

In many applications, due to the singularity of the coefficient matrix in Eq. (1),
over-fitting problems may arise during the maximum likelihood estimation of
parameters in Eq. (2). This could lead to poor prediction performance. To overcome
this problem, Tipping proposed to impose some additional constraints on the
parameter vector, w.

In the RVM learning process, the parameter vector w is constrained by putting a
zero mean Gaussian prior distribution on the weights, that is

pðwjaÞ ¼
YM

i¼1

Nðwij0; a�1
i Þ; ð3Þ

where ai is used to describe the inverse variance of each vector wi; and a denotes as
ða1; a2; . . .; aMÞ: From this formulation, it can be easily seen that there is an indi-
vidual hyper-parameter ai associated with each weight so as to control how far each
parameter vector is allowed to deviate from zero.

By Bayes’ rule, the posterior probability over all the unknown parameters can be
expressed as
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pðw; a; r2jzÞ ¼ pðzjw; a; r2Þpðw; a; r2Þ
pðzÞ ; ð4Þ

where,

pðzÞ ¼
Z Z Z

pðzjw; a; r2Þpðw; a; r2Þdwdadr2: ð5Þ

However, the solution of the posterior pðw; a; r2jzÞ in Eq. (4) can’t be computed
directly since the normalizing integral on Eq. (5) is unable to be executed. Instead,
we decompose the posterior as:

Pðw; a; r2jzÞ ¼ Pðwja; r2; zÞPða; r2jzÞ: ð6Þ

According to Bayes’ rule, the posterior distribution over weights can be
expressed as

pðwja; r2; zÞ ¼ pðzjw; r2ÞpðwjaÞ
pðzja; r2Þ �Nðm;

X
Þ; ð7Þ

where the mean m and covariance R are

m ¼ r�2RUTz; ð8Þ

R ¼ ðAþ r�2UTUÞ�1; ð9Þ

where A ¼ diagðaÞ ¼ diagða0; a1; . . .; aNÞ:
The probability distribution over the training targets can be obtained by inte-

grating the weights to obtain the marginal likelihood for the hyper-parameters:

pðzja; r2Þ ¼
Z

pðzjw; r2ÞpðwjaÞdw�Nð0;CÞ; ð10Þ

where the covariance matrix is given by C ¼ r�2IþUA�1UT . Then the log
probability distribution over the training targets is

ln pðzja; r2Þ ¼ N
2
lnðr�2Þ � 1

2
ðr�2zTz�mTR�1mÞ � N

2
lnð2pÞ þ 1

2

XN

i¼0

lnðaiÞ:

ð11Þ

Thus, the estimated value of the parameter weights w is given by the mean of the
posterior distribution in Eq. (7), and the hyper-parameters a and r2 can be estimated
by maximizing Eq. (11), which is known as the evidence approximation procedure.
Further details on the approximation procedure are available at [7].
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3 Application to Vibration-Based Degradation Signals
from Oil Sand Pump

In this study, a prognostics method is proposed to assess the pump performance
degradation and predict the RUL of pump. The schematic diagram of the developed
method is depicted in Fig. 1. It mainly involves the following three steps: data
acquisition and feature extraction, sparse dataset acquisition by RVM learning
process, and model fitting and prediction by extrapolating the fitted model. More
details about each step will be given in the following subsections.

3.1 Data Collection and Feature Extraction

Vibration signals using the same sampling frequency rate (51.2 kHz) were obtained
from four accelerometers mounted at four different pump locations, viz. Casing
Lower (S1), Casing Discharge (S2), Suction Pipe (S3), and Discharge Pipe (S4).
Data collection started to be executed when all components inside the pump had
just been renewed. It was continued intermittently for around three months with one
sampling per hour until the pump’s impeller wore out sufficiently to need
replacement. Thus, in total, the pump was subjected to 1,007 measurement hours.

No

Centrifugal pump with sensor

Data acquisition and cleaning

Feature extraction

RVM learning process for 
collecting sparse dataset

Model fitting to sparse 
dataset

Performance evaluation

Actual feature 
indicator

Good Results

Yes 

End

Fig. 1 The schematic
diagram of proposed method
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The increased vibration levels in certain components of the pump indicated the
degradation condition of the pumps, so the vibration signals could be used to
monitor pump system health. Data cleaning was done by manually removing
outliers exceeding a predefined threshold.

Experience shows that slurry pumps wear mainly because of impeller failure
triggered by a decrease in impeller diameter [1]. This suggests that the impeller
could be used as the monitored target for pump health assessment and the asso-
ciated remaining useful life estimation. This research focuses on the pump impeller.
Instead of using the rude vibration data directly for health prognosis, a feature
extraction procedure was implemented to arrive at good feature(s) pointing to clear
progressive degradation of pump impeller.

The vibration data XðT ; iÞ is firstly standardized in order to scale all the data into
the same interval. Next a Fourier transform-based sliding-window averaging tech-
nique is employed to obtain averaged FFT amplitude values Yðt; f Þ by sliding a
window along a sequence of pump-measurement times. Within a narrow spectrum
band, 19–40 Hz, the averaged FFT amplitude values Yðt; f Þ are then summed up; the
summed values are referred as VðtÞ and taken into account to substitute for the
‘rating frequency’ of vane-passing frequency of the monitoring pump. The narrow
spectrum band is selected from the overall by manually checking frequency bands of
all the pump-measurement times one by one so as make sure that all the situations
have been included. The outliers of VðtÞ (those exceeding pre-defined threshold) are
removed; then the cleaned summed results VðkÞ; k ¼ 1; 2; . . .;K are obtained,
where K is the reset pump-measurement time (K� 1007� Lþ 1). In the final step,
sequential standard deviation values, STDðjÞ, are calculated by augmenting one
element out of the cleaned summed results, i.e., STDðjÞ ¼ stdðVð1Þ;Vð2Þ; . . .;Vðjþ
q� 1ÞÞ; where j is referred as the file number index and j ¼ 1; 2; . . .;K � qþ 1.
STDð1Þ is calculated from the first q elements which are regarded as the steady stage
as impeller deterioration progresses. When compared with the pump damage
development demonstrated by the energy evolution based on averaged FFT ampli-
tude as shown in Fig. 2, the standard deviation contains accordant information on
pump health condition. Furthermore, it illustrates a monotonically growing trend
with damage development along the file number, and thus this is selected as the
favorite and effective feature candidate for monitoring the pump health.

Fig. 2 a Energy evolution (T2G1C3). b The standard deviation values (T2G1C3)
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3.2 RVM Learning Process and Model Fitting

The RVM learning process is performed on the pair of vectors z; xf g, where the input
vector x is constructed from successive inspection file numbers. The target vector z is
constructed by generating the corresponding random numbers which follow the
Gaussian distribution with mean values equal to a serial of STD values and variance
values equal to a certain pre-defined value. At each inspection file number xj,
j ¼ 1; . . .; J, the target values z ¼ fz1; z2; . . .; zjg indicating the pump degradation
information are assumed to be known up to xj. For training the RVM model, a
Gaussian kernel is employed as the mapping feature space and the value of kernel
width is determined via one-dimensional search method 5 to 50 with step length 0.5
with a view to obtaining the optimized RVM training process with the smallest root
mean square error (RMS). Thus the hyper-parameters w and r2 in Eq. (1) are
determined during the machine learning process. After building the RVM training
model, the representative estimators z�

r
¼ fz�1; z�2; . . .; z�r g (upon renumbering) whose

number is much smaller than that of the training data, are found at the corresponding
inspection file numbers x�

r
¼ fx�1; x�2; . . .; x�r g (upon renumbering), denoted as a

sparse dataset fz�
r
; x�

r
g. An aggregated exponential function is used to fit the pump

degradation curve on the basis of the sparse dataset. The future evolution of degra-
dation is predicted by extrapolating the fitted model along the inspection file number
and the degradation trajectories are traced up to pre-defined failure threshold; thus
simultaneously obtaining the remaining useful life (RUL). In this study, instead of
failure thresholds, alert thresholds of pump impellers, beyond which alarms of the
pump health are issued and the pump impellers are possible to fail, are set on the basis
of our empirical model and pump degradation trend.

4 Results and Analysis of Prognosis Performance

The application of the prognosis procedure on computing the estimated RUL
^ ðxjÞ at

the inspection file number xj of the impeller is hereafter illustrated using two
datasets sampled from different positions of the same pump. The dataset is referred
to as T2G1C3. While verifying the RVM-based model on the basis of empiri-
cal data, it is assumed that the equipment may start to fail beyond the maximum
degradation level. In these examples, the aggregation of two exponential functions
is used to fit the degradation evolution of the impeller, which is derived as follows:

zðxÞ ¼ a � expðb � xÞ þ c � expðd � xÞ: ð12Þ

The corresponding point Tj, at which the alert threshold line and the fitted
degradation curve intersect, is derived as
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Tj ¼ log zF � log a� log c
bþ d

; ð13Þ

where zF is the predefined alert threshold value. Hence, the estimated remaining
useful life (RUL) is calculated as

RUL
^ ðxjÞ ¼ Tj � xj: ð14Þ

Case study: T2G1C3
For case “T2G1C3”, the vibration signals were sampled from Suction Pipe.

During the feature extraction phase, the sliding window width is selected as 5. The
data contained in the first 100 files are taken to represent the steady-state of the
impeller. The feature extraction results are plotted in Fig. 3. The alert threshold is
set equal to the maximum STD value, and thus the file number at the corresponding
intersected point can be easily obtained, i.e., 797. The performance results of the
proposed procedure for estimating the impeller RUL by comparing the results
obtained by the RVM-based model and the conventional exponential fitting are
presented in Fig. 3. Comparisons of the results for dataset T2G1C3 is shown in
Table 1. For dataset T2G1C3, the inspection file numbers are selected as
xj ¼ f200; 300; 400; 500; 600; 700g.

From Table 1, it is clear that the RVM-based model outperforms the exponential
fitting. Above all, during the service stage of impeller, the RVM-based model
doesn’t yield any overestimation of RUL. The empirically observed feature of the
proposed method that it does not result in overestimation during the whole working
stage is an advantage in practical applications for system maintenance scheduling to
avoid cost waste and unexpected downtimes.

The weighted average accuracy of prediction may be calculated using the fol-
lowing formula [8]:

Weighted average of accuracy ¼

P
j
xj � ð1� jRULAðxjÞ�RU

^
LðxjÞj

RULAðxjÞ Þ � 100%
P
j
xj

: ð15Þ

The weights xj are directly proportional to the inspection file number xj. Note
that late predictions are penalized more heavily than early predictions. Hence, the
designed performance indicator corresponds with the actual needs and is more
trustworthy in practical applications. The results from the weighted accuracy of
prediction from the above application are summarized in Table 2.

From the results listed in Table 2, it is evident that the RVM-based model yields
much better prediction accuracy compared with that based on exponential fitting.
However, it is worth noticing that only one single model (RVM) is adopted to train
the prediction system. This might not have been enough to provide a completely
robust solution in such a rugged working environment as of the oil sand pumps.
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inspection file number 200 200x =

inspection file number 400 400x =

inspection file number 600 600x =

inspection file number 300 300x =

inspection file number 500 500x =

inspection file number 700 700x =

(a) (b)

(c) (d)

(e) (f)

Fig. 3 Comparison prognosis performance by RVM-based model and exponential fitting.
a inspection file number x200 ¼ 200. b inspection time x300 ¼ 300. c inspection file number
x400 ¼ 400. d inspection file number x500 ¼ 500. e inspection file number x600 ¼ 600. f inspection
file number x700 ¼ 700

Table 1 Values of RUL
^ ðxjÞ by RVM-based model and exponential fitting

Inspection file num-
ber (xj)

Actual
RULAðxjÞ RUL

^ ðxjÞ by RVM-based
model

RUL
^ ðxjÞ by Exponential

fitting

200 597 415 >>1,200

300 497 231 >900

400 397 365 753

500 297 291 730

600 197 174 395

700 97 76 200
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5 Conclusions

This paper has presented a model combining relevance vector machines (RVM) and
aggregated exponential function that can be used for pump impeller prognosis and the
estimation of the pump’s remaining useful life (RUL). The data used in the case study
are all sampled from the field—a pump in actual use in an oil-mining industry. To
solve the non-stationary problem emerging from the vibration data, a novel feature
extracting process is proposed to arrive at a feature varying monotonically with
damage development of pump impellers. The designed procedure is capable of
treating degradation signals for RUL estimation and presents better performance
compared with that based on standalone exponential fitting. However, there is still
space left for improvement. As our futurework,more research effort will be devoted to
design novel ensemble prognosis models which can balance out the errors of single
models, and further improve the prediction accuracy and robustness.
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Diagnosis of Air-Conditioner by Using
Its Dynamic Property

Tadao Kawai and Seiya Kushizaki

Abstract To avoid failures of an air-conditioner, we need suitable condition
monitoring technique. Unfortunately, an air-conditioner has many parameters in it,
i.e., inlet temperature, outlet temperature of a condenser or an evaporator, pressure
of each component and input power for a compressor and so on. Furthermore, it is
very difficult to identify failures in an air-conditioner because of small difference of
parameters between normal and abnormal condition. In this paper, we proposed
diagnosis technique by using support vector machine (SVM) with identified system
parameters by ARX model. Because dynamic property of an air-conditioner iden-
tified by ARX model did not depend on operation condition, i.e., room temperature,
outside temperature, our proposed technique did not need a lot of data. Finally, our
proposed technique well identified the clogging in heat exchanger very well.

Keywords Air-conditioner � Diagnosis � ARX model � SVM

1 Introduction

In these days, air-conditioners are built in almost all buildings to keep temperature
and humidity at a suitable level. For Japanese summer is oppressively hot and
humid, an air-conditioner is one of the most important equipment for us to do good
job and keep comfortable life. An air-conditioner works all day long for business
use and long time for personal use. So that, if an air-conditioner goes down, serious
situation will be caused especially in business use. Failures occurred in an air-
conditioner include trouble in an electric circuit, a cutting of electric wires, a
breakdown of motor, a clogging of a heat exchanger and so on. To deal with these
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troubles, break down maintenance (BDM) is carried our for personal use air-con-
ditioner and time based maintenance (TBM) is carried out for business use in many
cases. Although a self monitoring system is built in an advanced air-conditioner,
this system monitors only an electric circuit. In spite of many researchers focused
on condition based maintenance (CBM) [1–5], effective monitoring technique is not
developed.

Authors focused on a clogging in a heat exchanger being very difficult to detect.
We applied support vector machine (SVM) [6, 7] to classified a clogging in a heat
exchanger from normal condition using steady-state data [8]. Although proposed
technique worked well, we needed a lot of data for learning and had to exclude
transitional data caused by start-up of compressor.

In this paper, we estimated dynamic property of an air-conditioner using ARX
model with transitional data cause by a compressor and so on and classified con-
dition of an air-conditioner by its property using SVM. Dynamic property did not
change in a wide range of temperature and changed sensibly to a clogging of heat
exchanger. We checked performance of our proposed technique with two types of
kernel function and several parameters.

2 Diagnosis Technique by Using Its Dynamic Property

Figure 1 illustrates a proposed diagnosis technique.
[Step 1: Learning]
Dynamic properties of air-conditioner are identified as ARX model by using

transitional data. Then parameters of ARX model are classified by SVM. This
procedure is carried out for normal condition and condition with a clogging in an
outlet and an inlet of heat exchanger.

[Step 2: Diagnosis]
Using data obtained with unknown condition, dynamic properties are identified

as same ARM model. After identified parameters are classified by above SVM, we
can detect a clogging.

In our research, two types of kernel functions are tested.

(1) Gaussian kernel

Kðx; x0Þ ¼ expð� x� x0k k2
r2

Þ

(2) Polynomial kernel

Kðx; x0Þ ¼ ðxTx0 þ 1Þd

Advantages of proposed technique are listed as follows.
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(a) Dynamic properties of an air-conditioner are independent on room temperature
or outdoor temperature. This means only transient data caused by a com-
pressor is required for proposed technique.

(b) In general, a failure strongly affects transient data. So that, proposed technique
is sensitive to a clogging. In steady-state condition, a clogging changes outlet
temperature a little. It is very difficult to monitor this little change from
changes of outdoor or room temperature.

Training (Learning)

Input data

System identification

Extract coefficients

Support Vector Machine

Inspection (Diagnosis)

Trained SVM

Inspection data

Coefficients identified  by 
ARX model

ARX model

Normal? Yes

No

1
1( ) b

b

n
nB q b q b q −−= + +

1( ) a

a

n
nA q a q −−= 11 a q ++ +

• • •

• • •

Fig. 1 Procedure of proposed technique
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3 Verification of Proposed Technique

3.1 Verification by Simulation

3.1.1 Simulation Model

Among many useful and powerful modeling techniques, we used commercial
package “Dymola with air conditioning library” of modelica language [9] for
building physical model. Figure 2 illustrates a brief image of model.

3.1.2 Simulation Condition

Failure in air-conditioner includes a snapping of a wire or an electric circuit, a
clogging in heat exchanger and so on. Among these failures, a snapping of a wire or
an electric circuit is easy to detect and a diagnosis system is already built in many
commercial products. In this paper we focused on a clogging in heart exchanger
(Exp1) and reduction of heat transfer coefficient of heat exchanger (Exp2). In the
case of Exp1, dust accumulated between fins in heat exchanger disturbs air flow to
prevent heat transfer. In the case of Exp2, accretion on fin prevents heat transfer
from fin to air without disturbing air flow.

Table 1 lists effects of above failure estimated by simulation. In the table, “ref”
or “air” designates refrigerant and air, “in” and “out” shows an inlet and an outlet.

Fig. 2 Simulation model of
air-conditioner
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While up-arrow means an increase of temperature or pressure, down-arrow means a
decrease of temperature or pressure and “-” means no change. Because we neglect
compressibility of air, effect of pressure of air is omitted in our consideration and
marked as “*”. For example, in the case of Exp1 applied for condenser, temperature
and pressure of refrigerant at inlet and outlet of condenser and evaporator rise.
Furthermore, temperature of air rises at an outlet.

Table 2 shows simulation condition for abovementioned two type offailures. In the
table, a column designated by “dynamic behavior” means which component start to
work. Here a component is a fan of a condenser, a fan of evaporator or a compressor. A
row designated by “state” means what kind of state a system is in, i.e., normal,
clogging at condenser or clogging at evaporator. For example, in the case of ①, we
simulated without clogging and got dynamic data at a timing when a fan of a con-
denser started to work. We carried out simulations with fifteen types of condition.

3.1.3 Learning Condition

In our previous report [8], we selected suitable parameters to monitor the condition
of an air-conditioner by experiment. Following parameters were essential param-
eters for monitoring.

Table 1 Effect of clogging on temperature and pressure

Table 2 Simulation condition
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Fc (rps) Rotational speed of fan at condenser
Fe (rps) Rotational speed of fan at evaporator
W (W) Compressor power
ΔTc (K) Difference of temperature of refrigerant between inlet and outlet of

condenser
ΔTe (K) Difference of temperature of refrigerant between inlet and outlet of

evaporator
ΔTcair (K) Difference of temperature of air between inlet and outlet of

condenser
Teairin (K) Temperature of air at inlet of evaporator
Teairout (K) Temperature of air at outlet of evaporator

To estimate parameters of ARX model, we supposed that temperature of air at an
outlet of a evaporator as “output” and other parameters as “input”.

3.1.4 Result of Diagnosis

Tables 3 and 4 list diagnosis result estimated by SVM with Gaussian kernel and
polynomial kernel respectively.

Notation in these tables is as follows.
n Normal
c-1 Clogging at a condenser
c-2 Drop in heat transfer at condenser

Table 3 Classification result of failure with Gaussian kernel

data =0.1 =0.5 =1 =2 =3 =5

Condenser

n c c c c c c

c-1 c c c c c c

c-2 c c c c c c

e-1 e e e e e e

e-2 e e e e e e

Evaporator

n c c c c c c

c-1 c c c c c c

c-2 n c c c c c

e-1 n n n n n n

e-2 e c c e e c

Compressor

n c c c n n n

c-1 c c c c c c

c-2 c c c c c c

e-1 e e e e e e

e-2 e e e e

σ σ σ σ σ σ

e e
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e-1 Clogging at an evaporator
e-2 Drop in heat transfer at an evaporator

Transient data at start-up of a condenser fan, an evaporator fan and a compressor
with conditions of “n”, “c-1”, “c-2”,“e-1” and “e-2” were used for diagnosis. In
columns from σ = 0.1 to 5 in the Table 3, diagnosed result is listed as “n”, “c” and
“e”. Here, “n” means normal, “c” means failure at a condenser and “e” means
failure at an evaporator. Moreover, in columns from d = 1 to 4 in the Table 4, same
designation is used for a diagnosed result. We draw the cells diagonal line to show a
wrong diagnosed result. These tables demonstrate well diagnosed result using
dynamic property of a compressor, especially with large value of kernel function.

3.2 Verification by Experiment

3.2.1 Experimental Setup

Figure 3 is a target system used for experiment. An air-conditioner is made by
Daikin Industries, Ltd. (Cooling power is 2.8 KW, type of compressor is
1YC23AAXDA, type of room fan is QCL9362 M, type of outside fan is PZ370).

Table 4 Classification result of failure with polynomial kernel

data d =1 d =2 d =3 d =4

Condenser

n e e e e

c-1 n n n n

c-2 c c c c

e-1 e e e n

e-2 e e e e

Evaporator

n c c c c

c-1 c c c c

c-2 n n c c

e-1 n n n n

e-2 e e e e

Compressor

n c c c n

c-1 c c c c

c-2 c c c c

e-1 e e e e

e-2 e e e e
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Refrigerant used in this air-conditioner is R410A. In the figure, measuring points
are designated by marks ○, ♦, Δ and □. Power to a compressor was estimated by
current to a compressor.

In the experiment, we covered an indoor unit, i.e., an evaporator, and an outdoor
unit, i.e., a condenser, by net or cloth. Net reduced air flow through an indoor unit
by 12 %. Cloth reduced air flow through an outdoor unit by 25 %.

3.2.2 Diagnosed Result

Experiments were carried out at points shown in Fig. 4 to get transitional data. In
Fig. 4, vertical axis shows a range of outside temperature, i.e.; inlet temperature of a
condenser, and horizontal axis shows a range of room temperature, i.e.; inlet
temperature of an evaporator. We carried out experiments six times with normal
condition, eleven times with covered condenser and seven times with covered
evaporator. For learning data, we selected four normal data, seven covered con-
denser data and four covered evaporator data randomly. Other data were used for
diagnosis.

Diagnosed result are illustrated in Figs. 5 and 6. Figure 5a and b show result with
Gaussian kernel, and Fig. 6a and b show a result with polynomial kernel. These
figures show a ratio of a diagnosed result to given condition. In the case of given

Fig. 3 Experimental setup
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condition of a covered condenser shown in Fig. 5b as a middle bar, estimated
percentage of normal, covered condenser and covered evaporator are 1.5, 94 and
4.5 % respectively. These results show that normal and covered evaporator are well
identified in all cases. On the contrary, in the case of a covered condenser, estimated
result is a little bit worse.

4 Conclusion

In this paper, we proposed diagnosis technique to detect failure in air-conditioner by
using ARX model and SVM. We carried out simulation and experiment to estimate
an ability of our technique and got following results.

(1) We proposed a technique to estimate dynamic property of an air-conditioner
using ARX model with transitional data and diagnose condition of an air-
conditioner by SVM. The proposed technique was independent on operating
condition of an air-conditioner and required not so many data.

(2) In our experiments, we identified a normal condition and a covered evaporator
almost 100 % in all cases and identified a covered condenser about 94 % at
most.
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Fault Detection and Remaining Useful
Life Estimation Using Switching
Kalman Filters

Reuben Lim and David Mba

Abstract The use of condition monitoring (CM) data in degradation modeling for
fault detection and remaining useful life (RUL) estimation have been growing with
increasing use of health and usage monitoring systems. Most degradation modeling
methods requires fault detection thresholds to be established. When the CM mea-
sure exceeds the detection threshold, RUL prediction is then performed using a
time-invariant dynamical model to represent the degradation path to the failure
threshold. Such approaches have some limitations as detection thresholds can vary
widely between individual units and a single dynamical model may not adequately
describe a degradation path that evolves from slow to accelerated wear. As such,
most degradation modeling studies only focuses on segments of their CM data that
behaves close to the assumed dynamical model. In this paper, the use of Switching
Kalman Filters (SKF) is explored for both fault detection and remaining useful life
prediction under a single framework. The SKF uses multiple dynamical models
describing different degradation processes from which the most probable model is
inferred using Bayesian estimation. The most probable model is then used for
accurate prediction of RUL. The proposed SKF approach is demonstrated to track
different evolving degradation path using simulated data. It is also applied onto a
gearbox bearing dataset from the AH64D helicopter to illustrate its application in a
practice.
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1 Introduction

The prevalence of health and usage monitoring systems (HUMS) on aircrafts in the
past decades has fuelled the growth of using condition monitoring (CM) data in
degradation modeling for health assessment of critical systems [1]. A wide variety
of approaches in use of CM data for degradation modeling were comprehensively
reviewed by different authors [1–4]. These data driven approaches are broadly
classified into three main categories namely, physics-based methods, artificial
intelligence methods and statistical methods. Physics-based method uses deter-
ministic model of the system and can be very complex to develop. Artificial
intelligence methods such as neural networks and support vector machines can
handle highly non-linear problems but it requires huge number of training data
which is often not available in practice. Amongst the three, statistical method is the
most widely used in industry where conventional statistical process control and
trend extrapolation are most commonly applied [3]. Advanced statistical methods
such as Hidden Markov Models and cluster analysis can classify faults better but
not widely used in practice due again to unavailability of training data. Most of the
applications in the literature used experimental or simulated data for model training
and little work was done with fielded applications [4]. In this paper, the switching
Kalman filters (SKF) is investigated for fault detection and remaining useful life
(RUL) of rolling element bearing and applied to both simulated and actual CM data
gathered from AH64D helicopter.

2 Literature Review

TheKalmanfilter is a stochasticfiltering process,which recursively estimates the state
of a dynamic system in the presence of measurement noise and process noise, by
minimizing the mean squared error [4]. The Kalman filter has been a widely applied
concept in navigation and is also used in fields such as signal processing and
econometrics. The Kalman Filter requires less training data compared to other sta-
tistical andAI techniques as it reliesmainly on individual system’smeasurement data.
However, the dynamical behavior of the system is required and be represented as a
state-space model. In prognostic application, the Kalman filter was applied to predict
the RUL of electrical connections [5] and electrolytic capacitors [6]. In these appli-
cations, the Kalman filter was used to adaptively track changes in the degradation
process of the system and the dynamical model describing the degradation process
was assumed to be time invariant. However, the degradation process in components
can be uncertain and evolve over time as seen in bearingwear tests [7]. For example, in
Fig. 1, the vibration measurement of a serviceable bearing can be stationary with
measurement noise. When slow stable wear from damage such as surface pitting
occurs, the vibration can gradually rise as a linear function. When accumulated
damage is severe and unstable, the vibration rises rapidly in higher order functions.
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As such, a single dynamical model may not adequately represent the different
degradation processes. Consequently, this can cause predictions to diverge or
fluctuate depending on whether the degradation process is under or over-fitted. This
constraint is often seen in works [8, 9] where only measurements above an
established threshold are considered in the analysis as those below does not behave
according to the assumed dynamical model. For such problems, SKF can track the
dynamics of the degradation process as it changes. RUL prediction is then per-
formed based on the most probable dynamical model representing the degradation
process. To do this, the SKF consists of multiple linear state-space models; like the
basic Kalman filter, and it can switch between these models through a weighted
combination across time. It is popularly used to track multiple moving targets but
has also been applied in meteorology [10] and econometric [11]. SKF is applied
here to track the different bearing degradation processes shown in Fig. 1. By
tracking the dynamical behavior of different degradation processes, fault detection
can be performed without using pre-established detection thresholds. It also helps
maintainers to predict RUL more accurately by distinguishing between stable and
unstable wear and performing prediction only when unstable wear is detected.

3 Background

This section provides a brief review of the Extended Kalman filter, dynamic
Bayesian network, SKF and their application towards fault detection and RUL
estimate of rolling element bearing.

3.1 Extended Kalman Filter

As mentioned, the Kalman filter recursively estimates the state mean and covari-
ance of a linear process by minimizing the mean square error. The Extended
Kalman filter (EKF) is a non-linear extension which uses linear approximation of
the non-linear function to estimate the state mean and covariance [12, 13].

Unstable 
wear

normal

Stable wear

Fig. 1 Evolution of
degradation process across
time
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The linear approximation performed through first and second-order taylor series
expansion of the non-linear function is most commonly used and the first-order is
adopted here. The discrete state-space model describing a non-linear process is
given by:

xt ¼ f xt�1ð Þ þ qt�1; yt ¼ h xtð Þ þ rt ð1Þ

where xt is the true but hidden state of the system and yk is the observable mea-
surement of the state. f(.) is the fundamental matrix describing the system dynamics
and h(.) is the measurement matrix and both are functions assumed to be contin-
uously differentiable. qt�1 �N 0;Qtð Þ is the process noise and rt�1 �N 0;Rtð Þ is the
measurement noise. The EKF estimates the value of xt, given the measurement, yt
by filtering out the noises. This is carried out using the ‘Prediction’ and ‘Update’
steps also known as the Ricatti Equations [13] are shown as follows.

Prediction Step:

Predicted state estimate : x̂t ¼ f xt�1; t � 1ð Þ
Predicted estimate covariance P̂t ¼ F xt�1; t � 1ð ÞPt�1F

0
xt�1; t � 1ð Þ þ Qt�1

ð2Þ

Update Step:

Measurement residual : vt ¼ yt � h x̂t�1; tð Þ
Residual covariance Ct ¼ H x̂t; tð ÞP̂tH

0
x̂t; tð Þ þ Rt

Kalman Gain Kt ¼ P̂tH
0
x̂t; tð ÞC�1

t

Updated state estimate xt ¼ x̂t þ Ktvt

Updated estimate covariance Pt ¼ ðI � KtH x̂t; tð ÞÞP̂t

ð3Þ

where F(.) and H(.) are the Jacobians of f(.) and h(.) are given by

F xt�1; t � 1ð Þ ¼ of xt�1; t � 1ð Þ
ox

����
x̂t�1jt�1

; H x̂t; tð Þ ¼ oh xt; tð Þ
ox

����
x̂tjt�1

; ð4Þ

3.2 Switching Kalman Filter

The switching Kalman filter may be represented as a dynamic Bayesian network. In
each time step, both the model switch variable, St and state variable, xt are hidden
and have to be inferred from the observations, yt. For a system with multiple
dynamics which are described with n Kalman filters, the size of the belief state will
increase exponentially at each time step to nt. As such, inferring the probability of
every state at each time step becomes intractable. To overcome this problem,
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approximation method like the Generalised Pseudo Bayseian (GPB) algorithm as
described in [12] was adopted. In each time step, the state and covariance estimates
from all the filters in the previous time step are combined with weights assigned

according to the mix probabilities of the model switch variable, Sijjt and the model
transition probability, Zij as shown in Eqs. (5) and (6).

Model switching probabilities: Sijjt ¼ ZijSit�1Pn
i¼1 ZijS

i
t�1

ð5Þ

Weighted state and covariance estimates:

~x jt�1 ¼
Xn

i¼1

Sijjt x
i
t�1; ~Pj

t�1 ¼
Xn

i¼1

Sijjt Pi
t�1 þ xit�1 � x jt�1

� �
xit�1 � x jt�1

� �0n o
ð6Þ

with the weighted state and covariance estimates, the usual Kalman filter as shown
in Eqs. (2) and (3) is carried out for each filter model with each yielding a predicted
state, x̂ jt�1 and covariance, P̂ j

t�1 estimate. The likelihood of each filter is then
determined with Eq. (7) using their measurement residual, vit. The probability of
each model at the current time step can then be obtained as shown in Eq. (8). The
weighted state and covariance estimate update for the current time can also be
determined using Eq. (9). A detailed description of SKF is available in [14] and a
good demonstration of SKF with use of GPB is shown in [15].

Likelihood of filter frommeasurement residual: Lit ¼ Nðvit; 0;Ci
tÞ ð7Þ

Probability of each model:

Sit ¼
Lit

Pn
i¼1 ZijS

i
t�1

� �
Pn

i¼1 Lit
Pn

i¼1 ZijS
i
t�1

� � ð8Þ

The weighted state and covariance estimate update are computed as follows:

xt ¼
Xn

i¼1

Sitx
i
t; Pt ¼

Xn

i¼1

Sit Pi
t x

i
t � xk

� �
xit�1 � xt
� �0n o

ð9Þ

4 SKF Formulation for Tracking Varying Degradation
Processes

In this analysis, it is assumed that component degradation is monotonically
increasing and it evolves from normally operating to stable wear and then unstable
wear. For bearings, a linear, polynomial or exponential model is used to describe
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the different trends in the vibration-based degradation measure [16–18]. A Kalman
filter is built for each of them and they are used together in the SKF. For the
exponential filter, extended Kalman filter is applied due to its non-linear form. The
state transition Fi(.) is obtained from the Jacobian of the state equations using
Eq. (4). It is assumed that the process noise entering the system only consists of
zero mean white noise qa and qb which models the wear rate parameters at and bt
stochastically. The state, transition and process noise covariance for each filter are
shown below with subscripts 1, 2 and 3 denoting the zero, first order and expo-
nential Kalman filters respectively.

Zero Order polynomial model (Normal Operation)

State : xt ¼ xt�1

State Transition : F1;t ¼ 1

Process Noise : Q1;t ¼ 0; yt ¼ xt þ rt
Measurement : H1;t ¼ 1

ð10Þ

1st Order polynomial model (Stable Wear)

State : xt ¼ xt�1 þ at�1Dt; at ¼ at�1 þ qa

State Transition : F2;t ¼
1 Dt

0 1

� �

Process Noise : Q2;t ¼
0 0

0 qa

� �

Measurement : yt ¼ xt þ rt; H2;t ¼ 1 0½ �0

ð11Þ

Exponential model (Unstable Wear)

State : xt ¼ xt�1e
bt�1Dt; bt ¼ bt�1 þ qb

State Transition : F3;t ¼ ebt�1Dt xt�1Dtebt�1Dt

0 1

" #

Process Noise : Q3;t ¼
0 0

0 qb

� �

Measurement : yt ¼ xt þ rt; H3;t ¼ 1 0½ �0

Model transition matrix : Z ¼
0:99 0:005 0:005

� 0 0:99 0:01

� 0 � 0 � 1

2
64

3
75

ð12Þ
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Initial model probabilities, state and covariance estimate:

S0 ¼ 0:98 0:01 0:01½ �; x0 ¼ y0; a0 ¼ 0; b0 ¼ 0;P0 ¼ I ð14Þ

For the SKF, the state transition matrix Z is set such that the system tends to
remain in its own state with Zii * 1. It is also assumed that the degradation rate can
only progress i.e. from normal to stable and unstable degradation but not the
reverse. However, Zij is assigned a value approximately zero for i > j as a value of
zero can cause underflow problems in Eq. (8) when implemented as a software
program. The initial model probability, S0 is set with high probability that its in
normal condition. The initial state estimate, x0 is initialized to the first measurement
and initial parameters a0 and b0 are zero. The initial covariance matrix, P0 is set
arbitrarily with an identity matrix, I.

5 Diagnostics of Evolving Degradation Processes Using
Simulated Data

The SKF approach to track the degradation processes is demonstrated here using
simulated data. Figure 2 shows different evolving degradation processes; (1) nor-
mally operating to unstable wear at t = 150 h and (2) normally operating to stable
wear at t = 100 h and then unstable wear at t = 200 h. The simulated degradation
measurements are generated using the measurement equations from Eqs. (11–13).
An additive measurement noise, r�N 0; 0:082ð Þ is added all three processes. For
stable wear, a wear rate parameter, a = 0.01 is adopted with process noise,

0 50 100 150 200 250
0

1

2

3

4

5

6

7

8

Time (hours)

C
M

 M
ea

su
re

Fig. 2 Simulated degradation processes with measurement and process noise: (1) normally
operating to unstable wear at t = 150 h and (2) normally operating to stable wear at t = 100 h and
unstable wear at t = 200 h
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qa �N 0; 0:0012ð Þ. For unstable wear, a wear rate parameter, b = 0.04 is adopted
with process noise, qb �N 0; 0:0042ð Þ.

The ideal case where the dynamical models of the degradation processes and
their measurement and process noise are known is shown here. Figures 3 and 4
shows the SKF results in tracking the evolving degradation processes. It can be seen
that the SKF is able to track and estimate the most probable degradation process
well using the dynamical behavior of the measurement. For normal to unsteady
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wear, the SKF detects the change at 158 h compared to 150 h. For normal to steady
and then unsteady wear, the SKF detects the change at 116 h and 208 h compared to
100 h and 200 h respectively. The SKF lags behind the actual transition times as it
is performing the estimation in real-time and requires adequate measurements from
the dynamical process. In addition, it can estimate the wear rate parameters, a and
b well at *0.001 and *0.04. It should be noted that the estimation will not
converge towards the exact parameter value due to inherent noise added to the
measurements.

6 Case Study on AH64D Helicopter Tail Rotor Gearbox
Bearing

The SKF approach is applied to vibration CM data from the AH64D Tail Rotor
Gearboxes (TRGB) in a practical scenario. The bearing CM data and results from
the SKF is shown in Fig. 5. The measurement error, r = 3.2e−4 is obtained by
taking the variance of the stationary measurements when the TRGB is in a good
condition and this can vary between individual gearboxes. The process error, qs
contains the uncertainty of the filters in modeling the real world [13]. It is obtained
by tuning the SKF model with similar defect cases and is assumed to be the same
across gearbox bearings. The SKF formulations are applied with qs set initially as a
small percentage of the measurement error, R. The SKF model is then applied on
the CM data and qs is tuned till the model is acceptably consistent yet responsive to
changes in the degradation processes. In this study, qs = 5e-8 is obtained by tuning
the model using CM data from other TRGB with similar failure. Form Fig. 5, it can

Fig. 5 TRGB CM data (Top left) filtered state and most probable model, (Bottom left) Model
probabilities, (Top and bottom right) Estimated parameters at and bt
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be seen that the SKF can adaptively track the different bearing degradation pro-
cesses with the process noise tuned from other gearboxes. However, when the CM
measurements are not increasing monotonically at *200 h, the SKF has to take a
longer time before it converges. Instead of relying on the absolute value of the CM
measurements, the SKF uses the dynamic behavior between the current and past
measurement to diagnose the degradation state. Therefore, it is not dependent on a
fixed threshold which are typically derived from statistical evaluation of large
numbers of past failure cases. Another key advantage of this technique for diag-
nosis is that it provides the probability of which degradation process the bearing is
in. In comparison, the widely used, statistical process control (SPC) approach only
triggers when the measurement is above a statistical limit and no further infor-
mation is available. The quantitative probability measure from the SKF allows more
support for maintenance engineers as the probabilities of the bearing conditions can
be compared in the event of an outlier measurement.

7 Prediction of Remaining Useful Life

The SKF infers the most probable dynamic model to be applied at each time step
for prediction and the RUL of the bearing is predicted whenever an unsteady wear
is detected. The RUL is predicted by propagating the weighted state and covariance
estimates obtained from Eq. (8) at each time step using Eq. (2) and determining the
time when the degradation state crosses the failure threshold. The α–λ metric [19] is
applied to evaluate the performance of this prognostic evaluation as shown in
Fig. 6.

The α-λ metric compares the actual RUL to the predicted RUL with converging
α bounds that provides an accuracy region. The α bounds are application specific
and a prediction is correct if it falls within the alpha bounds. From Fig. 6, the
prognostic algorithm performs well as its accuracy improves quickly with time
within the 30 % bounds. However, there are points on the RUL trajectory that lies
outside the accuracy zone towards the end of useful life which is a behavior
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reportedly observed in [20] as well. This behavior could be attributed to unsteady
vibration levels as the accumulated damage in the bearing becomes sizeable and
could perhaps be addressed by lowering the failure threshold limit. Besides the
RUL estimate, most of the lower confidence bound, which is important for con-
servative estimate of the RUL prediction are close to the lower 30 % accuracy
bound as well.

8 Conclusion

In this study, the use of SKF is applied for fault detection and RUL estimation. The
method is applied to both simulated data and actual helicopter gearbox bearing with
promising results. The SKF model allows for degradation processes to evolve
through time from which the underlying dynamical process would be inferred
accordingly. The advantages of this approach are that it does not depend on a fixed
threshold for fault detection and it can model the different degradation processes as
they evolve. This approach also provides maintainers with more information for
decision-making as a probabilistic measure of the state of bearing degradation is
available. From the prognostic performance metric, it was shown that the RUL
estimates have high accuracy when it is inferred that the degradation process is
likely to be unstable. This in turn can provide maintainers with higher confidence
on the predicted RUL for maintenance planning. A drawback of this method is that
it requires frequent acquisition of measurement for the filter estimation which may
not be readily available in practice.
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A Novel Integrated Sensor for Stress
Measurement in Steel Strand Based
on Elastomagnetic and Magnetostrictive
Effect

Xiucheng Liu, Bin Wu and Cunfu He

Abstract The deteriorating state of steel strands can be assessed using information
of its overall and local stress level. An integrated sensor, which is based on mag-
netostrictive and elastomagnetic effect, is proposed for stress measurement of
seven-wire steel strands. This integrated sensor can alternatively measure the stress
level of seven-wire steel strands through guided wave-based technique and elas-
tomagnetic method. When it works as magnetostirctive sensor to generate longi-
tudinal guided wave in strand, the missing frequency band occurred in received
wave signal is investigated in a pre-tensioned strand. It is found that the missing
band central frequency increases linearly as the value of natural logarithm of overall
stress increases. The integrated sensor can be applied to measure local stress in a
strand based on elastomagnetic effect. The output signal amplitude of the sensor has
linear relationship with strand stress level and stress increment of less than 10 MPa
can be identified. The characteristic functions for both local and overall stress
measurement are pre-calibrated experimentally. The proposed integrated sensor has
great potential for applications of steel strands stress measurement.

1 Introduction

High tensile steel strands are commonly used in prestressed structures such as
suspension bridges and concrete buildings. Maintenance of such infrastructures
becomes one of the major concerns in civil engineering area. The ability to monitor
the integrity of steel strands can help decide when to replace them and how to
prolong their useful lifetime.

During last decades, many efforts have been made to develop reliable non-
destructive testing (NDT) methods for stress measurement and defect detection in
strand/cable structures. Magnetostrictive-based guided wave technology has been
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applied for flaws detection in long steel strands and cables [1, 2]. Based on mag-
netostrictive-based transduction system, experimental tests were conducted to
investigate the effect of tensile load on the guided wave signal propagating in a
strand. The presence of a missing frequency band in the received signals’ spectrums
indicated that the guided wave energy attenuation was related to the applied tensile
force. The central frequency of the missing band was observed to regularly shift as
the increasing tensile force in the strand [3]. Several researchers focused on
revealing the shifting characteristics of such missing frequency band with theo-
retical research methods [4, 5]. From another perspective, if the missing frequency
band can be determined with experimental techniques, then a new stress mea-
surement method can be developed. The direct transmitter-to-receiver wave signal
was selected for extracting the missing frequency band information, so that the
guided wave-based method can measure the overall stress level of the structures [6].

Both local stress and overall stress level can be used for the assessment of
strands’ deteriorating state. Among the available methods that are capable of
measuring local stress level of strands/cables, elastomagnetic sensor (EMS) based
technique is the most promising one [7, 8]. The EMS was designed based on the
principle that the permeability of ferromagnetic materials is a function of applied
fields (magnetic field, stress and temperature), and this characteristic function can
be experimentally pre-calibrated [9].

Although the guided wave- and EMS-based technique can individually measure
the overall or local stress, each of them cannot meet the requirements of compre-
hensively evaluating the strand/cable deteriorating state. This paper will present a
novel integrated sensor structure to make it possible that a single sensor can
alternatively measure the overall and local stress of seven-wire steel strands.

The rest of paper is organized as follows. Measuring principle and the integrated
sensor configuration is given in Sect. 2. Experimental results are presented for
measuring overall and local stress in Sects. 3 and 4, separately. Finally, our con-
clusions are given in Sect. 5.

2 Measuring Principle and Integrated Sensor

Magnetostictive effect and its inverse effect (or elastomagnetic effect) refer to the
coupling phenomenon between magnetic field and mechanical deformation in fer-
romagnetic materials. Various types of sensors are developed based on these two
physical effects, such as magnetostrictive sensor (MsS) for ultrasonic guided wave
excitation and EMS for permeability measurement in cylindrical waveguides [10,
11]. Based on the structures of conventional MsS and EMS, here an integrated sensor
configuration is devised for steel strand stress measurement. The structure of the
integrated sensor is shown in Fig. 1a which includes a bias magnetic circuit, an outer
sensing coil and an inner sensing coil. The bias magnetic circuit is made of permanent
magnets and yokes to provide static magnetic field for material magnetization. The
axial length of the outer sensing coil is more than three times of that of the inner
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sensing coil. By having such configurations, the integrated sensor can work as MsS
or EMS.

When the integrated sensor works as a MsS, both the outer and inner sensing coil
can be selected as transmitter coil. After feeding sinusoidal tone burst signal
modulated by a Hanning window into the sensing coil, ultrasonic longitudinal
guided waves can be generated in steel strands. When the guided wave propagates
along the strand for a certain distance, another receiver sensor will receive the direct
transmitter-to-receiver wave (DTRW) signal. Thus, the missing frequency band
information can be extracted from the DTRW signal for the characteristic function
determination. Consequently, the overall stress level of the strands can be derived
using measured missing band information and the characteristic function.

The EMS has several implementation modes, in this paper a sinusoidal current
with a linearly decaying envelope, which is shown in Fig. 1c, was applied to the
outer sensing coil [12]. A digital oscilloscope acquires the output signals of inner
sensing coil while the tension force is different. For a given EMS, its output signal
amplitude will be a function of the applied stress according to the elastomagnetic
effect. Similarly, the local stress can be calculated by substituting the output signal
amplitude into the pre-calibrated formula.

As mentioned previously, the formula for calculating both the overall and local
stress must be pre-calibrated. A steel strand stretching system, which is shown in
Fig. 2, is employed for the calibration experiments. Two integrated sensors are
mounted onto the tested strand. A hydraulic cylinder is configured to provide
anaxial load to the strand from zero tons to about twenty tons.

It is noted that the axial load applied to the strand is assumed to be evenly
distributed over the whole bundle of steel wires. Thus, the averaged overall stress
can be calculated with the axial force and the net cross-sectional area of the seven
wires. The actual axial force of the strand is measured by a calibrated load cell. All
the following experimental results are obtained by using this steel strand stretching
system and the proposed integrated sensor.
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3 Overall Stress Measurement Based on Magnetostrictive
Effect

The distance of the two integrated sensors as shown in Fig. 2 is fixed at about
0.6 m. The central and helical wire of the tested strand has a diameter of about 6.3
and 6.0 mm separately. A 5-cycle sinusoidal tone burst modulated by a Hanning
window as shown in Fig. 1b is fed into the inner transmitter coil. The central
frequency of the excitation tone burst is about 75 kHz. Longitudinal guided wave
can be generated in the strand based on magnetostrictive process. Another sensor
can receive the DTRW signals, the typical received signal waveforms are shown in
Fig. 3a.

As indicated in Fig. 3a, when the tensile stress, S, of the strand increases from 0
to 488 MPa, the degree of dispersion of the guided wave gets aggravated and this
results in the presence of several overlapped wave packets in DTRW signal. The
short time Fourier transform (STFT) technique can extract the dispersion charac-
teristics in a certain frequency range, and the STFT results of time-domain signals
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Fig. 2 The picture of steel strand stretching system (Left) and the integrated sensor (Right)
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are shown in Fig. 3b. It is obviously that the propagation time interval for some
frequency components increases. That is, the group velocities of guided wave at
such frequencies become slower than that in a free strand case. The higher degree
dispersion of guided wave is attributed to the intensified mechanical contact among
the wires in a tensioned strand.

The distribution of guided wave energy in the excitation frequency range rear-
ranges to have a narrow frequency band around 70 kHz in which the amount of
energy experiences seriously attenuation. Figure 4 shows the Fourier transform
(FFT) result of the received time domain signal while the tensile stress is
S = 488 MPa. A missing frequency band can be observed at the spectrum of the
DTRW signal. As mentioned previously, many researchers tend to believe that the
characteristics of such missing frequency band are related to the complex geometry
of strand and the complicated contact behaviors among the wires.

The two local extreme points aside the missing frequency band are concerned
and their corresponding frequencies are marked as fl and fh. Then the central fre-
quency of this missing band, fc, can be simply calculated as follows:

fc ¼ fl þ fhð Þ=2 ð1Þ

As reported in Ref. [4], this missing band shifts as the increase of tensile stress.
The central frequency values for all tested cases are determined and plotted as a
function of the applied tensile stress. As shown in Fig. 5, the value of fc increases
linearly with natural logarithm of stress. Their fitting equation is,

fc ¼ 8:5906� ln Sð Þ þ 15:0089 ð2Þ

Finally, the function for overall stress measurement using MsS-based guided
wave technique is characterized by Eq. (2). In practical applications, first apply
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Fourier transform to the detected DTRW signal to find out the value of fl and fh.
Second, the value of fc can be calculated using Eq. (1), and then the tensile stress of
strand can be determined by substituting the value of fc into Eq. (2).

Although the proposed missing frequency band measurement-based technique
can be applied for indirectly measuring the stress level in a strand, this method has
some limitations in practice. For instance, in low stress level state the validity of
Eq. (2) needs to be further investigated because the central frequency fc is hard to
determine from the received signal. In addition, the missing frequency band is
decided by not only the tensile stress but also the strand structure and sizes.
Therefore, theoretical research is an important prerequisite for estimating the central
frequency fc.

4 Local Stress Measurement Based on Elastomagnetic
Effect

Each of the integrated sensors used for DTRW detection method can be applied for
local stress measurement if it works as a MES. This time a sinusoidal current with a
linearly decaying envelope is fed into the outer sensing coil. Thus, the strand
material will experience magnetic disturbances. According to Lenz’s law, the
magnetic disturbances will induce voltage in inner sensing coil, and the acquired
signal waveform is shown in Fig. 6a.

The peak-to-peak amplitudes of each cycle in the sinusoidal signal are extracted
to form one of the ridge curves in Fig. 6b. This ridge curve is different from the
linearly decaying envelope of excitation signal, but has nonlinear tendency in time
domain. When tensile stress of the strands increases, the ridge curve will shift to
have higher amplitudes. A fitting curve representing the relationship between the
amplitude of ridge curve, U, and the stress can be obtained at each cycle of the
excitation signal. However, the fitting curve that can be expressed as linear equation
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is preferred for practical applications. Two criteria, stress measurement sensitivity,
G, and linear regression coefficients, R, of the fitting curve, can be used for selecting
the optimal excitation voltage.

The signal cycle with peak amplitude of 0.8163 V is selected for analysing the
relationship between the stresses and the ridge curve amplitudes. The data of ridge
curve amplitudes for different stress cases are plotted as open circles in Fig. 7. After
applying least squares fit algorithm to these data, a linear regression equation is
found to have following expression,

U ¼ 8:0310Sþ 30:8458 ð3Þ
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The linear regression coefficients of the regression equation is about R = 0.9936.
That means the value of U has a strong linear relationship with the increasing stress
(in GPa). The stress measurement sensitivity of the sensor is about 8.0310 mV per
GPa. Similarly, Eq. (3) can be treated as the characteristic function for local stress
measurement using MES-based technique. The local stress value can be calculated
by substituting the value of U into the Eq. (3).

In the range from 244 to 341.6 MPa, the stress increment is about 9.76 MPa. The
experimental results obtained in this stress range well agree with the trend of the
curve as illustrated in Fig. 7. That is, the minimum stress increment that can be
identified by the proposed integrated sensor is less than 10 MPa.

5 Conclusion

A novel integrated sensor for stress measurement is proposed to measure both
overall and local stress of steel strands. The implementation procedures for this
integrated sensor are presented. The experimental results show that one single
sensor can work as MsS and EMS alternatively to measure the overall and local
stress of steel strands.

The characteristics of the missing frequency band occurred in DTRW signal is
affected by the applied stress. The central frequency of the missing frequency band
moves from the left to right in the spectrum of DTRW signal. When the stress
reaches to a certain value, the missing frequency band will be out of the covered
frequency range of the sensor. A broadband sensor would be helpful for observing
the frequency band missing phenomena in higher stress cases. Although the central
frequency fc linearly increase with the increase of ln(S) and a new overall stress
measurement method is illustrated in this paper, the precision and accuracy have to
be further verified.

When the integrated sensor works as EMS, its stress measurement resolution is
less than 10 MPa. With the given characteristic function for amplitude of ridge
curve, the EMS-based techniques can be applied for local stress measurement with
high accuracy.
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Cavitation Sensitivity Parameter Analysis
for Centrifugal Pumps Based on Spectral
Methods

Kristoffer K. McKee, Gareth Forbes, Ilyas Mazhar, Rodney Entwistle,
Melinda Hodkiewicz and Ian Howard

Abstract Cavitation is a major problem facing centrifugal pumps in industry today.
Unable to constantly maintain operating conditions around the best efficiency point,
centrifugal pumps are subject to conditions that may lead to vaporisation or flashing
in the pipes upstream of the pump. The implosion of these vapour bubbles in the
impeller or volute causes damaging effects to the pump. A new method of cavitation
detection is proposed in this paper based on spectral methods. Data used to deter-
mine parameters were obtained under ideal conditions, while the method was tested
using industry acquired data. Results were compared to knowledge known about the
state of the pump, and the classification of the pump according to ISO 10816.

1 Introduction

Centrifugal pumps are found in many industries, pumping a range of fluids from
fresh water to a slurry mixture. Due to their wide industrial applications, a large
amount of research has been performed to attempt to identify fault modes, starting
from their inception to complete fault development. While some faults are easy to
detect, such as a leaking seal, others, such as cavitation, are not easily detectable
until a later stage. Those faults that are not as easily detectable may render the
machine close to inoperable when first detected.

This paper will focus on the detection of cavitation in a centrifugal pump,
utilising results of octave band analysis on an acceleration signal as inputs to a
neural network, to determine the state of the centrifugal pump as being one of three
stages: no cavitation, incipient cavitation, or full-onset of cavitation. Cavitation,
which is the formation of and subsequent implosion of vapour bubbles in a fluid,
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creates damaging effects on the centrifugal pump as the vapour bubbles implode on
the vanes of the pump’s impeller. Four main symptoms accompany the onset of
cavitation: erosion via pitting of the impeller, a sharp crackling noise which is
usually compared to the sound of “pumping rocks”, high frequency and high
amplitude vibration, and a reduction in pumping efficiency, [9, 11].

The following sections of the paper will discuss the state of the art in cavitation
detection utilising neural networks, explain the theory behind the proposed meth-
odology and procedure followed by the results obtained.

2 State of the Art in Cavitation Detection Using Neural
Networks

Limited research has been done in the field of using neural networks to detect
cavitation. An overall review of cavitation detection methods can be found in
McKee et al. (McKee et al. 2011; [8]).

Wang et al. utilised a combination of wavelet analysis, rough sets, and partially
linearized neural networks (PNN) to attempt to detect cavitation. The system was
able to correctly detect cavitation with 85.1 % accuracy, [16, 18].

Wang et al. proposed a method using a B-spline neural network to detect fault
modes, including cavitation, in a centrifugal pump. However, the method was only
applied to seal ring faults with a 80 % success rate and not applied to cavitation, [3].

Nasiri et al. experimented with using a feed forward neural network to detect
cavitation. 13 inputs collected from 3 accelerometer sensors (which were located in
the front, radial and back of the volute) were given to the neural network: RPM of
the pump, crest factor, kurtosis, mean and the variance of the signal. The system
was shown to have a maximum error of 9.375 % when one sensor was used, a
maximum error of 7.1875 % when 2 sensors were used, and 0 % error when all
three sensors were used. Although providing very promising results, the number of
sensors and inputs to the neural network are costly both in money for sensors and
processing time, [2].

Other uses of neural networks to detect cavitation have resulted in mixed results.
Most experiments have not been validated against measurements taken in industry,
but instead data created in a lab under ideal conditions or created under simulations,
[5, 19, 22]. As a result, its ability to perform on industrial equipment has not been
verified.

3 Sensitivity Analysis Approach

Limited research has been done in the field of using neural networks to detect
cavitation. An overall review of cavitation detection methods can be found in
McKee et al. [8].
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3.1 Octave Band Analysis

Octave band analysis divides the frequency spectrum of a signal into bands, or
sections, which are then analysed separately to determine characteristics that may
be otherwise hidden when the entire vibration signal is processed. Octave band
analysis has been utilised in the acoustics field for decades for isolating and ana-
lysing specific regions of frequencies and has resulted in the creation of standards
such as ISO 532. According to ISO 532, the upper and lower limits, and the central
frequencies of the octave bands are predefined values, having the range cover the
audible range of frequencies for humans (20 Hz–20 kHz). Upper and lower limits of
each band are calculated to be the central frequency of the band divided by the
square root of 2, and the central frequency of the band multiplied by the square root
of 2. As a result, starting with a central frequency of 31.5 Hz, the entire audible
range is covered in 10 octave bands, [13].

McKee et al. proposed an altered method in order to apply Octave analysis to the
condition monitoring field, [7]. Since an important factor in rotating machinery
vibration is the running speed of the rotating machine, and not the predefined range
of frequencies analysed, two major changes were introduced to the method. First,
the central frequency of the second octave band is set equal to the running speed of
the rotating machinery. This causes the first octave band to contain only sub-
harmonic information, and octave bands higher than the second to contain infor-
mation surrounding the harmonics of the running speed. The second change is that
the number of octave bands is not limited to 10 octave bands, but rather changes in
order to accommodate half the sampling rate of the digitised vibration signal. As a
result, the number of octave bands is dependent on the sampling rate and running
speed of the machine. However, this also means that specific octave bands con-
sistently contain information related to certain harmonics of the rotating machinery,
which allows easy comparison of information of the same type of machines that
maybe running at different speeds. For example, octave band 2 will contain
information surrounding the running speed, while octave band 3 and 4 will contain
information surrounding the 2nd and 3rd through 5th harmonic respectively, [7].

3.2 Principal Component Analysis

Principal Component Analysis (PCA) attempts to find a set of orthogonal axes that
would maximize the amount of variance of the data. These orthogonal axes are a
linear combination of the input variables, and are ordered according to the amount
of spread of the variance along the axes. Hence, the first principal component is the
axis along which the data contains the largest variance. The second principal
component is the orthogonal axis that has the second largest variance, [12].
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The goals of PCA are to [1, 21]

1. extract the most important information from the input data
2. remove the non-important data, resulting in a compressed data set
3. reduce or simplify the data set
4. determine if there are any relationships between objects.

As a result, the principal components obtained are arranged in the order of most
to least importance in separating the data, if clusters exist within the data. This is the
reasoning behind using this method at the pre-processing stage to a neural network.

3.3 Neural Network Approach

Artificial neural networks (ANN) are used widely for pattern recognition, since they
perform well in separating clusters of data in noisy and unpredictable situations. A
neural network contains a set of mathematical processing elements, also known as
nodes, connected using synapses. Each node uses a weighted sum of the input
information, which is obtained via connecting synapses, as the input to an activa-
tion function, which is usually either sigmoidal, arc tan or linear. The output of the
activation function is then sent to connecting nodes to be used as the input of the
subsequent node. If used individually, the application of a node is limited, however,
when multiple nodes are inter-connected in layers, solutions to linear and nonlinear
mathematical problems can be obtained with some training, [4, 10].

Training is performed by showing the network examples of input patterns along
with the desired output patterns, and allowing the network to adjust its weights in its
synapses to attempt to produce the output pattern. Afterwards, validation and
testing is performed to select the best set of weights, and to measure the accuracy of
the model. The ability of the neural network lies in the number of neurons in the
network, the interconnected patterns or topology between the neurons, and the
weights of the synapses between the neurons of each layer, which is a function of
the learning algorithm used during the training, [4, 10].

Two different types of neural networks have been used in this study: a feed
forward neural network (FFNN), and a linear vector quantization (LVQ) network.
A FFNN is a neural network with a simple design, typically having 3 layers—input
layer, hidden layer, and output layer. The number of nodes in the input layer is
equal to the number of variables within the data, while the output is the dependent
variable to which the inputs are being mapped to. The number of nodes in the
hidden layer, and the number of hidden layers are experimentally determined by the
amount needed to solve the problem. There are however two rules that are often
used as a starting point to determine these values: (i) most problems can be solved
using one hidden layer (ii) the number of hidden neurons is the mean of the neurons
in the input and output layers. The basic schematic of a FFNN with n inputs and
m outputs is found below in Fig. 1 [4, 10].
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A LVQ network utilises an unsupervised layer as its first hidden layer, followed
by a linear transformation function, similar to a FFNN. The unsupervised layer,
often called a self-organising map (SOM), allows data to be presented with no
accompanying target information. Instead of classifying data based on predeter-
mined classes, the SOM uses a similarity metric to cluster data with similar vectors
in such a way that neurons which are physically near each other in the neuron layer
respond to similar input vectors. Hence when the weights of a neuron are updated,
the weights of its neighbouring neurons are updated as well. The topology of the
SOM is usually in the shape of connected squares or hexagons. Figure 2 gives a
schematic of a typical SOM with its topology in the shape of squares, 2 input units
for each input vector, and 15 output units, [4, 20].

The second layer of the LVQ is a linear layer, which takes the cluster centres
obtained in the SOM layer, and labels the clusters according to predetermined
classes based on a majority of the points around the cluster centres that belong to
the cluster. This class information is used to fine tune the location of the cluster
centre in order to minimise the number of misclassified points. After this learning
stage is done, the LVQ is able to classify an input vector by assigning it to the class,
defined by the closest cluster centre, which its output unit in the SOM is closest to.
Figure 3 shows the layout of a LVQ network, [4, 20].
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Fig. 1 Schematic of a feed forward neural network
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Fig. 2 SOM Network with 2 input units and 15 output units
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4 Experiment

The overall goal of the experiment was to be able to classify a centrifugal pump as
being either: (1) no cavitation (2) incipient cavitation or (3) full on cavitation. In
order to do so, a three step procedure was proposed to pre-process the data obtained
from an accelerometer signal found on the non-drive end bearing of a centrifugal
pump, and then to determine which of the three categories the data falls into.

4.1 Methodology

The first step utilised key indicators of cavitation developed by McKee et al.
McKee et al. utilised an altered form of octave band analysis and had determined
that there were 3 octave bands that best show the existence of cavitation in an
acceleration signal: octave band 2, 8 and 9, [8]. Since RMS velocity is used in ISO
10816 as a standard for determining the health of a centrifugal pump, the RMS
velocity values from these three octave bands were obtained to characterise the
data, [14, 15]. Using these as inputs, the second step performed a PCA on the RMS
velocity values in these octave bands to determine three principal components that
can best show the spread of the data. The last step takes the principal components as
inputs into a neural network, either a FFNN or a LVQ, to characterise the data into
one of three categories describing the state of the pump. For both the FFNN and the
LVQ, the 170 data points from the pumps were randomized and then divided into 3
sets: 70 % of the data was placed in the training set, 15 % of the data was placed in
the validation set, and 15 % of the data was placed in the testing set.

The size of the FFNN varied from having 1 hidden layer with 2 neurons to 2
hidden layers with 20 neurons each. The inputs to the FFNN were the RMS velocity
values from the 3 octave bands, and the output was a number ranging from 0 to 1.
The activation function for both the hidden layers and the output layers was a
tangent-sigmoidal function, also known as ‘atan’, to limit the range of the output of
the neurons. The training function was chosen to be the Levenberg-Marquardt
method. To train, validate, and test the data, inputs were given with target outputs to
the FFNN, and the mean squared error was used to evaluate the outputs of the
FFNN. To determine the effectiveness of the FFNN, the amount of deviation of the
results from the target data using the testing data was analysed. Three ranges of

ClassificationInput
Units

SOM Output
Units

Linear 
Layer

Fig. 3 Layout of a learning vector quantization (LVQ) network
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accuracy were analysed: within 1 % deviation from the target value, within 10 %
deviation of the target value, and within 50 % deviation from the target value.

The size of the SOM layer in the LVQ varied from 2 to 30 neurons. The mean
squared error was used to evaluate the outputs of the LVQ. Unlike the FFNN where
the output of a neuron of the FFNN may range from −1 to 1, the output of the
neuron in the output layer is only a 1 or 0 in a category. As a result, there are no
levels of correct classification, but only if the point was classified correctly or not.

4.2 Data

Three sets of data obtained from multiple sources were utilised for this experiment.
In order to train the FFNN and the LVQ, data was required from a pump in each of
the 3 categories. In addition, in order to account for a wide variety of pump
characteristics, data from different sized pumps were obtained. Table 1 lists the
pumps used in this experiment, pump condition, and the ISO 10816 values asso-
ciated with the points. It has been found that the ISO 10816 levels are not always
able to reflect the existence and severity of cavitation in a centrifugal pump. This is
due to the fact that cavitation excites high frequency components in the vibration,
which may have low amplitudes at incipient cavitation. Since the ISO 10816
severity charts evaluate the RMS velocity of the centrifugal pump, these low
amplitudes may not alter the RMS velocity values enough to produce noticeable
changes. As a result, centrifugal pumps with some amount of cavitation may be
wrongly classified as non-faulty and containing a no cavitation.

From each pump, a series of 1 min vibration time data sets were analysed to
determine the characteristics of the condition of the pump. Out of the 170 points
used as data from the pumps, 81 points (47.65 %) were considered points from a
non-cavitating pump, 30 points (17.65 %) were considered points representing
incipient cavitation, and 59 points (34.7 %) were considered points representing
cavitation, [8].

Table 1 Pumps used in experiment

Condition of pump Type of pump

Non-cavitating 1. Gould 3,700, 90 kW, 4 vane impeller, 2,990 RPM

ISO 10816—Level A 2. Thompsons, Kelly and Lewis 400 × 450 ECSD 3 stage pump, LSE
2,600 kW, 1,485 RPM

Incipient cavitation 1. Gould 3,700, 90 kW, 4 vane impeller, 2,990 RPM

ISO 10816—Level A,
B

2. Thompsons, Kelly and Lewis 400 × 450 ECSD 3 stage pump, LSE
2,600 kW, 1,485 RPM

Full-onset of
cavitation

1. Thompsons, Kelly and Lewis 33″/36″ SDS-DV, 840 kW, 741 RPM

ISO 10816—Level B,
C and D

2. Thompsons, Kelly and Lewis 24″/27″ SDS-DV, 446 kW, 986 RPM

3. ITT Flygt CT-3231, 2 Blade, 85 kW, 1,475 RPM
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5 Discussion

The sizes for both types of neural networks were changed in order to determine the
ideal network size which would produce the highest percentage of classification.
Sizes for a FFNN ranged from a single hidden layer with 2 neurons in the layer to a
double hidden layer with 20 neurons in each layer. The number of neurons in the
input and output layer were kept constant at 3 each, since this was determined by
the number of octave bands used and the categories for the vibration. Likewise, the
number of neurons for the competitive layer of the LVQ ranged from 2 to 30
neurons. The highlights of the results are in Table 2, which shows the percentage of
points correctly classified from the test set of data. Each of these values is an
average of the results of the ANN over a series of 10 trials.

Table 2 shows a number of results from the FFNN, which differ according to
levels of accuracy and size of the neural network. A 1 % deviation of the target
value means that the value in the neuron for the target category (no cavitation,
incipient cavitation, full-onset of cavitation) was found to be 0.99 and higher.
Likewise, a 10 % or a 50 % deviation of the target value means that the value in the
neuron for the target category was found to be 0.9 and higher or 0.5 and higher.
These different levels are stated since the output neurons in the FFNN produce
levels of certainty of the classification of a point in the target category. Since LVQ
output neurons produce only 0 or 1, the percentage classification is the same for all
three evaluations of the neural network. Percentage values for these categories were
obtained by dividing the number of points out of the test set that met the criteria by
the total number of points in the test set.

The best FFNN with a single hidden layer had 7 neurons in its hidden layer and
produced a 88.46 % success rate at the 10 % level, which is the least accurate of the
four FFNN highlighted in Table 2. Using the rules of thumb in Sect. 3.3 to
determine the number of neurons in the hidden layers, it was found that the optimal
neural network fitting this description had 3 neurons in its first hidden layer and 1 in
its second hidden layer, producing a 93.54 % success rate at the 10 % level. This
neural network was found to the best at classification at the 1 % level. The neural
network with the largest success rate at the 10 % level, which was 98.08 %, had the

Table 2 Highlights of percent classified correctly

Type of
neural
network

Number of
neurons in
hidden
layers

Percentage classi-
fied correctly
within 1 % of tar-
get value (%)

Percentage classi-
fied correctly within
10 % of target value
(%)

Percentage classi-
fied correctly within
50 % of target value
(%)

FFNN 7,0 83.46 88.46 89.23

FFNN 3,1 92.31 93.54 94.23

FFNN 19,16 90.38 98.08 98.85

FFNN 20,10 70.00 95.00 99.62

LVQ 10 56.54 56.54 56.54
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size of 19 neurons in its first hidden layer, and 16 in its second. However, this was
not reflective as being the best at the 1 % level, nor at the 50 % level. Finally, the
FFNN that had the best classification at the 50 % level was found to have 20
neurons in the first layer and 10 neurons in the second layer.

Comparing the results of the neural networks, if this were to be deployed into
industrial applications to detect cavitation, it would be recommended to use the
neural network with 3–1 configuration in the hidden layers since it utilises the least
amount of resources in terms of computation time and power. If resources are not a
problem, then a FFNN of 19–16 would be ideal to use due to its high success rate at
the 10 and 50 % level.

The LVQ, on the other hand, has shown to be very ineffective compared to the
FFNN. Its peak performance was at 56.54 %, using 10 neurons in its competitive
layer. This large difference in ability is due to the role of the unsupervised learning
in the classification of points to certain clusters. It seems from the results, that the
LVQ cannot completely separate the clusters of data, especially between the non-
cavitating data and the incipient cavitation. As a result, the LVQ misclassifies
almost 43 % of the points due to their proximity to another class’ centre.

6 Conclusion

The results of this experiment show the plausibility of using a ANN to classify the
state of cavitation in a centrifugal pump. Based on the percentage of correctly
classified data in the test data set, the FFNN has outperformed the LVQ in its ability
to correctly classify the condition of a centrifugal pump as having either a non-
cavitating state, incipient cavitation state, or full-onset of cavitation state. This is
due to the lack of distinct clusters to separate the three conditions. In the case of the
FFNN, at a level of correct classification within 10 % of its target value, it was
found that a FFNN with 19-16 hidden layers was optimal to use. However, in cases
where resources are limited, a FFNN with 3-1 hidden layers was optimal to use due
to its 93.54 % success rate at the 10 % level, and due to it having the highest
success rate, 92.31 %, at the 1 % level.

The application of this method in industry would provide users with a quick and
simple method of evaluating the amount of cavitation in their pumps. If automated,
this method would be able to take a one minute vibration reading from an accel-
erometer on a centrifugal pump, and return to the user an integer from 1 to 3 which
gives the state of cavitation in the pump. For a technician that is obtaining vibration
readings periodically on a pump, this would allow the technician to determine the
state of cavitation without having to record the vibration history of the pump.
Instead, within minutes, the state of cavitation would be easily known and the
technician would be able to take action accordingly.
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Remaining Useful Life Estimation
of Slurry Pumps Using the Health Status
Probability Estimation Provided
by Support Vector Machine

Peter W. Tse and Changqing Shen

Abstract The slurry pump is one of the most important machines and widely
applied in oil sand industries, mining, waste treatment, etc. The mixtures trans-
ported by the pumps include the solids as well as the liquids with different volume
and hardness that make the pumps work under abrasive and erosive environment.
This would cause the continuous wear of the components, especially the impeller,
in the pumps. As a result, the efficiency and useful life will be greatly reduced.
Every unexpected failure of slurry pumps could cost companies high up to millions
of dollars. To avoid this problem, traditional scheduled maintenance strategies are
usually adopted but it can not warn the impending failure and sometimes the
components are replaced when they are still in healthy status. Consequently,
effective condition monitoring and online health status assessment methods are of
great significance and should be developed to conduct timely and effective slurry
pump fault diagnosis and prognosis. In this paper, an effective data driven technique
for estimating the remaining useful life of slurry pumps are developed based on the
health status probability estimation obtained by Support Vector Machines (SVMs).
The signals collected by the sensors installed on an industrial slurry pump are used
for analysis. The results show that frequency band selection and the position of
sensors have some effect on the useful information acquisition and that SVM has
superior performance in industrial data processing.

1 Introduction

As a key equipment to transport the mixture of solids and liquids, the slurry pump is
widely used in the oil companies. The abrasive and erosive solid particles go
through the components like impellers in the pump and this will accelerate the wear
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of the pump [1]. Even worse, the impending failure and the degradation couldn’t be
effectively warned by traditional scheduled period maintenance strategies. As a
result, much loss is caused by sudden break down. For this reason, both the pump
manufactures and companies are pursuing potential methods to conduct effective
fault detection. From the above, aiming for a reliable, safe, economical and efficient
running of the slurry pump, the online health status identification is a very
important and significant task.

Recently, some research work on revealing the health status of the slurry pump
has been conducted. Walker et al. [2] discussed the relationship between the wear
and the solid particle sizes, slurry concentration and pump speeds. Bross et al. [3]
proposed a new model which could be used to predict the influence of the different
impeller design parameters on the wear behaviour. In order to clarify the failure
mechanisms, a systematic study on the failing impeller of a slurry pump used in wet
process phosphoric acid manufacture has been carried out by means of scanning
electron microscopy [4]. The results demonstrated that the weight loss of corrosive
wear is affected by the impact velocity and its tangential and normal components in
different areas of the impeller. The above achievement offer beneficial guidelines
for the pump design and manufacturing process. However, in practical operation,
the above methods may not be able to offer sufficient warning of the impending
failure.

In order to simulate the practical working environment, some test rigs are
established to carry out the case studies. Hancock et al. [5] decomposed vertical
pump vibration signals from their hydraulic pump test stand using wavelet packet
analysis, and then the packets containing signal features distinguishing normal and
failed pump operation were entered into an adaptive neuro-fuzzy inference system
(ANFIS) for pump health classification. Wang et al. [6] designed an experimental
system for the slurry pump and some working conditions were adjustable in order
to study their effect on the wear process of the impeller. Meanwhile, some data
analysis based on this test rig has been conducted. Qu et al. [7] developed a data
cleaning algorithm based on support vector machine and random sub-sampling
validation followed by feature selection. The tests showed good capability of the
data cleaning algorithm in identifying outliers for all datasets. Qu et al. [8] proposed
a pump prognostics algorithm jointly uses least square support vector regression
(LSSVR), genetic-algorithm-based optimization, and cumulative sum (CUSUM)
technique. Although the above research made satisfied achievement, their perfor-
mance under practical industrial environment is unknown.

The artificial-intelligence-based fault diagnosis methods have the potential to
carry out online pump health condition monitoring [9]. These methods aim to
recognize different pump health status via the features extracted from the vibration
signals. The accuracy of the identification of these conditions can be further
enhanced through classifiers that exhibit good performance [10]. Vanpnik [11]
recently developed supervised learning approaches known as SVM based on sta-
tistical learning theory. SVM has well-defined formulations and keep consistent
with mathematical theory. Moreover, owing to their superior generalization capa-
bility, SVMs do not require a large amount of samples for training [12]. Hu et al.
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[13] used SVM ensembles for bearing fault diagnosis and achieved better results
compared with other approaches.

In this paper, an effective data driven technique for estimating the practical
remaining useful life of slurry pumps are developed based on the health status
probability estimation obtained by SVMs. The signals collected by the sensors
installed on an industrial slurry pump are used for analyses. Some spectral energy
features are extracted from the raw signals under different wear conditions which
have known remaining useful life. An intelligent pump health status probability
estimation model is then constructed via the one-against-one SVMs. The result
shows that the positions of sensors have some effect on the useful information
acquisition and that support vector machine has satisfactory performance in
industrial data processing. The rest of this paper is outlined as follow. Section 2
briefly describes the fundamental theory of SVMs. The proposed pump prognostics
method is presented in Sect. 3, followed by industrial case verification as stated in
Sect. 4. Some factors are discussed in this section. Conclusions are drawn in Sect. 5.

2 Theoretical Background of SVMs

The SVM classifier is a supervised learning algorithm based on statistical learning
theory developed by Vapnik [11]. This technique maps the low dimensional data
sets to the high dimensional feature space, and aims to solve a binary problem by
searching an optimal hyper plane which can separate two data sets which have the
largest margin in the high dimensional space. The optimal hyper plane is then
established through a set of support vectors from the original data sets and these
subsets form the boundary between the two classes. Given fxi; yigNi¼1 be a training
data set where xi is the input feature vector for each sample; N is the sample
number; and y 2 f�1;þ1g represents its label. As shown in Fig. 1, the optimal
hyper plane is defined by w � xþ b ¼ 0, where x is the point lying in the hyper
plane, w is the parameter for the orientation of hyper plane, and b is a scalar

{ | 0}x w x b• + =

{ | 1}x w x b• + = +

{ | 1}x w x b• + = −

Support vectors

Fig. 1 Data automatically
classified by SVM
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threshold which represents the bias from the margins. For both classes, the input
feature vectors satisfy the following inequality:

yiðw � xi þ bÞ� 1; i ¼ 1; 2; . . .;N ð1Þ

Hence, a decision function that can be used to decide whether a given data
belongs to either the positive class or the negative class is given as follows:

f ðxÞ ¼ signðw � xþ bÞ ð2Þ

The positive slack variable ni is introduced to the above optimization problem
and then a new optimization problem is formed as follow:

min
1
2

wk k2þC
XN

i¼1

ni
s:t: yiðw � xi þ bÞ� 1� ni ; i ¼ 1; 2; . . .;N

ð3Þ

where C is a penalty parameter which controls the tradeoff between the margin
maximization and error minimization. After solving the Lagrange equation of
Eq. (3), a classification function can be defined as:

f ðxÞ ¼ sgn
Xn

i¼1

aiyiKðxi; xÞ þ b

( )
ð4Þ

where ai is the Lagrange multiplier; K xi; xð Þ ¼ u xið Þ � u xð Þ is a symmetric positive
defined kernel function given by the Mercer’s theorem, and the kernel function can
map a low dimensional vector to a high feature space through some nonlinear
functions. In this paper, the popular radial basis function (RBF) is adopted and its
mathematical formula is given as:

Kðxi; xÞ ¼ expð� xi � xk k2
2r2

Þ ð5Þ

where r is a positive real number.
The SVM is actually a binary classifier. However, the slurry pump usually

experience different more than two wear stages. To solve this problem, a number of
multiclass classification strategies, such as the one-against-one (OAO), the one-
against-all (OAA) and the direct acyclic graph (DAG) could be employed [14]. The
OAO based strategy is a voting approach which is regarded as a more suitable
strategy to the actual application due to its comparatively fast training speed and
good classification accuracy [15]. As shown in Fig. 2 for a k class problem, the
OAO method constructs kðk � 1Þ=2 binary classifiers. If x is classified to class I, the
vote for class I is increased by one. Hence, the class with most votes is determined
as the class for x and the OAO based strategy is also called Max Win strategy.
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3 The Proposed Slurry Pump Remaining Useful Life
Estimation Method

As a key component in the slurry pump, the continuous operation of the impeller is
of great importance to ensure the production efficiency of the slurry pump. Hence,
effective slurry pump impeller remaining useful life estimation could enhance the
reliability of the slurry pump and prevent the unexpected breakdown. The slurry
pump is a very complicated machine under the industrial environment. The fault
related impacts could be easily whelmed by the noises from different sources.
Hence, it is very hard to detect the impeller wear condition through signal pro-
cessing based methods although they have been proved to be effective in identi-
fying the rotating machinery health condition. Considering that the vibration energy
of the impeller varies with the wear degree. The spectrum energies in sensitive
frequency band are extracted as indicators. The OAO SVMs are used for pump
remaining useful life estimation. Figure 3 depicts the procedure of the proposed
method.

A-B A-C B-C

A B C

Fig. 2 The illustration of OAO approach

Fig. 3 The framework of the proposed pump RUL estimation method
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The spectrum is divided into a number of sub-bands and then the spectrum
energies are calculated from each sub-band. The vibration signal collected under
different pump wear stage exhibit different spectrum energies in sensitive frequency
bands. As a result, these statistical features are extracted for the further analysis.
During the running of the slurry pump, the impeller will go through different wear
stages and its remaining useful life decreases with the time. Hence, recognition of
the pump health status is of great significance due to its strong relationship with the
remaining useful life. Here, the OAO SVMs are employed to train and test the
pump health status recognition model based on the historical data whose wear
condition and remaining useful life are known.

Assume that there are K data sets which indicate K wear conditions with
increasing degrees and decreasing RUL, then a K classes SVM multi-classifier is
established. For a unknown dataset including J samples collected within a workday,
each sample is fed to the classifier to judge its wear stage yj (yj = 1, 2, 3,… K, j = 1,
2, 3, … J) until the results for all the samples within a workday are obtained. From
the above SVM multi-classification results, the probabilities of each health status
are presented as following:

Pðs ¼ k x1; x2; . . .; xJj Þ ¼
XJ

j¼1

Ik yj
� �

J

Ik yð Þ ¼
0 y 6¼ k

1 y ¼ k

(
; k ¼ 1; 2; . . .;K

ð6Þ

The sum of the probabilities for each health status follows the following
equation:

XK

k¼1

Pðs ¼ k x1; x2; . . .; xJj Þ ¼ 1 ð7Þ

After the estimation of current pump health status in term of probability distri-
bution of each health status, the RUL estimation could be performed. Combining
each health status probabilities for a dataset and the historical remaining useful life,
the RUL estimation of the slurry pump can be expressed as Eq. (8) accordingly:

RUL ¼
XK

k¼1

Pðs ¼ k x1; x2; . . .; xJj Þ � sk ð8Þ

where sk is the historical remaining useful life for the kth wear condition.
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4 Industrial Case Studies

To validate the applicability of the proposed method, the data collected from the
industrial slurry pump are analysed here. Four accelerometers were mounted at
different positions, where the PCB 352A60 accelerometers (S1 and S2) were
mounted on ‘Casing Lower’ and ‘Casing Discharge’ and the PCB 352C18 accel-
erometers (S3 and S4) were mounted on the ‘suction and discharge pipes’. These
four accelerometers collected the vibration signals from four different positions at a
similar sampling frequency rate of 50 kHz. The pump vibration measurements were
collected via the smart asset management system (SAMS). The data acquisition
equipment consisting of a National Instrument (NI) cDAQ 9172 and a DAQ
module NI 9234 was used. The data were recorded from March to June and the
impeller was broken at the end of May according the historical data. The data sets
listed in Table 1 are analysed here.

Different frequency bands are analysed here to investigate their sensitivities, the
frequency band is divided into 8 sub-bands and thus 8 energy indicators are cal-
culated for each sample. 10 samples of each data set are used for wear condition
recognition model training and the rest 10 samples are used for testing. Once the
pump health status probabilities for each sample are obtained. The estimated RUL
could be calculated via Eq. (8). Some frequency bands in low frequency region are
investigated. Figures 4 and 5 show the training and testing results for the slurry
pump RUL estimation based on the data collected from S1. In this analysis, the
frequency band is selected as 0–1,000 Hz and the width of each sub-band is 125 Hz.
From the results, it could be seen that the training results matches well with the
pump actual RUL. Although the trend of the results for the testing samples agree
with the actual RUL, the deviations between the predicted RUL and the actual RUL
for each data set are not satisfactory.

Table 1 Data used for testing purpose

Month Date RUL (Days) Number of samples

March 13th 76 20

20th 69 20

April 2nd 56 20

9th 49 20

16th 42 20

21st 37 20

28th 30 20

May 2nd 26 20

22nd 6 20

28th 0 20
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The frequency band is then selected as 0–400 Hz and the width of each sub-band
is 50 Hz. Similarly, Figs. 6 and 7 present the RUL prediction results for training and
testing samples. It could be seen that the new frequency band is more sensitive for
better results are obtained for the testing samples as shown in Fig. 7. The predicted
RUL for the training samples keep in good accordance with the actual RUL. While
some deviations between the predicted RUL and the actual RUL exists in the results
for the testing samples. However, the deviations are smaller than those in Fig. 5.
From the above analysis, the selection of sensitive frequency band for features
extraction is an essential step to ensure satisfactory performance of the RUL esti-
mation method. Moreover, as mentioned before, there are 4 sensors installed at
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Fig. 4 The predicted RUL
for the training samples
whose features are extracted
from 0–1,000 Hz
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different positions and thus the sensitivities of the sensor locations should also been
discussed. Accordingly, the data from the other 3 sensors are processed as the above
procedures. Figures 8, 9 and 10 present the predicted RUL for testing samples
collected from the other 3 locations.

The following indicator is used for evaluating the performance of the data from
different sensors:

EE ¼
XK

k¼1

RULk � skj j ð9Þ
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Fig. 6 The predicted RUL
for the training samples
whose features are extracted
from 0–400 Hz
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Fig. 7 The predicted RUL
for the testing samples whose
features are extracted from
0–400 Hz
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The indicator values for these 4 sensors are shown in Table 2:
According to the results in Table 2, the positions of the sensors also affect the

performance of the analysis. The data from the sensors mounted on ‘Casing Lower’
and ‘Casing Discharge’ performs better than those from the other two places.
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Fig. 8 The predicted RUL
for the testing samples
collected via S2
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for the testing samples
collected via S3
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5 Conclusion

In this paper, an new data driven technique for estimating the practical remaining
useful life of slurry pumps are developed based on the health state probability
estimation obtained by OAO SVMs. The spectral energy features are extracted from
the raw vibration signals under different wear conditions which have known
remaining useful life. An intelligent pump health status probability estimation
model is then constructed via the one-against-one SVMs. Different frequency bands
are investigated and the performances of the signals from different sensors are
compared. The results prove that the range of 0–400 Hz is sensitive to the pump
health status and the sensors installed at the ‘Casing Lower’ and ‘Casing Discharge’
could capture the pump status information more accurately.
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Table 2 The fault indicators calculated by each sensor

Sensor No. 1 2 3 4

Indicator value 117.6 105.1 130.3 130.3
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Bearing Defect Diagnosis by Stochastic
Resonance Based on Woods-Saxon
Potential

Siliang Lu, Qingbo He and Fanrang Kong

Abstract The interference from background noise makes it difficult to identify the
incipient bearing defect via vibration analysis. Stochastic resonance (SR) is a
nonlinear phenomenon which is characterized by that the output signal can be
enhanced with the assistance of the proper noise. The Large Parameter Bistable SR
(LPBSR) method is commonly used in the bearing fault diagnosis. However, the
LPBSR method requires signal tuning to satisfy the small parameter requirement
(both amplitude and frequency are far less than 1), which implies the inherent
structure of the input signal is modified and the effect of SR may be further affected.
Additionally, a barrier exists in the bistable model, which indicates that the particle
motion in the bistable potential is unstable and then the external noises induced by
the unstable motion are introduced in the output signal. This chapter proposes a new
strategy to realize bearing defect diagnosis, that is, a Woods-Saxon potential instead
of a conventional bistable potential is utilized to achieve SR and to enhance the
output signal-to-noise ratio (SNR). In the proposed method, the output SNR can be
optimized just by tuning the parameters of the Woods-Saxon potential. This method
overcomes the limitation of the small parameter requirement of the classical bistable
SR, and can thus detect a high driving frequency. Furthermore, the smooth Woods-
Saxon potential leads to a more stable particle motion compared to the bistable
potential, which provides a more regular output waveform and reduces the unex-
pected noises at the same time. The proposed method has yielded more effective
results than the traditional methods, which was verified by means of a practical
bearing vibration signal carrying defect information.
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1 Introduction

Rolling bearing is widely used in the industrial applications. The inner-race, outer-
race along with the rolling elements in the bearing endure the radial alternating
stress when a bearing rotates. Under this circumstance, the bearing may be defective
over a period of time, a slight defect may cause the machine stop but a serious
defect can cause a catastrophe. Hence, the condition maintenance and the fault
diagnosis of the bearing are of significant. Traditional bearing fault defect diagnosis
methods include vibrational and acoustical signal analyses. For the vibrational
signal analysis method, the vibration sensor attached to the machine is utilized to
measure the vibration signals of the bearing. And then the signal processing
methods (e.g. time-domain signal analysis, frequency-domain signal analysis) are
employed to analyse the measured signals. Based on the principle that the features
of the normal bearing signal are different from that of the defect bearing signals, the
health condition of the bearing can be determined after the signal analysis.

However, the bearing is just one of the components of a rotating machine, the
vibrational signal from the bearing is not isolate, and it is always submerged in the
background noises induced by other coupled components’ vibration. To get a clean
bearing signal, signal filtering is always in demand. Traditional signal filtering
methods generally focus on suppressing the noise to improve the signal-to-noise
ratio (SNR) of the output. For example, a weak signal feature extraction method
based on wavelet transform (WT) is suggested in Ref. [1]. A method of using
higher order cumulants (HOCs) and WT to improve the fault classification accuracy
under poor SNR is proposed in Ref. [2]. Moreover, in Ref. [3], a wavelet-based
approach for denoising coarsely quantized signals is proposed. In addition, the
removal of discrete frequency noise using self-adaptive noise cancellation is also
demonstrated for analysing the vibration signals [4]. These noise removal tech-
niques are manipulated in frequency-domain, but it is noteworthy that the noise
frequencies may be close to the bearing defective frequency. Consequently, the
noise suppression may weaken the amplitude of the defective frequency at the same
time, which may thus cause possible mistake in bearing defect diagnosis.

Distinct from the traditional signal denoising methods, stochastic resonance (SR)
can utilize the proper noises to enhance the output signal, and has been manifested
to be an effective method for weak signal detection [5]. In Ref. [6], a method for
detecting signals buried in noise via nanowire transistors using SR is proposed. In
Ref. [7], weak signal detection in a circuitry system is conducted with multiscale
noise tuning SR. And in Ref. [8], an application of parameter-induced SR to target
detection in shallow-water reverberation is introduced. The classical SR theory is
based on the small parameter assumption (both amplitude and frequency of the
signal are far less than 1); however, the practical signals from engineer applications
are always with amplitude and frequency being higher than 1. To address this issue,
large parameter bistable SR (LPBSR) is suggested [9]. By the LPBSR method, the
signal is tuned to satisfy the small parameter requirement of SR. However, the
signal tuning may change the inherent structure of the signal, and then the effect of
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SR may be further affected. Besides, a barrier exists in the bistable potential, which
indicates that the particle motion in the bistable potential is unstable and then the
external noises induced by the unstable motion are introduced in the output signal.

Since the SR system can be regarded as a signal-input-output-system, the output
signal can be affected by both the input signal and system structure. In this chapter,
we investigate a new method based on Woods-Saxon potential SR to realize
bearing defect diagnosis. The proposed method requires tuning SR system
parameters rather than tuning signal parameters, and it is suitable for large
parameter signal. Different from traditional SR system parameter tuning methods
based on the bistable potential model, a new potential called the Woods-Saxon
potential is proposed for SR system tuning in weak signal detection. The Woods-
Saxon potential provides a smooth bottom, which indicates that the particle motion
in the potential is stable. As a result, the output waveform from Woods-Saxon
model is more regular than that from bistable model. In this study, experimental
investigation by a practical defective bearing signal is addressed to verify the
effectiveness of the proposed method for detecting the bearing’s defective fre-
quency in comparison with the envelope spectrum analysis and traditional LPBSR
methods.

2 Traditional Large Parameter Bistable Stochastic
Resonance

The traditional SR has been developed in bistable system. The SR phenomenon can
be briefly described as: a particle is driven by the periodic force and the random
noise in a bistable potential, and the periodic motion can be enhanced by the proper
noise. Considering an overdamped case, the governing equation of the particle
motion in the bistable potential can be written as:

dx
dt

¼ �U0 xð Þ þ A0 sin 2pf0t þ uð Þ þ n tð Þ ð1Þ

where A0 is the periodic signal amplitude, f0 is the driving frequency, φ is the phase.
U(x) represents a reflection-symmetric quartic potential:

UðxÞ ¼ � 1
2
ax2 þ 1

4
bx4 ð2Þ

in which a and b are barrier parameters with positive real value. And
nðtÞ ¼ ffiffiffiffiffiffi

2D
p

nðtÞ, with <n(t)n(t + τ)> = 2Dδ(t) is the noise item, wherein D is the
noise intensity and ξ(t) represents a Gaussian white noise with zero mean and unit
variance. Then Eq. (1) can be written as:
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dx
dt

¼ ax� bx3 þ A0 sinð2pf0t þ uÞ þ
ffiffiffiffiffiffi
2D

p
nðtÞ ð3Þ

The most important feature of the bistable SR is that the output amplitude
depends on the noise intensity D [5]. Specifically, the output amplitude firstly
increases with increasing noise level, reaches a maximum, and then decreases
again, which indicates the celebrated SR effect. Via the SR, the output signal can be
optimized by adjusting the noise level.

The above theoretical analysis based on bistable model is under the assumption
that the amplitudes and frequencies of the input signals (periodic signal and noises)
are all smaller than 1. This can be interpreted by the adiabatic approximation or
linear response theory. To make the SR suitable for processing the large parameter
signal, the signal should be tuned based on normalized scale transformation [10].
Mathematically, let y = x

ffiffiffiffiffiffiffiffi
b=a

p
, τ = ax and K =

ffiffiffiffiffiffiffiffiffiffi
a3=b

p
, and substitute them to

Eq. (3), we can obtain:

dy
ds

¼ y� y3 þ 1
K

A0 sin
2pf0s
a

þ u

� �
þ

ffiffiffiffiffiffi
2D

p
n

s
a

� �� �
ð4Þ

Equation (4) is the normalized form of Eq. (3). From Eq. (4), it can be seen that
the driving frequency has been normalized to be 1/a times of the original frequency.
Consequently, the large parameter SR can be achieved by applying Eq. (4). With
the normalized scale transformation, choosing a large parameter K can normalize a
high frequency (larger than 1 Hz) to be much smaller than one, which hence
satisfies the requirement of the classical SR.

3 Stochastic Resonance Based on Woods-Saxon Potential

3.1 Basic Principle

From the aforementioned analyses, it can be found that the output signal is relative
to the interaction between the driving signal and the random noises. In fact, the
system output can be also affected by the SR potential U(x) [11]. In this study, the
capacity of weak signal detection based on Woods-Saxon potential SR is investi-
gated. The Woods-Saxon potential is a mean-filed potential for single nucleon states
within the shell model of nuclear structure that firstly proposed by Woods and
Saxon [12]. And Ignacio Deza et al. used the Woods-Saxon potential for a study of
wide spectrum energy harvesting based on the SR principle [13]. In this study, we
intend to extend the application of Woods-Saxon SR in signal processing region.
The equation of Woods-Saxon potential is shown below:
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UðxÞ ¼ � V0

1þ exp
xj j�r
c

� � ð5Þ

Equation (5) demonstrates that the shape of Woods-Saxon potential U(x) is
determined by three parameters, where parameter V0 affects the depth of the
potential, parameter r affects the width of the potential while parameter c deter-
mines the smoother of the potential. An intuitional illustration of U(x) at fixed
V0 = 2, r = 1 and varying c from 0.01 to 0.28 is shown in Fig. 1.

It can be found in Fig. 1, U(x) becomes a square well of depth V0 and width
2r for c = 0. As c grows the potential walls become smoother, maintaining the value
–V0/2 at |x| = r. When c is large exceedingly, U(x) resembles a parabolic potential.
Hence the potential shape can be adjusted by parameters V0, r and c respectively.
Substitute Eq. (5) to Eq. (1), the equation of SR based on Woods-Saxon potential
can be obtained as:

dx
dt

¼ V0

c
sgn xð Þ exp xj j � r

c

� �
1þ exp

xj j � r
c

� �� ��2

þA0 sin 2pf0t þ uð Þ þ n tð Þ

ð6Þ

where sgn(x) denotes the sign function. It can be seen from Eq. (6), the right hand
side of Eq. (6) is consisted of three items: the first item related to the potential
structure, the second item related to the periodic signal and the third item related to
the noise. And the system output which shown in the left hand side of Eq. (6) can be
adjusted by tuning the SR system parameters. This is the basis of Woods-Saxon SR.

Fig. 1 Woods-Saxon
potential U(x) at fixed V0 = 2,
r = 1 and varying c from 0.01
to 0.28
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3.2 Proposed Bearing Defect Diagnosis Scheme

When a fault is occurring in a bearing, periodic impulses can be revealed in the
corresponding spectrum of the generated vibrational signals. Different types of
bearing faults will lead to impulses appearing at different periodic intervals, thus the
fault characteristic frequency is commonly analyzed to classify the fault type of the
bearing [14]. For a quantitative analysis of the defective frequency detection effect,
the SNR of the output signal is introduced as a criterion. The SNR is defined as
follow:

SNR ¼ 10 log10
Ad

An

� �
ð7Þ

wherein Ad and An represent the amplitudes corresponding to the driving frequency
fd and the strongest interference frequency fn (which means the frequency with the
largest amplitude except the driving frequency) in the power spectrum, respectively.
A larger SNR indicates a better discrimination between the periodic signal and the
noise. Based on such a criterion, the bearing defect diagnosis scheme based on
Woods-Saxon SR can be illustrated in Fig. 2. The detailed steps of the algorithm are
depicted as follows:

Fig. 2 The proposed bearing
defect diagnosis scheme
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With the above steps, the Woods-Saxon potential is adjusted to match the input
signal and then the optimal output signal with maximal SNR can be obtained.

4 Experimental Verification

To verify the effectiveness of the proposed bearing defect diagnosis method, the
defective bearing vibrational data from Case Western Reserve University (CWRU)
Bearing Data Center Website [15] are utilized for analysis. The proposed algorithm
is also compared to the traditional envelope and traditional LPBSR spectrum
analysis methods.

As shown in Fig. 3, the test stand consists of a 2 hp motor (left), a torque
transducer/encoder (center), a dynamometer (right), and control electronics (not
shown). The motor shaft is supported by the test bearings. Vibrational signal was
collected with the accelerometers attached to the housing with magnetic bases, and
the sampling frequency is 12 kHz for drive end bearing experiments. The bearing
used in this study is the deep groove ball bearing with the type of 6205-2RS JEM
SKF. The detailed geometries of this bearing are shown in Table 1. In this study, the
outer race defective bearing signal with rotation speed 1,723 rpm is analyzed.
Single point fault was introduced to the test bearing’s outer race using electro-
discharge machining with fault diameters 14 mils (1 mil = 0.001 inches), and the
defect depth is 11 mils. Based on the bearing’s geometries and the rotation speed fr,
the ball passing frequency over the defect, fBPFO, can be calculated as follow:

fBPFO ¼ 1
2

1� d
Dm

cos a

� �
fn
60

Z ð8Þ

where d, Dm, α and Z represent the ball diameter, the pitch diameter, the contact
angle of the rolling element and the number of rolling elements, respectively. And
then fBPFO is calculated to be 102.5 Hz based on Eq. (8).

Fig. 3 The bearing test stand
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Firstly, the waveform and power spectrum of the original outer race defective
signal are show in Fig. 4a. It can be found from the waveform that the impulses
induced by the defect are submerged in the heavy background noise, and the fBPFO
component is also overwhelmed in the power spectrum. Considering that the
machine resonance vibration are always demodulated by the defective impulses in
the practical engineering applications, the Hilbert Transform (HT) method is
introduced to demodulate the original signal and to reveal the substantial defective
information [16]. The results that are processed by HT envelope method are shown
in Fig. 4b, it can be seen from the power spectrum, the fBPFO component can be
pointed out by the arrow. However, the energies of the noise components are higher
than that of the fBPFO, which may cause possible error in bearing fault diagnosis.
Besides, the SNR of the HT envelope signal is calculated to be −4.12 dB according
to Eq. (7). In addition, the traditional LPBSR method that is introduced in Sect. 2 is
applied to analyse the same signal, and the waveform and power spectrum are
depicted in Fig. 4c with optimal parameter K = 360,000 according to Eq. (4). The
power spectrum indicates that the fBPFO is still hardly to be identified, and the
corresponding SNR is just −3.50 dB. Such results are unsatisfied as the fBPFO is still
submerged in the surrounding noises.

Finally, the same outer race defective signal is processed by the proposed
method following the steps shown in Fig. 2. It can be noticed from the power
spectrum (Fig. 4d) with the optimal parameters V0 = 8, r = 0.56 and c = 0.14, the
fBPFO is highlighted with the highest energy. And the other noise components are all
with relative low energies as compared to fBPFO, which makes the fBPFO can be
recognized at the first sight. The output signal’s SNR based on the proposed
Woods-Saxon SR method is 2.55 dB, which has a pronounced increase as com-
pared to that from HT envelope and traditional LPBSR methods. From another
aspect, it is noteworthy that, the peak amplitude of the time-domain waveform
produced by the Woods-Saxon potential is regular as show in Fig. 4d. This can be
interpreted by the shape of the Woods-Saxon potential shown in Fig. 1, the smooth
potential bottom provides the particle’s stable motion, and the potential wall
steepness limits the particle motion in a specific range. As a result, the waveform
produced by the Woods-Saxon potential is more regular than that from the bistable
potential.

Table 1 Geometries of the bearing (inches)

Outside diameter Inside diameter Thickness Ball diameter Pitch diameter

2.0472 0.9843 0.5906 0.3126 1.537
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5 Conclusions

A bearing fault diagnosis method based on Woods-Saxon potential SR has been
investigated. In the proposed algorithm, the Woods-Saxon potential parameters are
adjusted to match the input signal, which is different from the traditional LPBSR
method (the signal is adjusted to satisfy the small parameter requirement). In this
circumstance, the proposed method can detect bearing defective signal with large
parameters while retaining the inherent information of the original signal. Besides,
the smooth bottom together with the steep walls in Woods-Saxon potential provides
a regular output waveform. The effectiveness of the proposed method has been
manifested by the practical bearing signal carrying outer race defect in comparison
with the HT envelope spectrum analysis and traditional LPBSR spectrum analysis
methods.

Acknowledgment This work was supported by the National Natural Science Foundation of
China (51075379, 51005221 and 11274300). The authors would like to thank the anonymous
reviewers for their valuable comments and suggestions.

Fig. 4 Waveforms and power spectrums of: a the original signal; b the HT envelope signal; c the
processed signal based on traditional LPBSR method (K = 360,000); d and the processed signal
based on the proposed Woods-Saxon SR method (V0 = 8, r = 0.56, c = 0.14)
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Experimental Investigation
on Suppressing Fluid-Induced Vibration
in the Seal Clearance by Anti-swirl Flow

Chenglong Lv, Lidong He, Guo Chen, Peng Hu, Bingkang Zhang
and Jinji Gao

Abstract The fluid-induced vibration caused by rotor eccentricity would increase
the rotor vibration in the hydroelectric generating set, which would affect the
security of rotating machines. The experiment rig is manufactured based on the
simplified seal model. The influence of water pumping, water injection and gas
injection to fluid-induced vibration in the seal clearance caused by rotor eccentricity
is investigated by model experiment. The vibration amplitudes of the rotor with
water pumping, water injection and gas injection at different positions and flows are
contrasted. The result shows that the fluid-induced vibration in the seal clearance
can be suppressed by the anti-swirl flow which has the right position and flow. And
the best position and flow of the anti-swirl flow are found. It provides effective
experimental basis for using anti-swirl flow technique to suppress the fluid-induced
vibration in engineering applications.

Keywords Fluid-induced vibration � Water pumping � Water injection � Gas
injection � Anti-swirl flow

1 Introduction

Vibration of hydroelectric generating set directly affects the stable operation of the
unit and the economic benefits of hydropower station, and it also threatens the
safety of hydropower station [1]. The fluid-induced vibration plays an important
role in various factors which affect the stable operation of the hydro turbine. The
cause of fluid-induced vibration is that the seal device of hydroelectric generating
set is complex. The device has a small gap, and there is a big pressure difference

C. Lv � L. He (&) � G. Chen � P. Hu � B. Zhang � J. Gao
Beijing University of Chemical Technology, Beijing, China
e-mail: he63@263.net

C. Lv
e-mail: lvchenglongsky@126.com

© Springer International Publishing Switzerland 2015
P.W. Tse et al. (eds.), Engineering Asset Management - Systems,
Professional Practices and Certification, Lecture Notes in Mechanical Engineering,
DOI 10.1007/978-3-319-09507-3_11

109



around the device. The pressure difference makes the rotor off-center and causes
large pressure fluctuation that is the so-called fluid-induced vibration in the seal
clearance [2]. Safety problems happen in operation because of the increase of the
fluid-induced vibration.

The nature of the fluid-induced vibration is the oscillating force which is pro-
duced on the object. Vortex is a concrete manifestation of the oscillating force, and
it is both a fine structure and a highly concentrated structure of the fluid kinetic
energy [3]. The key of reducing the fluid-induced vibration is to destroy the gen-
eration of the vortex. Honeycomb seal is a passive control, which is an advanced
technology in engineering by increasing the damping [4, 5]. Anti-swirl flow tech-
nology is an active control, which is a new technology [6–8]. The existing anti-
swirl flow technology is that the fluid is injected directly into the sealed cavity. The
vortex is destroyed by the fluid, so that the vibration can be reduced. The fluid-
induced vibration and the unbalance response of the rotor seal system can be
suppressed by the anti-swirl flow effectively, but the flow rate and flow velocity of
the anti-swirl flow are not the bigger the better. The rotor vibration can be sup-
pressed if the flow rate and flow velocity are appropriate, or the unstable vibration
will be caused [9].

He et al. [10] and Yin [11] have researched that the rotor vibration could be
suppressed by water pumping in the upstream position of the minimum clearance,
but the best position of the water pumping is not found. The fact that the rotor
vibration can be suppressed by the anti-swirl flow with the appropriate position and
flow rate is proved by doing model experiment in this paper. And the best position
and flow rate of the anti-swirl flow are found by measuring and contrasting the rotor
vibration.

2 The Experiment Seal Model and Devices

2.1 The Experiment Seal Model

The fluid-induced vibration is caused by rotor eccentricity in the sealed cavity.
The purpose of this experiment is to prove that the fluid-induced vibration in the

seal clearance can be suppressed by the anti-swirl flow. The anti-swirl flow can
make circumferential pressure balance and reduce rotor vibration. The seal model is
simplified as shown in Fig. 1.

The seal structure is composed of rotor and fixed ring, and there is a seal gap
between them. When the rotor rotates, the fluid flow rotates with a high circum-
ferential speed. The value of the rotor eccentricity is changed by adjusting the size
of the gap between the rotor and the fixed ring. The anti-swirl flow experiment rig
with single injector is manufactured based on the simplified seal model in this
paper.
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2.2 Experiment Devices

Two stainless steel thin-walled cylinders are selected as the fixed ring and rotor
which compose the sealing system. The larger diameter one is the fixed ring, the
other one is the rotor which is driven by a motor. There is a radius gap of 6 mm
between them when the fixed ring and rotor are axis concentric. A hole is punched
on the fixed ring, and the nozzle is inserted along the inner wall of the fixed ring.
The nozzle and the fixed ring are glued, and the fixed ring and the container are also
glued. The water is added into the container, and make the water’s height be same
as the fixed ring’s. The rotor rotates with the motor starting, and the rotational speed
of motor is adjusted to 350 rpm. The distance between the rotor and the fixed ring is
adjusted to 3 mm. The water is injected or pumped by starting water pump, and the
air is injected by starting air pump. The rotor vibration is measured by eddy current
sensor and OR38 data acquisition and analysis system. The specific experiment
devices are shown as Fig. 2.

3 Water Pumping Experiment

The fluid-induced vibration occurred in the uneven seal clearance which is caused
by the rotor eccentricity. The circumferential pressure distribute unevenly because
of the fluid-induced vibration. The maximum dynamical pressure exists in the
position of the minimum clearance. In order to ease pressure imbalance, water is
pumped from the upstream position of the minimum clearance. The best position of
water pumping is found by water pumping experiment.

Upstream position and downstream position of the minimum clearance are
shown in Fig. 3. As shown, we set the position of the minimum clearance as 0°. 10°
is the position that spinning 10 degrees towards upstream position of the minimum
clearance. By that analogy, it has 20°, 30°, and so on. Similarly, −10° is the
position that spinning 10 degrees towards downstream position of the minimum
clearance, and it has −20°, −30°, and so on. Different degrees stand for different
positions of upstream and downstream in this paper.

The minimum
clearance

Direction
of  rotation

The fixed ring

Rotor

Fig. 1 The simplified seal
model
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3.1 The Influence of the Position of Water Pumping
to the Rotor Vibration

Experiment devices are connected according to the Fig. 2. The rotor vibration
amplitude is 20 μm without water pumping. Then the water pump is started, and the
valve is adjusted to make the flow rate value be 0.3 m3/h. The positions of water
pumping vary from −40° to 50°. The rotor vibration amplitudes of water pumping
at different positions are recorded, as shown in Fig. 4.

As can be seen from the Fig. 4, the fluid-induced vibration is suppressed when
the water is pumped at the upstream position of the minimum clearance. The rotor
vibration amplitude decreases first then increases with the position of water
pumping moving away from the position of the minimum clearance. The minimum
amplitude of the rotor vibration is 16 μm at the position of 30°, and approximately
20 % vibration attenuation is obtained. The vibration amplitude increases with
water pumping at the downstream position of the minimum clearance. The result
shows that it has a negative effect when the water is pumped from the downstream.

4 Water Injection Experiment

4.1 The Influence of the Position of Water Injection
to the Rotor Vibration

The import and export pipeline of the water pump are changed in order to inject the
water into the seal clearance. The rotor vibration amplitude is 20 μm without water
injection. Then the water pump is started, and the valve is adjusted to make the flow
rate value be 0.3 m3/h. The positions of water injection vary from −60° to 40°. The
rotor vibration amplitudes of water injection at different positions are recorded, as
shown in Fig. 5.

Fig. 2 Experiment devices
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The fixed ring

Rotor

The minimum
 clearance

Downstream Upstream

Direction
of  rotation

Fig. 3 Upstream position and
downstream position of the
minimum clearance
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As can be seen from the Fig. 5, the fluid-induced vibration is suppressed when
the water is injected at the downstream position of the minimum clearance. The
rotor vibration amplitude decreases first then increases with the position of water
injection varying from the position of −60° to the position of 40°. The minimum
amplitude of the rotor vibration is 15.5 μm at the position of −40°, and approxi-
mately 22.5 % vibration attenuation is obtained. The Fig. 5 also shows that it has a
negative effect when the water is injected at the upstream position.

4.2 The Influence of the Flow Rate of Water Injection
to the Rotor Vibration

The rotor vibration amplitude is 20 μm without water injection. The injection
position is set to the position of −40°. The valve is adjusted to make the flow rate
value vary from 0.1 to 0.7 m3/h. The rotor vibration amplitudes of different flow
rate values are recorded, as shown in Fig. 6.

As can be seen from the Fig. 6, the rotor vibration amplitude decreases first then
increases with the flow rate increasing. The best vibration attenuation effect is got
when the flow rate value is 0.4 m3/h. The minimum amplitude is 14 μm, and
approximately 30 % vibration attenuation is obtained. The amplitude is greater than
the initial vibration amplitude when the flow rate value exceeds 0.55 m3/h. It shows
that the flow rate of the anti-swirl flow is not the bigger the better for suppressing
the fluid-induced vibration. It will have a negative effect if the flow rate is too big.
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5 Air Injection Experiment

5.1 The Influence of the Position of Air Injection
to the Rotor Vibration

The value of the rotor eccentricity and the rotational speed of motor are kept the
same, and the water pump, liquid flowmeter are replaced by air pump, gas flow-
meter. The rotor vibration amplitude is 25 μm without air injection which is slightly
bigger than the former experiment because of the loss of water in the container. The
valve is adjusted to make the flow rate value be 0.25 m3/h, and the positions of air
injection vary from −50° to 40°. The rotor vibration amplitudes of air injection at
different positions are recorded, as shown in Fig. 7.

As can be seen from the Fig. 7, the rotor vibration amplitude decreases first then
increases with the position of air injection varying from the position of −50° to the
position of 40°. The minimum amplitude of the rotor vibration is 18 μm at the
position of −30°, and approximately 28 % vibration attenuation is obtained. The
Fig. 7 also shows that it has a negative effect when the air is injected at the upstream
position.

5.2 The Influence of the Flow Rate of Air Injection
to the Rotor Vibration

The measured rotor vibration amplitude is 27 μm without air injection. The
injection position is set to the position of −30°. The valve is adjusted to make the
flow rate value vary from 0.125 to 0.75 m3/h, and the rotor vibration amplitudes of
different flow rate values are recorded, as shown in Fig. 8.
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As can be seen from the Fig. 8, the rotor vibration amplitude decreases first then
increases with the flow rate increasing. The best vibration attenuation effect is got
when the flow rate value is 0.375 m3/h. The minimum amplitude is 19 μm, and
approximately 29.6 % vibration attenuation is obtained. The amplitude is greater
than the initial vibration amplitude when the flow rate value exceeds 0.625 m3/h.
The result shows that it will have a negative effect if the flow rate is too big.

6 Conclusions

The influence of water pumping, water injection and gas injection to the fluid-
induced vibration in the seal clearance caused by rotor eccentricity is investigated
by model experiment. We can get the following main conclusions:

(1) The fluid-induced vibration in the seal clearance can be suppressed when the
water is pumped at the upstream position of the minimum clearance. The best
vibration attenuation effect is got when the water is pumped at the position of
30°, and approximately 20 % vibration attenuation is obtained. It will have a
negative effect if the water is pumped at any downstream position.

(2) The fluid-induced vibration in the seal clearance can be suppressed when the
water is injected at the upstream position of the minimum clearance. The best
vibration attenuation effect is got when the water is injected at the position of
40°, and approximately 22.5 % vibration attenuation is obtained. It will have a
negative effect if the water is injected at any downstream position. The rotor
vibration amplitude changes with the flow rate value of water injection. The
rotor vibration amplitude is the smallest when the flow rate value is 0.4 m3/h,
and approximately 30 % vibration attenuation is obtained. It will have a
negative effect if the flow rate value of water injection exceeds 0.55 m3/h.
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(3) The fluid-induced vibration in the seal clearance also can be suppressed when
the air is injected at the upstream position of the minimum clearance. The best
vibration attenuation effect is got when the air is injected at the position of 40°,
and approximately 28 % vibration attenuation is obtained. It will have a
negative effect if the air is injected at any downstream position. Like water
injection, the rotor vibration amplitude changes with the flow rate value of air
injection. The rotor vibration amplitude is the smallest when the flow rate
value is 0.375 m3/h, and approximately 20 % vibration attenuation is obtained.
It will have a negative effect if the flow rate value of air injection exceeds
0.625 m3/h.
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A New Optimization Method for ECT
Sensor Design

Nan Li and X.D. Yang

Abstract A new parameters optimization method of ECT sensor based on the
orthogonal experimental design is presented. The sensor structure and sensor model
are proposed. The evaluation criteria for sensor performance are introduced. The
uniformity index of empty pipe and half pipe filled with engine oil are set as the
optimization objectives. The experiments are set up based on multi-index orthog-
onal design. The optimizing parameters of the sensor structure include the number
of electrodes, electrode width (corresponding to central angel) and radius of pipe
wall. The typical sensitivity maps of the optimized sensor are presented at last. The
experimental results indicate that the method can derive an evenly distributed
sensitivity field. Compared with the full collocation method, the numbers of
experiments is reduced by 66 %.

1 Introduction

ECT(Electrical Capacitance Tomography) is defined as a typical PT(Processed
Tomography) technique for visualizing dielectric processes [1]. The advantages of
ECT includes low cost, no radiation and non-invasive. The study for ECT has lasted
for the past two decades, including small capacitance measuring [2, 3] and data
acquisition circuit [4], image reconstruction algorithms [5], and industrial appli-
cations [6, 7] Moreover, many researches have been processed in ECT sensor
design. Effect of Number of electrodes in ECT sensors on image quality is pre-
sented in Ref. [8], and influence of shielding arrangement on ECT sensors is
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discussed in Ref. [9] Peng et al. [10]. Analyzed the impacts of the length of both the
measurement electrodes and the guard electrodes on the sensitivity distribution, Alme
et al. [11]. Illustrate the design criteria involved in radial and axial dimensions of ECT
sensor electrodes, especially in sensor guards design. A square ECT sensor structure
is presented in Reference [12]. Penetration depth, measurement sensitivity, dynamic
range, signal strength, noise tolerance and imaging resolution are used to evaluate the
sensor performance. The sensor parameters are kind of design trade-offs. Literature
review shows that few papers discussed these trade-offs. Normally, the sensor opti-
mization is processed under the consideration of single parameter changes.

In this paper, three main parameters including the number of electrodes, elec-
trode width (corresponding to central angel) and radius of pipe wall are considered
at the same time. The paper aims to figure out the priority of the sensor parameters
and study the effect of these three parameters in an ECT sensor on the quality of
reconstructed images.

2 ECT Sensor

An ECT sensor consists of several electrodes. The electrodes are evenly placed
around the nonconductive vessel to ensure the electrical field lines penetrate
through the whole detection area. Earthed outside screen and radial shielding are
proposed to reduce the influence of the noise from circumstance.

In order to analysis the effects of numerous design parameters, the ECT sensor is
needed to be modelled. Equation (1) is commonly used to determine the change in
permittivity distribution Δε(x, y) from the change in measurement capacitance ΔC,
and Eq. (2) is used to calculate a sensitivity map as part of a sensitivity matrix for
image reconstruction.

DC ¼ JDe ð1Þ

Sijðx; yÞ ¼ �
R
C ruiðx; yÞ � rujðx; yÞdxdy

Vi � Vj
ð2Þ

where J is sensitivity matrix, and Sij(x, y) is defined as the sensitivity between ith
electrode and jth electrode at Γ(x, y), φi(x, y) is the potential distribution when ith
electrode is applied Vi volts as an excitation and the other electrodes are set as
detectors. Similarly, φj(x, y) is the potential distribution when jth electrode is
activated as excitation electrode with Vj volts on it and the other electrodes are set as
detectors.

Usually, the sensitivity distribution in image area is heterogeneous. The sensi-
tivity near the pipe wall and the excitation electrode is much higher than the
sensitivity of the central area. For better imaging of the central area, the sensitivity
distribution should be as uniform as possible. Therefore, Eq. (5) is applied to
evaluate the optimization results.
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where Si,j(ek) is sensitivity in kth element (ek), the image area is divided into
m pixels, k = 1, 2, 3,…, m. Sli;j is the mean value of sensitivity, and Sri;j represents
the standard deviation of the sensitivity. Pcv named uniformity index is coefficient
of variation of the sensitivity distribution. It can be used to evaluate homogenization
of the sensitivity in the image area. Pcv is a partial small index, the Pcv smaller the
sensitivity distribution of image field uniformity better.

3 Experimental Results and Analysis

Since there is no analytical equation can accurately describe the relationship
between the optimization objective function and the ECT sensor structure,
the practical experiment is the only way to determine the optimized parameters.
Normally, the number of experiments required for optimization is large, but when
using an orthogonal design method, it is significantly reduced. Compared with the
factor alternate method [13], the orthogonal design method is simple and the
experimental results are accurate and reliable. Compared with uniform design [14],
the orthogonal design does not need to establish a complex regression forecast
model to carry out the second experiment based on the experimental results.
Therefore, the experiments were arranged using an orthogonal design in this paper.

The experimental factors and levels for the experiments are shown in Table 1.
The potential number of experiments is determined according to L9(3

4) orthogonal
design table. Compared with the full coordination method, the number of experi-
ments required using orthogonal design is reduced by 66 %.

The orthogonal experimental program and results of L9(3
4) are shown in Table 2.

The experimental results are indicated in Fig. 1.
Since Pcv is partial small index, according to Fig. 2, the optimal combination can

be derived. The maximum range of Pe is 3.677, and it means the number of sensor
electrode is the most important parameter, the effects of three sensor parameters on
uniformity index Pe are N > R>W, and the same situation is appeared when sensing
area is filled with Engine oil in half pipe. The maximum range of Ps is 3.460.
The effects of three sensor parameters on uniformity index Ps are N > R>W, too.
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Table 1 L9(3
4) orthogonal design table (Factors-levels)

Factors
levels

The number of
electrodes N

Electrode width (corresponding to
central angel) W(o)

Radius of pipe
wall R(mm)

Group1 8 8 40

Group2 12 12 60

Group3 16 16 80

Table 2 L9(3
4) orthogonal experiment program and results

No. N W R Pe
a Ps

b

1 1 1 1 5.0235 6.6955

2 1 2 2 4.7894 7.5524

3 1 3 3 5.8165 9.0112

4 2 1 2 8.8020 10.8983

5 2 2 3 6.2371 10.0490

6 2 3 1 6.9103 8.1323

7 3 1 3 8.1693 12.2005

8 3 2 1 8.5898 9.6513

9 3 3 2 9.2426 12.4379
�Kpe1 7.753 9.931 8.160
�Kpe2 9.693 9.084 10.296
�Kpe3 11.430 9.860 10.420

Rpe 3.677 0.847 2.260
�Kps1 5.210 7.332 6.844
�Kps2 7.316 6.542 7.611
�Kps3 8.670 7.323 7.739

Rps 3.460 0.790 0.870
a Pe is the uniformity index when sensing field is empty
b Ps is the uniformity index when sensing field has engine oil distributed in half of pipe

Fig. 1 Orthogonal experimental results a sensing area is empty; and b filled with Engine oil in
half pipe
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The optimal combinations under Pe and Ps are shown in Table 3, respectively.
According to the optimal combinations of the design parameters, the optimized
sensor structure and the potential distribution in sensing field under different uni-
formity index Pe and Ps are presented in Fig. 2.

4 Conclusion

For typical non-linear systems, there are incompatibilities and conflicts amongst the
parameters of the sensors. From the experiments in this paper, we can conclude
that:

(1) It is inefficient to analysis the influence of the ECT sensor design parameters
on sensor performance by using the full collocation method, since those many
unknown factors which exist in practice at industry sites. The experimental
design is important and can significantly reduce the number of trails, the

Fig. 2 The potential distribution in sensing field under different uniformity index Pe and Ps.
a Simulation of the ECT sensor designed according to optimal combination N1W2R3;
b Simulation of the ECT sensor designed according to optimal combination N1W2R1

Table 3 Optimal
combination of sensor
parameters

Pe Ps

Optimal combination N1W2R3 N1W2R1

Uniformity index 4.3975 6.4855
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orthogonal design is applied in sensor parameter optimization experimental
design.

(2) The optimal combinations of sensor design parameters are derived, which
indicate the primary parameter is the number of sensor electrode, the
secondary parameter is radius of the pipe all, and the last is electrode width.
The sensitivity maps presented at the last prove the optimization of the sensor
design parameters is effective and apparent.
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An Adaptive Doppler Effect Reduction
Algorithm for Wayside Acoustic Defective
Bearing Detector System

Fang Liu, Changqing Shen, Ao Zhang, Fanrang Kong
and Yongbin Liu

Abstract In the wayside Acoustic Defective Bearing Detector (ADBD) system,
because of the high moving speed of the railway vehicle, the recorded acoustic
signal will be severely distorted by the Doppler effect, which is a barrier that would
badly reduce the effectiveness of online defect detection. This paper proposes an
adaptive Doppler effect reduction algorithm for the ADBD system. In this algo-
rithm, firstly, the narrow-band signal is got by the band-pass filter after the sensitive
frequency band selection; Secondly, the parameters of the Doppler kinematic model
are estimated by maximizing the Pearson’s correlation coefficient between the
narrow-band signal and the Doppler atom; Finally, the Doppler-shifted signal is
restored by the resampling method. The effectiveness of this method is verified by
means of simulation studies and applications to diagnosis of train roller bearing
defects.

1 Introduction

Roller bearing defect is the dominant type of fault for a train, which leads to serious
accidents and significant costs for the rail transport industry [1]. Approximately 50
bearing related derailments occur in the United States each year [2]. So, it is
important to develop techniques of condition monitoring and fault diagnosis system
for the train bearings.

Wayside ADBD system [1] was developed in the 1980s to detect bearing defects
of a moving train before overheated. The key technology of this system is based on
the assumption that diagnostically relevant information is stored in the acoustic
signal generated by the passing vehicle’s bearings [2]. In comparison with the other
systems, it costs lower and can detect bearing defects before overheated operation
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occurs or earlier in the failure process so that bearing maintenance can be performed
on a scheduled basis [3].

In the ADBD system, the microphones are mounted by the wayside to collect
acoustic signals emitted from the passing train bearings. As the high relative speed
between the train and the microphone, the recorded signal is distorted by the
Doppler effect which brings in the signal’s frequency shift and frequency band
expansion. So research on how to remove the signal’s frequential structure dis-
turbance is of great significance, especially for those methods based on frequency
domain analysis.

In the 1990s, the Phase Locked Loop (PLL) method was proposed to correct the
Doppler-shifted acoustic signal by Stojanovic et al. [4] Then the method which
combined the PLL and Decision Feedback Equalize (DFE) algorithm was proposed
by Johnson et al. [5] and it was applied to sonar communication between the
autonomous underwater vehicle (AUV) and the surface ship. This technique was
complicated as it was invented for the communication domain and many other
techniques were involved. Recently, Dybała et al. [6] proposed a disturbance-
oriented dynamic signal resampling method to correct the Doppler-shifted signal. In
this method, the instantaneous frequency was acquired based on the Hilbert
transformation, and then the Doppler-shifted signal is corrected via the resampling
method. However, this method needs to know the characteristic frequency
beforehand.

On the other hand, methods in the time domain have their special merits. Yang
and Wang [7] established the time space relationship between the measurement
field, the radiating field and the acoustic holography field, and then put forward a
method based on nonlinear mapping function between the sound source and the
measured signal, in which the Doppler effect is removed. But the geometric
parameters must be known or be measured beforehand.

In this paper, an adaptive Doppler effect reduction algorithm for the ADBD
system is introduced. In this algorithm, firstly, the narrow-band signal is obtained
by the band-pass filter after the sensitive frequency band selection; Secondly, the
parameters of the Doppler kinematic model are estimated by maximizing the
Pearson’s correlation coefficient between the narrow-band signal and the Doppler
atom; Finally, the Doppler-shifted signal is restored by the resampling method.
Compared with the methods based on instantaneous frequency estimation (IFE),
this method does not need to know the characteristic frequency beforehand.
Compared with the time domain methods, this method does not need to know the
geometric parameters beforehand.

The rest of this paper is outlined as follows. Section 2 introduced the definition
of Doppler atom. The correlation filtering analysis method is introduced in Sect. 3.
The Doppler effect reduction method based on re-sampling method is briefly
described in Sect. 4. The proposed adaptive Doppler effect reduction algorithm for
the ADBD system is introduced in Sect. 5 in detail. An experimental verification
test using defective train roller bearings with outer race defect is provided in Sect. 6.
Finally, Sect. 7 draws concluding remarks.
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2 Definition of Doppler Atom

In this paper, the basic model illustrated in Fig. 1 containing a single moving
acoustic source and one signal receiver is considered. The source is moving along a
straight line from point A to B with a constant speed.

Assume that the acoustic source of the train bearing with subsonic velocity is a
monopole point source, and the medium has no viscosity and no energy loss, then
Eq. (1) can be derived according to thewave equation and themoving relationship [8].

P ¼ q0½t � ðR=cÞ�
4pRð1�M cos hÞ2 þ

q½t � ðR=cÞ� � ðcos h�MÞV0

4pR2ð1�M cos hÞ3 ð1Þ

The P in the equation stands for the received sound pressure. q stands for the
total quality flow rate of the source point, and q’ = ∂q/∂t. R denotes the distance
between the source point and the microphone at the emitting time, c denotes the
velocity of waves in the medium of air, θ stands for the angle between the vector of
source point’s velocity and the stretch between the source point and the micro-
phone. V0 stands for the source point’s velocity and M = V0/c stands for the Mach
number of the source point’s velocity.

The first part of Eq. (1) shows the inverse relation between the sound pressure
and the distance between the source point and the microphone. The second part
stands for the near-field effect. When the measurement is under the far-field con-
dition or the Mach number is below 0.2, the near-field effect can be ignored [9], so
the received sound pressure can be expressed as

Pv0;r;S;c;q ¼
q0½t � ðR=cÞ�

4pRð1�M cos hÞ2 ð2Þ

when the sound source is given as harmonic with the total quality flow rate of q = q0
sin(2πf0t + φ), the received sound pressure will be

Fig. 1 Kinematics of radiation from a single acoustic source moving in a straight line
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Pv0;r;S;c;fo;u ¼ 2pq0f0
4pRð1�M cos hÞ2 cosð2pq0f0t þ uÞ ð3Þ

which we call the ‘‘Doppler atom”. Figure 2a depicts a waveform of such a Doppler
atom signal, with its STFT spectrum in Fig. 2b. Clearly, such a Doppler atom is
dictated by the following six parameters

c ¼ ðv0; r; S; c; fo;uÞ ð4Þ

3 Introduction of Correlation Filtering Analysis

Recently, Wang et al. [10] used the wavelet correlation filtering to find a suitable
parametric wavelet model to match the bearing fault transient. Then, they con-
structed a strict periodic multiple-transient model to detect the temporal cyclic
intervals of bearing localized faults.

The idea of correlation filtering analysis is to calculate the Pearson’s correlation
coefficient between the collected Doppler-shifted signal and the parametric atom.
The Pearson’s correlation coefficient is a powerful tool to measure the strength of
the linear dependence between two signals. Denote the collected Doppler-shifted
signal as x(n) and the parametric atom as Pγ(n). Assume both of the signals has a
zero mean. The Pearson’s correlation coefficient CF x(n),Pγ(n) between them can be
defined as: Stigler [11]

CFxðnÞ;PcðnÞ ¼
\xðnÞ;PcðnÞ[ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xðnÞ; xðnÞp ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PcðnÞ;PcðnÞ

p ¼
PN

i¼1
xðiÞ � PcðiÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PN

i¼1
xðiÞ � xðiÞ

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PN

i¼1
PcðiÞ � PcðiÞ

s ð5Þ

Fig. 2 a waveform of a Doppler atom signal; b STFT of the Doppler atom signal
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where N is the length of the signal and <·> is the inner product. In terms of Cauchy-
Schwarz inequality, the Pearson’s correlation coefficient is constrained to:

�1�CFxðnÞ;PcðnÞ � 1 ð6Þ

The closer the correlation coefficient is to 0, the weaker the linear dependence
relationship between the two signals.

4 Introduction of Doppler Effect Reduction Based
on Re-sampling Method

As shown in Fig. 1, the sound source is a continuous analog signal while the
observer is a microphone which is static to the air medium. The sound source
moves from point A to B, with a constant speed of V0. Point A represents the initial
position where the time t is set to be zero.

The amplitude weight radiated from the source at time tr (emit time) will arrive
at the microphone at time tR (receive time)

tR ¼ tr þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ ½S=2� v0tr�2

q
=c ð7Þ

which can be used as the time vector for interpolation. After interpolating the
recorded Doppler-shifted signal with tR, an amplitude vector xr is obtained, and
finally the restored signal is xr(tr).

5 An Adaptive Doppler Effect Reduction Algorithm
for the ADBD System

Generally, steps of the proposed adaptive Doppler effect reduction algorithm are as
follows:

(1) Calculate the FFT spectrum of the recorded Doppler-shifted signal xdop, and
select the sensitive frequency band by inspecting the FFT spectrum and dis-
cretize it to {fc(i), i = 1,2,…,N};

(2) Initialize i = 1. Apply the band-pass filter on xdop at the center frequency of
fc(i) to get a narrow-band Doppler shift signal xnar(i);

(3) Search the parameters space to find the Doppler atom which matches
xnar(i) best by the correlation filtering analysis and obtain the optimal
parameters γ(i) corresponding to the maximum Pearson’s correlation coeffi-
cient CF(i);
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(4) Let i = i+1, and repeat Step(2)*(3) until i = N, then we get {γ(i), i = 1,…,N}
and {CF(i), i = 1,…,N}. The parameters set γopt corresponding to the maxi-
mum CF(i) is chosen as the optimal parameters set;

(5) Restore the Doppler-shifted signal {xdop} by the re-sampling method using the
optimal parameters γopt

It should be noted that zone of the band-pass filter in Step (2) will highly
influence the accuracy of the reduction result. Considering a Doppler-shifted signal
with a single characteristic frequency f0, shown as Eq. (3), the variation of the
frequency could be attained by the following equation:

f ¼ f0
MðS� vtÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðS� vtÞ2 þ ð1�M2Þr2

q

ð1�M2Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðS� vtÞ2 þ ð1�M2Þr2

q ð8Þ

Figure 3 shows the instantaneous frequency variation of the Doppler-shifted
signal with a center frequency f0 = 1245 Hz.

Then, the frequency zone of the band-pass filter can be determined by the
following steps:

(1) The center frequency with the maximum power is selected and be written as f0
by inspecting the frequency spectrum of the original Doppler-shifted bearing
fault signal;

(2) Calculate the frequency variation f by Eq. (8), then the frequency zone of the
band-pass filter is [min(f) max(f)].

According to Eq. (4), there are totally six parameters, so the computation is quite
expansive. Ignoring the influence of temperature and air pressure, the propagation
speed of sound in air is c = 340 m/s, thus the parameters estimation space demotes
to five dimensions γ = (v0,r,S,f0,φ).
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The flowchart of the adaptive Doppler effect reduction algorithm is shown in
Fig. 4.

6 Experimental Verification

To verify the effectiveness of the proposed adaptive Doppler effect reduction
algorithm for the wayside fault diagnosis of train bearings acoustic signals, an
experiment was implemented to obtain the Doppler-shifted signal of the bearing
(Type: NJ(P)3226X1), which is the dominated type in use. Some of the parameters
of the bearing is shown in Tables 1 and 2.

The artificial cracks had been set by the wire-electrode cutting machine with the
width of 0.18 mm on the outer race. Two steps had been implemented to get the
Doppler-shifted signal of the defective bearing. First, the defective bearing is tested

Input the recorded Doppler-shifted signal xdop

Filter {xdop} by the proposed adaptive band-pass filter at center fre-
quency fc(i) and obtain a narrow-band signal xnar(i)

Initialize parameters set 

•

•

• of the proposed algorithm 
and produce a Doppler atom xatom

Maximize the Pearsonís correlation coefficient to obtain the optimal pa-
rameters i)  and CF(( i)

Selection of the sensitive frequency band by inspecting the FFT spec-
trum and discretize it to {fc(i)}i=1,2,Ö ,N

i=N? N

i=i+1

Obtain the optimal parameters opt corresponding to the maximum CFmax

Restore the Doppler-shifted signal {xdop} by the re-sampling method using 
the optimal parameters opt

Restored signal {xr}

Y

i=1

•

Fig. 4 Flowchart of adaptive Doppler effect reduction algorithm
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by the bench shown in Fig. 5 under the radial load of 3t. The rotation speed of the
motor is set to be 1,430 rpm, and the sampling frequency is 50 kHz. The acoustic
signal was acquired by a microphone (Type: 4944-A, Manufactory: B&K Com-
pany) mounted beside the outer race of the bearing. The acoustic signal acquired
through the microphone was preprocessed by the signal conditioner and then
recorded by the data acquisition devise (DAS). Some of the parameters during the
experiment is shown in Table 1.

The recorded signal (Doppler free) was then played by a loudspeaker fixed on a
moving vehicle. As a result, the signal acquired according to the microphone sited
beside the motion trail of the vehicle is the original signal with Doppler effect. The
experiment can be referred to Fig. 1 with the following geometric parameters:
S = 4 m, r = 2 m, V0 = 30 m/s.

The waveform of the recorded Doppler-shifted signal emit from the testing
bearing with a single defect on the outer race is shown in Fig. 6a with its envelope
spectrum in Fig. 6b. Then the proposed adaptive Doppler effect reduction algorithm
is applied to analyse the Doppler-shifted signal.

Table 1 Specification of the testing bearing

Type Diameter of
the outer race

Diameter of
the inner race

Pitch
diameter (D)

Diameter of
the roller (d)

Number of
the roller (z)

NJ(P)
3226XI

250 mm 130 mm 190 mm 32 mm 14

Table 2 Parameters in the experiment

Load Rotating speed Sampling frequency

3t 1450 rpm 50 kHz

Fig. 5 Experimental bench
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First, by inspecting the FFT spectrum in Fig. 7, the frequency band of [1200 Hz
1800 Hz] is selected as the sensitive frequency band, and then this frequency band
is discretized to 600 point, which means the resolution of the searching result for
the center frequency is 1 Hz.

Then the source Doppler-shifted signal is firstly filtered by a Butterworth band-
pass filter. Then searching the parameters space to find the Doppler atom which
matches the filtered signal best by the correlation filtering analysis. After all fre-
quency values in the sensitive frequency band have been analysed, the optimal
parameters corresponding to the maximum Pearson’s correlation coefficient was
obtained. The optimal parameters are shown in Table 3.

Finally, the time vector for re-sampling (shown in Fig. 8a) is calculated
according to the optimal parameters. And the Doppler-shifted signal is restored
using the re-sampling method. The waveform of the restored signal is shown in
Fig. 8b. The FFT spectrum and the envelope spectrum of the restored signal are
shown in Fig. 9a and b respectively. In comparison with the original signal’s FFT
spectrum (Fig. 7), the FFT spectrum of the restored signal is much more sharp
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which means that the frequential structure disturbance resulting from the Doppler
effect is removed clearly. And it is obvious to see in the envelope spectrum of the
restored signal (Fig. 9b) that the failure frequency and its second and third harmonic
are very sharp, narrow and accurate, which means that the signal is restored
perfectly.

7 Conclusion

An adaptive Doppler effect reduction algorithm for the wayside ADBD system is
proposed to remove the Doppler effect embedded in the recorded acoustic bearing
signal. The parameters of the Doppler kinematic model are estimated by correlation
filtering analysis and the Doppler effect is removed then by the re-sampling method.

Table 3 Optimal parameters γopt corresponding to the maximum CFmax

V0 r S f0 φ

31.5 m/s 1.9 m 4.2 m 1572 Hz 0.48 rad
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Fig. 8 a L1-Time vector of the original Doppler-shifted signal emitted from the testing bearing
with a single defect on the outer race; L2-Time vector for re-sampling; b Waveform of the restored
signal
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The effectiveness of the method is verified by an experimental case using a train
bearing with a single defect on the outer race, and the result shows that the fre-
quential structure of the Doppler-shifted signal has been corrected perfectly, the
phenomenons such as frequency band expansion and frequency shift have been
removed clearly which allows much more efficient diagnosis for the train bearing.

Compared with the methods based on IFE, this method does not need to know
the characteristic frequency beforehand. Compared with the time domain methods
this method does not need to know the geometric parameters beforehand. So it is
greatly beneficial to performance enhancement of the ADBD system.
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Lamb Waves Inspection by Using Chirp
Signal and Mode Purification

Zenghua Liu, Yingzan Xu, Cunfu He and Bin Wu

Abstract Ultrasonic Lamb wave inspection is one of nondestructive testing
approaches, and it has many advantages including large-area, omnidirectional, fast
inspection. In common, narrow-band frequency sinusoidal tone burst signal mod-
ulated by window function is used to excite guided waves in waveguides for mode
control and tuning. For obtaining the signals at different frequencies, guided wave
inspection will need to be repeated many times. As an alternative of narrow-band
guided waves excitation, a broadband chirp signal is used for excitation signal and
the received signal is post-processed to obtain any one single frequency tone burst
signal which frequency range is located in the frequency bandwidth. This approach
greatly increases guided waves inspection efficiency and ensures the consistencies.
As the receivers, two PZT elements are supposed to be attached on both sides of a
PMMA plate in the same location. The received signals from two PZT elements are
summed to obtain single S0 mode, and are subtracted to obtain single A0 mode
achieving mode purification of Lamb waves. Ultrasonic Lamb wave technology is
applied to inspect the plate-like structures using chirp signal and mode purification.
This method is more efficient and accurate to obtain data and much easier to
identify, interpret and extract the information of the defects.

Keywords Lamb waves � Chirp signal � Mode purification � Defect inspection �
Frequency band

1 Introduction

Lamb waves are specific type of elastic stress waves travelling in the plate-like
structures which contributes both longitudinal and shear partial wave components.
On the basis of vibration modes of particles in the plate, Lamb waves have two
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types of modes: symmetric (S) mode and antisymmetric (A) mode. Because of the
advantages of inspection of large areas, little energy attenuation and excellent
sensitivity to multiple defects, Lamb waves are suitable for defects detection in the
plate-like structures [1, 2] and it is widely applied in the nondestructive testing
(NDT) and structural health monitoring (SHM) [3–6].

The traditional ultrasonic Lamb waves exciting signal is sinusoidal tone burst
signal modulated by window function which has narrow frequency bandwidth.
Duration time of this type of excitation signal is very short and signal energy is
relatively concentrated in narrow frequency range so that guided wave dispersion
can be effectively restrained and therefore the sensitivity to sorts of defects can be
improved [7, 8]. On the occasions where a large amount of data acquisition is
required, it is much time consuming and is high demanding for the data acquisition
instruments using narrow-band tone burst signal. Besides, the long duration of
measurement increases the inconsistencies of measurement conditions and eventu-
ally affects defect identification. To address this problem, with a chirp signal being
transmitted, the received signal is post-processed to obtain any one narrow-band
tone burst signal which frequency range is located in the frequency bandwidth. This
approach greatly increases inspection efficiency and ensures the consistencies [9].
The more pure Lamb wave mode is, the easier defect identification is. Therefore,
many researchers apply themselves to find a method that can get single Lamb waves
mode. For instance, Clarke et al. [10, 11] studied the effect of dimension parameters
of PZT elements on the resonance frequency and frequency bandwidth and even-
tually established the optimal transducer geometry that can generate a high pure A0

mode at low frequencies. Su and Ye [12] attached two identical PZT elements on
both sides of the aluminium plate in the same location. These elements were applied
for in-phase and out-of-phase signal simultaneously so that single S0 or A0 mode can
be excited, respectively.

In this paper, broadband chirp is used as excitation signal. The received signal is
post-processed to obtain any one narrow-band tone burst signal which frequency
range is located in the frequency bandwidth. Two identical PZT elements are
attached on both sides of the plate in the same location. The signals received from
two PZT elements are summed to obtain single S0 mode, and are subtracted to
obtain single A0 mode achieving mode purification. Ultrasonic Lamb wave tech-
nology is applied to inspect the plate-like structures using chirp signal and mode
purification.

2 Chirp Excitation of Lamb Waves

Chirp is a kind of linear frequency modulated signal with a certain frequency
bandwidth and duration time. Its frequency linearly increases from the minimum
value to the maximum value at a certain step length while remaining the amplitude
unchanged. The mathematical expression is
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scðtÞ ¼ wðtÞ sin 2p f0t þ p Bt2

T

� �
ð1Þ

where w(t) is a rectangular-window function, f0 is the starting frequency, B is the
frequency bandwidth, and T is the chirp duration time. Figure 1 illustrates a chirp
excitation signal which the frequency sweeps from 30 to 500 kHz and the duration
is over 200 μs. For the comparison, Fig. 2 shows a tone burst excitation signal
modulated by Hanning window at 200 kHz and with a duration of 5 cycles.

The general process of Lamb wave inspection is as follows [9, 13]: a transmitter
excites Lamb waves travelling in the plate. It assumes that there are some defects in
the plate, Lamb waves are supposed to scatter encountering the defects. Then, the
scattered Lamb wave signals are received by a receiver, eventually the received
signals are collected by data acquisition instruments. The entire detection system
consists of excitation signal source, transmitters, tested plates, receivers, data
acquisition instruments and computer. This system can be modelled as a linear
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system. Therefore, the response to the chirp excitation can be expressed in the
frequency domain as

RcðxÞ ¼ HðxÞScðxÞ ð2Þ

where Rc(ω) is the Fourier transform of a chirp receiving signal, Sc(ω) is the Fourier
transform of a chirp excitation signal, and H(ω) is the frequency response function
of detection system.

Similarly, the response to a narrow-band tone burst excitation signal is supposed
to be showed as Eq. 3. Here, Sc(ω) is different with St(ω) because of only the
different excitation signal. However, H(ω) is consistent due to the same detection
system.

RtðxÞ ¼ HðxÞStðxÞ ð3Þ

Through H, we can connect Eqs. 2 and 3 as follows

HðxÞ ¼ RcðxÞ
ScðxÞ ¼

RtðxÞ
StðxÞ ð4Þ

Eventually, Rt can be obtain expressed as

RtðxÞ ¼ StðxÞRcðxÞ
ScðxÞ ð5Þ

which is the Fourier transform of the extracted tone burst signal form chirp
receiving signal. Its inverse Fourier transform is the time domain signal we intend
to obtain and it basically equals to the direct response of narrow-band tone burst
excitation signal.

The great advantage of chirp excitation signal is that we can get any one narrow-
band tone burst signal which frequency range is located in the frequency bandwidth
with a chirp being excited in Lamb wave inspection. The extracted signal almost
equals to the response of narrow-band tone burst signal with same center frequency.
Thus, it is easy to achieve received signals with arbitrary center frequency by
triggering a single excitation signal and therefore greatly improves the detection
efficiency.

3 Mode Purification Theory of Lamb Waves

An important issue to be solved is mode selection and mode purification in Lamb
wave inspection technology. Because the sensitivities of different modes are dif-
ferent to sorts of defects, and multiple modes would make the received signals
much more complicated so that sometimes it is difficult to interpret [14]. To address
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this problem, this section describes a method that can achieve mode purification of
Lamb waves.

The vibration forms of two Lamb wave modes are different. In Fig. 3, it is clear
to see that both S mode and A mode propagate in the x direction. The displacement
of S mode is mainly ux, in the x direction and meanwhile the displacement of A
mode concentrates on the y direction, uy.

To understand the behaviours of S0 mode and A0 mode better, their displacement
distributions of these fundamental modes in a 4.8 mm-thick PMMA plate are
calculated by Disperse software shown in Fig. 4a and b, respectively. According to
the wave structures shown in these figures, it can be seen that displacement com-
ponents of S0 mode and A0 mode consist of in-plane displacement and out-of-plane
displacement. It can be also noticed that S0 mode has mainly in-plane displacement
and A0 mode has mainly out-of-plane displacement. Furthermore, as is known that
particle motion of S0 mode is symmetric regard to the middle plane of the plate.
However, it is opposite for A0 mode.

According to the characteristics of wave structure of Lamb waves, two PZT
elements where are located on both surfaces of the plate in the same location have
in-plane displacement and out-of-plane displacement. Their in-plane displacements
are identical in both amplitude and phase. However, the out-of-displacements own
the same amplitude and inverse phase. Therefore, the received signals from two
PZT elements are summed to obtain single S0 mode, and are subtracted to obtain
single A0 mode achieving mode purification of Lamb waves. The amplitudes of
single Lamb waves can be described as follows
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rS ¼ rupper þ rlower
2

ð6Þ

rA ¼ rupper � rlower
2

ð7Þ

where rS is the amplitude of purified S0 mode, rA is the amplitude of purified A0

mode, rupper and rlower are two received signals from two PZT elements where are
located on both surfaces of the plate in the same location.

Mode purification of Lamb waves is very beneficial to defect identification in the
plate-like structures. The transmitters generally excite multiple modes simulta-
neously including fundamental S and A modes even higher orders. But the received
signals can be post-processed to achieve mode purification of Lamb waves so that it
can be much easier to identify, interpret and extract the information of the defects.

4 Experimental Research

With a broadband chirp signal being excited in the experiment, it is feasible to
extract any one narrow-band tone burst signal which frequency range is located in
the frequency bandwidth from the received signal. The extracted narrow-band tone
burst signals are purified to obtain single Lamb wave mode thus detecting defects
more efficiently and easily.

5 Excitation and Extraction of Chirp Signal

Experiment testing system consists of an arbitrary waveform generator
(AFG3021B), PZT elements, a PMMA plate, a digital oscilloscope (DPO4054) and
a computer, the schematic diagram is shown in Fig. 5. The exciting PZT element
and receiving PZT element are 290 mm apart away which diameters are 12 mm and
thicknesses are 1.5 mm. The geometric dimensions of PMMA plate are that the
length is 1 m, the width is 1 m and the thickness is 4.8 mm.

Plate sample

Arbitrary waveform generator Digital oscilloscope

Exciting PZT 
element Receiving PZT element

PCFig. 5 Schematic diagram of
experiment testing system
using a chirp excitation signal
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In the experiment, a broadband chirp signal is selected to be the excitation signal
which frequency bandwidth is 30–900 kHz, duration time is 100 μs and peak-
to-peak amplitude is 10 V. The chirp signal triggered by an arbitrary generator is
applied to an exciting PZT element to produce Lamb waves travelling in the plate.
Lamb waves are received by a receiving PZT element, eventually received signals
are obtained by the digital oscilloscope. The chirp excitation signal and response
signal are shown in Fig. 6a and b, respectively.

It can be seen from Fig. 6b that the chirp response signal is indecipherable.
Because the chirp is a linear frequency-modulated signal and the response signal
has to be processed to extract narrow tone burst signals. Using the method in
Sect. 2, narrow-band tone burst signals with 5 cycles are extracted from this chirp
response signal. These tone burst signals are centered at 50, 75, 100, 125, 150, 175
and 200 kHz, respectively. These extracted signals are compared with those
obtained by using narrow-band tone burst signals as excitation signals. For the
verification of effectiveness of this extraction method, Fig. 7 gives the comparison
of direct received signals by using tone burst excitation signals and chirp extracted
signals.
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As is clearly seen from Fig. 7 that the chirp extracted signals match very well
with direct received signals of tone burst signals suggesting that the broadband
chirp signal can accurately extract narrow-band signals which frequency range is
located in the frequency bandwidth of chirp signal. The response signal at 50 kHz
has two Lamb wave modes away clearly with low dispersion and high concentrated
energy. These factors are greatly beneficial to detect defects and improve the
detection accuracy in the plate-like structures.

The time-frequency analysis is applied to both the chirp extracted signals and PC
direct received signals of tone burst signals to verify the consistency of frequency
components and energy distribution for them. Figure 8a and b are the time-frequency
spectra of direct received signals and chirp extracted signals, respectively. The center
frequencies of these direct received signals and chirp extracted signals are 50, 75,
100, 125, 150, 175, and 200 kHz, respectively. It is clear from Fig. 8 that two kinds
of signals basically have the same frequency components and energy distribution at
the same frequency. Therefore, with a chirp signal being transmitted, the received
signal is post- processed to obtain any one narrow-band tone burst signal which
frequency range is located in the frequency bandwidth.

At present, a chirp response signal is processed to get narrow-band tone burst
signals at 50 kHz ranging from 3 to 9 cycles. Similar as above, the comparison of
chirp extracted signals with direct received signals of tone burst excitation signals is
shown in Fig. 9. The perfect match suggests that multiple narrow-band tone burst
signals with different cycles can be extracted from a chirp response signal. In terms
of interpreting these response signals, it is clearly seen that S0 mode and A0 mode
are trended to overlap and endure more serious dispersion along with the increasing
numbers of cycles. These factors are disadvantageous for detecting defects in the
plates.

Fig. 8 Time-frequency spectra of direct received signals and chirp extracted signals, a Direct
received signals, b Chirp extracted signals
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6 Mode Purification of Lamb Waves

Experiment testing system is similar to that above there being only one distinction
where Lamb waves are received by two identical receiving PZT elements attached
on both sides of the plate in the same location. Figure 10 illustrates explicitly the
schematic diagram of experiment testing system applying in this section.

Figure 11 shows two extracted narrow-band tone burst signals from PZT ele-
ments attached on both surfaces in the plate. These signals are Hanning window-
modulated sinusoidal signals with 5 cycles at 50 kHz. It can be confirmed that the
first wave package is S0 mode and the second is A0 mode. What are worth noticing is
that the S0 modes of two signals are very same each other, however A0 mode has
identical amplitudes but inverse phases. This result is well in accordance with
propagation characteristics of Lamb waves. According to these characteristics, the
extracted signals are post-processed to achieve mode purification of Lamb waves
shown in Fig. 12. There is no doubt that single S0 mode and single A0 mode could be
separated and purified easily using the mode purification method introduced above.
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A same chirp signal as above is applied to the experiment testing system as the
excitation signal. Lamb waves generated by arbitrary waveform generator travel in
the plate and eventually are received by two PZT elements attached on both sides of
the plate in the same location. Firstly, narrow-band tone burst signals are extracted
from two chirp received signals. Then narrow-band tone burst signals are post-
processed to achieve mode purification of Lamb waves.

The existence of multiple modes makes received signals more complicated so
that it is more difficult to identify, interpret and extract the characteristic signals in
Lamb waves testing technology. Mode purification method of Lamb waves exactly
can solve this problem and is very potential to apply in NDT and SHM.
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7 Conclusions

Utilizing a broadband chirp excitation signal in Lamb wave inspection, the received
signals are post-processed to obtain narrow-band tone burst signals which fre-
quency band are in the frequency bandwidth and duration times do not exceed the
duration time of chirp signal. This method greatly increases detection efficiency and
ensures the consistencies of detection conditions.

On the basis of the propagation characteristics of Lamb waves, this work pro-
poses the mode purification method of Lamb waves achieving modes separation
and purification. With the purified single mode, it is supposed to be much easier to
defect identification.
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Performance Degradation Assessment
of Slurry Pumps

Peter W. Tse and Dong Wang

Abstract Slurry pumps are widely used in oil sand pumping operations to enhance
the potential and kinetic energy of liquid and solid mixtures and pump the mixtures
from one place to another place. The rotating impellers of slurry pumps operate
continuously and they are unavoidably abraded and eroded by the transferring
liquids and solids. Therefore, impeller wear is one of the major causes for slurry
pump breakdown. In order to ensure the high reliability of the use of impellers and
prevent the occurrence of impeller failures, the performance degradation assessment
of impellers is necessary to be investigated. In this paper, a moving-average mean
wear degradation index and a moving-average deviation wear degradation index are
proposed to track the health condition of the impellers used in oil sand pumps. The
influence of different parameters on the performance degradation assessment is
discussed. The vibration signals collected from an industrial oil sand pump are used
to validate the proposed impeller heath indicators. The results show that the pro-
posed health indicators are effective in describing the impeller health state
evolution.

1 Introduction

Slurry pumps are common machines used in oil sand pumping operations to
enhance the potential and kinetic energy of liquid and solid mixtures. They aim to
pump the mixtures from one place to another place. The rotating impellers of slurry
pumps operate continuously and they are unavoidably abraded and eroded by the
transferring liquids and solids. As a result, severe impeller wear is one of the major
causes for slurry pump breakdown and thus impeller health prognosis must be
investigated. The health prognosis of impellers means to estimate the remaining
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useful life of impellers. Prior to the estimation of remaining useful life, it is nec-
essary to construct a health indicator used for describing the degradation trend of
impellers. In other words, impeller performance degradation assessment is a basis
for impeller remaining useful life estimation. In recent years, performance degra-
dation assessment attracts much attention. Qiu et al. [1] used optimal Morlet
wavelet for bearing fault feature extraction and employed self organizing map for
bearing performance degradation assessment. Wang et al. [2] used discrete wavelet
transform for gear performance degradation assessment. Ocak et al. [3] used the
decrease of the probabilities of hidden Markov model trained by the wavelet packet
node energy features extracted from normal bearing data to describe the bearing
degradation. The similar idea was also applied by Miao et al. [4] to track the gear
health condition. Prior to the use of hidden Markov model, empirical mode
decomposition was employed to extract gear fault features from normal gear data.
Hong and Liang [5] used Lempel–Ziv complexity to assess bearing performance
degradation. Pan et al. [6] used wavelet packet node energies as bearing fault
features to train support vector data description that was used to track bearing health
condition. Wang et al. [7] used a series of wavelet filters to extract gear fault
features and applied support vector data description to assess gear health condition.
The variations of support vector data description, such as fuzzy support vector data
description [8] and rough support vector data description [9], were also used for
bearing performance degradation assessment. Pan et al. [10] also employed the
combination of fuzzy c-means and support vector data description to track bearing
health condition. Yu [11] used locality preserving projections to describe bearing
performance degradation. Miao et al. [12] used multiple wavelet filters to extract
low frequency fault features for fan bearing performance degradation assessment.
The literatures on impeller performance degradation assessment are few. In recent
years, Wang et al. [13] artificially introduced some impeller damage modes and
their different wear degrees to normal impellers. Then, vibration data was collected
from experiment systems combined with these fault impellers. A joint method of
support vector machine, a novel data cleaning algorithm and a classical sequential
backward feature selection was used by Qu and Zuo [14] to distinguish four dif-
ferent impeller damages and their four different wear degrees, each of which cor-
responded to a damage mode. Similarly, Qu and Zuo [15] used least square support
vector regression for the quantitative evaluation of impeller health condition. Zhao
et al. [16] designed a revised neighbourhood rough set model for the selections of
useful features and applied them to identify different impeller faults. Then, the joint
method of the half, full spectra and principle component analysis was used to find a
monotonic performance degradation trend. One of the disadvantages of the above
methods used for impeller health condition evaluation is that the data collected from
experiments with artificial impeller damages may be less to naturally reflect the true
wear evolution of impellers. Recently, the industrial impeller wear data, which was
collected by one of the co-authors, was analyzed by Maio et al. [17] using the
combination of fuzzy c-means and hierarchical trees. Even though the wear function
built was attractive, only some pieces of data were used to validate their method.
Through the above analyses, it is concluded that run to alert or failure impeller data
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must be investigated to build more natural models for impeller performance deg-
radation assessment. In this paper, we focus on impeller performance degradation
assessment using run to alert data. A moving-average mean wear degradation index
and a moving-average deviation wear degradation index are proposed to track the
health condition of the impellers.

2 Two Health Indicators for Impeller Performance
Degradation Assessment

2.1 Proposed Health Indicators for Impeller Performance
Degradation Assessment

Vibration analysis is widely used in machine fault diagnosis and prognosis [18]. In
order to build health indicators for impeller performance degradation assessment,
the vibration components of slurry pumps must be investigated firstly. In this paper,
the data was collected from an industrial oil sand pump by one of the co-authors.
The oil sand pump was driven by a motor with the rotation frequency equal to
fm = 26 Hz. Because the oil sand pump was stepped down through a gearbox, the
pump rotation frequency fp was approximately calculated as 6.62 Hz. The vane-
passing frequency fvpf was that the number of blades on the impeller (4 blades used
in this paper) multiples the pump rotation frequency and it was approximately equal
to 26.48 Hz. The gear meshing frequency fgmf was approximately equal to 362 Hz.
Because the data was influenced by many unknown factors, the calculated theo-
retical frequencies may vary over time and not be fixed.

The pump vibration measurements were collected by using the smart asset
management system (SAMS) software developed in the Smart Engineering Asset
Management Laboratory. The data acquisition equipment consisting of a National
Instrument (NI) DAQ 9172 and a DAQ module NI 9234 was used. Four acceler-
ometers were mounted at four different locations of the slurry pump, which were
shown in Fig. 1, where the PCB 352A60 accelerometers (S1 and S2) were mounted
on ‘casing lower’ and ‘casing discharge’ and the PCB 352C18 accelerometers (S3
and S4) were mounted on the ‘suction and discharge pipes’. The data was recorded
from March to June and the total number of the vibration measurements N was
1,096. In order to identify each measurement, these measurements were numbered
by document numbers from 1 to 1,096. The sampling frequency was set to
51200 Hz. For each measurement, the vibration signal with the length L equal to
51200 samples was collected. The data collected from the suction pipe was used for
the analyses in this paper.

Assume that N successive slurry pump vibration measurements are denoted
as ykðtÞ; k ¼ 1; 2; . . .;N. Considering the influence caused by unknown outside
factors, the vibration measurements are normalized by:
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The fast Fourier transform of Eq. (1) is given as:

ykðf Þ¼
XL

t¼1

ykðtÞe�2pi� t�1ð Þ� f�1ð Þ=L; k ¼ 1; 2; . . .;N: ð2Þ

It is known that the unbalance and the misalignment of the motor are related with
the motor rotating frequency fm and its harmonics. The sidebands around gear
meshing frequency fgmf can be regarded as gear wear. Besides, pumps usually have
strong vibration components at vane-passing frequency fvpf. The frequency spectra
of the oil sand pump measurements at three different documents 33, 338 and 561
are plotted in Figs. 3a, b and c.

Considering the fact that the vane-passing frequency may vary over time, in this
paper, the frequency amplitude summation of the frequency band covering the
vane-passing frequency is selected as a fault feature for impeller performance
degradation assessment. The rectangles with the dotted lines are the frequency
bands covering the vane-passing frequency fvpf, which are highlighted in Fig. 2. The
fault feature is called as energy evolution (EE) and its mathematical definition is
given as:

EEðkÞ ¼
Xf2

f¼f1

Xk

k�Kþ1

ykðf Þ
K

; k ¼ K;K þ 1; . . .;N ð3Þ

Fig. 1 The locations of the accelerometers used in the oil sand pump
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where f1 and f2 are the lower and higher cut-off frequencies. K is the moving-
average number. In this paper, f1 and f2 are artificially chosen as 20 Hz and 80 Hz.
The reasons are given as follows. Firstly, because the frequency resolution is equal
to 1 Hz, it is difficult to distinguish the motor rotation frequency with the vane-
passing frequency. Secondly, because those frequencies vary over time, it is more
reasonable to choose a frequency band rather than some outstanding peaks. The
chosen frequency band contains enough fault signatures for impeller performance
degradation assessment. In Fig. 3, the evolution of the EE over time is plotted.
From the result shown in Fig. 3, it is found that the EE is small at the beginning and
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then gradually become large and more fluctuated as the document number
increases. The parameter K was artificially chosen as 5. The influence of K will be
discussed later.

In order to track the underlying trend of the EE, the EE is decomposed into two
parts. The first part is the mean of the EE. The second part is the deviation of the
EE. Therefore, two health indicators, a moving-average mean wear degradation
index (MAMWDI) and a moving-average deviation wear degradation index
(MADWDI), are proposed as follows:

MAMWDIðjÞ ¼ logð
Pj

k¼K
EEðkÞ

j� K þ 1
Þ ¼ logð
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k¼K
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The MAMWDI and the MADWDI are plotted in Fig. 4a and b. From the result
shown in Fig. 4a, it is seen that Eq. (4) provides the central tendency estimate of the
EE. Figure 4b shows the deviation of the central tendency.

It should be noted that the performance degradation assessment only becomes
meaningful after the abnormal condition of the impeller is detected. In Fig. 4a, it is
found that the MAMWDI only gradually increases after the document number
exceeds 100. Therefore, the performance degradation of slurry pump impeller is
regarded to start at document number 100.

2.2 Discussion of Parameter Selection of EE and Two Health
Indicators

According to Eqs. (3–5), it is seen that these equations have the same parameter
K. In this section, the parameter K is chosen as different values to show the
influence of the different parameter K on the EE and two health indicators. The
parameter K was set to 1, 10 and 15, respectively. When the parameter K was set to
1 (it means that there is no moving-average operation), the EE and the two health
indicators are plotted in Fig. 5.

When the parameter K was respectively set to 10 and 15, the corresponding
results are plotted in Figs. 6 and 7. Compared the result shown in Fig. 5a with the
results shown in Figs. 3, 6a and 7a, it is obvious to find that as the parameter
K increases, the EE was gradually smoothed. The EE obtained by a larger parameter
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K have a clearer trend. However, it should be noted that, as the parameter
K increases, the computing time of EE also increases.

Therefore, it does not mean that the larger the parameter K is, the better the EE
is. The trade-off between the benefit of the smoothness of the EE and the computing
cost should be simultaneously considered. Another phenomenon is observed. Even
through different parameters were used in the two health indicators, the trends of the
two health indicators are not significantly different. Therefore, it is believed that the
different parameters have little influence on the two health indicators used for
impeller performance degradation assessment.

3 Conclusions

In this paper, two health indictors for slurry pump impeller performance degrada-
tion assessment were developed. Firstly, pump vibration components were ana-
lyzed. Based on the analyses, low-frequency vibration components were used as a
fault feature. Energy evolution was proposed to track the health condition of slurry
pump impeller. In order to track the underlying trend of energy evolution, energy
evolution was decomposed into two parts: the mean of energy evolution and the
deviation of energy evolution. Considering the two parts, a moving-average mean
wear degradation index and a moving-average deviation wear degradation index
were proposed accordingly. Because energy evolution, the moving-average mean
wear degradation index and the moving-average deviation wear degradation index
had the same parameter K (the number of moving-average), the influence of the
parameter K on the energy evolution, the moving-average mean wear degradation
index and the moving-average deviation wear degradation index was investigated.
It was concluded that, as the parameter K increased, the energy evolution was
smoothed but its corresponding the computing time used for calculating the energy
evolution increased. Therefore, the trade-off between the benefit of the smoothness
and the computing cost should be considered when the energy evolution was used.
Another conclusion is that the different parameters have little influence on the two
health indicators used for impeller performance degradation assessment.
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Application of Maximum Correlated
Kurtosis Deconvolution on Rolling
Element Bearing Fault Diagnosis

Haitao Zhou, Jin Chen and Guangming Dong

Abstract Maximum correlated kurtosis deconvolution (MCKD) searches for an
optimal set of filter coefficients to enhance the periodic impulses by introducing
correlation to kurtosis. This method can realize the feature extraction and the
diagnosis of rolling element bearing’s faults by improving signal to noise ratio
(SNR) of signal. In order to obtain a better result, how to select the important
parameters of MCKD is discussed in this chapter. After selecting proper parame-
ters, this method is applied to both simulated and experimental data. The result of
simulated data shows that this method has potentials in fault diagnosis of rolling
element bearing. The experimental data from an accelerated life test of rolling
element bearing are used for validation, which shows that this method can
successfully detect the incipient fault.

Keywords Correlated kurtosis � Filter � Rolling element bearing � Maximum
correlated kurtosis deconvolution

1 Introduction

Rolling element bearings are vital components in many rotating machines. Their
failure may lead to great economic loss and threaten people’s life. Therefore,
detecting and diagnosing bearing faults are very important in machinery condition
monitoring and diagnostics [1].

A localized defect will affect vibration signal. In general, when bearing ball
strikes the defect, an impulse occurs and the resonance of structure is excited. But if
the defect is small, the fault signal is not obvious and submerged in the strong
background noise. It is indeed a great challenge to detect the weak fault [2].
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Different methodologies have been developed to solve this problem and proved to
be effective. Spectral kurtosis (SK) [3, 4] is used to design a filter by locating the
resonance frequency band, and proved to be very effective in detecting bearing
fault. Wigner Ville spectrum [5] and adaptive Wiener filter [6], which are based on
cyclostationary properties, are used to realize bearing fault diagnosis by extracting
the bearing fault feature. S-SVDR (STMS based SVD method using SVR) [7] has
been proved to have a good local identification capability in rolling element bearing
fault. Stochastic resonance [8, 9], a nonlinear technique, is also used to enhance the
weak periodic impulse.

The minimum entropy deconvolution (MED) technique, proposed by Wiggins
[10] in 1978, designs a FIR filter to remove the effect of transmission path by
minimizing the entropy of signal. It’s effective in seismic survey. Endo and Randall
proposed ARMED (AR method followed by MED) [11] to enhance the gear tooth
fault signal. Sawalhi et al. [12] demonstrated that ARMED followed by SK is also
effective in detecting ball element bearing faults. Based on MED, McDonald pro-
posed MCKD by introducing correlated kurtosis in [13]. Compared with MED,
MCKD takes advantage of the periodic nature of the faults as well as the impulse-
like vibration behavior associated with most types of faults. It has been demon-
strated MCKD performs better than MED in detecting gear chip fault.

This chapter presents the algorithm of MCKD and discusses the effect of main
parameters such as order shift and filter length on detecting bearing faults. The
signal is filtered by MCKD filter, and then the envelope spectrum based on Hilbert
transform is calculated, from which the effectiveness of MCKD technique is
demonstrated on detecting bearing faults.

This chapter is organized as follows. The important deconvolution norm CK is
presented in Sect. 2. Then the detail of MCKD algorithm is presented in Sect. 3.
The effects of order shift and filter length on detecting bearing fault are analyzed in
Sect. 4. The simulated deconvolution results of bearing are presented in Sect. 5,
which succeed in detecting inner and outer race fault of bearing. An accelerated life
test of rolling element bearing is presented in Sect. 6, where the incipient inner race
fault is detected and diagnosed successfully. The conclusion is presented in Sect. 7.

2 Correlated Kurtosis

In order to take advantage of periodicity of fault, a new norm is proposed [13] as
follows:

Correlated Kurtosis of first ��� shift ¼ CK1ðTÞ ¼
PN

n¼1 ðynyn�TÞ2
ðPN

n¼1 y
2
nÞ2

Correlated Kurtosis of M ��� shift ¼ CKMðTÞ ¼
PN

n¼1 ð
QM

m¼0 yn�mTÞ2
ðPN

n¼1 y
2
nÞMþ1 ð1Þ
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yn ¼
XL

k¼1

fkxn�kþ1; xn ¼ 0 and yn ¼ 0 for n 6¼ 1; 2; . . .;N

Where N is the number of samples in the output signal y*, L is the length of filter

f
*

, and T is the period of interest. The property of CKdiffers from kurtosis a lot when
the period of interest T is considered.

Figure 1 illustrates the CK1 versus kurtosis for two simple signals. It shows that
the CK1 approaches a maximum for a periodic impulse about the specified period as
opposed to the kurtosis which tends to a maximum with a single impulse.

3 Maximum Correlated Kurtosis Deconvolution

The maximum correlated kurtosis deconvolution technique is a type of system
identification method which searches for an optimum set of filter coefficients ~f ¼
½f1; f2; . . .fL� to recover the desired input signal. The filter design aims at the max-
imum value of correlated kurtosis in output signal. The process of MCKD is shown
as Fig. 2.

The algorithm is researched by McDonald [13]. It’s very clear in his paper. The
main content is listed as follows:

The objective of the algorithm is to find the filter coefficients which maximize
the correlated kurtosis of the output signal y:
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ObjMðTÞ ¼ max
f

CKMðTÞ ¼ max
f

PN
n¼1 ð

QM
m¼0 yn�mTÞ2

ðPN
n¼1 y

2
nÞmþ1 ð2Þ

The output signal can be described as a convolution as follows:

yðnÞ ¼ xðnÞ � f0ðnÞ ð3Þ

Optimum filter settings occur when the objective function ObjMðTÞ achieves:

dCKMðTÞ
df

*
¼ 0 ð4Þ

Combining Eqs. (2), (3) and (4), the final equation can be expressed as

f
* ¼ y*

�� ��2

2 b
*

���
���
ðX0X

T
0 Þ�1

XM

m¼0

XmTa
*

m ð5Þ

where ~am ¼
y�1
1�mTðy21y21�T � � � y21�MTÞ
y�1
2�mTðy22y22�T � � � y22�MTÞ
..
.

y�1
N�mTðy2Ny2N�T � � � y2N�MTÞ

2
6664

3
7775,

~b ¼
y1y1�T . . .y1�MT

y2y2�T . . .y2�MT

..

.

yNyN�T . . .yN�MT

2
6664

3
7775 and

Xr ¼
x1�r x2�r � � � xN�r

0 x1�r � � � xN�1�r

..

. ..
. . .

. ..
.

0 0 � � � xN�L�rþ1

2
6664

3
7775

L�N

In order to obtain the filer coefficients, iterative process should be performed as
follows:

Step 1: Set the interested period of impulse Tand the order shiftM.
Step 2: Assume the initial value of the inverse filter coefficients f ð0Þ.
Step 3: Compute the output yð0Þ using the filter coefficients f ð0Þ and input signal

x with Eq. (3).
Step 4: Update the new filter coefficients f ð1Þ with Eq. (5).
Step 5: Compute the error criterion of the algorithm:

Transfer 
Function

MCKD Filter
0x = w+e 0x=(w+e )∗h y

Fig. 2 Inverse filtering (deconvolution) process of MCKD
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err ¼ CKðkÞ
M � CKðk�1Þ

M ð6Þ

If ‘err[ tolerance’, the iterative process continues and the filter coefficients
update by repeating the process from Step 3. If ‘err� tolerance’, the iteration
finishes. Then the filter coefficients are what we expect. The effect of order shift and
filter length are discussed in the following section.

4 Parameter Discussion

This section discusses the effects of order shift and filter length on detecting bearing
fault through simulations. A famous roller bearing’s model based on single point
defect, proposed by Mcfadden [14], integrates the effects of rolling bearing
geometry, shaft speed, load distribution, transfer function, the decaying exponen-
tial, and so on.

xðtÞ ¼ PN

i¼1
Ai � sðt � iT � siÞ þ nðtÞ

Ai ¼ A0 cosð2pQt þ /AÞ þ CA

sðtÞ ¼ e�Bt � sinð2pfnt þ /wÞ

8
>><

>>:
ð7Þ

where Ai is the amplitude modulation with a period of 1=Q, sðtÞ is the oscillating
impulse with the average inter-arrival time T between two adjacent impacts, si is the
tiny fluctuation around T , nðtÞ is a white stationary noise, CA is an arbitrary con-
stant, B is the damping coefficient depending on the system, and fn is the natural
frequency of the system.

4.1 Effect of Order Shift M

Since the objective function CKMðTÞ relies on the order shift, it’s necessary to
analyse the order shift’s influence. Higher order shift requires better estimates of the
fault period T . However, due to the existence of random slip of rolling elements, the
impact periodicity is not exact. From the above, M cannot be too high in detecting
the bearing fault because of the fluctuation si. The parameters of simulated bearing
outer race fault signal are as follows: Sampling rate 25.6 kHz, fault frequency 60Hz.
The relation between CKMðTÞ and VarðsÞ (the variance of si) is shown in Fig. 3.
The value of CKMðTÞ is sensitive to the variance of si. It decreases sharply as
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VarðsÞ increases. And for higher order shift, it decreases more quickly than for the
lower one. Therefore, higher order shift doesn’t benefit the optimization of CKMðTÞ
in bearing signal. Therefore, the order shift M ¼ 1 is suggested.

4.2 Effect of Filter Length L

The filter length is also an important parameter in filter design. The correlated
kurtosis of first-order CK1ðTÞ in the output signal can be used to select proper filter
length. Here the same simulated signal as in Sect. 4.1 is presented here to analyze
the relation between CK1ðTÞ and filter lengthL.

Figure 4 shows that CK1ðTÞ increases as the filter length L does. After the filter
length reaches 60, its influence on output signal seems not so obvious. Therefore,
the filter length L ¼ 100 is suggested.

5 Simulation Analysis

The bearing signals with inner and outer race defect are simulated by Eq. (7). The
sampling frequency fs is 25.6 kHz, the natural frequency fn is 4 kHz, the shaft
rotational frequency fr is 10 Hz, the inner race fault frequency f is 65 Hz, the outer
race fault frequency fo is 47 Hz, the data length N is 25,600, the random slip si is
0.01, and the SNR = −12 dB. The order shift M is 1 and the filter length L is 100 as
suggested in Sect. 4.

The simulated bearing signal with inner race fault is given in Fig. 5. It shows the
effectiveness of MCKD technique in bearing fault diagnosis. The signal in the top
row (a) represents the raw signal without any processing. It is seen that the back-
ground noise is so strong that the fault cannot be detected. In the second row (b), the
time waveform of filtered signal is presented. After the enhancement of MCKD
filter, the periodic fault feature is obvious in the time waveform. The third row (c)
represents the envelop spectrum of the filtered signal. It clearly shows that the
characteristic frequencies are fi and its harmonics modulated by fr, which implies
the occurrence of inner race fault. Figure 6 shows that this technique is also
effective in detecting outer race fault.

6 Experiment Validation

Electrical discharge machining is used to obtain artificial defects. But it cannot
reflect practical machine operation. For validation, vibration signal is collected in a
rolling element bearing accelerated life test. Rolling element bearing accelerated life
test is performed to collect vibration data over whole life time in Hangzhou Bearing
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Test and Research Centre (HBRC). It simultaneously hosts four rolling element
bearings on one shaft driven by an AC motor and coupled by rubber belts. If any
bearing is failed, a new one will replace it. The experiment rig is shown in Fig. 7.
Four same rolling element bearings are tested and their type is 6307 with its
corresponding parameters and operating condition shown in Table 1. Five char-
acteristic frequencies are presented in Table 2. The data acquisition system includes
three acceleration transducers and DAQCard-6023E. One group of data was
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collected every minute with the data sampling rate of 25.6 kHz and the data length
is 20,480 points.

The RMS is one of the most widely used indices to monitor the bearing con-
dition. Figure 8 represents the RMS over the entire life time of B3. There are 1962
groups of data. It is seen that the RMS starts to increase at the group 1878. When

Table 1 Rolling element bearing parameters and operation conditions

Type Ball
number

Ball diameter
(mm)

Pitch
diameter(mm)

Contact
angle

Motor speed
(rmp)

Load
(KN)

6307 8 13.494 58.5 0 3000 12.744

Table 2 Main feature frequency

fr fc fb fi fo
50 19 102 246 153
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the experiment rig goes on running, the RMS continues to increase sharply. That
means there must be certain fault in the B3. The test rig was stopped to avoid the
machinery damage. So it’s very significant to detect the incipient defect in bearing
condition monitoring. The proposed data group 1875, earlier than 1878, is used to
extract fault feature by MCKD.

Figure 9 represents the time waveform of original and filtered signal in group
1875. In the time waveform of original signal, there is no evident fault feature. But
abundant periodic impulses are obvious in the filtered signal. It can be inferred that
B3 suffers from certain fault. It’s necessary to give further analysis to confirm the
fault type. Figure 10 represents the PSD estimation of the original and filtered
signal. The envelop spectrum of both original and filtered signal is shown in
Fig. 11. The inner fault frequency fi and its sideband fr are much more obvious in
filtered signal than the original one.

After performing the MCKD technique, the bearing is diagnosed as inner
race fault. For validation of the analysis, the fault bearing is examined carefully.
Figure 12 shows the failed bearing. In conclusion, the MCKD technique is effective
in detecting the incipient fault under strong background noise.
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7 Conclusion

This chapter presents the new deconvolution process, MCKD, which searches for
an optimal set of filter coefficients to enhance the periodic impulses by introducing
correlation to kurtosis. The vital parameters, order shift and filter length, are dis-
cussed and chosen for detecting the bearing fault. The order shift cannot be too
large for its sensitivity to the fluctuation in bearing signal. The simulation data and
an accelerated life test prove its validity in rolling element bearing fault diagnosis.
The accelerated life test collected the bearing vibration data over the entire lifetime
(normal-fault-failure). The RMS shows the bearing fault occurred after it ran for
1878 min. The combination of MCKD and envelop spectrum can detect the
incipient fault 3 min earlier than the RMS can. The fact proves the effectiveness of
the MCKD technique in rolling element bearing fault diagnosis.
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The Role of Life Cycle Cost in Engineering
Asset Management

Khaled El-Akruti, Richard Dwight, Tieling Zhang
and Mujbil Al-Marsumi

Abstract This paper presents a case study demonstrating life cycle cost (LCC)
analysis as a major and critical activity of engineering asset management decisions
and control. The objective is to develop a maintenance policy to control the eco-
nomics of replacement and repair practice of refractory lining of an electric arc
furnace (EAF). The replacement and repair policies involve the optimum life pol-
icy, the repair versus replacement policies, the repair limit method and the com-
parison of lining material types from different suppliers. The developed models
provide a method for defining the most important factors involved in decision
making with respect to operational and managerial levels. The approach also
involves deciding the remaining age value as the repair limit criteria while avoid
lining failure due to unavoidable deterioration caused by variation in operation
conditions. The decision criteria are established as: (a) what type of lining material
is better to use? (b) When to replace lining in a cyclic manner? (c) At what sequence
is hot repair required and (d) whether to replace or use cold repair between
replacements. Finally, the model output values for the decision criteria are pre-
sented in tables and graphs to guide decision making in operation and maintenance.
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1 Introduction

The concept of asset management utilizes the LCC analysis in managing the life of
assets. There is a common understanding that Engineering Asset Management; AM
involves life cycle management which is based on LCC as a dominant criteria for
decision making within the AM system [2]. The AM system is defined as: “The
system that plans and controls the asset-related activities and their relationships to
ensure the asset performance that meets the intended competitive strategy of the
organization” [11]. This definition provides an integrated view of the AM system
within the whole organization’s management system. As a control system AM
involves a set of planning and control activities at different organizational levels.

It is proposed that the role of LCC analysis in AM system is focused on defining
decision criteria for the lifecycle management of physical assets as a holistic
approach to control the life cycle activities of assets in order to achieve the orga-
nization’s objectives.

The activities of concern in asset management in relation to LCC analysis during
each stage of the asset life are shown in Fig. 1. For example, at the preliminary
system design stage, the AM system activities that require LCC analysis may
include system definition, system analysis, and evaluation of alternatives or trade-
offs. The challenge in managing the entire asset life effectively lies in integrating the
fragmented activities through the various stages [7]. This leads to integrating the
need-identification, alternative analysis, and project selection to the business
management focus (ISO/IEC 15288 [21].

Value creation is a concept that is related to organizational activities and LCC
[37]. Relationship between value activities and AM system is not clear but
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performance attributes reflect the LCC-value relationships between activities. El-
Akruti [11] argues that the AM system controls LCC of assets. He states, that it also
incorporates coordination activities to maintain relationships between these life
cycle activities such as those related to:

a. Procurement, finance and accounting which are important for establishing the
LCC requirements to enable investment, funding and budgeting, cost analysis
and decision making.

b. The information technology to establish the required information flow to
facilitate a data base for LCC. For example, a published case study [20] reports
that “BP connects its business processes with over 1,500 suppliers to co-ordinate
the maintenance, operation and repair of specialized exploration and production
equipment”.

c. External suppliers to establish their impact on asset’s LCC and maintain value
added relationships with suppliers and to make outsource verses in-house
decision and maintain both-side-benefit relationship.

d. Technical support and development to establish the required development in
assets or asset-related processes and the suitable technology or any new
developments in technology for use in enhancing performance.

e. Human resources, inventory, quality and safety systems for better performance,
less risks and safe environment.

The AM activities involve the use of LCC analysis in lifecycle management of
assets in existing organization [1, 7]. Any decision concerning the portfolio of assets
is built on the accumulated information of managing the utilisation stage. A major
portion of such information would be related to cost of activities at different stages of
asset life [4]. At any time it may be determined for example that the current design of
one or more assets is not capable of achieving the required performance given the
current or projected future environment [9]. Concurrently, organizations must
identify the business needs, and make decisions to launch any change or project to
enhance assets, their design, operation, maintenance or logistic support [7, 8, 31].
AM projects may involve decision regarding, upgrading, expansion, support system,
redesign, replacement or retirements of assets. These decisions require the LCC
analysis to choose the right assets, use or maintain them appropriately, and balancing
short-term performance against long-term sustainability.

The literature on this topic is extensive. Examples on the use of LCC in asset
management decisions are numerous but each example may be unique due to the
nature of different assets in different industries. Table 1 is a summary of some of the
reviewed literature on the use of LCC in engineering asset management decisions.
These decisions highlight the need for LCC analysis as a holistic approach to AM
system activities in relation to achieving an organization’s objectives. For example,
Pinjala et al. [36] discuss relationship between business and some of the asset-
related activities such as maintenance.

A strategic approach to maintenance as an asset-related activity has been rec-
ognized especially in capital-intensive industries [30, 36, 45].
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As presented by Blanchard’s model [4], integration of LCC models into asset
management decision process involves 12 steps:

1. Define system requirements and TPMs.
2. Specify the system life-cycle and identify activities by phase.
3. Develop a cost breakdown structure.
4. Identify input data requirements.
5. Establish costs for each category in the CBS.
6. Select a cost model for analysis and evaluation.
7. Develop a cost profile and summary.
8. Identify high-cost contributors and cause-effect relationships.
9. Conduct a sensitivity analysis.

10. Identify priorities for problem resolution.
11. Identify additional alternatives.
12. Evaluate feasible alternatives and select a preferred approach.

Decisions may involve issues such as:

• Establishing the remaining costs (given you are in the use phase), which raises
the issue about replacement cost as a function of behaviour of the current
system.

• Repair/replace decision logic which may give rise to economic or optimum
repair frequency and replacement period.

Table 1 Use of LCC in engineering asset management decisions

Use of LCC in AM decisions Sample references

To develop value-orientated decision support
systems for maintenance and replacement or
rehabilitation: this may include optimization
or performance improvement, setting policies
or developing strategies

Scarf et al. [38], Taylor [43], Tähkämö, et al.
[42], Shahata and Zayed [40], Schuman and
Brent [39], Khan [26], Mahapatra. [29], Gar-
cia et al. [14], Hartman [18], Eginhard [10],
Jardaine [23], White [48] and Herbert and
Gordon [19], Wijnia et al. [49]

To evaluate feasibility and/or requirements of
existing and new asset or asset-related
projects

Goralczyk and Kulczycka [17], Wubbenhorst
[51], Buys et al. [5], Vorarat and Al-Hajj [47]

To develop value-orientated decision support
systems to improve asset design/selection,
installation, use & maintenance and retire-
ment or trade-off between alternatives to an
asset

Girsch et al. [16], Barringer [3], Janz and
Westkamper [22], Liu [28]; Farran and Zayed
[13], Jun and Kim [25]

To assess or assert trade-offs for environ-
mental impact and sustainability

Nyuk et al. [33], Sullivan and Young [41],
Norris [32], Mahapatra [29], Castella et al. [6]

To provide a decision tool (e.g. cost-benefit
analysis) for estimating project requirements
or investment, identify cost drivers and
highlight need for change or for selecting
assets

Kim et al. [27], Patra and Kumar [35], Ge and
Wei [15], Yu-Rong et al. [52], Woodward
[50], Jeromin et al. [24], Esveld [12], Thoft-
Christensen [44], Uppal [46]
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• Prediction and estimation decisions which require CBS breadth and depth for
visibility.

• Projection decisions which involve investment, system operation and support
costs. These are based on the projected activities throughout the operational use
and support phase and are usually the most difficult to estimate.

• Trade-off decisions which may involve capital vs. running costs, labour and
materials versus reduced services and reduced safety.

• Alternative options decisions which comparing LCC of alternative asset e.g.
pieces of equipment or maintenance strategies or methods and balancing the cost
of a new item against the cost of maintaining efficiency on the old one and/or
that due to the loss of efficiency.

2 LCC Criteria for AM Control Models and Performance

It is necessary at this stage to stress that the purpose of a LCC model is so that it can
formally be manipulated to determine relationships between AM control decisions
and levels of performance. LCC models are essential for AM control to aim at
improving performance, either in terms of improved benefits for the same cost, or
reduce cost for the same benefit, or in terms of cost/benefit mixtures. For example
for obtaining optimum LCC, control of replacement and/or repair frequencies is
needed. AM control is meaningless unless there is a criterion to tell when control is
good or bad. Such criteria do not exist, and involve a search for it in the context of
the demand for the asset and in the effectiveness of the functions in meeting this
demand. It is therefore a two way interaction e.g. replacement and/or repair func-
tions as shown in Fig. 2, and the demand pattern has to be decided in the light of
economic or optimum LCC.

As shown in Fig. 3, there are two aspects to this; firstly determination of how to
measure performance and secondly identification of the decision criteria (control
variables) to be manipulated by the replacement function in order to set a decision
or policy. Measures of performance depend on the availability and performance of
the asset required by production over some time span. If they are laid down clearly

Demand   for 
Equipment 

Replacement 
and/or Repair

Equipment 
Situation 

Fig. 2 Demand versus replacement and repair

Production Replacement 
and/or Repair

Minimum Cost
Availability 

Performance

Fig. 3 Production performance versus replacement and repair cost
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and can be met, then performance can be judged in terms of cost of providing this
service.

Even if availability and performance are specified, one can question the true
financial production effects of each service level. Thus what are the financial effects
of lost production time and of poor quality? What are the financial effects of
delaying production, resulting from not having equipment available? This gives rise
to the need of combining both functions; minimizing LCC to achieve various
service levels and the economic benefits of various service levels. Finally it needs to
be remembered that the way in which an asset is used in production programs, will
inevitably influence the condition of the equipment. Meeting demand is usually a
priority but some time the choice between delaying production and using asset with
risky condition has to be made depending on deterioration rate which may be
rapidly accelerated and lead to catastrophe.

Regarding LCC decision criteria for AM policies, the decisions which can be
taken are numerous, and they occupy different hierarchical levels, e.g. replacement
of equipment, repair or overhaul of equipment, replacement of components or
inspection of component. The effect of such decisions cannot be separated. Thus it
is the combined effect of operation and maintenance that has to be assessed when
dealing with AM policies in utilization stage. For example an optimum overhaul
frequency of replacement of some components depends on the frequency of other
associated components replacement (component may or may not be replaced at
times of major overhauls and at time of breakdown). LCC is needed for replacement
decision which does not have to be in the strict sense of the word, but perhaps
maintenance decisions such as repair and overhaul may be taken synonymous with
replacement provided that it is reasonable to assume that maintenance actions return
equipment to as new condition. Therefore it is not a ‘one-off’ decision, but a serious
of decisions. Thus there is a complexity of decision structure that involves LCC.

3 LCC Criteria for AM Control Models and Performance

3.1 Case Study Definition

This case study examines furnaces as the significant assets in steel making industry.
In this steel making case study organization, EAFs are the most critical assets for
the process availability. The main activities of the EAFs that impact process
availability are lining replacement and repair. Therefore, the development of the
economical criteria for the control of lining replacement and repair of EAFs pro-
vides a good opportunity to increase product unit profit (profit margin).

The policy of lining refractory replacement and/or repair varies greatly from one
steel plant to another depending on differences in environmental and operational
condition. Hence every plant has to develop its own convenient replacement and/or
repair policy.
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Furthermore the maintenance strategy of working lining replacement and/or
repair controls to a large extent the availability and productivity of the process,
resulting in a great effect on the unit cost of liquid steel produced.

The life of the working lining is dependent on the repair practice. Lining repair
involves two types; hot repair and cold repair. Hot repair is done by fettling and
gunning while EAF is hot. The amount of material used and the time required to do
hot repair are the main factors in considering hot repair cost. Cold repair is done by
cooling EAF down to fix the damaged spots. It is usually resorted to when dete-
rioration or damage cannot be handled by hot repair. It is time consuming because it
requires cooling the EAF down resulting in a great loss of EAF’s availability. The
time required for cooling EAF and the time required for repairing are the main
factors in considering cold repair cost. Working lining replacement is done peri-
odically as required and has direct effect on EAF availability.

Hence it can be concluded that, working lining replacement is directly related to
the overall cost of replacement and repair, and lost production cost due to
unavailability. Consequently an assessment of working lining replacement costs in
terms of lining material and replacement stoppage is required to base decision on
the LCC.

Hot repair is done as required and involves consumption of material and rela-
tively short time. Cold repair is done when hot repair is not sufficient and the time is
too early for replacement, or most of the lining is still in a good condition. Cold
repair is considered as a partial replacement where the EAF has to be cooled down.
It involves the use of used bricks and its duration may be as long as that of the
replacement or even more.

Hence it can be concluded that, hot and cold repair are as relevant aspects as
working lining replacement because they are directly related to LCC involving
replacement and repair, and lost production cost due to unavailability. Conse-
quently an assessment of repair costs in terms of hot and cold repair material and
hot and cold repair stoppages is required to base decision on the LCC.

3.2 AM Decision Models and LCC Criteria of the Case Study

In this case study, the AM control focuses on providing a maintenance policy that
guaranties and outlines the economical decision bases for replacement, repair
practice and refractory procurement policy.

For AM control, the main concerns are the working lining life, the required
repair amount, frequency and the required repair type. Since the consumption rate
of hot repair material and time making hot repair increases with longer life of EAF’s
lining, there must be a point where it is not worthwhile to use hot repair and
replacement is more economical. Furthermore, is it worthwhile to use cold repair at
all? Also, what lining supplier’s set of refractory materials is more economical?

It is the aim of this paper to demonstrate and establish the modelling procedure
using the LCC to set an AM policy that economically control the replacement and
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repair practice of refractory working lining in EAFs. The policy of determining the
maintenance economical decision bases, involves modelling for the replacement
and the repair criteria of lining such that the LCC of lining is reduced for each unit
produced. The question then becomes how to optimize LCC while maintaining the
same high level of availability, quality and productivity.

As a result, this case study involves answering these questions:

1. What lining type (supplier) is better?
2. When to replace lining in a cyclic manner?
3. At what sequence is hot repair required relative to lining life?
4. Whether to use cold repair in between replacements and determine the repair

limit for use?

3.3 Cost Structure Breakdown and Evaluation for Modelling

As the decision criteria are based on cost data, the various types of costs that might
be involved in lining repair and replacement must be outlined. These costs are
structurally related as shown in Fig. 4. As will be noticed only some costs will be
used for the development of the model, where others would not be used either
because they have no effect on the replacement and repair practice or they do not
change with respect to time or replacement and repair events.

The main cost variables evaluation includes:

1. Working lining cost: which is composed of material cost and stoppage loss and
it may be defined as; (Cw = Cwm + Cws). Where Cwm represents the material
cost and Cws represent the stoppage loss.

2. Working Lining Replacement Stoppage Cost (Cws): which is a loss of time that
could have been utilized for production resulting in two effects one is the loss of
operation while incurring ongoing payment of fixed cost. The second is the loss

Fig. 4 Model’s cost structure breakdown
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of products that could have been sold and therefore a possible result of lost
benefit. These effects are dependent on many economical policies imposed by
strategies of the overall economy. For instance at one extreme, the policy may
be purely economical benefit where product value is equal to sales price. On the
other extreme the policy may be anything but not economical benefit where
product value is equal to product unit cost. For nature of demand in markets
associated with this case study it is assumed that stoppage cost is only due to the
contribution of “no operation cost” which is incurred ongoing payment of fixed
cost.

3. Cold repair cost which is composed of material cost and stoppage loss and is
defined as; Cc = Ccm + Ccs. Where Ccm represent the material cost and Ccs
represent the stoppage losses. Ccm is the cost made up of the various material
used which may be brick or mixes or binding material. Cold repair stoppage cost
may be define as:
Stoppage cost = stoppage duration * productivity * availability * fixed unit cost
(Cws = Dcs * Pr * A * NOCu)
where, Dcs, Pr and A values are to be evaluated statistically from operation
records as an input to the model and the NOCu is based on accounting records
[34].

4. Hot repair cost which is composed of material and stoppage cost
(Ch = Chm + Chs). Where hot repair is defined in terms of gunning and fettling
(Chm = Cf + Cg) and the hot repair stoppage cost is define similar to cold repair
stoppage cost as: Stoppage cost = stoppage duration * productivity * fixed unit
cost (Chs = S * Pr * NOCu).

3.4 Model Development, Result and Application

3.4.1 Model Development

The model is developed based on LCC structure to achieve the research objectives.
It is intended to contribute a significant saving in refractory consumption by proper
application of the developed model to set the policy for the economical criteria. It is
also intended that such application of the model is made such that it does not
impose any changes in the actual practice and provides the required information for
decision makers to base their decisions on the economical aspects of LCC opti-
mization while increasing productivity and maintaining the required quality. As
such those objectives shall be achieved through obtaining an optimum replacement
model and a repair limit model.

These models are developed as a decision support system to enhance optimum
life decision, suppliers’ refractory lining selection decision based on the most eco-
nomical supplier’s lining (refractory set), decision regarding amount and sequence
of using hot repair and cold repair limit. The models are developed to define the
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appropriate action in terms of hot repair, cold repair or replacement. The two types of
repair stand as preventive means to failure and as a substitute for replacement until
they become uneconomical. Hot repair is to be carried out as a preventive treatment
against failure until optimum life is reached based on minimum LCC per heat. If hot
repair fails as a preventive treatment, then cold repair is applied only if it is more
economical than replacement. This comparison is done on the basis of the remaining
age value of the lining as a repair limit. Cold repair is carried out as long as its
estimate at any specified age does not exceed the repair limit.

3.5 Model Results

A graphical presentation of the results for one supplier’s material type is presented
in Figs. 5 and 6. They show the analysis that determined the criteria for optimising
replacement and frequency of hot repair for one lining supplier. These solutions
represent the evaluation and analysis that provided a view on the economics of
repair and replacement for decision making based on the LCC per heat, repair costs
per heat and the gunning consumption per period. The output values for application
decision variables are summarized in Table 2 for each supplier’s material type.

3.6 Benefit and Recommendation for Application
of the Model Results

The application of the results is carried out in terms of the values determined by the
model analysis for the decision criteria. Using these values of decision criteria with

Fig. 5 Determining the optimal replacement
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relation to the total management system of the company, requires fitting these
criteria within the existing procedure for the decision making process at the dif-
ferent existing decision levels. The integration of these models is presented in
Fig. 7, where all decision criteria and relevant points needed for decision making
were indicated. Therefore the model is made so that, the application procedure can
fit easily within the operation practice and allows for taking advantage of any
production stoppage or any furnace in a non utilization case when more than one
furnace exist for production.

Fig. 6 Gunning consumption for hot repair sequence

Table 2 Output values of the model for decision criteria and optimum status

Parameter Unit Material suppliers

Supplier-
X

Supplier-
Y

Supplier-
Z

Replacement cost $ 175,490 161,614 152,613

Cold repair cost $ 91,446 91,446 91,446

Maximum gunning Ton 5.20 6.0 5.50

Hot repair period length Heats 10 10 10

Maximum hot repair cost per period $ 13,682 14,007 15,907

Optimal EAF working lining life Heats 278 319 229

Cold repair limit Heats 120–130 110–120 80–90

Cold repair actual application – Not
feasible

Feasible Feasible

Total cost per heat (Cta) $ 1,426 1,544 1,652

Total cost per ton of liquid steel $ 15.6 16.8 16.8

Priority for use – First Second Third

Total annual cost based on use of each
suppliers material alone

$ 5,436,058 5,887,760 6,298,710
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Fig. 7 Operational procedure and decision criteria
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The application of the model for the optimum policy would result in cost
reduction for the company:

• From 10 to 15 % annual saving in the annual refractory cost ($1,900,000) is
expected when managerial decision for material type selection is based on the
model output criterion.

• From 2 to 6 % annual saving in refractory cost is expected when operational
decisions are based on the model output criteria.

Therefore it is an attractive proposal for top management to adopt. Furthermore
the application is very simple since it only requires the use of the model findings for
the economics of the decision making process with a very simple procedure that
would not impose any change in the actual operation or managerial practice. The
recommendation for application includes:

• Operational recommendation

1. Always replace lining at optimum life or as close to it as possible.
2. Observe gunning amount for every sequence of 10 heats Cold repair should

not be applied if its cost exceeds the limit. Start hot repair approximately
after the 20th heat for lining life less than 100 heats hot repair should be
applied with a frequency ranging from every 5th to every 4th.

3. For lining life beyond 100 heats hot repair frequency should not be less than
every 3rd heat.

• Managerial recommendation

1. When purchasing lining material, the decision of supplier selection should be
based on the criterion of minimum LCC per unit production.

2. The model should be updated in case of any future development, changing
conditions or including new suppliers.

4 Conclusion

LCC is a tool to develop value-orientated decision support systems in various AM-
related industries. LCC has a critical and essential role to play in asset management
decision making processes.

The main results of the case study present an illustrated simple example of how
LCC plays an essential role in asset management decision making; in particular
replacement optimization and maintenance policy and its impact on the procure-
ment policy. Those decision criteria in the case study are shown to be supported by
the LCC-based model developed at the operational and strategic levels within the
direct and support functions of the company.
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Therefore, the developed LCC-based model provides a decision support system
within this case study company and implies that LCC has a great potential for
decision making support for asset management.
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Cost Optimisation of Maintenance
in Large Organizations

Robin A. Platfoot

Abstract Large organizations routinely deploy extensive computerised systems for
work management control, thereby collating databases of work order information
which may be of variable quality. It is possible to analyse these data sets, taking
into account issues with codification and gaps in individual work order complete-
ness, to determine trends in work management, PM strategies, failure modes in
critical plant and overall expenditure. Cost optimisation of maintenance involves
three steps. The first is to understand the raw data and determine trends in what is
driving the expenditure and which parts of the asset base require the most invest-
ment. The second is a codification system for the data to enable searching for
possible savings across large fleets of assets. The third is to implement a search
routine for savings and then apply it, to develop a credible budget savings strategy.
The areas of improvement which need to be considered include work management
with improvement in the planning of work so that simple or temporary fixes are
replaced by well-considered and executed repairs. Secondly there is a need to
improve the PM strategy so that reactive approaches to specific assets at various
facilities are lifted to a more proactive approach. Both of these cases relate to
addressing the issue that poor maintenance equates to high levels of work orders on
assets which otherwise should not require this intensity of work resulting in wasted
effort and increased cost of maintenance. In order to determine which assets have
high cost levels, an internal benchmarking process can be applied to large organ-
isations. This is implemented by comparing the maintenance of specific asset types
in different facilities throughout the organisation and identifying those which have
above average levels of maintenance. Results to date have shown that a credible
level of overall maintenance savings may be claimed by simply identifying asset
areas which are receiving too much work and then proposing improvement work to
address these high rates.
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1 Introduction

This chapter is based on the proposition that increasing maintenance cost has an
inverse relationship to improving asset operational reliability. In particular, reactive
corrective maintenance wastes labour and resources which result in increased cost
which has the potential to be managed down. There are a number of ways the
operational reliability of an asset can be improved. It may be operated in a less
harsh manner, incurring less damage as it is operated (e.g. back off the operation,
reduce the load, and remove sources of unnecessary damage …). The preventive
maintenance strategy may be improved to manage down the component of forced
reactive maintenance, thereby both reducing the cost of maintenance and actually
doing less work on the asset since smaller tasks are preventing larger tasks and the
condition is kept to a good level. Another solution is capital change out of the asset
or its major components [1].

Maintenance cost optimization will progress with the assumption that the
operational demand on a facility will remain steady. If the operational requirement
changes then more information is needed than can be provided from a straight
budget analysis. Capital replacement should always be treated as the final option
and not the first. The preference should be to conserve the organization’s capital for
growth purposes, and achieve more with the existing asset base [2]. There will be a
limiting condition to this, and this point will be realized when reliability cannot be
lifted by any maintenance-related improvement. The optimization strategy then has
the following options to remove waste from the maintenance work [3]:

• Improvement of preventive maintenance strategies by specifying all of the tasks
which have to be done, settings and measurements, lubrication standards and
other key information. It should be noted that a balance has to be found between
completeness of information provided and what the field personnel will con-
sistently tolerate as a set of working instructions (i.e. make the document set
unwieldy and it will not be used).

• Improved work management practices leading to a disciplined approach to not
just return to fix broken equipment and to report on problems found which will
support reliability follow-up; and

• Greater discipline in predictive maintenance and the use of condition assess-
ments to drive high levels of condition based maintenance work, thereby
reducing the level of corrective maintenance.

These three objectives should form the basis of any maintenance improvement
work which can then take into account sub-projects such as, roll out of a new
maintenance system, contractor reset, work management training, and condition
monitoring investment. The issue is that waste is an asset-specific problem within
the operating and environmental context of the asset in question. In a fleet of tens of
thousands of assets the ability to isolate and classify the assets and the requirements
to improve their maintenance is challenging without a specialized approach to the
analysis of work order information from the maintenance system. Work order data
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has the sole set of attributes that covers all of the assets, is time-stamped so that
frequencies of work relate to the reliability of an asset and should carry enough
attribute information to determine problems with the asset.

This chapter presents an approach to firstly classify work order data, then
identify opportunities for savings and finally set up the project to resolve the issues
and thereby return benefit to the organization. One of the principles of this work is
the analysis accepts the quality of data provided by the maintenance teams which
may be at a lower level than the system would otherwise support. Data quality is a
function of what level of communication between each other the maintenance
stakeholders require to do their job [4]. This is highly variable between teams and is
dependent on their own use of the information such as reports, KPI trends or
reliability support.

2 Work Order Information

The work order in a computerized maintenance management system (CMMS)
specifies work to be undertaken on an asset and will typically document the
equipment, crew to do the work, tasking, and some key dates such as when it was
first raised, when it is scheduled to be undertaken and when it was closed out.
Individual work orders are often highly variable in quality based on the diligence
with which an individual used the system and filled out all of the details. Invariably
discipline in the use of work orders and the quality of information is sustained at a
high level in one of two ways:

• The work will be undertaken by third party contractors and their contract
stipulates the quality of the work orders with penalties if they do not comply;
and

• Work management key performance indicator (KPI) reporting tracks teams who
are issuing and completing work at a standard below requirements.

To be able to use the data to identify and then quantify maintenance optimization
then coding is required to track the location of the asset or assets of concern, the
asset class and the type of work. The rationale is that the optimization process
commits technical improvement of a specific type (based on the asset class), to
assets in a specific location. The type of work is important since it will inform the
nature of the improvement. There are a small number of generic work types which
are possible in maintenance delivery, and they are dependent on how work was first
initiated for the maintenance team. This is shown in the flow chart below (Fig. 1).

If we consider an asset which requires a high rate of maintenance work, then a
small number of possibilities arise which we may consider wasteful:

• High levels of unscheduled corrective maintenance (e.g. breakdowns) means
that the PM strategy is inadequate;
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• High levels of scheduled corrective maintenance means that either the asset is
not fit for purpose, or more likely the people attending the maintenance are not
leaving the asset in a condition which is suitable for reliable operation; and

• High levels of PMs with little in terms of condition-based maintenance being
generated in response to the measured condition means that the PM schedule is
wasteful and can be backed off.

Within these possibilities there are three improvement opportunities: inadequate
PMs, poor work management or a wasteful PM strategy. If these issues we checked
and resolved, and still the maintenance is not considered optimum, then resorting to
capital improvement is a viable option. Correct codification of work type allows
greater options for improving asset performance since assets under maintenance are
not delivering their operational requirement. Another interesting aspect about the
work flow above is the use of Proactive Maintenance, which has been borrowed
from the work of R Moore [2]. In this case, if there is an absence of such work then
the problem is lack of improvement using the work history and reliability engi-
neering resources which good asset management requires.

The work order should be used to capture the costs of the job using the following
information: labor hours committed by the resources which, using an average rate
can be used to simply report an estimated labor cost of the work. Next, the materials
required for the work should be issued to the work order within the maintenance
system, so that the inventory recorded price for the goods can be allocated to the job
cost. Finally special purchases of hire equipment, purchased services and specially
procured materials should be allocated by linking their purchase order to the work
order. It is important that every job undertaken by the maintenance teams has a
reasonably accurate cost recorded in the maintenance system. This will become
more evident as more of the analysis is presented further in the chapter.

Request Scheduled 
Work

Approve Work to 
Proceed

Plan Work Schedule Work

Commit Preventive 
Maintenance

Coordinate Work

Fault Response

Do Work

Need for Follow-
up

Raise Follow-up 
Work

Analyse Results
Raise Proactive 

Work

Capital Projects

Y

Condition-Based 
Maintenance

Proactive Maintenance

Preventive Maintenance

Unscheduled Corrective

Scheduled CorrectiveCapital Work
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Fig. 1 Work flow and order types
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Data exploration is always a useful initial exercise with work order data to test
where the main opportunities for improvement lie. If the balances are based on cost
rather than instances of work order this exercise is valuable from a commercial
perspective, which will be essential in justifying any proposed improvement work.
An example of cost balances by asset type for the case study material cited in this
chapter is provided below with actual costs suppressed (Fig. 2).

The report on costs per asset type and work type represents an initial step in
developing the strategy for where to target cost optimization. In this particular case
study it was found that the bulk of the capital project work was directed to trans-
mission structures and conductors. Savings through avoiding waste in maintenance
as discussed above will focus on other types of assets noted on the left hand chart.
Other considerations such as streamlining the project spend in structures and
conductors on the basis of improved condition measurements are valid, but are
outside the scope of this work.

3 Facilities and Internal Benchmarking

In large enterprises assets may be grouped across multiple sites or facilities. The
intent is that assets are identified with a unique site and we can then test the
maintenance at one site to that completed at another. The concept of the facility is
shown below as a level in the asset hierarchy registered in the maintenance system.
The use of the facility concept allows the analyst the ability to benchmark the
maintenance within an organization, finding pockets of best performance compared
for specific types of waste. If we consider the ALB facility highlighted in the
example below, then there is value comparing air compressor maintenance at ALB
against that undertaken at other facilities across the organization. This is a technique
only suitable for large organizations where internal benchmarking of asset main-
tenance is used to determine standards of performance (Fig. 3).

For smaller organizations external benchmarks of so-called best practice will
have to be used, and allowances for differences in trades knowledge and education,

Fig. 2 Maintenance cost allocations—asset types and work types
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operating environment, availability of resources and other actors all have to be
taken into consideration. With the internal benchmarking concept these issues are
not a consideration: if a team in one area of the organization can do well, then so
can other teams working elsewhere for the same organization.

4 Work Order Statistics

A number of statistics were developed for the analysis of work order information
relevant to each facility. The first measures the level of reactive work in the facility:

SWT ¼ 10 � PM þ 7 � CBM þ 3 � SCM þ UCMð Þ
PM þ CBM þ SCM þ UCMð Þ

where PM is the total cost of PM work, CBM that of condition-based corrective
maintenance, SCM that of scheduled corrective maintenance and UCM that of
unscheduled corrective maintenance. A statistic of 10 represents a case where there
is only PM work whereas a statistic close to 1 infers highly reactive maintenance.

The second statistic concerns the reliability of the assets of specific asset types
within each facility, and is measured as the frequency of work which can be
measured by the mean time between work orders, SMTBW. If this statistic is low
then the work is frequent and under the rules introduced above, a potential source of
waste. The statistic is applied to all types of work: high levels of PMs may be seen
as inefficient whereas high levels of corrective work are seen as indicative of less
than optimum reliability.

SMTBW ¼ Duration of period ðdaysÞ
Number of work orders in period

We need to differentiate the size of facilities before applying the reliability metric
since very large facilities by the number of assets will have a lower SMTBW than
small facilities. In this work we found the best way to proceed was to unit rank
facilities from smallest to largest in accordance with a sequence determined by a

Fig. 3 Identifying facilities within the equipment hierarchy
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third metric. This is a normalised statistic: the % of the number of assets at a facility
divided by the number of assets at the largest facility (as measured by most number
of registered assets), SFAC.

SFAC ¼ Number of assets in the facility
Number of assets in the largest facility

� 100

The largest facility with SFAC = 100 % is the one with the most number of
registered assets. Testing for different asset types across test data showed a rea-
sonable correlation between the mean value of SMTBW with the unit rank of SFAC.
The unit rank means that assets are assigned a percentage between 1 and 100 %
depending on where their value of SFAC fell between the smallest and largest value.
The 50 % unit rank SFAC is the median value of the distribution of this statistic. An
example is shown below for work orders associated solely with power transformer
maintenance across a large number of substations in one organization. It can be
seen that there is a correlation of diminishing SMTBW with increasing unit rank of
SFAC, where the rank is greater than the median value of 50 %.

The distribution may be interpreted to mean that once a facility is large enough
there is a steady load of maintenance work across multiple assets within the facility,
and this load increases with larger facilities. Where the facilities are quite small
(typically SFAC < 10 %), then the rate of maintenance work is random and there is
no correlation with the size of the facility. For the purposes of this analysis, to find
significant cost savings in the maintenance across many facilities in a large orga-
nization, the small facilities need to be excised from the analysis. These may well
make up 50 % of the total number but by inference they represent a smaller fraction
of the total cost of the organization’s maintenance due to their lower cost per unit of
work (Fig. 4).

Hence this analysis should only be applied to the top 50 % of facilities organised
by size across the organization. Smaller facilities will require alternative treatment.

Fig. 4 Correlating Mean
SMBTW with SFAC Rank—
power transformers
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5 Identifying Cost Saving Opportunities

Once the data from the work order system has been assessed for the facilities used
in internal benchmarking confirmed, the statistics calculated and an appreciation of
data quality determined, analysis to find cost saving opportunities can proceed. The
statistical data for all of the case study organization’s power transformers, dis-
tributed across multiple facilities, is presented below (Fig. 5).

Focusing on the facilities within a 80–90 % SFAC unit rank, we obtain the results
tabulated below. Note that facilities with a MTBW lower than the average of
5.4 days are shaded. Savings are only claimed for facilities with a lower than
average MTBW, and the cost value of the saving is only calculated as if these
facilities were performing at this average value and not the possible best practice
value (Table 1).

The results indicate that the best performing power transformers (in terms of
SMTBW) located at GLN also have a relatively high level of reactive work
(SWT = 4.16). Hence the work at GLN is both reactive and infrequent. GLN is seen
as a good performer at this stage because the intensity of work on the power
transformers is so much lower than that at the other facilities so that its MTBW is
the highest.

The availability of reasonably accurate cost data enables forecasting of savings if
the work intensity at the poorer performing facilities is reduced back to the average
work frequency on assets of this type at facilities of this size range. The mean time
between jobs on power transformers for facilities of this size is 5.4 days. If this
performance was replicated for the poor performers, then the percentage savings in
actual expenditure on work can be forecast per facility as shown on the table. This
results in a credible list of individual saving opportunities which can then be further
investigated on a priority basis.

Fig. 5 Correlation of facility
SMBTW with SFAC Rank—
power transformers
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6 Testing a Saving Opportunity

The investigation of an improvement opportunity should be undertaken as a con-
sistent reliability engineering exercise. An example is provided below where the
performance of transformers at a benchmarked “good” facility is compared to that
of the transformers at a facility where improvement is claimed. The comparison is
based on the trends in the equipment reliability and the failure modes of the cor-
rective work. The upper plot in the set below is a Crow AMSAA of corrective work
orders and the lower plot is a Pareto of the failure modes these work orders are
addressing (Fig. 6).

Table 1 Maintenance performance—power transformers (80–90 % SFAC Rank)

Facility SFAC SFAC
Rank
(%)

SMTBW

(Days)
SWT Act

cost ($/
year)

Revised cost
(SMTBW = 5.4 days)

%
Saving

GLN 9.4 82.16 9.79 4.16 50,007

HAY 14.88 88.69 6.3 8.59 64,057

ISL 22.1 93.47 5.54 6.5 445,922

ALB 9.25 81.41 5.15 6.42 299,239 285,385 5

BPE 14.58 88.19 4.74 7.09 128,825 113,080 12

HAM 11.4 84.17 4.31 6.4 41,071 32,781 20

PEN 13.96 87.94 3.79 6.49 291,443 204,550 30

OTA 23.55 94.97 3.64 4.81 88,757 59,829 33

Fig. 6 Comparison of facilities’ transformer maintenance. a HAY, b OTA
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In the comparison we observe that the mean time between corrective work orders
(MTBW) for the OTA transformers has dropped below 1 day, whereas the HAY
transformers MTBW remains above 20 days between jobs. Admittedly it is of
concern that in recent times the MTBW for HAY transformers has fallen and this
will merit follow up in its own right. The failure modes of the two sets of trans-
formers are particularly telling: the OTA transformers are consistently subject to oil
tests using corrective work orders (rather than PMs) and the silica gel breathers are
a problem area. These are simple problems which should be addressed by main-
tenance improvement. This comparison shows how in one case the search routine
which differentiated a good performer from a poor performer was justified by the
work history.

7 Recommending the Corporate Improvement Strategy

Once the algorithms have been proven for the organization’s maintenance data
using the logic presented in this chapter, it is then possible to automate a search for
many improvement opportunities across multiple equipment types and many
facilities. Considering just the case study issue of transformer alone, a summary
report across multiple facilities would be presented as follows (Table 2):

There is no cost adjustment for facilities under the median value of the facility
sizing (i.e. 50 % rank for SFAC) owing to the issues of lack of correlation with
MTBW and facility size for these small facilities. But there is a potential for
significant maintenance savings associated with transformers in the larger facilities.
The results above lead to a 27 % claimed savings with total reduction of costs from
$ 6,877,259 per annum to $ 5,043,566 per annum. If we consider the scatter in the

Table 2 Report on transformer maintenance savings across the organization

Unit
Rank
SFAC

No of
facilities

Actual
Spend ($)

Maximum
MTBW
(days)

Minimum
MTBW
(days)

Average
MTBW
(days)

Adjusted
spend ($)

0–10% 39 406,762 2.6 2.6 2.6 406,762

10–20% 40 11,654 16.1 16.1 16.1 11,654

20–30% 40 102,096 219.2 17.7 63.6 102,096

30–40% 40 429,226 54.8 10.4 27.3 429,226

40–50% 40 867,860 1096 7.7 63.5 855,067

50–60% 39 679,476 182.7 8.2 32.5 355,312

60–70% 40 1,007,375 45.7 3.5 19.7 707,707

70–80% 40 1,963,492 73.1 3.5 15.6 940,867

80–90% 40 874,641 9.8 3.8 5.7 718,544

90–100% 39 534,679 5.5 3.6 4.6 516,332
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MTBW reported in the table above, the maximum possible savings are determined
where the scatter from minimum to maximum of MTBW is the highest.

This process can be repeated for all equipment types across all facilities
throughout the organization. The ranking of the priorities is based on highest rate of
return from maintenance expenditure to least. The identification and reporting of
hundreds and possibly thousands of opportunities across the organization requires
automated reporting. An example not associated with transformers but another asset
type is shown in the figure above (Fig. 7).

In this example 67 % savings are claimed from corrective maintenance expen-
diture on the insulators and hardware on a power line circuit. The most recent work
is reported along with the possible saving, which is intended to reduce a current
annual expenditure of $13.7 K down to $4.55 K. The maintenance of these items is
largely reactive since SWT is as low as 3.28. As can be seen from the work order list
in Fig. 7, the maintenance in recent time has included multiple urgent repairs
coinciding during the same network outage. Instead of what looks like one annual
inspection and one corrective work order leading to a MTBW of 253 days, work is
being repeated on this line quarterly at around 84 days. Of the thousands of circuits
throughout this particular organization, the analysis has zeroed in on this one to
recommend a closer look with the maintenance team.

8 Conclusion

A registered maintenance savings opportunity refers to a specific facility, type of
equipment, current expenditure to date and comparison to known average practice
throughout the organization, plus the potential saving if the current performance
was simply improved to the average level of performance for assets of this kind.
These opportunities are ranked as amenable to one of the following savings
strategies:

Fig. 7 Automated reporting of savings opportunity
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• Work place efficiency;
• Rationalisation of preventive maintenance procedures so that multiple work

attendances are consolidated into a small efficient number of jobs;
• Reliability improvement including:

– Change in operational procedures;
– Optimisation of preventive maintenance to avoid failures in the future; and
– Business case for refurbishment/replacement.

These saving opportunities have to be validated since they have been auto-
extracted from the work order history which means potential misinterpretation of
what actually happened in the field. The main causes of uncertainty are work
management anomalies such as a high flux of jobs at about the same time, possibly
which relate to one or a few causes for which multiple jobs were erroneously raised.
These have to be worked through since if they are cited as a cause of the problem
and not wasteful maintenance, then poor practices in control of work will be
reinforced and the organization is still not efficient in delivering maintenance.

The cost savings cannot be recovered as concurrent projects no matter how well
targeted. What is probably more achievable is an annual list of opportunities which
can be agreed upon with the maintenance team. If this list is refreshed by analysis
every year, the revision will allow for on-going refinement of the analysis process
and will take into account new problems entering the organization. These oppor-
tunities should be managed through an asset management plan.

There is also a need to stage when the benefits of improvement strategies can be
realised owing to the need to either establish the underlying technical capability to
resolve the problems or to allow time for the benefit to show up in the maintenance
current accounts. The realisation of maintenance benefits is known to follow the
pattern below:

• Immediate—turn off plant which is unreliable, or consolidate work and stop
repeat visits;

• Short Term—reset PM strategies to address fast acting failure modes, improve
materials and component quality, or completely restore equipment rather than
band-aiding problems; and

• Long Term—address work place skills and work quality, or reset PM strategies
to address long term failure modes.

In closing, this analysis will not provide an automated means to actually
delivering the cost savings which can potentially be found in the operations. But the
analysis presented here will continue to the organisation searching across its
thousands of assets to identify and then isolate a potential source of waste, which
can then be targeted by traditional engineering improvement to deliver the actual
saving.
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Multi-scale Manifold for Machinery Fault
Diagnosis

Jun Wang, Qingbo He and Fanrang Kong

Abstract The wavelet transform has been widely used in the field of machinery
fault diagnosis for its merit in flexible time-frequency resolution. This chapter
focuses on wavelet enveloping, and proposes an enhanced envelope demodulation
method, called multi-scale manifold (MSM), for machinery fault diagnosis. The
MSM addresses manifold learning on the high-dimensional wavelet envelopes at
multiple scales. Specifically, the proposed method is conducted by three following
steps. First, the continuous wavelet transform (CWT) with complex Morlet wavelet
base is introduced to obtain the non-stationary information of the measured signal
in time-scale domain. Second, a scale band of interest is selected to include the fault
impulse envelope information of measured signal. Third, the manifold learning
algorithm is conducted on the wavelet envelopes at selected scales to extract the
intrinsic manifold of fault-related impulses. The MSM combines the envelope
information of measured signal at multiple scales in a nonlinear approach, and may
thus preserve the factual impulses of machinery fault. The new method is especially
suited for detecting the fault characteristic frequency of rotating machinery, which
is verified by means of a simulation study and a case of practical gearbox fault
diagnosis in this chapter.
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1 Introduction

It’s well-known that wavelet transform is an effective time-frequency analysis tool
for non-stationary signals due to its merits of flexible time-frequency resolution and
efficiency of computational implementation. It has been widely applied to the field
of machinery fault diagnosis because the dynamic signal of rotating machine has
the non-stationary property. The signal measured under complex working condi-
tions also contains heavy noise, which may corrupt the features extracted by
wavelet transform. So some de-noising methods based on wavelet analysis have
been explored [1–4]. However, those methods only aim to smooth the curves of
original noisy signals, while the characteristic frequency of machinery fault cannot
be directly obtained. This is because the fault-related periodic impulse is a mod-
ulator to the high natural frequencies of the machine [5]. To demodulate the impact
impulses, some wavelet-based demodulation methods have been studied [6–10] and
confirmed to outperform the conventional filter-based or FFT-based Hilbert trans-
form [7, 9]. However, the extracted envelope by those methods is either at a single
scale or among a scale band, which still confronts the contamination of in-band
noise.

Manifold learning is an effective tool for non-linear dimensionality reduction. It
has been used to extract the intrinsic manifold features of machinery dynamic
systems in recent years [11, 12]. However, those features do not well consider the
non-stationary property of the measured signal, which thus cannot sufficiently
characterize the machinery health pattern. More recently, our group proposed the
time-frequency manifold (TFM) and time-scale manifold (TSM) signatures of
machinery faults, which can provide the inherent time-frequency or time-scale
structure of the non-stationary signal [13, 14]. The excellent de-noising effect of
TFM and TSM learning has also been verified for machinery fault feature extrac-
tion. Nevertheless, the computational load is very heavy, because each dimension
of the input data of TFM or TSM learning algorithm derives from the large 2-D
time-frequency or time-scale matrix. This makes these methods not applicable in
on-line signal processing.

In this chapter, an enhanced wavelet-based demodulation method, called multi-
scale manifold (MSM) is proposed for machinery fault diagnosis. The proposed
method mainly addresses manifold learning on the high-dimensional wavelet
envelopes at multiple scales. It extracts the fault-related impulses by nonlinearly
combining the demodulated signals at different wavelet scales, which thus reflects
the non-stationarity and non-linearity of the machinery dynamic systems simulta-
neously. Specifically, the MSM is produced by three following steps. First, the
continuous wavelet transform (CWT) with complex Morlet wavelet base is intro-
duced to analyse the non-stationary signal over the whole spectrum. Second, the
interested scale band which contains the fault-related impulse information of
measured signal is selected. Third, the manifold learning algorithm is employed to
extract the envelope manifold from the wavelet envelopes at the selected multiple
scales. The high-dimensional data for the MSM learning is constructed from one-

204 J. Wang et al.



dimensional wavelet envelopes at some specific scales, which reduces the com-
putational complexity greatly as compared to the methods of TFM and TSM. Due
to its special merits mentioned above, the new MSM can exactly expose the factual
envelope information of modulated measured signal; the fault characteristic fre-
quency can be easily identified in the power spectrum of the first-dimensional data
of MSM. Simulation and practical case studies confirm the effectiveness of the new
method.

2 Wavelet-Based Demodulation

The continuous wavelet transform (CWT) can decompose a signal onto a time-scale
plane, constructing a time-scale distribution (TSD), with each scale corresponding
to a band-pass filtered signal. For a signal x(t) 2 L2(R), the CWT is defined as the
inner product of the signal and the wavelet functions us;sðtÞ as below

Wðs; sÞ ¼
Zþ1

�1
xðtÞu�

s;sðtÞdt ¼ hxðtÞ;us;sðtÞi ð1Þ

where W(s, τ) is the wavelet coefficient at point (s, τ) on the TSD, φ*(·) stands for
the complex conjugate of φ(·), and us;sðtÞ is generated by dilation (scale factor s)
and translation (time shift factor τ) of the mother wavelet φ(t) as

us;sðtÞ ¼
1ffiffi
s

p uðt � s
s

Þ; s[ 0; s2R: ð2Þ

The mother wavelet φ(t) is a square integrabel complex function which meets the
admissibility condition

Cu ¼
Z1

�1

ûðxÞj j2
xj j dx\1 ð3Þ

where ûðxÞ is the Fourier transform of φ(t). The complex mother wavelet φ(t) has
the property of being analytical in nature, resulting in the daughter wavelet us;sðtÞ
being possessed of the same property. So us;sðtÞ can be expressed as

us;sðtÞ ¼ uRðtÞ þ jH ½uRðtÞ� ð4Þ

where ℋ [φR(t)] denotes the Hilbert transform defined as
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H ½uRðtÞ� ¼
Zþ1

�1

uRðuÞ
pðt � uÞ du: ð5Þ

From the property of inner product and Hilbert transform, the wavelet transform
in Eq (1) can be written as

Wðs; sÞ ¼ hxðtÞ;uRðtÞi þ jhxðtÞ; H ½uRðtÞ�i ¼ hxðtÞ;uRðtÞi þ jH ½hxðtÞ;uRðtÞi�:
ð6Þ

Equation (6) indicates that the results of wavelet transform, W(s, τ), is also an
analytical signal. Therefore, the modulus of this analytic result would provide the
envelope EW(s, τ) of the signal at scale s as

EW ðs; sÞ ¼ Wðs; sÞk k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ReðWðs; sÞÞ�2 þ ½ImðWðs; sÞÞ�2

q
ð7Þ

Here, EW(s, τ) is called wavelet envelope [6]. It can be seen from Eqs. (1) and (7)
that the complex CWT of a signal has the functions of band-pass filtering and
envelope extraction simultaneously.

Usually, the Morlet wavelet is used as the mother wavelet for its similarity to the
feature of machine fault [2]. A complex Morlet wavelet is defined by

uðtÞ ¼ 1ffiffiffiffiffiffi
pfb

p expð� t2

fb
Þ expði2pfctÞ ð8Þ

where fb is the bandwidth parameter and fc is the wavelet centre frequency. Gen-
erally, we set fb = 2 and fc = 1 for good resolutions in time and scale of the wavelet.
A base wavelet with specific scale s is used to extract the specific frequency
component f in a measured signal with the following relationship:

s ¼ fsfc
f

ð9Þ

where fs is the sampling frequency.
As deduced above, the wavelet envelope is a band-pass filtered result at a

specific scale or among a specific scale band for a modulated signal. The compo-
nents outside the scale or scale band is eliminated in the wavelet envelope, how-
ever, the noise in-band can still distort the envelope of vibration signal in the
diagnosis of machinery fault. To illustrate this point clearly, a simulated faulty
signal from a rotating machine is constructed by considering a free vibration model
with damping as follows:
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xðtÞ ¼
X4

k¼1

AðkÞe
�fffiffiffiffiffiffi
1�f2

p ½2pf0ðt�k�TÞ�2
sin[2pf0ðt � k � TÞ� ð10Þ

where f0 = 1000 Hz being the central frequency of the resonance band, ζ = 0.02 being
the damping ratio, T = 0.02 s being the fault repetition period, A represents initial
magnitudes of the free vibration. Figure 1a shows the simulated signal with the
sampling frequency fs = 12 kHz. It can be seen from the waveform that four reso-
nance pulses with different amplitudes derived from impacts at the localized fault of
a machine exists periodically at the interval of T = 0.02 s. This kind of signal is in the
form of amplitude modulation, which can be perspicuously proved by its power
spectrum in Fig. 1a. where a resonance frequency band appears around the central
frequency at f0 = 1000 Hz with its sidebands spaced at 1/T = 50 Hz. The scale
corresponding to f0 is calculated to be 12 by Eq (9). With this scale, the wavelet
envelope is obtained through Eqs. (1) and (7) and shown in the bottom of Fig. 1a. It
can be seen that the impulses related to the fault impacts are well extracted by the
method of wavelet-based demodulation. However, in the presence of noise, the
result may be different. Figure 1b shows the simulated signal with additive white
noise resulting in a signal to noise ratio (SNR) of −10 dB. It can be seen that the
noise corruption makes the periodic transient impulses in waveform difficult to be
identified from the waveform. The resonance band in the power spectrum is also
distorted. With the same scale as in Fig. 1a, the wavelet envelope of the noisy signal
is obtained. It can be seen that although the envelope of resonance pulses in pure
signal waveform in Fig. 1a can be discovered, there still exist some interfering
components between the fault-related impulses, which come from the in-band noise.
This may make some trouble in the detection of characteristic frequency.
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Fig. 1 The simulated signal: a the waveform, power spectrum and wavelet envelope at scale 12
for pure signal; b the waveform, power spectrum and wavelet envelope at scale 12 for noisy signal
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3 Multi-scale Manifold

The problem mentioned in the previous section may be resolved by the idea of
manifold learning. It can uncover the underlying structure of low-dimensional
manifold from a high-dimensional data space in the process of non-linear dimen-
sionality reduction. On account of its merits of robustness to parameters and
superiority in principal manifold reconstruction, one of the manifold learning
algorithm, local tangent space alignment (LTSA) [15], is introduced to reveal the
intrinsic manifold feature of wavelet envelopes at multiple scales, which is called
multi-scale manifold (MSM) in this chapter.

The LTSA thinks that a specific local feature of the high-dimensional data, i.e.,
the local projections of the neighbours on the tangent space at each data point,
would be kept in the low-dimensional manifold. Thus there exists a mapping for a
data set from a high-dimensional space to its local tangent space, and also from the
corresponding low-dimensional manifold to the same local tangent space. For
details and derivations of this algorithm, please refer to [15]. The following gives a
succinct description.

Suppose DI is wavelet envelopes at multiple scales for the dynamic signal of a
faulty machine. It can be also regarded as a high-dimensional (m-D) data set with
N data points as

DI ¼ ½z1; z2; . . .; zN �; zi2Rm: ð11Þ

The LTSA algorithm would transform the data DI to be DO, which is a d-D
(d < m) data set with the same data points as DI, through the following three steps.

(1) Local information extraction. For each m-D data point zi, determine a set of its
k nearest neighbours including zi as

Zi ¼ ½zi1 ; zi2 ; . . .; zik �: ð12Þ

Centralize Zi as Zi � �zieTk with �zi being the mean of Zi and ek being a vector of
k ones, and then get the set Vi by computing the d largest right singular vectors
of the centralized matrix as

Vi ¼ ½g1; . . .; gd�: ð13Þ

(2) Alignment matrix construction. Determine a 0–1 selection matrix Si according
to the data set DI and the neighbourhood set Zi as

Si ¼ D�1
I Zi: ð14Þ

A matrix Wi is computed according to Vi as
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Wi ¼ I � ½ ekffiffiffi
k

p ;Vi�½ ekffiffiffi
k

p ;Vi�T : ð15Þ

After all data points are considered by the above formulae, the alignment
matrix B is constructed as

B ¼
XN

i¼1

SiWiW
T
i S

T
i : ð16Þ

(3) Global coordinates alignment. Compute the d + 1 smallest eigenvectors of B,
then the d-D global coordinates DO (2Rd×N) of the local tangent space is
obtained with its elements corresponding to the 2nd to the (d + 1)th smallest
eigenvalues as

DO ¼ ½u2; u3; � � � ; udþ1�T ; ui 2 RN : ð17Þ

The output data set DO is a reduced version of the input data set DI in the
dimensionality. More importantly, the intrinsic manifold structure of wavelet
envelope, i.e., the MSM, is exposed in DO, especially in the first dimensional
data u2.

To extract the MSM, the wavelet envelopes at multiple scales should be firstly
determined. Usually, the envelope information is embedded in the resonance fre-
quency band of the signal’s spectrum. With respect to the TSD of a signal, the
envelope information in accord with the fault-related impulses distributes among a
scale band on the time-scale plane. A selection method of this interested scale band
is presented as follows.

Suppose EW(s, t) is the wavelet envelope matrix obtained by Eq (7) with an
original scale series S = [s1, s2,…, sL] for an analysed signal x(t). The original scale
band could nearly cover the whole spectrum of x(t). Then the vector of the sum of
matrix rows of EW(s, t) is calculated as:

SMRðsÞ ¼
XN

j¼1

EW ðs; tjÞ ð18Þ

Equation (18) shows a function with scale s. sc is the global maximum of the
function, called central scale, corresponding to the central frequency of the reso-
nance band. Then the lower limit sl and the upper limit sh of the interested scale
band are determined as the scale value when the function value reduces to the

ffiffiffi
2

p
=2

times of SMR(sc) on left side and right side of the central scale sc, respectively. That
is to say, SMR2(sl) = SMR2(sh) = SMR2(sc)/2. It’s noted that s1 � sl\sc\sh � sL. As
a result, the interested scale band is selected as S0 ¼ ½sl; . . .; sc; . . .; sh�.

The wavelet coefficients at the selected scales form the high-dimensional wavelet
envelopes, in which the MSM is embedded. The white noise is a random
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distribution among the wavelet envelopes at the interested scale band, while every
fault-related impulse appears along the whole selected scales band. Therefore, the
impulses of fault impacts can be considered as a firm skeleton, which will be
retained in the manifold learning, while the noise will be ignored in the output
matrix. Therefore, the MSM can uncover the factual envelope information of
machinery fault.

The main idea of the new feature extraction is to address manifold learning on
the high-dimensional wavelet envelopes at the interested multiple scales, as illus-
trated in Fig. 2. For a vibration signal x(t) of machinery with a fault, the multi-scale
manifold is produced by three following steps.

First, conduct CWT on the signal x(t) with the complexMorlet wavelet in Eq (8) as
the basic wavelet to transform the non-stationary signal into 2-D TSD. Then we get
the wavelet envelopes at all the scale band denoted as EW(s, t), s 2S = [s1, s2,…, sL].

Second, select the interested scale band on the TSD corresponding to the res-
onance frequency band via the proposed method above. Then the wavelet enve-
lopes are narrowed to be EW(s´, t), s´ 2S´ = [sl,…, sc,…, sh]. It’s a high-dimensional
data with the dimensionality as m = h – l + 1.

Third, employ the LTSA algorithm to extract the multi-scale manifold denoted
as EM(smi, t)(i = 1, 2,…, d) from the m-D wavelet envelopes. Note the dimension
d is far less than m.

Since the manifold learning is a non-linear method, the MSM is the combination
of wavelet envelopes at multiple scales in a non-linear way. Therefore, it can reveal
the non-stationarity and non-linearity of machinery dynamic systems simulta-
neously. Furthermore, the computational load of MSM is largely reduced as
compared to that of TFM and TSM, because the high dimensional data for manifold

Vibration Signal
x(t)

Continuous Wavelet Transform
x(t)→EW(s, t), s∈ S = [s1, s2,…, sL]

Multi-Scale Manifold
EM(sm1, t)

Interested Scale Band Selection
EW(s, t)→EW(s´, t), s´∈ S´ = [sl, ...,sc,…,sh]

Manifold Learning
EW(s´, t)→EM(smi, t)(i=1, 2,…, d)

Fig. 2 Flowchart of multi-
scale manifold extraction
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learning in MSM is derived from only one TSD, while in TFM or TSM, multiple
TFDs or TSDs are constructed for manifold learning due to phase space recon-
struction [13, 14]. The structure of MSM is a d-D data, which corresponds to the
wavelet envelopes at d scales. Actually, only the first dimensional data reflects the
factual envelope information of machinery fault. Thus the data EM(sm1, t) is taken
for further spectrum analysis to identify the fault characteristic frequency of a
machine.

To demonstrate the effectiveness of the proposed method for machinery fault
diagnosis, the simulated noisy signal shown in Fig. 1b is also taken for analysis.
Through the selection method of interested scale band, the TSD in the selected scale
band is displayed in Fig. 3a. Each row of the TSD matrix is the wavelet envelope at
the corresponding scale. It can be seen that four concentrated energies (circled by
ellipses) appear periodically at the time when fault impact occurs along the whole
scale band. These are the envelope information of fault-related impulses on the
TSD. There also appear some other concentrated energies irregularly on the TSD,
which is random information related to noise. Via the LSTA algorithm, the MSM is
extracted from the wavelet envelopes at multiple scales, and the first dimensional
data are shown in Fig. 3b. It can be seen distinctly that the fault-related impulses are
well preserved whereas the irrelevant noise is suppressed greatly. The envelope of
original signal is well revivified from the noisy signal by the proposed method, as
compared to that in Fig. 1a. Therefore, the MSM is exactly suitable for extracting
the actual envelope information of impact impulses of machinery fault. As seen in
Fig. 3c, only one frequency component at fd = 50 Hz and its harmonic frequencies
exist in the power spectrum. The frequency fd just corresponds to the repetition time
period T of fault impacts. Therefore, it’s effective to detect the fault characteristic
frequency with the proposed method for machinery fault diagnosis.
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Fig. 3 The analysed results by the proposed method: a the TSD in the selected scale band; b the
waveform of the first dimensional data of MSM and c its power spectrum
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4 Experimental Verification

In this section, the proposed method is applied to analyse the vibration signal of a
gearbox with severe wearing fault, to verify its effectiveness in practical machinery
fault diagnosis. The experimental data was acquired from an automobile trans-
mission gearbox, which has 5 forward speeds and one backward speed. The
vibration signal is measured by using an accelerometer mounted on the outer case
of the gearbox when it is loaded on the third speed, with the input rotating speed as
1,600 rpm and the sampling frequency as 3 kHz. The severe wearing faulty signal
before a tooth-broken fault occurred during a fatigue test is taken for the verification
of proposed method. The meshing frequency and the rotating frequency of the
tested gear are calculated to be 500 Hz and 20 Hz, respectively.

As shown in Fig. 4a, the impulse feature of gearbox wearing fault is disturbed by
the heavy noise in the time domain. In the frequency domain as displayed in
Fig. 4b, the meshing frequency of 500 Hz shows the highest peak, but it’s not
demodulated. The resonance frequency band appears between 200 and 350 Hz with
the rotating frequency of the tested gear as the modulator, which indicates the
singularity of gearbox status. The scale band corresponding to the resonance fre-
quency band is determined with the central scale sc equalling 11.25 by the selection
method proposed in this chapter. The TSD in this scale band is shown in Fig. 4c,
where the impulse feature appears periodically, but is still contaminated by back-
ground noise. The curve of amplitudes at the black line on the TSD, i.e., the wavelet
envelope at the scale sc, is plotted in Fig. 5a, where the connection of two impulses
in the waveform is discontinuous and discordant due to the noise corruption.
Another popular demodulation method is also employed to analyse this faulty
vibration signal. It first decomposes the signal by the method of empirical mode
decomposition (EMD), then extracts the envelope information of the achieved
intrinsic mode function (IMF) containing the resonance frequency components
through Hilbert enveloping method. The envelope waveform of the practical signal
by this method is given in Fig. 5b with the second IMF selected. It can be seen that
even the impulses are distorted by the in-band noise.
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To obtain the factual envelope of gearbox wearing impacts, the proposed method
is introduced and the results are shown in Fig. 5c, d. As seen in the waveform in
Fig. 5c, the curve is smooth and the impulses are distinguishable from each other
without noise interference. The characteristic frequency fd at 20 Hz can be easily
identified through spectrum analysis since it’s the dominant component of the
result, as illustrated in Fig. 5d. The first dimensional data of extracted MSM cap-
tures the principal impulsive information of wavelet envelopes at multiple scales,
indicating the merits in noise suppression and impulse preserving. Therefore, the
MSM is more effective than the other two traditional methods used in Fig. 5a, b in
envelope detection for machinery fault diagnosis.

5 Conclusion

This chapter presents an enhanced wavelet-based demodulation method called
multi-scale manifold (MSM) for machinery fault diagnosis, by nonlinearly com-
bining the envelope information at multiple scales via manifold learning. The new
method concerns the non-stationarity and non-linearity of machinery dynamic
systems at the same time, and can expose the intrinsic structure of envelope
information of machinery fault. Moreover, the computation is efficient for MSM
learning, so the proposed method can be used for longer data analysis and on-line
signal processing. The first-dimensional data of the MSM matrix represents the
factual envelope information of the analysed signal, showing the merits of in-band
noise suppression and fault-related impulses preserving. The effectiveness and
superiority to the traditional wavelet-based or EMD-based demodulation methods
are verified by a study on gearbox wearing fault diagnosis.
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Human Computer Interface (HCI)
for Intelligent Maintenance Systems
(IMS): The Role of Human and Context
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Danúbia Espíndola and Carlos Eduardo Pereira

Abstract This paper deals with advanced computational techniques for taking
account the human factors in Intelligent Manufacture Systems. A Cyber-Physical
Systems (or CPS) is a system that combines and coordinates physical and com-
putational elements. The CPS incorporates the ability to act in the physical world
with the intelligence of cyber world to add new features to real-world physical
systems [1]. Among the various fields of activity of the CPS, can cite security
systems, robotics, education, among others. Industrial environments are charac-
terized by being favorable places for the introduction of technologies aimed to
facilitate the interaction/mediation between human and machines. In this paper, we
propose to use CPS for taking account human factors in Maintenance Estrategies.
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The proposal, called TOOGLE-IMS, aims at developing a Human Computer
Interface (HCI) for Intelligent Maintenance Systems (IMS).

1 Introduction

The Condition-based Maintenance approach (CBM) applies predictive techniques to
avoid unforeseen breakdown of equipments. This kind of systems predict where,
when and why the failure will occurs [1]. CBM systems are often used in equipments
which breakdown impacts directly the production line. Intelligent Maintenance
Systems (IMS) combines systems software and sensors for a CBM approach. This
represents an evolution from the traditional systems of corrective and preventive
maintenance to predictive systems [2, 3].

IMS new paradigm increases the role of sensor networks and computational
forecasting systems that are constantly monitoring the equipments, providing support
to repair and maintenance decisions [4].

On the other hand the maintenance technicians still holds many of the infor-
mation associated with the operation of the equipment. The manner in which they
perform repair activities may result in different future demands for maintenance.
Human and context extrinsic (environmental) and intrinsic (skills, mood) factors are
determining factors in activities of repair and diagnostic for future maintenance.

Thus the rescue of the role of the operator and the addition of context infor-
mation to the monitoring, intelligent diagnosis and prediction of maintenance
activities can contribute to improve the CBM approaches, enhancing the require-
ments of cost, time and quality of the processes, making IMS smarter.

In this context the challenge is to combine digital and numerical information
from monitored equipments (virtual components) with qualitative and subjective
perceptions from the users and the context (real components). What factors should
be perceived? How to perceive them? How to integrate these real impressions to the
system? These are open questions.

In recent years technological advances are leading to new relationships between
humans and machines. New digitally supported environments arise allowing dif-
ferent agents (real and virtual) to interact in a way previously unimaginable. In this
new scenario there are new theories, methodologies, techniques and tools from
different areas related to Human-Computer Interface.

In this paradigm different objects equipped with embedded computing can
interact each other. They can sense and adapt to the environment in a transparent
manner, making the HCI simpler [5].

Researches on ubiquitous computing seek models for the interconnection of
“things” (objects, computers, animals, people, etc.) in a network, similar to the
devices today already interconnected through Internet [6, 7].
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More recently a new approach has emerged, coining the term Cyber-Physical
Systems (CPS). A CPS is a system that combines and coordinates physical and
computational elements [8]. The CPS integrates the ability to act in the physical
world and the intelligence from cyber (virtual) world, adding a new Human
Computer Interface (HCI) and resources to real world systems [9]. Possible
applications of CPS systems are in the medical, education and security areas [10].

Considering the perspective where the main maintenance tasks or fields are
grouped into three primary categories: technical part, economic part and human
part, our work is in the human part. Human factors associated with the maintenance
management play an important role in improving the efficiency and effectiveness of
maintenance processes. The operator teams have lots of knowledge about the
system to be repaired which cannot be obtained solely through data analysis of
sensors [11, 12].

We propose a HCI for IMS focusing on how CPS can (re)introduce the human
and context factors in maintenance activities. The role of human factors in main-
tenance activities need to be clarified to ensure better understanding and integration
of the individual knowledge and capabilities of the service personnel. This can lead
to an IMS in which these information might be acquired and used for the planning
of maintenance processes and forecasting the demand for spare parts.

As until now it is not possible to integrate the knowledge and the capabilities of
the service personnel into the IMS, it was developed an user interface that is
suitable for meeting the requirements for suchlike integration. The idea aims to
explore the CPS concepts and how the human knowledge and capability can be
integrated into the IMS in order to support the planning and the collaboration
between the different service personnel so that the responsiveness and the skills of
the IMS can be maximized.

Advanced Technologies in Virtual Reality and Sensor Networks was used to
allow taking into account human factors in the maintenance activities. The proposed
CPS for Human Computer Interface is based on TOOGLE platform that have four
main sub-systems: i. Middleware and Components, ii. Editor, iii. Intelligent
Decision and iv. Browser. We use the Editor to create and edit the different com-
ponents (real and virtual) of the maintenance scenario, which is called hyper-
environment with its components interconnected through the Middleware. The
Intelligent Decision module gathers a set of applications related to the prediction
maintenance. Finally the Browser allows visualization of different multi-modal
information in the system.

In what follows we present a contextualization and the CBM architecture for
maintenance processes (Sect. 2). Section 3 presents our system implementation to
integrate both technologies (IMS and CPS). Some experiments with the proposed
system (Sect. 4) and the conclusions of the paper (Sect. 5) are finally presented.
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2 Condition Based Maintenance

The development of systems for Condition-based Maintenance should include the
integration of a wide variety of hardware and software components.

Figure 1 shows the OSA-CBM, which provides architecture and a standard
framework for implementing systems for Condition-based Maintenance [13]. This
architecture has six functional blocks:

• Data Acquisition (CA) converts an output from the transducer into a digital
parameter;

• Data Manipulation (DM) performs the signal analysis, calculates significant
descriptors and provides the virtual sensor readings from the measurements
obtained;

• Detection State (SD) provides normal “profiles”, search for abnormalities
whenever new data is acquired, and determines to which area of abnormality, if
applicable, the data belong;

• Health Assessment (HA) provides fault diagnosis and rates of current health of
the equipment or process, considering all state information;

• Prognostic Assessment (PA) determines future health states and failure modes
based on the current assessment of health and use estimation of future demand
for equipment and/or process, as well as the remaining useful life.

• Advice Generation (AG) provides practical information on maintaining.

Notice that the module Human-Computer Interface is a small module. It is
proposed that maintenance routines and failure diagnosis can be improved taking in
account human and context perceptions and information [14] and in this paper we
intended to develop a solution for implantation of a system that can rescue and add
human and context factors providing a smarter IMS.
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3 Functional Requirements

In order to take into account the human factors in IMS approaches, a number of
technical and social issues have to be treated. For instance, an issue is how to
allocate functions among service personnel and computer systems. Another key
issue is how to design a human-oriented software system to capitalize on and
accommodate human skills in perception, attention, and cognition, while mini-
mizing the opportunities for and effects of human error. Operator decision support
should be designed such that the operator downloads almost all of the skill-based
commands and some of the rule-based commands, while retaining the knowledge-
based tasks for him.

From the IMS and HCI requirements, a set of functional requirements of our
Human-Centered IMS may be identified as follows:

• Responsiveness;
• Sharing of knowledge and resources with other agents/users;
• Access to existing information;
• Dissemination of results;
• Fostering a creative environment for generate and introduce new information to

the system, from the skill and mood of service personal.

The input data of the service personnel into the HCI and provided data by the
HCI is the following:

• Location of the technical system (HCI);
• Product ID (HCI or service personnel);
• Bill of material (HCI);
• Damaged part(s) identified in the bill of material and/or in the visualization of

HCI via e.g. a smart mobile device (service personnel);
• Required skills and equipment (HCI or service personnel);
• Description of the problem (service personnel);
• Reasons for instance due to the environment (service personnel);
• Breakdown probability or estimated breakdown date (service personnel).

An HCI-IMS may be informally defined as a “cyberspace structure of planning,
control and communication mechanisms to support human decision-making via
monitoring and simulation of actual maintenance situations through modeling of all
activities and resources in a physical maintenance system”. It can be used either as a
design tool or as an operational tool. The former is used to prototype Virtual
Manufacturing Systems (VMS) and can be called Editor HCI-IMS and the latter is
used to simulate and control Manufacturing Systems through VMS and can be
called Operational HCI-IMS.

Our approach will focus in advanced computational technologies associated with
the Intelligent Environments concept. These are heterogeneous distributed sensors-
actuators systems including multimedia presentation services, automation and
control components, intelligent physical objects, wireless sensor network nodes,
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nomadic personal or shared devices, and many other systems and entities in a Cyber
and Physical System.

We introduce the intelligent environment concept through an architecture called
TOOGLE, which supports the merge between various technological elements and
their virtual representation, giving to designers and developers the necessary sup-
port for the creation of intelligent environments.

4 Toogle Plataform

The Toogle platform was proposed as an implementation of a technological
architecture for HCI-IMS applications. It is a CPS targeted on IMS. It uses Robot
Operating System (ROS) [15] for communication between real devices and the
virtual world. Moreover, it uses Blender 3D rendering software [16] as object
visualization tool for virtual-real industry environment. Figure 2 shows the modules
that compose the system architecture.

4.1 Middleware and Components

An IMS scenario is composed by real and virtual elements that can be grouped on
the following categories:

• Physical Entities: workers, equipments, tools, etc. They can be accessed by
devices (sensors, actuators and tags); and

• Digital Entities: a set of services associated with logs, scheduling, digital
applications, etc.

Fig. 2 Toogle platform
architecture
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The Toogle Components abstract the physical and virtual entities resulting in an
identifier, a set of associated properties and resources available. Physical entities to
be abstracted are called Smart Objects. The Toggle Middleware is responsible for
communication between the components. It is composed by the ROS system. Each
Smart Object and Digital Entity is a computing process, which can run in different
machines. The Middleware allows synchronous and asynchronous communication.
ROS has a set of drivers for different sensors and equipments.

4.2 Toogle Editor

Toogle Editor allows building and editing cyber-physical environments, providing
navigability and interaction with the information provided by smart objects and
digital entities. The module allows adding and removing components (Smart
Objects and Digital Entities). Moreover it is possible to edit the features of these
Components, i.e., their properties, resources (devices and services) and 3D repre-
sentation. For 3D representation Toogle Editor uses the Blender tool that is an open
source and multiplatform system. Figure 3 show a screenshot of the Toogle Editor.

An IMS scenario is composed by a set of components and is called a hyper-
environment. Digital Entities (technical reports, tutorials, datalogs, prediction,
planning) and Smart Objects (workers, tools, equipments) compose an hyper-envi-
ronment besides a set of Maintenance Goals (optional). Toogle uses a STRIPS-like
formalism to describe proprieties, resources and goals in Hyper-environments [17].

Fig. 3 Toogle editor
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4.3 Toogle Intelligent Decision Module

This module provides intelligent making decision for IMS. We can add different
tools and services to allow smart maintenance prediction and diagnostic.

Currently we offer two distinct services:

• Toogle Physics Simulation: it allows realism and high performance physical
simulation, updating the smart object properties. It uses Bullet open source
library, which uses OpenGL for real time rendering1; It has mechanisms for
collision detection and rigid body dynamics. The physical simulator makes it
possible to simulate objects that can fall, roll and collide with other objects, all
with a realistic appearance. Aspects of scene lighting make use of GLSL and
Pixel Shaders techniques;

• Toogle Planning: a strips planning is used to achieve the hyper-environments
goals.

Figure 4 shows a screenshot of the Physical Simulator.

4.4 Toogle Browser

The Toogle browser allows the distributed and remote access and visualization of
information that has been created in Toogle Editor. We can browser for Hyper-
environments—their smart objects and digital entities. Toogle Browser is a multi-
modal viewer with a 3D viewer scenario where a replica of a real world scenario
can be seen, according to the connections created in Editor. An interface for multi
projection in a CAVE visualization environment is also available. This interface
allows an immersive visualization of hyper-environments. Figure 5 shows a
screenshot of Browser.

Fig. 4 Physical simulator

1 Bullet Physics Library. http://www.bulletphysics.com.
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TOOGLE proposal explicitly considers the possibility of co-existence of virtual
and real worlds in advanced HCI, focusing on the study of a large scalability of
devices crossing/interfacing between them. The model of the architecture and
implementation of TOOGLE as well as their autonomy and intelligence are being
tested and validated in different scenarios involving heterogeneous devices of high
scalability.

We intend to combine the novel technologies and facilities being developed to
exploit and augment human knowledge and capabilities of the service personnel.
The service personnel will have multi-modal, immersive 3D experiences in mixed
physical-virtual worlds, including interaction with large surface displays, smart
mobile devices, and wearable computers. As a result, human/context interaction
with IMS will become significantly more natural, intuitive, and spontaneous than it
is today.

5 Testes and Results

The platform has been tested and validated in two case studies. Real and virtual
components compose a hyper-environment associated with the perception and
integration of human and context factors to monitoring, diagnosis and prognosis of
equipment maintenance. Next we present each experiment.

5.1 A Mobile Robot Maintenance

In this experiment we adopt as equipment to be repaired a mobile robot. This device
may be considered as a complex system. The equipment is fitted with several
sensors and actuators. A team of several technicians repairs the robot.

Fig. 5 Toogle browser
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5.1.1 Components and Middleware

The experiment consists of the following components (equipment, humans and
context) see Fig. 6:

• Smart objects: mobile robot, operator, toolbox and tools, tablets and computers;
• Devices: global and local cameras, GPS, RFID; and
• Digital entities: tracking, logs, and scheduler.

5.1.2 Editing Hyper-Environment

We have used the editor to create the components (smart objects and digital
entities). Each component has a set of proprieties (position, charge level, on/off
state, owner, etc.) and resources. Resources describe devices (cameras, GPS and
RFIDs) and services (logs, trackers and scheduling). Strips-like predicates describe
the proprieties and main goals to be achieved. Strips-like actions describe the
resources. Smart object have also a 3D representation.

5.1.3 Toogle Intelligent Decision Module

We have used Bullet Physical Simulator to forecast the physical behavior of smart
objects. mGTP planner [18] was used to plan a set of actions to achieve mainte-
nance goals.

5.1.4 Toogle Browser

Figure 7 shows a snapshot of hyper-environment multi-modal representation. The
browser allows accessing the different real time proprieties. For instance, location of
the technical system and team, objects ID, bill of material, images from damaged

Fig. 6 Physical entities of
study case: mobile robot,
operators, tools, toolbox,
tablets and cameras
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parts, videos and procedures from used team skills and equipment, description of
the problem, maintenance forecast.

5.2 Monitoring Truckers in Shipyards

We have applied the platform in another case study related to the shipping industry.
The case study was associated with the monitoring and truck repair in shipyards.
We used a methodology similar to that applied in the previous example.

We decide to track trucks and workers with the use of Radio Frequency Iden-
tification—RFID. We have used Toogle Editor to create our components and their
properties, resources and 3D representations. Figure 8 shows a screenshot of the
hyper-environment obtained. The prototype was tested and validated, generating a
database with the activities performed by all operators of the equipments and the
positioning of the equipments and truckers.

In two study case real and virtual components are mixed aiming to improve the
topics associated with responsiveness, sharing of knowledge and resources with
other agents/users, access to existing information, dissemination of results, and
fostering a creative environment for generate and introduce new information to the
system.

Fig. 7 Browsing in a mobile
robot maintenance hyper-
environment

Fig. 8 Shipyard hyper-environment
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6 Conclusions

This paper presents advanced technologies for HCI in Intelligent Maintenance
Systems. We have proposed a CPS approach for rescuing/adding the operator/
context in CBM.

We have presented the Hyper-environment concept, which is formalism for
hybrid world maintenance scenario description. Toggle is a framework to design
Hyper-environments. It is composed by Middleware and Components (Smart
Objects, Digital Entities and ROS); Editor (Multi-modal editor, Blender, STRIP-
like description); Intelligent Decision (Physical Simulator and Planner) and
Browser (multiplatform, mobile, stereoscopy, multi-projection).

As future works we intend to do more tests on IMS scenarios, to treat usability
and friendliness issues, and finally to improve the Intelligence of the system
through a recognize system for complex events [19].
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Using the Alliance Form for Operation
and Maintenance of Privatized
Infrastructures

David Mills

Abstract A significant number of privatizations utilized to operate and maintain
critical networked infrastructures have failed to meet contractual expectations and
the expectations of the community. The author carried out empirical research
exploring four urban water systems. This research revealed that of the four forms of
privatization the alliance form was particularly suited to the stewardship of an urban
water system. The question then is whether these findings from urban water can be
generalised to O&M of infrastructure generally. The answer is increasingly
important as governments seek financial sustainability through reapplying the
contestability strategy and outsource and privatise further services and activities.
This chapter first examines the issues encountered with O&M privatisations. Sec-
ond the findings as to the stewardship achieved by the four case study water
systems are unpacked with particular focus upon the alliance form. Third the key
variables which were found to have distinct causal links to the stewardship-like
behaviour of the private participants in the Alliance case study are described. Fourth
the variables which may be crucial to the successful application of the alliance form
to the broader range of infrastructures are separated out. Fifth this chapter then sets
the path for research into these crucial features of the alliance form.

1 Issues with Privatisations

Governments increasingly rely on the private sector to construct, operate, maintain
and own public infrastructure. Governments had embraced New Public Manage-
ment (NPM) prescriptions including privatisation which they had believed would
transfer political risk and be a medicine for economic risk, public funding shortfalls,
and a capability gap. Yet in Australia some of the privatisations have not been
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successful resulting in governments bearing the political and economic risks.
Governments have suffered significant political damage not only from the failures
to adequately operate and maintain infrastructures such as hospitals, city train
services and regional trains but also in the ‘buy back’ of the infrastructure where
public servants and government were ‘out-gunned’ by the private companies. The
public has not accepted that the political risk can be outsourced and has continued
to hold governments accountable for critical infrastructures, triggering this research
which sought to identify forms of privatization which achieve better stewardship.

An examination of the literature and archival sources revealed that the public
disputation between governments and contractors over contractual scope and per-
formance was characterised by self-interest by both parties, a short-term view by
both parties, distrust by government, and an inadequate contract management
capability on the part of government entities. The contractual arrangements were
consistent with the NPM economic rationalist forms of relationships which focus on
the self-interest of the individual organisation [5]. These led to rent-seeking and
opportunism on the part of some private infrastructure operators resulting in public
values such as affordability and quality of services not being satisfied. Those
relationships are underpinned by traditional adversarial contracts [9] which are
based on Agency theory. Agency theory is built on assumptions such as goal
conflict, information asymmetry, and the agent not having an appetite for risk, yet
the literature regarding emerging forms of contractual relationships [8, 10] sug-
gested the possibility that these Agency theory assumptions are highly likely to be
incorrect in the context of modern inter-organisational relationships. This research
sought to identify an alternate theory which would provide a conceptualisation of
the contractual relationship which does not focus on self-interest, emphasises
convergence of goals and which, when applied, results in stewardship of critical
infrastructures.

Stewardship theory has emerged as a counterpoint to Agency theory, emphasising
a range of factors that are argued to result in the agent acting as a steward. The
steward is held to act in the interests of the principal, even when the interests of the
steward and the principal are not aligned [4, 6, 15]. This tenet offered the possibility
that if Stewardship theory was applied to the contractual relationships underpinning
privatized infrastructures then the actions and activities of the private company
would be aligned with the goals of the government entity and stewardship achieved.
Inherent within Stewardship Theory is the tenet that to achieve stewardship certain
factors must be emphasised in the relationship. The factor sense of responsibility on
the part of the agent offered the possibility of being highly important to the
achievement of stewardship. For that reason the research took a particular focus on
the operation of that sense and the actions which increase that sense.

Thus the challenge for this research was to find out:

• Whether stewardship of infrastructures was being achieved
• The behaviour that characterises a steward
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• How important it is that there is a sense of responsibility to the principal for
stewardship to be achieved

• The actions available to increase the steward’s sense of responsibility.

2 The Findings as to Stewardship in the Case Study
Privatizations

The urban water industry in Australia provided a sufficient pool of case studies i.e.
two identical BOOT (Build Own Operate Transfer) contracts, one joint venture, one
Alliance, and two identical management contracts which the government entity
replaced with a single Next Generation (NG) alliance.

The joint venture was comprised of two equal partnerships each between the
government water entity and one of two international utilities companies. One
partnership distributed utilities services and the other retailed those services. The
two partnerships were governed by the same board. The government entity had
entered into a 20 years contract with the two joint venture partnerships for the
operation and maintenance of the water system which remains owned by the
government. The joint venture as steward was found to have achieved stewardship
of the water system applying satisfaction of public values as the measure of
stewardship, in this and all other case studies.

The BOOT (Build Own Operate Transfer) case study was comprised of two
similar 25 years concession form contracts, one between the government water
entity and an international utilities company for the construction, ownership and
operation of a single very large water filtration plant and the other between the
government entity and a global utilities and transportation company for the same
functions for two smaller plants. Both contracts provided the option for the gov-
ernment to acquire the system by transfer at the end of the contract. Stewardship
had several dimensions, the stewardship of the quality of the water, the current
stewardship of the infrastructure and the stewardship at the time of the possible
transfer of ownership to government. The private operators achieved stewardship of
the quality of the water. There was also currently stewardship of the systems and it
was found highly likely that there will be stewardship of the plants when they are
eligible for transfer to the government entity.

The Alliance case study was a 10 years contract with a consortium of a private
civil construction company and an engineering services company for operations and
maintenance and capital works plus works for third parties in the name of the
government entity. The relationship was configured in a typical modern alliance
form, e.g. risk was allocated to the participant best able to bear the risk, the gov-
ernment entity contributed a significant number of employees, there was a no-blame
clause in the contract, all transactions are transparent and costs and gains are shared
between the parties. The alliance was found to have achieved strong stewardship of
the water system yet the system remained owned by the government. This is an
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important feature of this alliance model as the private ownership of water is
vehemently opposed by the community [12].

The management contracts case study was comprised of two identical contracts
with two unrelated private companies for O&M services in contiguous regions.
Recently the government replaced these two contracts with a single NG alliance
stating in the tender documentation that the management contracts had not always
encouraged a co-operative focus on business improvement and that there was a lack
of alignment of goals and lack of collective responsibility for outcomes. The
management contracts did not achieve stewardship of the water system.

In summary the joint venture, BOOT and alliance forms of privatisation were
found to have achieved stewardship of the infrastructure and the Alliance form was
found to be the most effective in achieving stewardship because of the capacity to
frequently (annually) adjust the performance targets and because the infrastructure
could remain in public ownership if this was required by the government.

3 Key Variables that Impacted the Stewardship
of the Water System by the Alliance Form

The case studies revealed features which had a causal link to stewardship of the
water system. These findings not only confirm the features of the general model of
the alliance catalogued by Davies [3] but highlight additional features. Collectively
the findings describe a model of a contractual relationship that is highly effective for
the operation and maintenance of a networked critical infrastructure i.e. an urban
water system. The features were found to increase or support the sense of
responsibility of the private company, a factor which the case studies revealed to be
highly important, and possibly essential from the perspective of the government
entity, to the stewardship-like behavior of the private participants. Accordingly the
impact of the features upon sense of responsibility, and in turn stewardship will be
discussed together in the following paragraphs.

3.1 Ownership and Governance

The Alliance was a virtual organization with each participant retaining its own
assets, entering into contracts in its own name and the staff being employed by
whichever participant was appropriate. The Alliance had a four member governance
board of which the government entity has two members, one of which must be the
chair. Contractual terms committed all parties to ensuring the highest standards of
probity, transparency and open discussion of all financial and operational matters,
including open-book accounting. The contract required that all decisions of the
board be unanimous and best for alliance. These governance arrangements,
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together with the mixing of employees from the three organizations were found to
engender a sense of responsibility to the government entity. These features resulted
in the expertise of the private sector being accessed without government surren-
dering ownership of the infrastructure or ceasing to maintain its own staff capability
to operate the system.

3.2 Suitability of Participants

The cross-case comparison revealed that sense of responsibility of the private
participants and stewardship are impacted strongly by both their own suitability and
the suitability of the government entity and its staff.

All the private participants were large public companies jealous of their repu-
tation which they protected by acting with a strong sense of responsibility to the
principal. They reasoned that behaving this way would also lead to their gaining
additional work with third parties by way of a business reference from the gov-
ernment entity. Private participants advised that their experience of other O&M
contracts resulted in their knowing that they must not conduct themselves as they
would for a construction contract focusing on immediate profit but rather must take
a longer-term view and be co-operative and collaborative. Sense of responsibility to
the government entity was inadequate in the two management contracts to such an
extent that the government entity when going to market for the replacement single
alliance required that one of the criterion for selection for the NG alliance was
evidence of sense of responsibility to the principal in other, existing contracts.

In the Alliance government entity suitability went similarly to the issue of not
taking a short-term perspective. Government entity staff took the perspective that
the private companies were legitimate partners who must be commercial and make
a profit. In contrast in the management contracts the government entity displayed a
short-term focus upon immediate cost and entity staff were said to conduct the
relationship denigrating the contractor and taking a command-and-control
approach. The Alliance model obviated this command and control separation by
placing a significant number of its own staff within the Alliance and requiring that
the Alliance general manager and chief finance officer be appointed by the gov-
ernment entity.

In addition the Alliance participants not taking a short-term perspective was
accompanied by strong evidence of trust, more precisely of trust which the case
study informants portrayed as reciprocal and presenting in a manner not unlike the
‘high-trust spiral’ conceptualised by Fox [7]. The parties prior to entering into the
Alliance contract had significant experience of each other having contracted for
operations and maintenance services on a schedule of works basis, suggesting the
possibility that the high trust has grown over a unusually long period.
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3.3 Clear Contractual Outcomes

The cross-case comparison showed that a regime of comprehensive monthly
reporting against highly specified measures engendered a strong sense of respon-
sibility because of the clarity as to what is expected.

The Alliance was characterised by all informants asserting that annual adjust-
ment of the targets for performance indicators and the incentive payment being tied
to the achievement of these targets led to a highly focused sense of responsibility.
The joint venture targets were adjusted 4 or 5 yearly by negotiation with the
government entity, this period aligning with the re-set of the prices by the inde-
pendent regulator. The joint venture advised that the inability to adjust the targets
more frequently was onerous because of the frequent increase in costs, e.g. energy,
chemicals and labour. The Alliance annual adjustment offers greater opportunity for
all parties to address risks.

3.4 Incentives to Private Participants

Incentives had the greatest impact on sense of responsibility, confirming the
Agency Theory model of agents (the private companies) being motivated to act in
the interests of the principal by extrinsic rewards.

Financial incentives in the BOOTs case study were in the form of a usage charge
which varied with the quantity and quality of raw water delivered to the plant
operator or delivered by the operator. This charge nicely fits the risk to the operator
if the raw water is of poor quality and penalises the operator if it supplies water
which is below the quality required in the contract. The informants asserted that this
regime led to the companies acting with a sense of responsibility. In the Alliance
the capital work was incentivised by a gain share/pain share payment. For O&M
work the margin added to all work performed by the companies was increased if the
annual targets are met.

A longer-term contract was very important to private participants and was seen
by government entity informants as an incentive to act with a sense of responsi-
bility. The terms of the contracts in the case studies where stewardship of the water
systems were achieved were 10, 20, and 25 years. The informants believed these
contracts were attractive to private company owners when compared with con-
struction contracts which were typically 2–3 years. The longer term of water O&M
contracts allowed the companies to establish their operations and in subsequent
years harvest significant profit through efficiencies gained by investment in tech-
nologies, negotiation of reduced prices for inputs. The contracts typically had
provision for extension which was seen as an incentive for acting with a sense of
responsibility and for high quality performance. The longer term of the contract
meant the governments were able to hold the private companies accountable for
work carried out earlier in the contract term.
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Additional works, either provided for in the contract or gained from like water
systems by association with the government entity was found to be a powerful
incentive to act with a sense of responsibility. The Alliance contract provided for
additional work such as capital works at the discretion of the principal. The Alliance
contract also allowed the Alliance to provide services to third parties such as
smaller water systems in the name of the government entity. This work has been
grown to a significant value and has allowed the civil engineering private partici-
pant to accelerate the industry uptake of its propriety technology. The Alliance
private participants advised that their companies adopted the strategy of acting
strongly in the interests of the government entity in the expectation that a favorable
reference from the government entity would lead to work from like water systems.

4 The Possibility of Generalisability to Other
Infrastructures

These features of the Alliance were found to make the alliance form of privatisation
highly effective in stewardship of the urban water infrastructure whilst allowing the
government to retain ownership of the system. However, the issue of infrastructure
ownership and many of those features are either typical of urban water, e.g. the ease
of specifying the outcomes and the scrutiny by independent external bodies, or
unique to the particular case study, e.g. the parties having established reciprocal
trust pre-contract. The task then is to distinguish the features which might limit the
generalizability of the findings to other networked infrastructures or other infra-
structures which are not core to the government entity’s purpose but nonetheless are
essential. The features which contributed to the stewardship by the alliance form
will first be drawn together in a taxonomy and then those which have the possibility
of not being present in other candidate privatisations will be discussed.

Features of alliance privatisation which contributed to sense of responsibility and
stewardship:

• Risk being allocated to the participant best able to bear that risk
• Contractual outcomes specified with great clarity
• Transparency of transactions between alliance participants
• Information symmetry
• Intense measurement, rigid reporting and incentives
• Transparency to the public through external reporting and independent scrutiny
• Long term of contracts
• Contributing a significant proportion of the alliance staffing
• Culture and capability to establish and manage contracts with private sector
• Reciprocal trust.

These features fall into two categories, namely those features of a candidate
privatisation which are readily assessed and those that are difficult to assess but their
absence in the candidate may be critical to the possibility the privatisation
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succeeding. An example of those which are easily assessed is the extent to which
outcomes can be clearly specified and internal and external reporting instituted.
Those that are not readily assessed are the culture and capability of the government
entity to establish and manage the contract, and the capability of the government
entity staff to engender reciprocal trust with the private company staff. Because the
literature and understanding of government entity culture and capability, and the
operation of trust in the context of alliance privatisations is underdeveloped a
significant risk to the success of privatisations is presented.

The government entity having the culture appropriate to participate in an alliance
was demonstrated by the Alliance case study. The management contracts case study
demonstrated that both the governance arrangements and the perceptions and
conduct of individual government entity staff who interfaced into the contracting
companies could negatively impact the success of the contract. A second, key
aspect of the culture that was inappropriate was the perception by government
entity staff that contractors were not to be trusted and that a command-and-control
approach was appropriate, rather than the collaboration found in the Alliance case
study. The government entity recognised these deficiencies and replaced the
management contracts with a single alliance with a single governance body and
configured the NG alliance so that 30 % of the alliance staff were from the gov-
ernment entity. This finding of inappropriate perception as to the alliance rela-
tionship suggests that for government entities there may be a continuum of
suitability for participation in privatisation, ranging from the highly effective
approach taken in the Alliance case study down to a combative, normative Agency
Theory model characterised by an absence of trust.

Trust was palpable in the Alliance case study which had the benefit of the three
parties to the Alliance contract having earlier experience of each other in the
schedule of rates era which preceded the Alliance contract. Trust has been found to
mitigate the problems in privatisations that arise from lack of competition and
difficulties in specification and monitoring [1]. However Alford [1] found that
turbulence (frequent change in government organisations), complexity across
government, accountability requirements upon government entities and staff, and
the differing organisational cultures between government and private partners
presented as obstacles to building trust. Alford [1] observed that as these factors
were inherent to public management it is likely that they could not be eliminated,
but rather only ameliorated. Alford [1] suggests that the amelioration could be
achieved by: selection of staff who have particular skills e.g. networking, negoti-
ation and influencing and values which do not jar with those of the partnership and
by changing the structure of the government organization so that it better fits with
the partnership. Alford [1] provided examples of how those structural and people
changes might be made but much remains unanswered as to how to determine
where on the suitability continuum the government entity currently sits and where it
must be before commencing the privatisation of the activity.

The capability of the government entity to establish a contract on the appropriate
terms and in turn manage that contract so that the required outcomes are achieved
was displayed in the Alliance, joint venture and BOOTs case studies. The
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government entity in the BOOT’s achieved strong contract management allocating
the responsibility to the executive position responsible for the delivery of the
outcome, i.e. safe drinking water, and adequately resourcing routines that involved
the several levels of interfaces between the organizations. In the joint venture the
50 % ownership by the government entity and contractual requirements as to
comprehensive reporting and information symmetry allowed the government entity
to manage the contract very effectively using limited resources. In the Alliance,
features such as staff embedded in the Alliance workforce, the contract specifying
that the Alliance general manager and chief finance officer are to be chosen by the
government entity only and the government entity retaining outside the Alliance the
capability to plan and design the system resulted in strong contract management.

This capability to organise the management of substantial contracts with private
providers is typical of the urban water industry and critical networked infrastruc-
tures generally. Yet privatisation is increasingly being applied to infrastructures and
services which support, but are not themselves, the core activity of the government
entity [14]. Examples are the buildings and pathology and housekeeping services
required for a modern hospital or the provision of information technology to
community services agencies. Contract administration has been described as the
neglected stepchild [11] and governments have been found to be reluctant to invest
in the capacity to manage outsourced services [2]. For that reason it would seem
desirable that a better understanding of the components of appropriate contract
management be identified with sufficient specificity to establish a framework to be
applied to candidate privatisations.

5 The Research Path

That there was strong capability within water entities to establish and then manage
contracts for privatised services is unremarkable in that managing such systems and
putting to contract substantial construction projects is what those entities have done
for hundreds of years. What is remarkable is the expectation of governments that
there will be no significant political risk from entities which have limited or no
experience establishing and managing contracts with massive international com-
panies which are deeply experienced in managing contracts with governments. To
assist in minimizing the number of privatisations which fail because features of the
government entity are inappropriate this chapter will establish the path of research
to further develop the knowledge of the alliance model of privatisation from the
perspective of government.

The areas of research are:

• The capability of government entities to establish and manage an appropriate
long-term contract.

• The culture within the government entity including the capability and capacity
to establish and maintain a high trust environment that is suitable to participate
in an alliance relationship.
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The methodology for this proposed research will not be fixed until completion of
the first stage, an exhaustive exploration of both the immediate literature, e.g.
privatisation, culture [13] or reciprocal trust [7] and the broader, related literature
extending into areas such as procurement, culture and change management.

In respect of the capability to establish and manage an appropriate contract it is
proposed that the objective of the first stage will be to assemble a framework
comprised of the component elements and skills involved in specifying the service
to be provided by an alliance and then creating and conducting an effective tender
process. A second, similar framework of functions and skills required to effectively
manage an ongoing contract will be developed during this stage. Dependent upon
the extent of the information available from this exploration of the broader literature
it may be possible to form both these frameworks. If that is possible then a logical
next stage would be the testing of these frameworks by way of application to case
study privatisations.

The dimensions of the culture required to give effect to that management of the
alliance relationship will be developed utilising the hierarchy of organisational
culture (the tangible artefacts, the professed values and the tacit and unspoken
values) established by Schein [13]. The specific dimension, the preparedness of
government entity staff to trust private service providers, will be explored com-
mencing with the work of Fox [7] and Alford [1]. The objective is to establish the
dimensions of that trust and provide an accompanying framework of factors which
impact trust.

Accordingly this research points scholars, government and industry towards the
use of the alliance form of privatisation for a broad range of infrastructure privat-
isations. This chapter sets the path for further research aimed at increasing the
knowledge of the capability of government entities to establish and manage con-
tracts and the dimensions of the culture which supports the appropriate management
of alliance privatisation contracts.
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A Resources Provision Policy
for Multi-unit Maintenance Program

Winda Nur Cahyo, Khaled El-Akruti, Richard Dwight
and Tieling Zhang

Abstract A model for resource provision policy in multi-unit maintenance pro-
gram is developed. The model is based on integrated System Dynamics modelling
methodology. First, a scheme is developed to formulate and evaluate policies
regarding the provision under uncertain condition or resource requirement in a
period of planning to result in minimum maintenance cost. The scheme then is
transformed into the suggested research model. In the modelling process, emphasis
is placed on resourcing strategy for maintenance involving human and procurement
of spares and any other materials. The model is composed of three sub-models that
interact based on causal loop modelling between variables. The human resource
sub-model focuses on policies related to provision and management. The pro-
curement sub-model takes into account all critical spare parts, tools and equipments,
and any other supporting material. The interaction between variables with sub-
models is then evolved into a multi-unit maintenance resource provision model.
The developed system dynamics model has been verified using data from a case
study. Due to data availability, the verification has encloses only the relation
between maintenance and human resources but further application on wide range of
resources through case studies is intended. The advantage of this model is related to
its wide outlook of interrelated variables of a complex multi-unit maintenance
system. This model can show the impact of one decision in a certain maintenance
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resourcing system on the other maintenance resourcing system and will lead to an
optimum policy for maintenance resource provision system.

Keywords Resource provision �Multi-unit maintenance system � System dynamic
modelling

1 Introduction

In engineering asset management, maintenance has become a mainstream of
research focus. Most research is focusing on development of more effective, effi-
cient and optimum maintenance systems that will contribute to better performance
of assets. A broad range of models to enhance and achieve optimization in main-
tenance practice has been developed e.g. [1–4]. Maintenance resources play an
essential role in such optimization. Optimization of maintenance practice becomes
difficult for complex multi unit maintenance system. This complexity involves
ensuring adequate maintenance resources and sufficient allocation of the mainte-
nance resource to each unit to cover the requirement of maintenance process and
guarantee that all units are able to achieve the desired reliability.

This research aims to model the process of managing maintenance resources in a
multi-unit maintenance program for developing an effective maintenance resource
policy. In multi-unit technical system, resource allocation is integrated into main-
tenance programs by synthesizing each unit along with the required resources from
the maintenance program. In this manner, all required resources are accumulated
into the total resources required for the whole technical system as a part of an
integrated maintenance planning program. The required amount of resources as a
result of maintenance resource planning has to be compared with the available
maintenance resource. This process is similar to the aggregate planning process in
manufacturing industry. It is a common situation that the number of maintenance
resources becomes a limiting condition for a technical system to achieve a certain
performance that must fulfil the business needs. In order to make a policy for such
situation, an appropriate modelling approach is required.

In general, a large number of publications on maintenance method and resources
exist but the nature of each industrial system requires a unique maintenance
resource management system in terms of type, capacity and complexity [1]. This
argument leads to the need for undertaking research in developing a specific model
for the compatibility of maintenance resource management with the particular
nature of the industrial technical systems. In a multi unit technical system, each unit
may require different maintenance policy that involves different amount of main-
tenance resources over time. The implementation of such maintenance policy in one
unit will affect the availability of maintenance resources for the others. Unavail-
ability of required maintenance resources may lead to ineffective maintenance
programs and may cause unit failure [2].
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A range of research models have been developed for multi unit maintenance
system, either utilizing analytical solution or simulation. Models used for multi unit
maintenance system that utilize analytical solution are usually referred to as
mathematical models [3–5]. In a certain complexity of a technical system, a
mathematical model can be adequate to model the system, however; when the
system is getting more complex, the use of simulation is a preferable option [6].
Altiok and Melamed [6] argued that it is difficult to find a proper model to represent
the system being observed, and developing such model can be expensive. Endrenyi
[7] stated that the mathematical modelling involves a large number of input
information that sometimes is not easily obtained. For those reasons, the decision
makers will be likely to avoid complex mathematics and modelling techniques that
time-based data [8] and consider simulation as an alternative for modelling.

Beside the system complexity of resource allocation in a multi unit maintenance
system, the time horizon of the policy must be considered in the modelling process
because it is a dynamic system where the maintenance resources’ states always
change over time [9, 10]. This situation requires a detailed analysis of requirement,
provision, and allocation of maintenance resources and therefore a systematic and
dynamic maintenance resources policy model is required. The modelling technique
must be able to capture the dynamics of the system to describe the effect and
feedback of the maintenance policy of each unit to the overall technical system
control [10]. Based on this analysis, system dynamics methodology tends to be an
appropriate method to deal with the development of a model for the maintenance
resource policy making purpose.

2 Research Outlook

The implementation of any maintenance resource policy for a unit in a system will
influence the other units directly or indirectly. According to Yang et al. [11], for
making a good decision regarding to this maintenance decision making, it is
important to have a good structure of the complex technical system to allow for
analysing the important relationship among elements in the system and sub-system.
The system structure must also allow for explaining the feed-back or consequences
of a certain implemented decision to the whole system performance.

It is proposed that system dynamics can be useful for enhancing the maintenance
infrastructure to improve maintenance performance. Kothari [12] and Xiaohu et al.
[10] developed system dynamics models for maintenance system analysis. Kothari
[12] developed a system dynamics model in order to analyze the dynamics
behaviour of maintenance policy’s components in the area of system’s economic
and technical performance. He defined the dynamics of behaviour and then for-
mulated and tested alternative policies to improve system performance. Similarly,
Xiaohu et al. [10] also developed a system dynamics model to analyze maintenance
system’s basic elements and structure for multi components technical system. Both
Xiaohu et al. [10] and Kothari [12] in their model have apparently assumed the
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number of maintenance resources is unlimited. More advance, Bivona and
Montemaggiore [13] developed a model that connected maintenance system with
human resource, finance, service provision and assets management systems. The
purpose of the modelling is to observe short and long term implication of such
maintenance policies in a city bus company. The model included human resources
management system to cover maintenance process however did not include other
maintenance resources which made it impractical for industrial multi unit mainte-
nance system. Considering the importance for managers to understand the dynamics
behaviour of maintenance system [12] and see its practical implications [13], this
chapter focus on developing a system dynamic model to support managers deal
with the resource provision policy making for a multi unit maintenance system.

3 Development of the Model

From system modelling perspective, the model of maintenance system policy
making purpose consists of input, process and output. The input of maintenance
system can be in the form of maintenance system information of all its resources
such as human resource, spare part, equipments, and machine information. The
maintenance process involves interactions between the elements: machines/units,
human resources, parts, and tools and equipments. The output is related to the
purpose of the policy analysis.

In this research, the main purpose is how to achieve the desired system per-
formance measured by maintenance system reliability while minimizing the cost of
maintenance through an appropriate resources provision policy. Representation of
the analysis for the resources provision policy in maintenance system is presented
in Fig. 1. As seen in Fig. 1, to make a policy for maintenance resource provision,
information about the state of overall maintenance resources and the desired overall
performance is required. Based on this information, a set of alternative policies can
be made and compared. Generally, the selected policy can be implemented either in
terms of recruitment or procurement policies, or in terms of process adjustment
policies that impact the maintenance system output or the desired maintenance
system performance.

The main objective of this research is developing a system dynamic model that
can be used to analyze the maintenance system in order to make a suitable main-
tenance resource provision policy. The model should examine the current approach
of maintenance resources provision and develop scenario for better resource pro-
vision policies for comparison. The performance of the current resource provision
policy is compared with the suggested scenario developed by the system dynamic
model to find the best for implementation.

As discussed, system dynamics methodology is used to model the resources
provision policy for the maintenance system. The system dynamics methodology
consist of five phases as presented by Maani and Cavana [14].
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In the early modelling process in Maani and Cavana [14] causal loop modelling
or causal loop diagram (CLD) is presented as a conceptual model. In this chapter,
the CLD is developed based on the same concept associated with maintenance
system modelling. The focus of this chapter is related to human resource man-
agement system and procurement system. The human resource management system
caters for a policy on human resource provision which manage man hours based on
availability and assignment. The procurement system deals with purchasing of
spare parts, consumable materials, tools, and equipments or contracting with service
providers. A simple dynamic model of human resource management system,
maintenance and procurement system is as shown in Fig. 2.

The model is built based on the observation of unit failure rate in relation to the
causal process of preventive and corrective maintenance and the maintenance
resource requirement of each maintenance process in each unit. Failure rate
increases overtime and can be reduced by preventive and corrective maintenance
(loop B1 and B4). Preventive maintenance is performed based on the schedule (PM
schedule) with the required man hours while man hours for corrective maintenance
are allocated as required. Man hour required to perform maintenance task over time
are compared with the available man hours. The result of the comparison is a
number of man hours to be assigned to each maintenance job (Loop R3 and R4).

In human resource management system, available man hours are reduced by
absence or leave but available man hours can be increased by overtime, outsourcing
and new hiring.

In procurement system, availability of resources is influenced by the requirement
of those resources for maintenance purposes and the quantity and number of
resources’ orders launched to suppliers. The number of order quantity is considered
based on qualitative parameter (e.g. expected demand, desired inventory level,

Fig. 1 Representation of analysis for maintenance resources provision policy

A Resources Provision Policy for Multi-unit Maintenance Program 245



Inventory policy control) and qualitative parameter (e.g. financial pressure, ordering
policy/method). Expected demand is compiled from projection of maintenance
activities in the future based on historical data owned by management.

For illustration, the modelling technique is mapped for one unit technical system
as shown Fig. 2. The general model for multi unit maintenance system is presented
in Fig. 3 where each system has its strategy to achieve the desired system objective.
The strategies are implemented in each system ensure that optimal conditions are
achieved. In a system approach, the system is not considered as the sum of elements
but the optimum integration of each element to attain the system objective effec-
tively and efficiently. In this perspective and as reflected in Fig. 3, the best system
performance may not be the accumulation of each best strategy in each system but
the best combined strategy. To determined the best combined strategy for overall

Maintenance 

system 

Procurement system

Human Resource management System

Fig. 2 CLD for maintenance and related system
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systems, each strategy in each system must be simulated in the model to know
which combination has the best outcome related to the objective of the policy
making process.

The idea presented in Fig. 3 is very complex. The complexity is reflected on the
complexity of the model, however; the model can be simplified by disintegrating it
into small models. The smaller models are analyzed and validated and then inte-
grated into the overall model analysis for the overall optimum performance. This
principle is known as “Keep It Simple” (KIS). Building on this principle, in this
chapter a system dynamic model involving human resource management for a multi
unit maintenance system is discussed. Figure 3 shows, the CLD of maintenance
system and partially the CLD of human resource management system.

It is argued that system dynamics modelling approach provides simplification to
the complexity associated with developing a resources provision policy for multi
unit maintenance system. The system dynamics model for multi unit maintenance
system has been developed based on the CLD shown in Figs. 2 and 3 and then
transformed into a system dynamics model as presented in Fig. 4. This model is
reviewed and then verified using data from a selected case study.

4 Case Study

Case studies are suitable methods that can be used to verify the developed model
for the maintenance resource policy. Afefy [15] in his chapter discussed the
methodology, application of Reliability-Centered Maintenance (RCM) in a case

Fig. 3 Relation of multi unit maintenance system with other systems
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study. The result of the case study shows that the implementation of RCM can
reduce labour cost significantly. This chapter adopts the same case study data to
verify the implementation of the system dynamics model.

In this case study, there is a process-steam plant that consists of five different
units of assets which are: fire-tube boiler, steam distribution, dryer, feed-water
pump and process heater. These assets are respectively considered in this chapter as
units 1, 2, 3, 4, and 5. The system dynamics model has been developed based on
CLD presented in Fig. 2 but integrated all the five units of the case study. The
complete system dynamics model used for this case study is presented in Fig. 4.
Based on the case study, each unit has different down time and failure rate. Three
different types of preventive maintenance system are implemented in each unit:
weekly, monthly and six monthly. Each type of preventive maintenance requires
different number of workers and duration which make up the man hours for the
preventive maintenance activities.

One advantage of using a system dynamic simulation model is its ability to
capture uncertain event from the real system. To capture the uncertain events, the
input of simulation must be in a stochastic variable that can be represented in a
certain distribution function. In the original case study, the number of required man
hour is presented in a fixed number that is not convenient to capture the uncertainty.
If the distribution is unknown, the best way is to assume it as a uniform distribution.
So, for simulation purpose, required man hour is converted into uniform distribu-
tion. The result of the conversion is provided in Table 1 along with the corrective
maintenance at the time of undertaking it.

Fig. 4 System dynamics model for multi unit maintenance system
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In this case study, the total labour per day is 27 man day and it is assumed that a
person work for 7 h per day. Therefore the total man hour available each day is
189 man hours per day. Another assumption used in this model is all people have
the same ability as a maintainer.

Simulation is conducted in two different scenarios. First scenario is the current
condition where there are 189 man hours provided. The second scenario is based on
reducing the number of man hours relative to the result of the first scenario. The
failure rate of each unit associated with these two different scenarios is compared.

The simulation is performed for 365 workdays to understand the behaviour of the
multi unit maintenance system in the whole year. The result of the first scenario is
shown in Figs. 5 and 6. Figure 5 shows the comparison between daily required man
hours and available man hours. Figure 6 shows the daily failure rate of each unit.

Figure 5 shows that in average, there are significant numbers of man hour that
are available. It designates that there is excess in the number of labour provided for
the maintenance system. The simulation result also shows that the maximum
required number of man hours in the whole simulation process happens in day 215
as much as 91.99 man hours. In Fig. 6, most of the daily failure rate is under 30 %
but unit-1’s failure rate is considerably different. Unit 1 (fire-tube boiler) experi-
enced failure twice in the simulation time horizon. According to this result, the
second scenario is developed with reducing man hours to 91 man hours and run the
simulation for 365 days. The result is presented in Figs. 7 and 8.

Table 1 Man hours required for each maintenance activity

Required MH for preventive maintenance Corrective maintenance

Weekly Monthly Six monthly

Unit 1 Uniform (5, 7) Uniform (8, 12) Uniform (80, 88) Uniform (29, 31)

Unit 2 Uniform (29, 31)

Unit 3 Uniform (9, 11)

Unit 4 Uniform (12, 21)

Unit 5 Uniform (9, 11)

Fig. 5 Daily required and available man hours (scenario 1)
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Fig. 6 Daily failure rate for all unit (scenario 1)
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Fig. 7 Daily required and available man hours (scenario 2)

Fig. 8 Daily failure rate for all unit (scenario 2)

250 W.N. Cahyo et al.



5 Discussion

Figures 7 and 8 show the result of the second scenario of the simulation model. It
can be seen in Fig. 7 that although after 200 days the required man hour is more
than the available man hour but overall the performance of the multi unit technical
system is similar based on the daily failure rate. The significant difference can be
found in unit 5 where the failure rate rises significantly after 200 days. This happens
because at that period, the available man hour is insufficient to do preventive
maintenance for all units. However, the man hour inadequacy to cover the pre-
ventive maintenance is only temporary and then the required preventive mainte-
nance of unit 5 can be covered by available man hours in the next day. In this
situation the shortage in man hours was resolved by delaying allocation of man
hour for 1 day without causing failure or breakdown. So overall, considering the
number failure and allocation of man hours led to proper management of the whole
maintenance system.

6 Conclusion

Maintenance resources provision has a major role in asset management. More
efficient maintenance resource provision process can lead to a better overall asset
management performance. In this case, system dynamics model can be used to
optimize the overall performance of multi unit maintenance system by determining
the appropriate number of available resources to cover maintenance activities.
Based on a case study data, a policy of maintenance resource provision is developed
based on analyzing and comparing the output of current and suggested system
dynamics model.

For the purpose of this chapter, the system dynamics model in this case study has
only dealt with human resource management system for multi unit maintenance
system, however; the mode can be implemented in include a wide range of
resources. This chapter is one step in a research that aims at developing a more
complex model that involves procurement of resources as well human resources
management. This may require improvement of the model in terms of better man
hours scheduling to smooth the requirement of daily man hours. Some adjustment
might also be added to the model to accommodate outsourcing.

References

1. Ilyas Mohammed I, Cassady CR, Edward AP (2006) Establishing maintenance resource levels
using selective maintenance. Eng Econ 51(2):99–114

2. Wang Y (2011) Predication and optimization of maintenance resources for weapon system. Int
J Intell Syst Appl 3(5):1–9

A Resources Provision Policy for Multi-unit Maintenance Program 251



3. Tsai YT, Wang KS, Tsai LC (2003) A study of availability-centered preventive maintenance
for multi-componen system. Reliab Eng Syst Saf 84(3):261–270

4. Cui L, Li H (2006) Opportunistic maintenance for multi-component shock model. Math
Method Oper Res 63(3):493–511

5. Okogbaa OG, Otieno W, Peng X, Jain S (Writer) (2008) Transient analysis of maintenance
intervention of continuous multi-unit systems. IIE Transactions (Institute of Industrial
Engineers, Inc. (IIE)) 40(10):971–983

6. Altiok T, Melamed B (2007) Simulation modeling and analysis with arena. Academic Press,
San Diego

7. Endrenyi J, Aboresheid S, Allan RN, Anders GJ, Asgarpoor S, Billinton R et al (2001) The
present status of maintenance strategies and the impact of maintenance on reliability. In: Paper
presented at the IEEE transactions on power systems, New York

8. Tam ASB, Chan WM, Price JWH (Writer) (2006) Optimal maintenance intervals for a multi-
component system. Prod Plann Control 17(8):769–779

9. Dwight R, Gordon P, Scarf PA (2012) Dynamic maintenance requirements analysis in asset
management. Paper presented at the european safety and reliability conference, Troyes,
France, 18–22 September 2011. CRC Press, Taylor & Francis Group, 847–852

10. Xiaohu Y, Xisen W, Yanling Q, Yongmin Y (2007) Modeling and simulation of complex
maintenance system dynamics. In: Paper presented at the 26th Chinese control conference

11. Yang M, Zhu Y, Song J, Gu X (2009) A system dynamics approach for integrated decision
making optimization of maintenance support system. In: Paper presented at the control and
decision conference

12. Kothari V (2004) Assessment of dynamic maintenance management. Virginia Polytechnic
Istitute and State University, Blacksburg

13. Bivona E, Montemaggiore GB (Writer) (2010) Understanding short- and long-term
implications of “myopic” fleet maintenance policies: a system dynamics application to a
city bus company. System dynamics review

14. Maani KE, Cavana RY (2007) Systems thinking, system dynamics: managing change and
complexity. Pearson Education New Zealand, North Shore

15. Afefy IH (2010) Reliability-centered maintenance methodology and application: a case study.
Engineering 2(11):863–863

252 W.N. Cahyo et al.



Making Optimal and Justifiable Asset
Maintenance Decisions

Andrei Furda, Michael E. Cholette, Lin Ma, Colin Fidge, Wayne Hill
and Warwick Robinson

Abstract Maintenance decisions for large-scale asset systems are often beyond an
asset manager’s capacity to handle. The presence of a number of possibly con-
flicting decision criteria, the large number of possible maintenance policies, and the
reality of budget constraints often produce complex problems, where the underlying
trade-offs are not apparent to the asset manager. This chapter presents the decision
support tool Justification and Optimisation of Budgets (JOB), which has been
designed to help asset managers of large systems assess, select, interpret and
optimise the effects of their maintenance policies in the presence of limited budgets.
This decision support capability is realized through an efficient, scalable back-
tracking-based algorithm for the optimisation of maintenance policies, while
enabling the user to view a number of solutions near this optimum and explore
trade-offs with other decision criteria. To assist the asset manager in selecting
between various policies, JOB also provides the capability of Multiple Criteria
Decision Making. In this chapter, the JOB tool is presented and a real-world case
study on a power plant system demonstrates JOB’s capability to significantly
improve the decision making process.
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1 Introduction

Maintenance decisions for large-scale asset systems are often beyond an asset
manager’s capacity to handle. The presence of a number of possibly conflicting
decision criteria, the large number of possible maintenance policies, and the reality
of budget constraints often produce complex problems, where the underlying trade-
offs are not apparent to the asset manager. For example, while one of the major
objectives is to reduce costs by avoiding unnecessary maintenance work, another,
conflicting objective is to improve the system availability and reliability.

Furthermore, in addition to clearly defined optimisation criteria, asset managers
often rely on their experience, knowledge, and other external system-specific fac-
tors, which are very difficult to model in a purely optimisation-based tool. In
contrast to optimisation tools, decision support tools provide not only optimisation
results, but also allow asset managers to interactively select and analyse various
alternatives, and also compare them to suggested optimal choices.

This chapter presents the decision support tool JOB (Justification and Optimi-
sation of Budgets), which has been developed by CIEAM (Cooperative Research
Centre for Infrastructure and Engineering Asset Management) and QUT (Queens-
land University of Technology). The JOB tool has been designed to help asset
managers of large systems assess, select, interpret and optimise the effects of their
maintenance policies in the presence of limited budgets. This decision support
capability is realized through an efficient, scalable backtracking-based algorithm for
the optimisation of maintenance policies, while enabling the user to view a number
of solutions near this optimum and explore trade-offs with other decision criteria.

The remainder of this chapter is structured as follows. Section 2 gives an
overview of related research, Sect. 3 presents the basic theory of the JOB tool,
Sect. 4 elaborates on the application of JOB in a power plant case study. Section 5
concludes this chapter.

2 Related Work

System maintenance has evolved from a necessary productivity maintaining activity
into an important business and asset management activity, resulting in significant
research efforts dedicated to system maintenance. An overview study of the main-
tenance of complex systems can be found in [1] and [2], the topic of asset mainte-
nance management is addressed in details in [3] and [4]. A maintenance decision
support system overview is presented in [5], a specific solution suggestion using the
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Analytical Hierarchy Process (AHP) and Fuzzy Logic is presented in [6], [7]
suggests a multi-agent based approach. None of these publications have presented an
effective system framework that is tested in a real business environment.

The approaches applied in the JOB decision support tool are well-founded and
often applied in combinatorial optimisation and decision making. However, to the
best of the authors’ knowledge, their application for maintenance decision support,
especially for Power Plant systems, is absent from published literature. Further-
more, one of the main aspects which make the JOB tool stand out is its advanced
state of applicability in industry as a commercialization ready outcome of the
research and utilisation. The JOB tool has been developed in cooperation with one
of the largest electricity generators in Australia, specifically for maintenance
decisions of power plant systems. Nevertheless, due to the advanced software
architecture, its application is not limited to such systems, but can be extended to
other complex systems of asset intensive industry.

3 Theory and Solution Methods of JOB

The presence of a number of possibly conflicting decision criteria, the large number
of possible maintenance policies, and the reality of budget constraints often produce
complex problems, where the underlying trade-offs are not apparent to the asset
manager. JOB’s purpose is to assist decision maker to select a maintenance option
for each component of the complex system under a constrained budget, while
optimising globally a number of (possibly competing) decision criteria. For
example, the goal can be to reduce failure rates and the decision risk, while at the
same time minimizing the system downtime due to maintenance and remaining
within a specified budget.

The decision support functionality provided by the JOB tool relies on the
solution of a number of (combinatorial) optimisation problems, where the main-
tenance options are the decision variables and the objective is to minimize various
decision criteria that have business relevance, e.g. return on investment, failures per
year, etc.

Each system component i; i ¼ 1; 2; . . .; n has maintenance options oij; j ¼
1; 2; . . .;mi which indicate the type of maintenance, costs, needed time, etc. For
example, a component could be replaced entirely, or only partially replaced, and
repaired partially.

A maintenance policy, A, is defined by a selection of options for each system
component A ¼ ða1; a2; . . .; ai; . . .; anÞ, where:

ai2foi1; oi2; . . .; oimi
g,Di

The set of all possible solutions is A ¼ D1 � D2 � . . .� Dn and thus A 2 A is
the set of all possible policies in the absence of additional constraints.
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JOB solves the following optimisation problem:

min
A

JDC Að Þ
subject to: A 2 A

B‘ � cost Að Þ�Bu

LBDClimit � vDClimitðAÞ�UBDClimit ðOPaÞ

where DC is a decision criterion to be optimised, such as failure rate, number of
outages, or the negative of return on investment. DClimit denotes a decision criterion
that is not being optimised and vDClimit Að Þ denotes its value for the specified
maintenance policy. LBDClimit and LBDClimitare the lower and upper bounds respec-
tively, while B‘ and Bu denote the upper and lower maintenance budget. In other
words, optimisation problem (OPa) is the minimization of a single decision crite-
rion, with a constrained budget and additional constraints limiting value of other
different decision criterion important to the decision maker. For example, the user
might be interested in minimizing the failure rate, subject to a limited budget.

The set of feasible maintenance policies is denoted as

C,A \ Cconstraint

Cconstraint ¼ A jf B‘ � cost Að Þ�Bu and LBDClimit � vDClimitðAÞ�BDClimitg

which is the set of all maintenance policies that satisfy all constraints in (OPa). This
can now be stated in the compact form

min
A

Jobj Að Þ
subject to : A 2 C OPð Þ

Since each maintenance option of each system component can be combined with
each maintenance option of a different component, this leads to a combinatorial
problem with exponential complexity. The following sections address solution
approaches.

3.1 Solution via Exhaustive Enumeration

The simplest way to solve this optimisation problem is a complete enumeration of
all maintenance policies by generating all possible combinations of maintenance
options and calculating the decision criteria values for each solution. This is also
desirable for decision support, since one can examine any policy and its effect on
any criterion. The number of policies in the solution space A is
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Aj j ¼
YN

n¼1

optn

where N denotes the number of system components and optn denotes the number of
maintenance options for component n. Due to this combinatorial complexity, the
complete enumeration of all solutions is feasible only for a system with a low
number of constituent components, each with only a few options. Larger solution
spaces will exceed the memory limitations if complete enumeration is pursued. The
following section presents a solution to this problem.

3.2 Solution via Backtracking Based Algorithm

To remedy the problems related to memory and runtime limitations for systems
composed with medium-to-large numbers of components, JOB utilizes a search
strategy called backtracking [8] which explores the feasibility of partially-specified
solutions prior to completing them.

When a partially-specified maintenance policy, Â ¼ ða1; a2; . . .; ak;�; . . .;�Þ
does not satisfy the problem constraints, the algorithm backtracks by unassigning
ak, since it was this assignment that resulted in the constraint violation. This
backtracking discards entire sets of infeasible maintenance policies en masse,
saving computational effort. If previously unexplored selections of ak exist, the
algorithm assigns one of these and the process is repeated. The algorithm terminates
when the backtracking operation results in a completely unassigned maintenance
policy and there are no unexplored maintenance options for the first component.

To solve the optimisation problem (OP) for any single criterion using back-
tracking, only the best (complete) policy at any given time has to be stored. Clearly,
if the current, partially-specified policy cannot be completed in a manner that results
in a better policy than this current optimum, backtracking should be invoked.
However, to support more nuanced, multi-criteria analysis, it is desirable to be able
to keep the best N maintenance policies for a single criterion. Unlike exhaustive
enumeration, there is no guarantee that this N-policy set will contain the optima for
any decision criteria other that the single criterion under consideration. However,
the set will allow the decision maker to evaluate the sensitivity of other decision
criteria in the neighbourhood of a single-criterion optimum, maintaining the deci-
sion support paradigm of JOB.

To store the best N policies while speeding the optimisation, a new forward
check is defined. The definition of the current stack of the best policies is given by:

S ¼ A1;A2; . . .;ANf g

Next, define a function that returns a lower bound on the partially-specified
solution, Â
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obj min Â
� � ¼ PN

i¼1
ci

ci ¼
objðaiÞ if ai is assigned

min obj oðiÞ1
� �

; . . .; obj oðiÞmi

� �� �
if ai is not assigned

(

If

obj min Â
� �

\max
j

JDC Aj
� �

then Â may enter the stack of best solutions when it is completed. A similar forward
check is conducted with respect to the budget upper and lower limits. Thus, if this
forward checking condition (and similar checks on the budget upper and lower
limits) are satisfied, the children of Â are explored.

3.2.1 Multiple Criteria Optimisation

Multiple Criteria Decision Making (MCDM) is a widely applied discipline used to
support decision makers deal with multiple and often conflicting objectives.
MCDM problems are subdivided into two categories:

• Multiple Attribute Decision Making (MADM) techniques address discrete
problems (i.e. the set of decision alternatives is discrete) [9, 10], while

• Multiple Objective Decision Making (MODM) techniques address continuous
decision making problems [11].

The JOB tool supports discrete decision alternatives, and currently implements
two of the most widely used decision making techniques:

• Simple Additive Method, and
• Weighted Product Method [10].

The subset of feasible maintenance policies (i.e. decision alternatives) is calcu-
lated by applying constraints on the set of alternatives provided by either exhaustive
search, or the backtracking algorithm. Maintenance policies with decision criteria
values outside the constraint limits are excluded from the set of feasible alternatives.

Each feasible maintenance policy is evaluated with respect to each decision
criterion as follows. In a first step, the maximum and minimum are calculated and
stored for each decision criterion.

Decision criteria are either of cost or of benefit type. Cost-type criteria are
“better” for lower values, while benefit-type criteria are “better” for higher values.
The goal is to minimize cost type criteria, and maximize benefit type criteria. This is
taken into account when calculating the value function for each alternative and each
decision criterion. Cost type criteria are expenditure, Decision Risk, failures, out-
ages, while the return on investment (ROI) is a benefit criterion.
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For each feasible maintenance policy, a utility value between 0 and 1 is cal-
culated using an increasing linear function for benefit criteria, and a linear
decreasing function for cost criteria. Weight factor parameters allow the user to
indicate the importance of each decision criterion.

The Simple Additive Weighting Method calculates the value of a decision
alternative i as:

V Alternativeið Þ ¼
Xn

j¼1

wj � v ji

where wj are weight factors, and v ji represent utility functions for a decision
alternative i with respect to the decision criterion j.

The Weighted Product Method calculates the value of a decision alternative i as:

V Alternativeið Þ ¼
Yn

j¼1

ðv ji Þwj

3.3 User Interface and Process

The JOB software tool requires the user to specify a maintenance project containing
a list of system components. Data about system components is: failure rates before
maintenance, costs in the case of failures, estimated repair times, and age-related
linearly increasing rates of failure. Maintenance options require information
regarding maintenance cost, production loss, likelihood of failure after the main-
tenance, and the maintenance time.

A second user interface tab allows the user to specify decision constraints,
MCDM parameters (see Sect. 3.2.1), and parameters for the backtracking-based
combinatorial optimisation algorithm. A third user interface tab allows the decision
maker to utilise either exhaustive enumeration or backtracking to optimise the
system maintenance policy and presents the results. Also in this tab, the what-if
analysis and report generation functionalities are available for the user to interpret
and present the optimisation results.

Figure 1 shows the JOB decision support process. After creating or loading an
existing data input file (Job Definition file), the user starts the analysis process. JOB
calculates and displays a range of suitable maintenance policies, which can be
selected and evaluated individually in terms of the following decision criteria (Fig. 2):

• Decision Risk, Failure Risk
• Total Number of Failures, Failures per Year
• Return on Investment, Availability
• Total Number of Outages, Outages per Year

Note that these criteria can be re-defined to suit other business specific applications.
Results of a suitable user accepted maintenance policy can be stored in a report.
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4 Case Study: Maintenance Decision Support for a Power
Plant

The JOB decision support tool has been developed in close cooperation with a large
power generation enterprise in Australia, with the purpose of applying it in real
decision scenarios for optimising the major maintenance of power plant systems.

Fig. 1 JOB use case flowchart
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Fig. 2 JOB analysis and results user interface

Fig. 3 Results of applying JOB to the minimisation of the number of failures per year. The best
20,000 maintenance policies (in terms of failures per year) are shown. The MCDM methods apply
high weight factors for the failure rate criterion. a Failures per Year. b Decision Risk
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A planned major power plant maintenance shut-down was used to evaluate the
results provided by the JOB tool against the decision made by an expert human
decision maker.

One of the test data sets for the evaluation was based on shut-down maintenance
information of partial components of a large boiler system.

For this collection of systems, the number of possible maintenance policy
combinations is approximately 33.5 million. Due to this large number, the back-
tracking algorithm was utilised to generate maintenance policies while minimising
the number of failures per year of the entire system. The results can be seen in
Fig. 3a and b.

Depending on business and engineering constraints, there are a number of ways
the decision could be improved. Some examples are:

• If additional dollars can be spent, the failure-optimal solution could be selected
and a reduction of about 13 % failures per year could be achieved

• The expenditure could be kept constant and the failure rate could be reduced by
about 0.5 failures per year by altering the selected maintenance options.

• The policy minimizing the decision risk could be selected. This policy would
cost less money and incur less decision risk. Furthermore, this policy would
have fewer failures per year.

• If the organisation decides that the current failure rate can be tolerated, the
decision maker can decrease the maximum expenditures until the same number
of failures per year is achieved by the optimised maintenance policy.

The MCDM Weighted Product Method parameterised with high weight factors
for the failure rate (reflecting the asset manager’s preference) results in a reduced
expenditure of approximately 2 %, a reduced failure rate by approximately 13 %,
and an increased return on investment in terms of availability return from 0.406 to
0.45 %/$million (Fig. 3).

It was found that by re-focusing the maintenance resources (selecting a different
policy) the maintenance expenditures could be reduced to below $1.8 million while
maintaining a failure rate below the baseline of 2.15 failures per year.

5 Conclusion

This chapter has presented JOB, an innovative maintenance decision support tool,
which has been specifically developed to support asset managers with the challenge
of large-scale maintenance decisions. Besides an exhaustive enumeration algorithm,
the JOB tool solves the combinatorial optimisation problem using a highly scalable
backtracking based algorithm, which allows the analysis of large systems in an
efficient way. Furthermore, the JOB tool is able to suggest optimal maintenance
policies based on Multiple Criteria Decision making techniques. A real-world case
study attests its capability to support decision makers with complex maintenance
decisions and its potential to save costs while even improving the system availability.
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Assessment of Insulated Piping System
Inspection Using Logistic Regression

Ainul Akmar Mokhtar, Nooratikah Saari and Mokhtar Che Ismail

Abstract Corrosion under insulation (CUI) is a common problem not only in
chemical process plants but also in utility and power plants. According to empirical
study, CUI is mainly driven by the operating temperature where CUI is more
susceptible when the equipment or piping system is operating between −12 and
121 °C. Other factors such as insulation type and equipment or pipe location are
also seen to be the contributing factors to CUI. However, to date, it is not clear
which factors are more important in contributing to CUI occurrence. This paper
presents a methodology for predicting the likelihood of CUI occurrence for insu-
lated piping system using a logistic regression model. Logistic regression, a special
case of linear regression, requires binary data and assumes a Bernoulli distribution.
Using historical data, the variables of operating time in year, pipe operating tem-
perature, type of insulation and pipe size are modelled as factors contributing to
CUI. The outcome of this model does not produce the probability of failure to be
used in quantitative risk-based inspection (RBI) analysis. However, the result rather
uses the historical inspection data to provide the decision makers with a means of
evaluating which pipe to be inspected for future planning of scheduled inspection,
based on the likelihood of CUI occurrence.
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1 Introduction

Corrosion under insulation (CUI) is one of the major problems for refineries,
chemical and petrochemical process industries as well as for utility and power
plants. In 1960s and 1970s, many plant designers were not concerned with the
potential problems of CUI [1]. The consequence of the under design was many
cases of pitting or rusting of carbon steel, stress corrosion cracking of austenitic
stainless steel and other hidden metal loss found under the insulation. A study done
by Exxon Mobil Chemical that was presented to the European Federation of
Corrosion in September 2003 indicated that the highest incidence of leaks in the
refining and chemical industries was due to CUI and not to process corrosion [2].

CUI is a severe problem because it can cause loss of production as well as affect
the equipment or system integrity. Many chemical plants have experienced a variety
of problems due to CUI [3]. Huge amounts of money have been spent for CUI
inspection and maintenance where CUI contributed about 40–60 % of maintenance
costs [2]. In one of the local companies, the maintenance cost for CUI has achieved
approximately RM6 million which only covered CUI maintenance activities
without including any other costs such as the non-destructive testing.

The current CUI inspection practice is that the qualified inspectors will inspect
the insulated system visually for any susceptible sign for CUI based on several
defined criteria such as the insulation and cladding quality (i.e. punctured, dis-
lodged, missing or dented) or whether there is any sign of water ingress etc.
Decision whether or not to open the insulation for further inspection will be based
on the visual inspection result together with the factors outlined in the technical
standards such as API 581. One of the factors is the operating temperature where
equipment or piping system are more susceptible to CUI when operating between
−12 and 121 °C [4]. Other factors such as type of insulation and equipment or pipe
location are also the contributing factors to CUI. However, to date, it is not clear
which factors are more important in contributing to CUI occurrence. For corrosion
and inspection engineers, the difficulty that they are currently facing is to accurately
make such decision in order to develop appropriate inspection and maintenance
strategies using the available data. The visual inspection data recorded can be
treated as binary data and can be further used to quantify the likelihood that the
system will have CUI which can be employed for CUI inspection planning.

The objective of this paper is to present a methodology to assess the likelihood
of CUI occurrence based on the visual inspection data. Logistic regression model is
proposed in this study due to the nature of the visual inspection data that can be
treated as binary data.
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2 Corrosion Under Insulation

Corrosion is defined as a chemical or electrochemical reaction between material,
usually a metal, and its environment that produces a deterioration of the material
and its properties [5]. In other words, this means a loss of an electron of metal
reacting with either water or oxygen. There are several types of corrosion and one
of them is CUI. CUI is a localized corrosion occurring at the interface of a metal
surface and the insulation on that surface. This can be a severe form of corrosion
particularly because the corrosion occurs beneath the insulation. The process starts
when there is water being trapped in between the metal and the insulation. The
confined environment of the insulation material over the pipe, tank or equipment
creates conditions that encourage build-up of moisture, resulting in corrosion. The
corrosion is often more severe when the insulation restricts the evaporation process
from occurring. In some cases the insulation acts as a carrier whereby moisture
presents in one area moves through the insulation to another area causing the
corrosion to spread more rapidly. Three factors are necessary for CUI to occur
which are:

• Water: Water is the key point for corrosion to occur. Normally, water can be
introduced from two sources, external and internal. Water infiltrates from
external sources such as rainfall, steam discharge, spray fire sprinkles or drift
from cooling tower. External water enters an insulation system through breaks
or damages of the insulation which can happen during insulation storage and/or
installation, through ineffective waterproofing, through maintenance or through
service lapses. Even if the external sources are eliminated, water can still be
introduced in the insulated system by the internal sources such as internal
system leaks (e.g. water leak and steam tracing leak) or condensation. Con-
densation occurs when temperature of the metal surface is lower than the
atmospheric dew point and causes poultice to trap in between metal and
insulation.

• Chemical content of water: Chemical content of water plays an important factor
for CUI to take place. Chlorides may be introduced by rainwater, plant and
cooling tower atmospheres, misty sea environments or even portable water often
used for fire-fighting, deluge testing or wash downs. Besides, traditional thermal
insulation materials contain chlorides [2]. If they are exposed to moisture,
chlorides released may form a moisture layer on the pipeline surface, resulting in
corrosion.

• Temperature: Operating temperature also contributes to CUI. According to API
581, equipment or piping systems operating in the temperature range between
−12 and 121 °C are more susceptible to CUI, with temperature range of
49–93 °C being the most severe environment.
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3 Logistic Regression Model

Logistic regression models are extensively used in medical field [6–9]. For instance,
Todd et al. [6] used logistic regression model to investigate the relationship between
antioxidant vitamin intake and coronary heart disease in men and women. In social
sciences, this model is broadly employed as well. Fuks and Salazar [10] applied
logistic regression model to analyse the household electricity consumption classes.
Paul [11] developed a logistic regression model to identify the various factors
responsible for work related injuries in mines and to estimate the risk of work injury
to mine workers. Other studies can be found in Refs. [12, 13].

Logistic regression also is widely used in business and marketing studies. For
example, Sohn and Kim [14] provided a logistic regression model to predict the
default of funded SMEs based on both financial and nonfinancial factors. Larivière
and den Poel [15] studied the advantages for financial service providers in investing
in youth marketing. Also, Cerpa et al. [16] developed a logistic regression analysis
to predict the success rate of software development projects.

A review of the literature reveals the application of logistic regression model in
analysing the dichotomous data to provide a basis for assessing systems subject to
corrosion failure is limited. Spezzaferro [17] developed a logistic regression model
to demonstrate the possibility of identifying statistical relationships between
maintenance inspection interval lengths and corrosion observed percentages. The
model provided a means for conducting trade-offs between inspection interval
length and observed corrosion percentages in maintenance data, when measurable
data are not available. Ariaratnam et al. [18] proposed a logistic regression model
for predicting the likelihood that the sewer network, which is subject to corrosion
failure as well, is in a deficient state.

Typically, for corrosion failure mode, the wall thickness data collected during
inspection period are used to assess the probability of failure by analysing the data
statistically. However, the wall thickness data is not always available for statistical
methods to be used. Typically what is usually available in CUI inspection reports is
the result from inspection after insulation removal which is corrosion was found
and treated, or corrosion was not seen. These types of data are classified as binary
responses with 0 and 1. Binary responses can be used to predict the probability of
the occurrence using logistic regression model [19]. In statistics, logistic regression
is used for prediction of the probability of occurrence of an event by fitting data to a
logistic curve. It is a generalized linear model used for binomial regression. Like
many forms of regression analysis, it makes use of several explanatory variables
that may be either numerical or categorical.

It is important to understand that the goal of using logistic regression for data
analysis is the same as that of any model-building technique used in statistics, that
is, to find the best fitting and most parsimonious model. As in regression, a logistic
regression model describes a relationship between a response and a set of
explanatory variables. A response is also known as a dependent variable or an
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outcome. Explanatory variables are also often referred to as covariates, independent
variables or predictors.

To better explain the concept of logistic regression, the logistic function that
describes the mathematics behind this regression should be defined. The logistic
function, which ranges between 0 and 1, f(z) is shown in Eq. (1). Plots of f(z) yield
an S-shaped curve resembling the cumulative distribution plot for a random
variable.

f zð Þ ¼ 1
1þ e�z

ð1Þ

From the logistic function, the logistic regression model is obtained through the
parameter z that can be written as the linear sum of the explanatory variables as
Eq. (2).

z ¼ b0 þ b1x1 þ b2x2 þ � � � þ bnxn ð2Þ

where x1; x2; . . .; xn are defined as the independent variables of interest and
b0; b1; b2; . . .; bn are the coefficient representing unknown parameters. Estimates of
the parameters b0; b1; b2; . . .; bn are obtained using a mathematical technique called
maximum likelihood.

A regression can simultaneously handle both quantitative and qualitative
explanatory variables. In the logistic regression model, the response variable is a
binary variable whereas the explanatory variables can be either quantitative or
qualitative variables. The quantitative variable can be further classified as a con-
tinuous variable, one that takes any value within the limits of variable ranges, for
instance, the operating time. The quantitative variable can also be considered as a
categorical variable such as operating temperature. For example, the pipe having
operating temperature 290 °C can be categorized in group of pipes having operating
temperature more than 121 °C.

The qualitative variable such as types of insulation is also considered as cate-
gorical covariates. Here, dummy variable needs to be used in order to overcome the
weakness of the categorical variable as it cannot be meaningfully interpreted in
regression model. Dummy variables are artificial explanatory variables in a
regression model whereby the dummy codes are a series of numbers assigned to
indicate group. In dummy variable, it will be binary variable as each variable is
assumed one of two values, 0 or 1, indicating whether an observation falls in a
particular group.

For dummy variable to be used, if there are K groups, one needs to have K − 1
dummy variables to represent K groups. Let say, if there are six operating tem-
perature groups, one needs to have five dummy variables to represent the group
which one of the groups will not be represented as dummy variable. It will be
considered as a reference to which each of the group should be compared.
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4 Methodology

In developing a logistic regression model, several steps have been employed as
shown in Fig. 1.

Step 1: Data Acquisition
All information related to CUI was collected.

Step 2: Variable definitions
Define the response and explanatory variables.

Step 3: Model development using MATLAB

Fig. 1 Logistic regression model flowchart for CUI
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The logistic model was developed in MATLAB R2009a using two main
functions; glmfit and glmval functions. The glmfit function is used to
estimate the coefficients of the parameters in the logistic regression
model. The glmval function is used to compute the predicted values for
the generalized linear model with link function ‘link’ and predictors X.

Step 4: Model verification
To verify the logistic regression model developed using MATLAB, data
taken from Evans Country case study was used [20]. Using the case
study, the data was fitted to the logistic regression model using Java
Script developed by Sullivan and Pezzullo [21]. The results generated by
MATLAB were compared to the results generated via Java Script. The
results showed that the logistic regression model developed in MAT-
LAB produced the same coefficients as the results using Java Script by
Kevin Sullivan. Thus, it is proved that the logistic regression model
developed using MATLAB is acceptable.

Step 5: Parameter Estimation
Once a logistic regression is specified with its parameter and data have
been collected, one is in a position to evaluate its goodness of fit, that is,
how well it fits the observed data. Goodness of fit is assessed by finding
the parameter value of a model and the procedure is known as parameter
estimation [22].

Step 6: Testing the significance of each parameter
After generating the parameters for each variable, it is necessary to test
the statistical significance of each parameter in the model. In the for-
mulation of a logistic model, Wald test was performed on each variable
or model parameter to investigate its significance [23]. Wald tests are
based on the chi-square statistics that tests the null hypothesis that a
particular variable has no significant effect given that the other variables
are included in the model.

Step 7: Backward Stepwise Elimination
If the parameters obtained from result analysis are not significant, then a
backward stepwise elimination method will be conducted to eliminate
the parameter which is insignificant. Backward stepwise elimination
method is an iterative variable-selection procedure where it begins with a
model containing all the independent variables of interest. Then, at each
step the variable with biggest p-value is deleted (if the p-value is bigger
than the chosen cut-off level).

Step 8: Sensitivity analysis
The objective of the sensitivity analysis is to validate the proposed
model and to test the reliability of the model by evaluating its sensitivity
to minor changes in the data set. In order to conduct sensitivity analysis,
new logistic models are developed using 80 and 90 % of the set of data
based on the proposed method by Ariaratnam et al. [18]. Then, these
new models will be compared to the 100 % data set (i.e. original data).
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To show that there is no difference among these three models from
statistical point of view, Kruskal-Wallis test was performed.

Step 9: Estimate the probability of CUI occurrence to be used in RBI analysis
Once an appropriate model was validated, then the probability of CUI
occurrence was estimated for inspection planning purpose.

5 Results and Discussions

CUI inspection data for small bore pipes in a gas processing plant were used to
illustrate this methodology. Based on the data collected, explanatory variables were
identified. In this study, three explanatory variables, which were pipe age, operating
temperature and insulation type, were employed for the logistic model development
based on the availability of data in the inspection database. Pipe age was classified
as a continuous variable where the data came from three age groups (i.e. pipe age 6,
10 and 15 years).

Operating temperature was clustered based on API 581 operating temperatures
and as such were defined as categorical variables. Categorical variables are the
same as dummy variables which are artificial explanatory variables in a regression
model. In this case, the dummy variables represent the categories of the operating
temperature. Each dummy variable assumes one of the two values, 0 or 1, indi-
cating whether an observation falls in a particular group. Operating temperature
more than 121 °C was named as Group 6 and was referred as the reference group.
Hence, five additional dummy variables were defined for operating temperature
with respect to the reference as follow:

• Group 1: 1 when operating temperature is in the range 49–93 °C, 0 otherwise
• Group 2: 1 when operating temperature is in the range −12–16 °C, 0 otherwise
• Group 3: 1 when operating temperature is in the range 16–49 °C, 0 otherwise
• Group 4: 1 when operating temperature is in the range 93–121 °C, 0 otherwise
• Group 5: 1 when operating temperature is less than −12 °C, 0 otherwise

Insulation type can be classified into two groups and therefore, was also defined
as categorical variables in the logistic model. There are two categories of insulation
material: calcium silicate (type 1) and cellular glass (type 2). The response variable
is classified as binary response and may be classified as either CUI is found (Y ¼ 1)
or CUI is not found (Y ¼ 0).

The initial coefficients generated for small bore piping systems from MATLAB
are shown in Table 1. It is observed that each of the coefficients are significant
based on the p-value as it is lower than α = 0.05 except for insulation type 1 (i.e.
calcium silicate) which gave higher p-value. Thus, in this analysis, operating
temperature showed a significant effect but insulation type gave no significance
effect and may be removed from the model. Re-ran the analysis by excluding data
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on insulation type using the backward stepwise elimination method yields the
following results as shown in Table 1.

The logistic regression coefficient b1 for pipe age is 0.236 with exp(b1) = 1.267.
This implies that, when pipe age increases by 1 year, the likelihood of small bore
pipe will have CUI increases by 26.68 %. The effect of ranges of operating tem-
perature is as shown in Fig. 2. The probability for CUI occurrence for six groups of
operating temperature for both small pipes was plotted against pipe age. The trend
produced replicated the API guidelines where operating temperature group 1
(49–93 °C) showed the highest probability of having CUI when compared to other
temperature groups.

From Table 2, all p-values have shown significant values as the values were
lower than α = 0.05. Thus, a general equation of a linear function of independent
variables for small bore piping systems can be written as

y xð Þ ¼ �3:980þ 0:237x1 þ 1:895x2 þ 1:675x3 þ 1:470x4 þ 1:646x5 þ 1:276x6
ð3Þ

where x1 = pipe age (years in service); x2; . . .; x6 = dummy variable for operating
temperature groups.

Let pi be the probability of CUI occurrence in case i and the logistic regression
model is [19]

log it pið Þ ¼ log
pi

1� pi

� �
¼ b0 þ b1x1 ð4Þ

Fig. 2 Probability of CUI occurrence for each temperature group for small bore pipe
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The logistic regression model presents the log odds of CUI occurrence as a linear
function of pipe age with respect to operating temperature group. To predict the
probability of CUI occurrence at certain years in service, the proposed model is
Eq. (5) by rearranging Eq. (4).

p ¼ eb0þb1x

1þ eb0þb1x
ð5Þ

For example, the likelihood of CUI occurrence for the pipe operating between 49
and 93 °C (i.e. Group 1) and the age of pipe is 10 years old is

p ¼ e�2:085þ0:237ð10Þ

1þ e�2:085þ0:237ð10Þ ¼ 0:570

This means after 10 years of pipe being in service, there is a 57 % chance that the
pipe will have CUI when the insulation is removed.

5.1 Sensitivity Analysis of Model

A sensitivity analysis was also performed to validate the proposed model. The
logistic model was developed using two scenarios which are using 80 and 90 % of
the data set based on the proposed method by Ariaratnam et al. [18]. The coeffi-
cients generated by the three groups of data are given in Table 2. The sensitivity
analysis revealed that KW ¼ 0:089 compared with v20:05;2 ¼ 5:991. Therefore, the
null hypothesis can be accepted, indicating that there is no significant difference
among the three models. The proposed model seems to be a good representation of
the observed data.

Table 2 Coefficients for 100, 90 and 80 % of sample data (small bore piping)

100 % of sample data 90 % of sample data 80 % of sample data

Variable Estimate p-value Estimate p-value Estimate p-value

Intercept −3.9804 0.0000 −4.0380 0.0000 −4.0624 0.0000

Age 0.2366 0.0000 0.2334 0.0000 0.2419 0.0000

Op. Temp. 1 1.8954 0.0000 2.1649 0.0000 1.9004 0.0002

Op. Temp. 2 1.6749 0.0001 1.7502 0.0001 1.7586 0.0002

Op. Temp. 3 1.4695 0.0007 1.6522 0.0003 1.3076 0.0046

Op. Temp. 4 1.6457 0.0002 1.7561 0.0001 1.8386 0.0004

Op. Temp. 5 1.2761 0.0040 1.3631 0.0036 1.0156 0.0405
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6 Conclusions

This study produced a mathematical model that provides the likelihood of having
CUI for an insulated piping system given the pipe age, operating temperature and
insulation type. These CUI factors have been discussed extensively in the literature
but no mathematical model has been developed to show the relationship between
the likelihood of having CUI and its factors. The results revealed that age and
operating temperature have a significant effect on the deterioration of the small bore
piping systems.

Intuitively, one knows that the likelihood of having CUI will increase as pipe
aging. However, in API 581, the time factor is not being discussed explicitly. The
logistic regression has managed to include time as one of the significant model
parameters where the probability value can be obtained on certain year in service.
Like operating temperature and insulation type, both are the factors for CUI dis-
cussed in API 581; nonetheless, the discussion is more towards a guideline. The
logistic regression produced a mathematical model to that quantifies the likelihood
of having CUI given both factors (i.e. operating temperature and insulation type).
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Continuous Life Cycle Cost Model
for Repairable System

Masdi Muhammad, Meseret Nasir, Ainul Akmar Mokhtar
and Hilmi Hussin

Abstract Traditionally, the estimation of maintenance cost of a repairable system
was evaluated using discrete approach based on estimated number of system failure,
cost of repair as well as the interest rates. As maintenance cost represents a sig-
nificant portion of overall life cycle cost (LCC), accurate estimation of maintenance
cost would influence LCC analysis. However, in actuality the failure of the
repairable system occurs in a continuous probabilistic manner thus the assumption
of discrete occurrence is rather inaccurate. This paper presents an alternative con-
tinuous LCC model to better represent the actual operating phenomena of repairable
system. The model was established based on the widely used Weibull distribution
probability density function and continuous combined interest method. The result
of the developed LCC model was then validated using Monte Carlo method. The
result indicates that the continuous LCC model is able to accurately estimate LCC
for any given time that can be useful in decision making based on life cycle cost.

Keywords Life cycle cost � Repairable system

1 Introduction

Life Cycle Cost (LCC) has been an increasingly important criterion in decision
making to evaluate alternatives of repairable systems, which could influence the
performance of the business. In LCC analysis, all types of costs associated with a
system’s life cycle, starting from the acquisition, operation and maintenance and
decommission costs are all taken into account [1]. LCC analysis is about keeping
the operational level of asset with minimum cost [2]. Specifically for repairable
systems, the operation and maintenance costs accounts for 70 % of total costs thus
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warrant an accurate estimate. The maintenance of repairable system can be broadly
categorized into two: preventive maintenance and breakdown maintenance. While
the planned preventive maintenance’s cost can be estimated relatively easily, the
unplanned breakdown maintenance represents different level of challenge due to
the probabilistic nature of failure occurrence. Unexpected failure of a repairable
system can result in high costs for repair, replacement as well as the consequence of
such failure [3]. The expenses due to unplanned breakdown are usually significantly
contributed by the consequential cost of failure and thus will highly influence the
outcome of LCC analysis. For instance, these costs can be over $300 billion on
plant maintenance and operations in U.S. annually [4] and about 80 % of the
expenses are spent to correct catastrophic failures of repairable systems [3].

Traditionally, the net present values (NPV) of maintenance and repair costs are
estimated using discrete approach [5]. Zhu et al. on the other hand, presented a
comparison between deterministic and probabilistic LCC of ground source heat
pump [6]. Their result indicated that probabilistic method may not change the
outcome of LCC but may change the sensitivity of the cost factor. This is due to
the fact that the probabilistic part was introduced in the total cost estimate and not at
the cost elements. The estimate of maintenance and repair costs, which is one of the
critical cost elements, is based on the number of repair occurrences of the system
over the period of interest [7]. However, stochastic nature of failure implies that the
failure can occur randomly at any time during the life span of the repairable system.
On this ground, the estimation of repair and maintenance cost using a discrete
approach will not be able to accurately represent the actual condition. This paper
focuses on the development of continuous time LCC model incorporating the
stochastic nature of unplanned maintenance and repair cost. Due to the versatility of
Weibull distribution in modelling the probabilistic nature of the failure, the distri-
bution and the continuous combined interest method is adopted in estimating the
NPV of the unplanned maintenance cost.

This paper is organized as follows. Section 2 presents the methodology used in
deriving the governing equations with the inclusion of both failure probability and
continuous compounding interest function. Section 3 discusses the results of the
proposed method and compared against the discrete method. The section also
elaborates the sensitivity of the model towards the changes in the Weibull’s shape
factor and the nominal interest rates. Lastly, the paper is concluded with a brief
summary in Sect. 4.

2 Methodology

Generally, LCC in terms of net present value can be expressed as [8]:

LCC ¼ Acquisition Costþ Ownership Costþ Disposal Cost
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The ownership cost includes the cost of operation and maintenance and the
estimates of these costs will be the focus of this research. In order to estimate the
unplanned maintenance cost, there are two important parameters to be considered.
These parameters are cost of repair including spare part cost, labour cost and
consequential cost of the failure and the probability that the failure will occur.
Based on these two parameters, the cumulative maintenance cost of the repairable
system can be estimated using Eq. (1).

DCf ¼ Crf tð ÞKDt ð1Þ

where
Cf is the cumulative cost of failure,
Cr is the cost of repair per failure,
f(t) is the failure probability of the system and
k is the present value (PV) factor of cost.

2.1 Probability of Failure

The probability of failure is estimated with the assumption that the system is
repaired to be as good as new following perfect renewal process. With these
assumptions, the random variable of time between failures can be analysed using
distribution fitting method in which Weibull distribution is used. The cumulative
distribution function (CDF) of Weibull is given by;

F tð Þ ¼ 1� exp � t
a

� �b
� �

ð2Þ

where, t ≥ 0, β > 0 is a shape parameter and α > 0 is a scale parameter.
The probability density function (PDF) is given by;

f tð Þ ¼ dF tð Þ
dt

¼ b
ab

tb�1exp � t
a

� �b
� �

ð3Þ

Maximum likelihood function is then applied to estimate the parameters, β and
α. The detail mathematical formulation of Maximum likelihood function can found
in [9]. The likely hood function given by

L ¼
Yn

i¼1

b
ab

tb�1 exp � t
a

� �b
� �

ð4Þ
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Taking the logarithms of (4) and differentiating with respect to β and α in turn
and equating to zero, one can formulate Eqs. (5) and (6).

oL
ob

¼ n
b
þ
Xn

i¼1

ln ti � 1
a

Xn

i¼1

tbi ln ti ¼ 0 ð5Þ

oL
ob

¼ � n
a
þ 1
a2

Xn

i¼1

tbi ¼ 0 ð6Þ

where
ti is the time between failures
n is the sample size

β and α can then be estimated by solving simultaneous Eqs. (5) and (6).

2.2 Cost of Repair

Maintenance or repair is the process of restoring the system back into operational
state with associated cost including spare part cost, labor cost and consequential
cost of the failure (loss of production, reputation). This cost can be incurred anytime
in the life span of the repairable system with the occurrence of failure. The present
value of the change in cost of repair can be estimated with Eq. (7) which assumes
continuous compound interest rate.

DCr ¼ Cre�rtDt ð7Þ

where r is the nominal interest rate.

2.3 Total Maintenance Cost

By substituting Eqs. (3) and (7) into (1), the change in maintenance cost can be
formulated as shown in Eq. (8)

DCf ¼ Cr
b
ab

tb�1exp � t
a

� �b
� rt

� �
Dt ð8Þ
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By integrating Eq. (8), the cumulative present value of the maintenance cost any
particular time can be estimated as in Eq. (9).

PVCf ¼
Z t

0

Cr
b
ab

tb�1exp � t
a

� �b
� rt

� �
dt: ð9Þ

3 Results and Discussions

To illustrate the application of the continuous model, a numerical example is
presented with constant cost of repair for the 20 years period. Other elements used
in the example are as shown in Table 1. The result in terms of cumulative present
value is shown in Fig. 1.

The cumulative cost of repair is increasing until it reaches the maximum which
indicates the maximum contribution from the continuous discount rate factor and
actual cost of repair for the particular year. After the 10th year, the contribution
from the discount rate factor decreases rapidly overcoming the increasing proba-
bility of failure (or the number of failures). The relationship between the discount
rate and the cumulative failures is shown in Fig. 2.

In order to validate the hypothesis, a Monte Carlo (MC) method similar to that
proposed by Barringer [8], was employed as comparison. The MC algorithm can be
surmised as follows:

1. Randomly generate the time between failures based on the given distribution. In
this particular case, sample size is 20.

2. Calculate the cumulative time to failure (or the age at which the failure occurs).
3. Round-up the age to the next integer (i.e. failure at age 4.04 is round up to age of

5 years).
4. Repeat step 1–3 until the required number of iteration (1,000 iteration for this

case).
5. Sum up the repair for each year for all the iteration.

Table 1 Parameters for numerical example

Parameters Values

Repair cost $10,000

Weibull distribution parameters β = 1, α = 3 years

Study period n = 20 years

Nominal interest rate 10 %
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6. Calculate the repair cost by multiplying the number of repair with the cost of
repair.

7. Calculate the average cost by dividing the total cost with the number of iteration.

In MC method, the present value of the repair cost is estimated by multiplying
the number of failure for each year by the cost of repair and the discrete discount
rate. The main objective of the comparison is to look at the difference in the
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cumulative cost to the proposed continuous model. The result based on the
numerical example is as shown in Fig. 3. The result of the study indicated that for
the first 5 years both approaches estimated almost similar value of maintenance
cost. However, as the period passed the eighth year, there is an increasing gap
between the two models where at the end of 20 years, there is a maximum of 9 %
gap in the cost estimates. The overestimation in the discrete model was mainly
contributed by the higher expected number of failures, thus the higher cost. On the
other hand, the continuous model represents the actual number of failure through
analytical solution.

It is also interesting to note that with continuous model, the different region of
the conceptual bathtub curve profile for repairable system can be assessed. The
bathtub curve, which are categorized into three different stages according to
the failure rates (decreasing, constant and increasing) can be defined based on the
value of values of the shape parameter, β. For β > 1, indicating increasing failure
rates, the maintenance cost will be low at the start of period but will be increasing
with the increased length of operation. Meanwhile, with β < 1, indicating
decreasing failure rate the maintenance cost will be high maintenance cost at the
early stage of the operation and reducing with the increase period of operation.
Figure 4 shows the change in the present value of maintenance cost with the
changes in β values. Thus, this result proves that continuous model can be applied
to estimate the maintenance cost at different state of the system life cycle.

Figure 5 shows the effect of the nominal interest rate on the present cost of
maintenance. The result indicates that as the nominal interest increases, the present
value of the maintenance cost reduces accordingly. The similar result can also be
observed for discrete model. This implies the selection of interest rates do have the
same impact to the continuous model as in the discrete model.
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4 Conclusion

This paper presented a continuous LCC model to estimate the LCC of repairable
system specifically focusing on the probabilistic nature of unplanned maintenance
cost. The findings of the study shows that the continuous model can be used to predict
the maintenance cost contribution to LCC more accurately compared with discrete
approach by taking into account the time to failure distribution and continuous dis-
count rate factor. However, the results also indicate that the discrepancy between the
twomodels ismore significant with the longer period of study. For study period of less
than 8 years, the results between the two methods are comparable.
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The continuous model can also be expanded to include other time to failure
distributions as well as to include the repair factor which could have high influence
to the final cost of repair.
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Research on Sequencing Optimization
of Military Aircraft Turnaround Activities
Based on Genetic Algorithm

Boping Xiao, Shuli Ma, Haiping Huang and Aoqing Wang

Abstract Turnaround is a series of effective activities, which are prepared in order
to turn out immediately next time after the last turn out according to the scheduled
preparation project, turnaround time is one of the most important major parameter
which can measure and judge the war power of the military aircraft [1]. In order to
shorten the turnaround time, enhance the availability of the logistics resources, and
reduce the vacancy rate of the support equipment and support personnel, in this
paper, it applies activity route optimization algorithm of Genetic Algorithm (GA) in
this article to analyze and research that turnaround activities of one particular type
of task of military aircraft [2]. At first, these certain turnaround activities will be
divided into several activity characteristic elements, then make sure the priority
ordering of the activity characteristic elements according to the all kinds of con-
tainment relationships between all two characteristic elements, after that set up
optimized objective function, and on this basis, set up fitness function. Then, utilize
crossover operator to change the sequence of the logistic activities, and use the
mutation operator to figure out the scale of logistical resource, get a optimized
activity planning scheme for the turnaround activities. Finally, through an example
verify the sequencing optimization method’s feasibility and effectiveness [3].
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1 Description of Military Aircraft Turnaround Activities

Military aircraft turnaround time is the required preparation time which describes
the aircraft from the end of the last mission to return to the task once again
dispatched in a continuous mission under the use and maintenance support con-
ditions [4]. The factors which influence turnaround time includes three aspects, the
first one is military aircraft own design features, the second one is the tasks type
performed by military aircraft, the last one is the support resources, and so on.
Turnaround activity sequencing planning is an extremely complex process. It not
only effected by the type of task and the support resource consumption, but also by
the constraints of logical relationships between any two activities. Therefore,
activity sequencing planning is a constrained nonlinear programming problem.

1.1 Description of Support Resources Constraints

Use support resources including crew, varieties of support equipment, facilities, and
tool, and so on. The quantity of crew, crew professional and technical levels,
support equipment, facilities and tools are available, and the level of support and
reliability of the equipment and the equipment degree of match with others all will
affect turnaround time [1]. For military aircraft, crews are often divided into four
professional, Aeromechanical, Aeronautical Ordnance, Aeronautical Special and
Aviation Electronics according to their professional, all professions have their own
special work. In the use of job analysis, identify a specific type of task work item of
turnaround and the working hours, the logical relationships between any two items,
and then considering the characteristics of the ten activities of the relationship
between the unit and its influencing factors [5].

There are two types of support activities sorting problems, one based on resource
constraints, through reasonable arrangements to find the sequence of turnaround
activities; The other is through the activities scheduling to balance variety of
support resources and in order to reduce resource reserves, and enhance the like-
lihood of achieving program, and through balance support resources to reduce the
resources idle rate and improve the protection of resource utilization, so as to
achieve the purpose of reducing the cost of support activities.

1.2 Turnaround Programme Under Logic Constraints

According to the strict logical relationship between activities, the safeguards
activities were determined, and forming a certain logical structure framework. Take
air to air combat missions for example, the turnaround activities are expressed as a
collection F = {f1, f2, f3, f4, f5, f6, f7, f8, f9, f10}, in it, is the active feature unit its
detailed information was described as follows in the Table 1.
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1.3 Turnaround Activities Planning Analysis Under
Resource Constraints

While Carrying out turnaround activities plan, resource constraints need to be taken
into account, combined support activities sort planning with resource scheduling,
achieve the optimal path planning and resource scheduling activities generated
simultaneously [6].

At first, divided turnaround activities into several units, and according to the
based on the active feature unit determine relationship between the characteristics
of cell binding order to priority establish the objective function, and design veri-
fication procedures to ensure that the limited nature of chromosomes segment
combined. On the basis of the objective function establish fitness function, and
design chromosomal crossover and mutation algorithms, and then use genetic
algorithm to optimize the activity sorting path. According to the certainty impact
factor of turnaround activities to make sure that the relationship between two
activity cells, then on the base of not affect the activities’ relationship, according to
uncertainty empirical data of support resources to establish a safeguards activities
planned initial program model [7]. After that, use the mutagenic factor method to
adjust the impact factors which are uncertain, and get the turnaround activities
planning scheme. And then, make use of fitness to balance the scheme, find the
critical path of turnaround activities, choose the best one at last, the turnaround time
is the shortest one.

Table 1 Air to air turnaround task table

Code ID Task item Professional Working
time
(min)

Immediately
before the
task item

f1 A Data download Aviation electronics 2

f2 B Outer inspection Aeronautical special 4

f3 C Install drag chute Aeronautical
ordnance

3

f4 D Fuel up Aeromechanical 6 A

f5 E Loading mission data Aviation electronics 3 A, B, C

f6 F Check the system
power

Aeronautical special 5 B

f7 G Hanging missiles Aeronautical
ordnance

7 D, E, F

f8 H Pilots check Pilot 3 G

f9 I Flight parameter self
test

Aeronautical special 2 G

f10 J Work before flying No 4 H, I
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1.4 Relationship Between Two Activity Feature Units

1. Logical order relationship
The relationship of logical order between support activities is said that the order
of activities can’t be changed and adjusted. The logical relationship is deter-
mined by the design of the aircraft characteristics of the decision, and not
allowed to change the logical relationship.

2. Space Interference Relationship
When support personnel conducting support activities, due to space limitations,
a certain safeguards activities carried out by the other one or several safeguards
activities spatial interference and influence, and lead to the safeguards activities
can’t be done with other activities in parallel, so activities come into being
before and after order relation.

3. Resource Consumption Relationship
The configuration of support resources used will affect the turnaround activities
time and workflow. In turnaround support activities, different support activities
may occupy the same support resources. If the entire support resources are
limited, then it may cause a no logical support activities not simultaneously be
done. For example, turnaround activities may be affected by the crew con-
straints, some work can be carried out in parallel, but some work can only be
serially. As a confidential work only have a professional staff, while do turn-
around activities the Aeronautical Special can only be carried out serial,
Aeronautical Special must can do the activity one by one.

4. Security Risks Relationship
Among turnaround activities, one activity is completed or not will directly affect
the other activities of the security or a security risk.

2 Turnaround Activities Sequencing

Considering the support resource constraints when do the turnaround activities plan,
these conditions as followed:

1. The logical sequence between the activities;
2. Space interference relationship between support activities;
3. The quantity limits of each sub-activity of the professional support personnel,

technical grade;
4. The quantity and types of equipment limitations of protection activity;
5. The relationship between the activities of the security risks (Table 2).

All these activities will serve as the constraints limiting conditions sorting
turnaround activities. In order to shorten the turnaround time, when optimizing the
support activities these certain sequence must maintain invariability, at the same
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time, it consider the multiple allocation of limited resources between projects, so
that all projects can be within the prescribed period completed in the shortest
possible time.

3 Out Again Based on Genetic Algorithm Optimization
Scheduling Preparation Activities

3.1 Gene Encoding

Since genetic manipulation is carried out between the digital, design variables must
be optimized volume digitization. The object here is turnaround activities. The
usual binary encoding values is suit for the independent variable optimization
problems, and the interaction between the independent variables is smaller, but the
binary coding process unable to express scheduling problem, so using natural
number coding method there [8].

A combination of chromosome fragments which correspond to turnaround
activities of one particular task are series of activities, which stand for the specific task
of turnaround activities. If there are n items in a task, then there are also
n-chromosome combination or n genes chromosome fragments that can be expressed
as {G1, G2, …, Gi, …, Gn}, Gi represents the i gene which to be done. Each gene
consists of three parts, one part is the active feature unit type code, one is Professional
Code, and the other one is the time of every activity. In it, A, B, …, F… denote the
active cell f1, f2, …, fn; Aeromechanical, Aeronautical Ordnance, Aeronautical
Special andAviation Electronics use the Figs. 1, 2, and 4 to indicate, and the pilot with
five, at last no professional work required optional arbitrary numbers with zeros to
represent. So where (A,1,2) represents the data download f1, avionics professionals
need to complete the, and the work needs 2 min. As we all know, the air to air
turnaround activities of genes encoding feature unit as shown below (Table 3).

Table 2 Logical relationship between turnaround activities table

Activities feature units Priority activities feature units

f1 Null

f2 Null

f3 Null

f4 f1

f5 f1, f2, f3

f6 f2

f7 f4, f5, f6

f8 f7

f9 f7

f10 f8, f9

Research on Sequencing Optimization of Military Aircraft … 293



3.2 Generation of the Initial Population

According to the gene coding rules and length of the chromosome containing N
randomly generated initial population of chromosomes as the initial solution of the
problem. Initial population size should be appropriate to the scale of N. If N is too
small, it easy to fall into local optimal solution; if N value is too large, it will be
lower operating efficiency. In practical application experience or experimentally, it
only be determined in accordance with generally recommended ranges from 20 to
100.

Because turnaround activities will be subject to many conditions, so randomly
generated chromosomes may be invalid, in order to ensure the initial population all
validity, the algorithm to generate chromosomes as shown in Fig. 1. Turnaround
activities randomly generated two valid chromosomes are described as Figs. 2 and
3.

3.3 Population Calibration Procedure

To ensure the implementation of individual genetic algorithm effectiveness, it must
be determined processing priority verify the validity of the relationship of the
individual according to the mandatory constraint [9]. The method of calibration
starts from the last gene of the chromosome, traverse the entire chromosome, and
determine whether genes individually meet the constraints. The algorithm was
shown in Fig. 4.

Table 3 Turnaround activities feature units gene encoding

Activities code Gene encoding

f1 (A,1,2)

f2 (B,2,4)

f3 (C,3,3)

f4 (D,4,6)

f5 (E,1,3)

f6 (F,2,5)

f7 (G,3,7)

f8 (H,5,3)

f9 (I,2,2)

f10 (J,0,4)

294 B. Xiao et al.



3.4 Fitness Function

Turnaround activities program is a multi-objective constrained optimization prob-
lem. Take turnaround time, support resource as campaign optimization goals.
According to the importance of these two goals, and then multiplied by the weight
coefficient, after that summation. This put a multi-objective optimization problem is
transformed into a single objective optimization problem. This article will deal with
the mandatory constraints alone, in the verification procedures to ensure the

Initial population size

i=i+1

Call Calibration 
procedure

Randomly generated 
chromosomes

Join the initial 
population

End

The return 
value is

i>=N

N

N

Fig. 1 Generation flow chart of initial population
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Fig. 2 Turnaround activities effective program—a combination of chromosome fragments
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population of each chromosome is legitimate, so the objective function can no
longer consider the constraints; in this way, the original problem eventually became
an unconstrained single-objective optimization problem [10]. It is assumed that a
combination of n-dimensional space of chromosomal segments, the so-called
n-dimensional chromosome segment refers to a combination of each chromosome
consists of n genes. Then, the objective function can be expressed as:

minC(x)ðx 2 RnÞ ð1Þ

CðxÞ ¼ a1CmðxÞ þ a2CrðxÞ ð2Þ
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CmðxÞ ¼
Xi¼1 n�1

i¼1

max dðGiTÞ½ � ð3Þ

CrðxÞ ¼
Xi¼1 n�1

i¼1

d GiQð Þ½ � ð4Þ

In this formula:
X Chromosome fragment combinations;
a1; a2 Turnaround time and the weight coefficient of the scale of support

resources and the protection. Support resources scale of the number
of professionals and devices which are occupied by activities.
According to weigh standards to determine the weighting factor, set
a1 ¼ 0:9; a2 ¼ 0:1;

Cm xð Þ;Cr xð Þ Turnaround activities time, the scale of support resources;
GiT,GiQ The spends time of Gene Gi, the scale of Gi support resources;

In genetic algorithm, the merit of this measure is to fitness. According to the size
of fitness, decide that whether the certain individuals are breeding or die. The fitness
greater, the individuals more gifted. The fitness function transforms based on the
objective function, its function value should remain positive, the objective function
value of the function correspondence, therefore there have the same extreme points,
the fitness function F (x) can be expressed as followed:

F xð Þ ¼ f
1

Cmax
Cx\Cmaxð Þ

0 othersð Þ ð5Þ

In this formula: Cmax is a sufficiently large constant, generally the CðxÞdesigned
as the maximum value. As in the above two figures, support activities in the basic
resources used there is no competition between professional requirements and no
conflict between competition. Support resources can be quantified as an economic
indicator, which uses a variety of support resources required to describe the cost of
performing this activity support resources scale.

In the air-to-air turnaround activities, the cost of support equipment and per-
sonnel needs set 7,000 RMB.

After calculation: Program A fitness is: 0.036, Program B fitness is: 0.040.

3.5 Mutation

Mutation is one method that generating new individual mutations. The algorithm
described as follows:

1. Randomly select a chromosome from the current population.
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2. Still set the number of chromosome genes is n, n can randomly generated
positive integer as the adjustment point from 1 to n.

3. Within the permissible range of genetic point adjustment, forming a new
individual.

4. Calls checksum algorithm to determine the effectiveness of a new individual, if
the generation group is effective, added to the next generation; otherwise return
to step (2).

3.6 Termination Method

There are two the most common method of termination. First, the number of
iterations reached regulation, the calculation terminated; the second one is the result
of several iterations of optimal individual fitness does not change or changes very
small, calculated terminated. The resulting optimal activity sequencing program as
follows Fig. 5.

After calculation, the fitness is: 0.047.

4 Conclusion

Turnaround activities feature units division and its work project flow generation,
constraints analysis, the objective function and establish the fitness function check,
copy, crossover and mutation algorithms is the key in this article. In this paper,
through verify and calculate the air to air turnaround activities, getting more sat-
isfactory results on the genetic algorithm, but in air to air turnaround activities, the
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resource conflicts are not obvious, so the calculation in this article is relatively
simple.

According to the Fig. 5, drawing the air to air turnaround activities Project
Coordinator, as follows (Fig. 6).

The key work items of air to air turnaround activities are:

B ! F ! G ! H ! J

The turnaround time is 23 min. However, the division of turnaround activity
needed to identify the characteristics information of activities, such as personnel
professional, personnel technical grade, the type of support equipment, and so on.
But these characteristics in some tasks reflected not obvious, however, this article
uses the method that using one parameter instead of the all support process cost to
describe the features.
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Business Intelligence and Service Oriented
Architecture—Improving IT Investments

Indira Venkatraman and Paul T. Shantapriyan

Abstract Information Technology does not solve business problems. Rather, IT
can be used as an enabler to meet goals, targets and position the organization in the
minds of the customer. A Service Oriented Architecture (SOA) can enable higher
level services from more primitive business processes. The result is a flexible, agile
organization. However, in some cases, without a business model, an SOA can be
implemented but the result is islands of incompatible services. In the era of data
analytics, the evolution of business intelligence has assumed a more dominant role.
Proponents argue that Business Intelligence subsumes SOA. Other practitioners
argue that Business Intelligence (BI) and SOA are distinct from each other as each
aims to deliver different perspectives to an organization. This chapter challenges
this view by developing a framework where both SOA and BI are pivotal to
delivering the business model. The analytics, business intelligence and data mining
handshake with the SOA, allowing decision makers to plan, coordinate and control
resources to meet the goals, targets and performance measures set for the organi-
zation. Business Intelligence and SOA need not operate on different levels for an
organisation. In an era where companies are trying to go from barely surviving IT
expenses towards developing an IT portfolio, the more options for technologies
supporting asset data management, warehousing and mining to interact and co-exist
are necessary. Putting aside arguments of Business Intelligence versus SOA, we
propose that they can handshake and bring out the collaborative synergies to enable
organizational decision making to address the competitive challenges in today’s
global marketplace.

Keywords Decision support and optimization methods and tools � Business
intelligence � SOA
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1 Introduction

Ruben finished his picture with a “future” diagram.“…Technology-wise, we are
moving more towards SOA, more real time operations, and expanding database
structures more into data warehouses that we can mine for trends and other BI.” [1].

When an organization looks to the future and wants to go from barely paying
bills to investing into portfolios and infrastructure, the issue is to identify what
works, what matters; and not base decision making on fears, or be constrained by
phobias of forbidden combinations of technology held rival schools of IT thinkers.
IT is an Enabler; not a magic bullet to make decisions automatically for a strategic
position in the mind of the customer. BI is a process by which knowledge is created,
captured, shared and leveraged for a company to compete and succeed [2]. A
typical business intelligence system include functions such as reporting, multi-
dimensional analysis, querying tools, online analytical processing tools, forecasting,
data-mining, and advanced visualization capabilities [3]. Whereas service-oriented
architecture (SOA) is a group of well-defined services which can be combined,
reused and communicated with each other over networks [4]. SOA is an archi-
tectural design to enable flexibility from loosely coupled systems that are aligned to
the organization [5]. At a glance, SOA and BI exhibit differences. A quick overview
of the general differences is shown in Table 1.

BI and SOA have conflicting needs and principles. BI needs data that is hidden
within an organisation and tries to get to it by Extracting Transforming and Loading
data (ETL) [6]. The process of ETL might be easy with SOA as within SOA
environments. One of the outstanding advantages is individual services that can be
accessed without knowing the underlying system platform [7]. SOA with access to
a database/warehouse and entries of data within such environment tend to have
metadata (data on data) forms a solid environment from which Business Intelli-
gence staff extract what data they need to process into decision making information.

Proponents of SOA might argue that most Service Oriented Architectures with
in-built or add on BAM abilities (Business Activity Monitoring) might do away
with the need for anything BI. Supporters of BI on the other hand might (and
rightfully) say the BI has been in existence prior to dominance of Information
Systems in organisations.

Table 1 Differences between service oriented architecture and business intelligence [5]

SOA BI

Enterprise-oriented Subject-oriented

Middleware Extracting transforming and loading (ETLs)
and presentation

Transactional Non-volatile

Reliant on web services and message-level
processing of data

Reliant on very large data bases (VLDBs) and
terabytes of data

Real time Scheduled
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The power of IT to enable business intelligence (trend analysis, forecasting,
modelling, etc.) grew exponentially [8]. The phrase “Big Data” to identify that
business intelligence is being run by “data scientists” [9]. For the purposes of this
chapter BI is used to reflect the nuances captured by big data. BI can be likened to
information over load. For example in an SAP environment, there can be as many
as 5,000 cost pools (aggregation of cost into one area of analysis). Each cost pool
could have dozens of cost drivers (activity that drive costs). The ability to model
such cost behaviour is time consuming. The question that remains is whether we
know which if these cost pools is value added.

To understand value, lot of organisations have looked at cost reduction as equal to
value generation. However value lies in the eyes of the customer. Eliminating a set of
costs (business processes) may be eliminating value in the eyes of the customer. For
example a water board in the UK decided to outsource a call centre to an Asian
country [10]. Unfortunately the water board clients were based in Yorkshire. The
accent of the clients was not understood by the call centre operators. The clients were
furious. They shifted water supplier. The water board re-established a domestic call
centre. The lesson learnt was that BI however profoundly analytical within an
organisation perspective forgot to address the customer centred issues.

This customer centric approach was one of the assertions for SOA. Proponents
of SOA have used service science/ service dominant logic as one of the core themes
that drive SOA.

We are going to argue that neither SOA nor BI has to supersede, replace or
include the other. They can exist as they are in an organisation and can handshake
at various intervals to create better value, and better learning of their interaction
without lose to both parties.

2 A Few New Ideas

2.1 Hidden Data

Basically, for us to achieve BI Nirvana, all we need is “just” one input: data. BI
needs the data that is hidden within the organization’s systems [11].

Extracting, transforming and loading data to transform into valuable information
for decision making will need to meet the simplest criterion: usefulness to the
decision maker. The opinions as to whether or not a packet of data is useful may
vary from BU to BU and person to person. Data within the organisation can be
hiding in processes, minds of employees, managers or customers. SOA aims to find
these packets of data to enable decision making. The architecture for this service
orientation requires investment and resources. The contracts for the data ware-
houses, various systems embedded within the master system. SOA tries to form a
comprehensive fabric of computers and services that work in an integrated manner.
In reality, loosely coupled systems link together islands of data in a variety of
places. IF SOA dominates BI, there is a reduction in redundancy of data as well as
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better integration and coordination of resources. However, BI should not be con-
strained by the architecture of the current IT.

One word of caution is that such separation means the need to more agile in
activity and process analysis and lateral thinking of the big data scientists. An ideal
business environment is one where there is no hidden data and there is complete
transparency. But not all businesses can behave that way.

2.2 Meta Data

Simply put this is data about data. The allocated key, value pairs for example in a
database are a form of metadata. They tell you what would be otherwise a pile of
jargon, actually is. Another example would be fields in form design that help one
note the name, middle name, and surname. In some cases metadata could be the
hidden data. It is also helpful to quickly assess patterns and flow charts. However,
metadata describe the simple data and what is needed is the ability to transform the
sets of data to information to address the knowledge needs of the decision maker.
We now explore the concept of knowledge, in particular tacit knowledge.

2.3 Tacit Knowledge

Tacit knowledge is valuable insights drawn from and highly subjective intuitions
carried by people in their minds [12]. This tacit knowledge is hard to codify [13].
For example, in Japan, the socialisation between employees in the project team for
developing a bread making machine is important. The bread was not soft enough
[13]. An employee then observed a master baker and she noticed that the master
baker twisted the dough, the key stage for softness. By observing the tacit
knowledge, and sharing that process with the machine development team, the tacit
became explicit [14], allowing codification. In this way, the hidden data now
becomes visible.

This example of tacit knowledge underscores two important points: the per-
ception or cognition in the minds of the individual and the interaction between
people to develop knowledge. BI has relied on the skills of data scientists and
assumes the knowledge generation process. However, the importance of observa-
tion and cognition is pivotal for BI to work. SOA has however, looked at the
architecture or software protocols to generate knowledge. The cognition of people
and the socialization and interaction needed in the knowledge transformation is
unserved by SOA. Rather, knowledge is held to be context free, objective in tra-
ditional SOA proponents. However, human decision making can be context driven
as well as be pluralistic or hedonistic when engaging with IT.
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2.4 Human Beings

Plurality of views is not a constraint to knowledge or business intelligence. For
example, when the internet service on cell phones was introduced in Japan, the
traditional mind set was an enhancement of existing services [14]. However, out-
siders to this industry held the view that young people had fun. This synthesis of
competing views allowed the telecommunication company to move from the util-
itarian views of business people to the hedonistic views of the younger generations.

People and their process of knowledge generation can leverage the SOA
architecture to allow networks within and between organizations. SOA promises
reliability, scalability, integration, reducing data replication as well as building
networks between people and organizations [15]. Such aims are truly noble where
the disruptive technologies such as cloud allowed data marts (such as Ebay) to
reduce data held in fifty different folders to be substantially reduced [16].

However, if the design of the SOA architecture fails to deliver on time, does that
mean that the BI analytics and decision making is held up? Is the cost of such
failure (or lack of success) of the architecture reduce the importance of decision
making of BI? By allowing BI to be a pillar of an organization portfolio as well as
SOA as another pillar of the IT portfolio, people can socialize with each other and
engage with the technology to facilitate improved decision making, analytics as
well as knowledge. In this manner, the architecture and the knowledge creating
processes of the employees, managers can handshake with each other. We propose
that they can handshake and bring out the collaborative synergies to enable orga-
nizational decision making to address the competitive challenges in today’s global
marketplace.

3 Let BI and SOA Handshake

This chapter argues that letting BI and SOA be themselves in terms of entity
identity within an organisation and where need handshake to produce desired
results. Thus the hidden data with in BI structures and meta data within SOA
structures do not get modified and hence altered for future reference. This hand-
shaking also might make sure that tacit knowledge is extracted with offending
anyone or altering anything. The following is a diagrammatic representation of an
environment where BI and SOA handshake. It is an enterprise view, and it is agile.
Components of SOA and BI are not constricted within this framework (Fig. 1).

This is only a working model. But it is clear enough to give the right picture
about handshaking. The elements of process of Business Intelligence are intact
within the enterprise from where data is collected all the way to where it becomes
information that can be processed for decision making and understanding.

Simultaneously SOA has its own existence with data, meta data, customer
architecture and architecture contracts. These subsets of SOA bring value to BI that
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otherwise ends up being hierarchical and fixed in its views. Parallel importance
should be given in viewing how at need intersections BI information can be re
processed as data packets for SOA and possibly gain new meta data. And hence
enhance customer orientation by added information.

4 Conclusion

The agile enterprise view considers people (managers, employees and project
teams) as pivotal in the utilization of BI and SOA. The BI programs (be it software
or teams of people) can engage with the data (after ETL) while ensuring that the
ensuing architecture is customer centric. This customer orientation is central to the
handshaking between SOA and BI. BI evaluates models and analysis opportunities
in the customer and market space for new products and services. The SOA is
designed and continuously adapts to meet these shifting landscapes of services,
products and opportunities. The ensuing outputs (reports) inform BI for further
iterative handshaking. This real time interaction between BI and SOA allows both
pillars of IT to work in conjunction, rather than be subsumed as subsets of the other.
This loose coupling does place greater burdens on SOA but the tacit knowledge
generated by potential BI is worth stretching SOA, both from a design perspective
as well as challenges to implementing and aligning the architecture.

Fig. 1 Handshaking of BI and SOA; agile, enterprise view
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Effective Guided Wave Technique
for Performing Non-destructive Inspection
on Steel Wire Ropes that Hoist Elevators

Peter W. Tse and J.M. Chen

Abstract The steel wire ropes that hoist elevators will eventually become rusted
and then cracked as they always expose to air that contains high salinity content. A
number of rope broken accidents occurred because of inappropriate maintenance
that causes the ignorance of broken wires in a steel rope. Elevator ropes have very
complicated structure as they are formed by twisted many small wires together to
form a bigger rope. Such complicated structure creates difficulty to currently
available non-destructive evaluation methods. To avoid the accidents, proper
maintenance equipped with effective non-destructive testing method that must be
presented. However, as of today, most of the elevator rope inspections are depends
on human visual inspection. Such inspection fails to detect faults occurred in
internal wires and even external wires due to the covering of grease on the ropes.
The aim of this study is to introduce a new and effective technique based on
ultrasonic guided waves for inspecting the faults occurred in internal and external
wires. The experimental results demonstrate that the ultrasonic guided wave can
detect the locations of broken wires and then determine the number of broken wires
effectively. The experimental results also show that the PZT sensor is more suitable
for working as a transmitter/emitter and the MsS is better working as a receiver. For
grease covered ropes, the results show that the range of inspection distance will be
decreased due to the attenuation of the reflected signal energy. Nonetheless, the
reflected signal caused by the defects can still be clearly observed even the rope was
covered by grease. Although the current results are promising, more sophisticated
method must be developed so that the proposed technique can be applied to on-site
ropes tests. The future research may include the development of optimizing the
operation parameters of guided wave and the design of practical sensor for oper-
ating ropes.

P.W. Tse (&) � J.M. Chen
The Smart Engineering Asset Management Laboratory (SEAM), Department of Systems
Engineering and Engineering Management (SEEM), City University of Hong Kong,
Tat Chee Ave, Kowloon, Hong Kong, People’s Republic of China
e-mail: Peter.W.Tse@cityu.edu.hk

J.M. Chen
e-mail: jingmchen2-c@my.cityu.edu.hk

© Springer International Publishing Switzerland 2015
P.W. Tse et al. (eds.), Engineering Asset Management - Systems,
Professional Practices and Certification, Lecture Notes in Mechanical Engineering,
DOI 10.1007/978-3-319-09507-3_28

309



Keywords Ultrasonic guided wave � Non-destructive evaluation � Condition
monitoring � Rope and cable inspection

1 Introduction

The structure of Steel wire ropes/cables is complex, as they are formed by many
twisted and inter-locked wires. A tested hoist wire rope (8 × 19S + FC) has a fibre
core which is shown in Fig. 1. The wire ropes are widely used in elevators for
hoisting or supporting heavy objects. An elevator bears heavy loads during daily
operation. Day after day, loading and unloading heavy objects could make steel
wire ropes/cables prone to severe defect. A saline and humid environment in par-
ticulate country areas escalates the wear on ropes and cables, which can lead to their
sudden breakage. For instance, rope accidents have caused hoist lifts to sudden
plunge to the ground, resulting in human casualties. To avoid that, several methods
in existence today are applied for wire ropes/cables inspection. These methods
include the use of magnetic flux leakage testing [1], human visual testing, and
magnetostrictive testing [2].

The principle of the magnetic flux leakage testing method is to inspect wire
ropes by using a high strength magnetic field that is moving along the wire ropes. If
there are any defects occurred in the specimen, the leakage of the magnetic field
will be detected by the transducer. Human visual testing method is the traditional
rope detection technologies. It is mostly dependent on visual inspection by mea-
suring rope diameter. The reduction in diameter illustrates corrosion, breakage and
failure in a wire rope. Magnetostrictive testing is a method using magnetostrictive
techniques. Magnetostrictive effect is caused by the permanent magnet circuit

Fig. 1 Cross-section view of a hoist wire rope (8 × 19S + FC)
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provided by the state of strain of a ferromagnetic and the dynamic magnetic field
provided by hard sensing coil. The magnetostrictive effect will generate ultrasonic
guided waves, which are elastic waves propagating in measured objective. The
ultrasonic guided wave has advantages of high sensitivity, long-distance inspection
with low attenuation, and line to line inspection. In addition to magnetostrictive
testing method, a piezoelectric testing method based on guided wave technology is
proposed for wire ropes inspection. The piezoelectric transducers (PZT) are made of
length expander-type piezoelectric materials and distributed axisymmetrically,
which ensures that proper modes are excited while generating guided waves [3],
and this technology has widely been used in pipe inspection at present.

For all the abovementioned technologies, they have their own advantages as well
as weaknesses. The weaknesses include difficulties in sensor installation, compli-
cations in analysing the reflected wave signals caused by defects occurred in the
inspected ropes, and inconsistence in the results, etc. Nowadays, the techniques
using ultrasonic guided wave are considered popular non-destructive testing (NDT)
methods due to their long-range inspection abilities and high degree of sensitivity in
detecting defects. The present chapter will focus on assessing the effectiveness of an
ultrasonic guided wave technique on inspecting steel wire ropes that hoist elevators.

2 The Guided Wave Transduction System

2.1 The Types of Available Sensors

Although the ultrasonic guided waves have been applied for wire rope inspection,
the design of an optimal sensor configuration is necessary in order to excite required
wave modes that will minimize the complication embedded in the received guided
wave reflected by different types of defects. As mentioned earlier, ultrasonic guided
waves can be generated by magnetostrictive testing and piezoelectric testing
methods. As shown in Fig. 2, two sensor configurations, namely the Piezoelectric
Transducer (PZT) and the Magnetostrictive Sensor (MsS), were chosen as the
sensors for emitting and receiving the guided waves when inspecting ropes. Two
wave based measurements were applied in this experiment. They were pulse-echo
and pulse-catch modes, respectively. In the pulse-echo mode, signals reflected from
the defect edge were excited and received by the same transducer. Different from
the pulse-echo mode, in the pulse-catch mode, signals were excited by the trans-
mitter and received by the receiver.
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2.2 The PZT Sensors Installed for Working in the
Pulse-Echo Mode

The installation location of the PZT sensor in a 2.02 m wire rope is shown in Fig. 3.
Based on our research findings [4], the PZT was working in a pulse-echo mode and
the working frequency was set at 100 kHz. The gain for the receiver signal was
about 40 dB. The peak amplitude of the “Echo from right end” was about 1 V.
Meanwhile, the signal reflected from the left end (propagated about 2.88 m) and the
echoes from both ends (propagated about 4.04 m) were received by the PZT.
Figure 4 depicts the received reflection signal waveform by PZT sensor.

In Fig. 4, it shows one of the advantages of using the PZT is its high energy
conversion efficiency. However, the PZT sensor must be pasted or pressed onto the
wire rope surface, which restricts its application for real wire rope detection.
Moreover, when the PZT sensor was working at the pulse-echo mode, the oscil-
lation signals deduced by the wafer itself was overlapping with the received signal
waveform especially at the beginning of the reflected signal waveform as shown in
Fig. 4. Therefore, PZT sensor is more suitable for working as a transmitter/emitter,
rather than as a receiver.

The MsS sensor. The PZT sensor. 

(a) (b)

Fig. 2 The two sensor configurations used for inspecting ropes. a The PZT sensor. b The MsS
sensor

Fig. 3 The installation location of the PZT in the rope
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2.3 The MsS Installed for Working in the Pulse-Echo Mode

The installation location of an MsS in a 2.02 m wire rope is shown in Fig. 5.
Figure 6 depicts the received signal waveform when the MsS was working at
100 kHz in the pulse-echo mode. Although the received signal was amplified by
60 dB, the signal reflected from the left end of the wire rope still had a very low
amplitude (<0.1 V). The signal reflected from the left end could not be detected by
the MsS. Hence, it is obvious that the PZT had better performance in emitting
guided waves by comparing the waveforms as shown in Figs. 4 and 6.

As shown in Fig. 6, the MsS is capable of conducting non-touching inspection to
the wire rope. However, it has very poor performance in emitting the desired guided
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Fig. 4 The reflected signal waveform received by the PZT sensor

Fig. 5 The installation location of the MsS in the rope

Fig. 6 The reflected signal waveform received by the MsS
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waves. Based on the result of previous experiments, when the MsS was working at
around 100 kHz, its detection depth was less than 1 mm due to the skin effect of the
electromagnetic field. That is, the MsS is more preferable to work as a receiver to
receive the guided waves reflected by different types of defects.

2.4 The PZT Works as a Transmitter and MsS Works
as a Receiver

In another experiment, the PZT sensor worked as a transmitter/emitter of guided
wave and the MsS worked as a receiver of the reflected guided wave. The instal-
lation locations of the PZT and MsS are shown in Fig. 7. The gain for the receiver
signal was set at 40 dB, and the peak amplitude of the “direct transmission wave
(DTW)” was about 1 volt. This peak amplitude is in the same magnitude as that
showed in Fig. 2. The “echo from right end” and the “echo from left end” (prop-
agated about 2.48 m) were detected by the MsS. Although the amplitude of the
“echo from right end” was smaller than that showed in Fig. 4, it could still be
clearly identified. Because the PZT and the MsS was working as a pulse-catch
mode, the oscillation signals (noise signal) deduced by the sensor itself was min-
imized, so that each wave packet in Fig. 8 could be distinguished and tagged with
different reflections caused by different defects or conditions of the inspected rope.

580mm

2020mm

PZT

400mm

MsS

Fig. 7 The installation locations of the PZT and MsS in the rope

Fig. 8 The reflected signal waveform received by MsS when the PZT was working as the
transmitter

314 P.W. Tse and J.M. Chen



3 Experimental Set-Up and the Results on Broken Wire
Detection

The experimental setup for the tested steel wire rope/cable is shown in Fig. 9.
Experimental set-up for broken wire detection consists of arbitrary function gen-
erator, pulser/receiver with amplifier and band-pass filter, two types of transducers
and data acquisition based on PC From the abovementioned experiment, two types
of sensors, the MsS and the PZT were used for determining the number of broken
wires. Again, the PZT was the transmitter and the MsS was the receiver. The whole
transduction system worked in a pulse-catch mode.

3.1 The Determination of Number of Broken Wires in a Steel
Wire Rope

The installation locations of PZT andMsSwere shown in Fig. 10. The emitted L (0, 1)
mode guided wave propagated in both sides of wire rope. The propagation paths of
guidedwave in the rope are illustrated inFig. 10.Thedirect transmissionwave from the
PZT to MsS, marked as “DTW”, was firstly received by the MsS. The wave packet of
“DTW”was overlapped with the initial pulse wave due to the MsS receiver was close
to the PZT transmitter. The echo wave from right end of the rope, which is marked as
“Echo from right end”, was received by the MsS after the propagating path reached
1.36 m. The echo wave from left end of the rope is marked as “Echo from left end”.

Figure 11a shows the waveform of a signal received from a healthy hoist wire
rope. The waveform can be easily identified because there is no overlapping signal
or trailing signals occurred as the MsS was the receiver. Figure 11b shows the
received signal waveform from a defective hoist wire rope.

Arbitrary Function 
Generator

Pulser/Receiver with 
Amplifier and Band-pass 

Filter

PC-based Data 
Acquisition

Transmitter Receiver

Fig. 9 The experimental set-ups for steel ropes/cables defect inspection
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The defect of broken wires as shown in Fig. 12 is apart from the left end of the
rope for about 300 mm. The amplitude of wave packet “Echo from left end”
reduced because a part of the guided wave energy was reflected by the defect before
it propagated to the left end of rope. Reflected wave signals were recorded when the
number of broken wires increased. The reflected signal waveforms are shown in
Fig. 13. It is obvious that no signal was reflected at the marked position of defect in
a healthy rope. When four wires were cut off in the defect location, an obvious

Fig. 10 Locations of PZTW and MsS onto the wire rope and propagation paths of guided wave

The received signal waveform from a normal hoist wire rope. 

The received signal waveform from a defective hoist wire rope. 

(a) 

(b) 

Fig. 11 The typical received signal waveforms in the tested wire ropes. a The received signal
waveform from a normal hoist wire rope. b The received signal waveform from a defective hoist
wire rope
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reflected wave packet was observed in Fig. 13. That mean, if a defect in the rope
has more than four broken wires, which is around 2 % of the total number of wires
used to form the rope, the MsS can be detected form analysing the reflected wave
signal from such broken wires.

Fig. 12 The broken wire defects in the hoist wire rope

Fig. 13 The waveforms of reflected signal obtained from a healthy rope and several defective
ropes with different number of broken wires
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3.2 The Inspection of Steel Wire Rope that Was Covered
by Lubricating Grease

Because of improper maintenance, the elevator ropes are inevitable become dirty
and makes the lubrication grease become dirty too. A proper inspection may not be
possible unless the dirt or excess lubricant has been removed. Form our experi-
ments, we found that the dirt or dirty grease will increase the attenuation of the
guided wave, hence, reduce the propagating distance of the guided wave. In this
study, lubricating grease was applied to the inspected rope to observe the effect on
the reflected guided wave. The installation locations of PZT and MsS are shown in
Fig. 14. The distance of two transducers was 800 mm apart and the pulse-catch
mode was used. The surface of the wire rope was coated with lubricating grease as
shown in Fig. 15.

Figure 16 depicts the received signals waveforms from the wire rope with no
grease (blue color curve) and the wire rope with lubricating grease (red color
curve). The attenuation of the reflected signal waveforms received from a non-
coated rope as compared to the rope covered by lubricating grease was about 23 %.
Hence, the range of inspection distance will be decreased due to the attenuation of
the reflected signal energy. Nonetheless, the reflected signal caused by the cut end
can still be clearly observed even the rope was covered by grease.

800mm

PZT MsS 

Fig. 14 The installation locations of the PZT and MsS in the rope

Fig. 15 The lubricating grease coated on the surface of the tested wire rope
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4 Conclusion

The results presented here demonstrated the effectiveness of the proposed guided
wave technique for inspecting complicated structures, like elevator ropes formed by
many twisted wires. The sensors made from PZT and MsS were used to emit and
receive guided waves for inspecting the rope defects. The experimental results
prove that the PZT sensor is more suitable for working as a transmitter/emitter,
whilst, the MsS is better working as a guided wave receiver. Wire rope specimens
with different number of broken wires and ropes covered by lubricating grease were
tested. The findings were than used to compare with that collected from health
ropes and non-greased rope. The results proved that the technique is able to detect
the locations of broken wires and then determine the number of broken wires
effectively. Basically the technique can detect ropes that have at least four broken
wires, which is around 2 % of all wires for forming the rope. Moreover, the range of
inspection distance will be decreased when applied to ropes covered by grease due
to the attenuation of the reflected signal energy. Nonetheless, the reflected signal
caused by the cut end can still be clearly observed even the rope was covered by
grease. To increase elevator safety and reliability, it is necessary for the related
industries to seriously consider the use of this new inspecting technique for steel
wire ropes/cables that are hoisting heavy objects. In future, to ease the process of
mounting sensors on ropes, the laser-based guide wave inspection system will be
studied as proposed in published research results [5–7]. Such system can truly
provide a non-contact type of guided wave emission and measurement method and
an easy process in installation.
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Fig. 16 The comparison on the received signal waveform from rope with/without lubricating
grease
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Classifying Data Quality Problems in Asset
Management

Philip Woodall, Jing Gao, Ajith Parlikad and Andy Koronios

Abstract Making sound asset management decisions, such as whether to replace
or maintain an ageing underground water pipe, are critical to ensure that organi-
sations maximise the performance of their assets. These decisions are only as good
as the data that supports them, and hence many asset management organisations are
in desperate need to improve the quality of their data. This chapter reviews the key
academic research on data quality (DQ) and Information Quality (IQ) (used
interchangeably in this chapter) in asset management, combines this with the cur-
rent DQ problems faced by asset management organisations in various business
sectors, and presents a classification of the most important DQ problems that need
to be tackled by asset management organisations. In this research, eleven semi-
structured interviews were carried out with asset management professionals in a
range of business sectors in the UK. The problems described in the academic
literature were cross checked against the problems found in industry. In order to
support asset management professionals in solving these problems, we categorised
them into seven different DQ dimensions, used in the academic literature, so that it
is clear how these problems fit within the standard frameworks for assessing and
improving data quality. Asset management professionals can therefore now use
these frameworks to underpin their DQ improvement initiatives while focussing on
the most critical DQ problems.
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1 Introduction

The capital invested in an organisation’s assets requires that maximum benefit is
extracted from the assets throughout their lifecycle, which means that making sound
decisions about managing the assets is critical [1, 16]. Examples of these decisions
include “when should I replace this asset?” or “when should I perform a maintenance
intervention?” Now, as decisions made are only as good as the information available
at hand to make those decisions, the information needs to be of the required level of
quality. Basing decisions on poor quality information can potentially result in great
economic losses [3]. Maintaining and providing good quality information is a
difficult task, and many leading asset management organisations are keen to identify
areas where information quality can be improved.

To meet this need, this chapter presents seven critical information quality (IQ)
dimensions (accessibility, consistency, interpretability, timeliness, accuracy, rele-
vance, and believability) that asset managers should focus their IQ assessment and
improvement programmes on. These IQ dimensions were identified through a
combination of literature review and discussions with UK-based asset management
practitioners from a range of industry sectors.

2 Background

2.1 Asset Management

As part of the coordinated activities to optimally manage assets, organisations must
make decisions which affect the state of their assets for each of the lifecycle stages
while recognising that these decisions are not independent; for example, decisions
to acquire new assets are often influenced by asset retirement decisions—hence the
asset lifecycle. Coordinating these decisions and understanding the impact of one
decision outcome on subsequent decisions is vital to efficient asset management.
Effective decision-making can be achieved through monitoring and capturing
of information regarding key events and factors/constraints that impact on asset
performance, and consequently, organisational performance. However, more data
does not necessarily mean better information or more effective decisions. Providing
asset managers with good quality information is, therefore, of uttermost importance.
Therefore, with the wider aim of improving the way the decisions are made for all
stages of the lifecycle, this chapter addresses the IQ aspects of the information
which supports these decisions.
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2.2 Information Quality

IQ is a multi-dimensional concept [20], and there is no general agreement on a
standard set of dimensions [3]. Furthermore, drilling deeper into each dimension
reveals that they do not have a commonly accepted definition [20]. The basic set of
dimensions used by most authors include: accuracy, completeness, consistency, and
timeliness. In order to determine the key IQ dimensions related to AM decisions, a
literature review of IQ dimensions was conducted to obtain a general set of
dimensions, and, importantly, their definitions (as presented Table 2). Using these
key dimensions it is possible to leverage existing research on IQ assessment (see for
example, [1, 16, 15]; [10]; [8] to develop tools to assess the quality of AM related
information and data.

2.3 Information Quality in Asset Management

Currently, there is only limited asset management research covering IQ. This
section discusses the key research in this area which is divided into two broad areas:
IQ for the whole asset lifecycle and IQ for specific asset management problems.
Table 1 presents a summary of this research including the source, focus on AM, and
a brief description of the research.

Lin et al. [1] and [12] have developed a preliminary framework for data quality
assessment related to whole-lifecycle asset management decisions. This framework
has been tested using case studies with two Australian engineering organisations,
and is designed to help organisations and practitioners understand AM data quality
problems, identify causes, and develop solutions in accordance with three per-
spectives: technical, organisational and personal. The technical perspective covers
the hierarchical structures or networks of interrelationships between individuals,
groups, organizations and systems; the organisational perspective concerns an
organisation’s performance in terms of effectiveness and efficiencies; and the per-
sonal perspective focuses on individuals with issues such as job security [1]. Using
this framework as a basis, and using a questionnaire-based approach, the authors
identified IQ related problems in Australian asset management organisations. These
problems have been combined with the results of this research in order to present a
more comprehensive set of AM IQ problems (see Sect. 4).

Human factors, which form part of the personal perspective, have also been
researched as part of the whole asset lifecycle. In this area, improving attitudes to
IQ, improving group support of IQ, and structural solutions for improving IQ are
three areas which should be addressed to improve manual data acquisition [15]. For
personal attitudes to IQ, it is essential to reinforce the idea that IQ is highly valued
within the organisation, improving group support focuses on ensuring that the
attitudes of people are widely known and shared within their group, and structural
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solutions for improving IQ should ensure that people have the desired level of
perceived control over the IQ processes [15].

Other research in the area of IQ for AM focussed on improving IQ for specific
areas within the realm of asset management, such as for the “operate and maintain”
stage, rather than the whole lifecycle. The “operate and maintain” stage is a key part
of the asset lifecycle and there is currently no accepted method of assessing the
quality of maintenance related data [9]. To address this gap, a method for assessing
the quality of the data which is used to form asset maintenance performance
metrics, such as Mean Time To Failure (MTTF) has been proposed in [9].

Some research focuses on IQ for decisions in the acquisition stage, such as when
to order replacement parts or how many replacement parts to keep in stock [1].
These decisions are affected by the supply chain, and information concerning the
location of products is needed to support these decisions. New technologies, such as
RFID, can be used in this scenario to provide high quality product location
information [11]. To complement this approach and to ensure high quality infor-
mation is available, qualitative and quantitative methods have been developed to
measure IQ with regard to how it can support business decisions [11].

Table 1 A summary of related asset management information quality research

Source AM focus Description of research

Lin et al. [1] Whole asset
lifecycle

Presents the results of a large data quality survey
related to how Australian organisations address data
quality issues, and proposes a framework for data
quality in asset management

Koronios
et al. [12]

Whole asset
lifecycle

Presents the results of 30 interviews in 2 large
Australian utility companies which aimed to explore
DQ issues associated with the implementation of
Enterprise Asset Management (EAM) systems

Hodkiewicz
et al. [9]

Maintenance
performance metrics

Proposes a framework for assessing the quality of
asset maintenance performance metrics, such as
mean time to failure (MTTF)

Bardaki and
Pramatari [1]

Shelf replenishment
process decisions

Investigates the impact that the adoption of RFID has
on the quality of information utilized during the shelf
replenishment process and consequently on the
products’ shelf availability

Kelepouris
et al. [11]

Supply chain
tracking

Proposes a way to model supply chain tracking
information in order to determine its quality with
regard to its ability to support business decisions

Murphy [15] Whole asset
lifecycle

Evaluates the relative importance of human factors
associated with data quality. This chapter considers
the impact of attitudes, perceptions and behavioural
intentions on the data collection process in an
engineering asset context
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3 Methodology

This section describes the methodology used to elicit the IQ problems in asset
management, which included a combination of semi-structured interviews and a
literature review. These methods were combined with a second literature review on
IQ dimensions in order to develop the classification presented in Sect. 4. The
interviews and the first literature review were used to determine the AM IQ
problems in the current state of the practice in UK organisations. The inclusion of
the literature review was necessary to mitigate any bias arising from the interview
results, such as systematically missing certain problems, and also to provide more
authoritative coverage of the problems.

Eleven semi-structured interviews were carried out with AM professionals, who
either work for, or have consulting experience with, companies in a range of
business sectors in the UK (covering aerospace, transportation, telecommunication,
utilities, retail, chemical, oil and gas, construction and energy industry). The semi-
structured interviews were based on an instrument containing four topics: AM
decisions, information to support AM decisions, factors which affect AM decisions,
and problems with the information used to support AM decisions. It is the results of
the latter topic on problems with information which are presented in this chapter.

The IQ dimensions were not mentioned in the questions to the respondents,
because there is a strong possibility that the respondents would interpret the dimen-
sions differently; that is, attribute their own (different) definition to each dimension.
Moreover, the interviews confirmed that the asset management professionals were
able to relate to information problems more than abstract IQ dimensions.

4 Information Quality Problems in AM

This section presents and discusses the classification of the IQ problems both in the
literature and also reported by the respondents of the interviews. These problems
have been classified into the seven IQ dimensions shown in Table 2. The dimen-
sions were selected from the list of all dimensions in the literature and according to
how the definition of each dimension suitably describes the information and data
quality problems in AM. For example, the definition of timeliness suitably
describes the problems with out-of-date data in the AM context. It is important to
note that before considering any IQ dimensions applicable to a piece of information,
the information must first exist. This is often represented by the “completeness”
dimension. Although described as accessibility, this point is also highlighted in [1]:
“If information is inaccessible, all other qualities of it are irrelevant.” Therefore, the
IQ problems presented in this section, and listed in, are all related to information or
data which, somewhere, actually exists.

The frequencies with which the respondents referred to different IQ-related
problems are shown in Fig. 1. It is important to note that the respondents were not
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given a list of problems and then asked whether they had experienced these
problems. Independently and without prompting the respondents referred to the
different IQ problems shown in Fig. 1. A limitation, and guard against generalising
further from these results, is that respondents may have mentioned the other
problems if they were prompted. This figure is therefore only an initial guide of the
spread of problems throughout the different business sectors.

Table 2 The selected definitions for the IQ dimensions

Dimension Source(s) Definition

Accessibility Pipino et al. [1] The extent to which data is available or easily and
quickly retrievable

Consistency Ballou and Pazer [1]
and Wang et al. [21]

The representation of the data value is the same in
all cases

Interpretability Kahn et al. [10] The extent to which information is in appropriate
languages, symbols and units, and the definitions
are clear

Timeliness Pipino et al. [1] The extent to which data is sufficiently up-to-date
for the task at hand

Accuracy Ballou and Pazer [1]
and Wang et al. [21]

The recorded value is in conformity with the
actual value

Relevance Pipino et al. [1] The extent to which the data is appropriate for the
task at hand

Believability Pipino et al. [1] The extent to which data is regarded as true and
credible

Fig. 1 Frequencies of information quality problems
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Figure 1 does, however, indicate that there is not a vastly different set of IQ
problems for asset management companies in a range of different business sectors; a
sizable proportion of the problems were experienced by more than one asset
management professional. This is indicated by the six problems which were
mentioned by 3–5 professionals in Fig. 1. From these results, however, there is no
overarching consensus that a particular problem is dominant. At most, the problem
of information not being consolidated was referred to by five respondents. The
problem of irretrievable data was not reported by the respondents, and was obtained
from the literature review.

We categorised these problems into seven different IQ dimensions: accessibility,
consistency, interpretability, timeliness, accuracy, appropriate amount of informa-
tion, and believability. Each of these dimensions is discussed in the following
subsections including the associated asset management IQ problems which relate to
the dimension.

4.1 Accessibility

Accessibility problems are defined as the extent to which information is available or
easily and quickly retrievable (see Table 2), and there are four problems which
result in information and data being inaccessible to the asset management decision-
maker. These problems are discussed in the following subsections and relate to both
information and data.

4.1.1 Information Is Not Consolidated

The most prevalent IQ problem arising from the interviews is that key information
required for AM decisions is dispersed between multiple sources, and it is therefore
difficult for the decision-maker to obtain (see row 1). Five out of eleven respondents
mentioned this problem (see Fig. 1).

Information could be retained in the memory of staff within the organisation, and
in this case, it is often the poor transfer of this information between people that
exasperates the problem of information consolidation. In other scenarios, informa-
tion also resides in multiple hardware/software systems [18] including, for example,
vibration monitoring systems and Enterprise Asset Management (EAM) systems [1].
One of the main problems is that some of these systems need to provide information
for decision-making as well as their primary purpose. For example, equipment
maintenance and reliability data is typically needed by (i) reliability engineers for the
determination of long-term maintenance strategies, and (ii) maintenance engineers
and maintenance supervisors for addressing day-to-day maintenance issues [9].
These systems often do not support the first channel (i) making it difficult to extract
and integrate this information for higher-level decisions. Some of these problems are
as a result of the lack of an overall data architecture and management strategy [1].
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Furthermore, Third-party systems are difficult and/or expensive to “open up” to
extract information and share it with other applications. The end result is that
decision-makers are faced with having multiple disparate sources of information and
they need to spend time to collate this information or find alternative ways of making
the decision.

Existing approaches to address this problem include data warehouses which hold
all of the required data, and the various asset management systems must be able to
provide the required data to the data warehouse. However, this approach leads to
another IQ problem: an excessive amount of information. Other approaches require
the synchronisation of data between systems; however, this is noted as being dif-
ficult to manage correctly [1].

4.1.2 Information Is Misplaced

Another problem which results in data being inaccessible to the decision-maker is
when it is misplaced; four of the respondents mentioned this problem (see Fig. 1).
Some assets operate over long periods of time having a life of many years.
Information such as technical drawings is easily lost if the organisation does not
have appropriate data models [1] or, generally, no effective procedure for storing
the information securely.

4.1.3 Information Is Not Supplied by Third Parties

If asset maintenance tasks are outsourced by the asset operator to external com-
panies, the required information is not always delivered back to the asset operator in
a reliable process or coherent form. Similarly, with the asset acquisition process, all
the information about how to own and operate the asset should be supplied to the
user organisation, and occasionally, the supplied information does not relate to the
acquired asset [1]. Furthermore, even if the relevant information is supplied from a
third party, it could be delivered in a form which is not suitable for the user
organisation [12], [1]. For example, the user organisation may require an electronic
copy of the data, rather than paper-based, to enter directly into an Enterprise Asset
Management (EAM) system.

4.1.4 Irretrievable Data from Obsolete Systems

For condition monitoring equipment, a lack of standards and protocols between
vendors has resulted in reduced compatibility between the hardware and software of
these types of systems [12], [1]. Therefore, these systems are more likely to become
obsolete and be incompatible with newer versions of hardware and software.
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Consequently, the data within these systems becomes very difficult to retrieve and
therefore inaccessible to the decision-maker. No respondents mentioned this
problem, although it is noted in the literature.

4.2 Consistency

Inconsistent data recording problems have been classified as a consistency problem,
which is defined as the extent to which the representation of the data value is the
same in all cases (see Table 2).

4.2.1 Data Recording Problems

When data/information is recorded inconsistently, it is very difficult for decision-
makers to search and find the data/information they need and also to understand any
aggregations of the data/information. The recording of labour hours is a common
example where data is recorded inconsistently. For example, a machine maintainer
may record labour hours on 1 day as “0.5” days, and on another day as “6 h”. These
may be semantically equivalent (i.e. both are defined as half of a day), but they are
not syntactically consistent. Hence, aggregating and searching these values is dif-
ficult. For example, adding the labour hours could easily result in “6.5 h” rather
than the correct value of “12 h”, and a search for all maintenance actions taking
longer than “5 h” would not always find the correct entries. An interesting side note
is that this type of problem is exasperated by information systems which allow
values to be entered as free text, rather than requiring structured input. A cause
which is attributable to this problem is the lack of staff training, understanding and
appreciation of how the data/information will be used and the consequences of poor
quality data/information [1, 15]. (Note that if after 7 h of actual work, the machine
maintainer records the labour hours as “0.5 days”, then this is not a consistency
problem. This type of problem is classified as an accuracy problem.)

4.3 Interpretability

Interpretability is the extent to which information is in appropriate languages,
symbols and units, and the definitions are clear (see Table 2). Another problem,
mentioned by four of the respondents, is that there are different possible definitions
for terms in AM, which leads to different interpretations of the terms.
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4.3.1 Language Translation and Interpretation Difficulties

Technical manuals for assets (for example, automotive and aerospace technical
manuals) are often written in different languages which need to be translated for
decision-makers. The decision-maker may attempt to interpret information about
what components of an asset need to be replaced, and because of a mistake in the
interpretation, replace the wrong component of an asset. Similarly, the decision-
maker may have access to information, such as a report, which has been incorrectly
translated and hence make poor decisions.

4.3.2 Different Interpretations of Asset Management Terms

The inconsistent use of definitions for the terms used in asset information is another
common IQ problem within the asset management context, and was mentioned by
four of the respondents (see Fig. 1). There is a wide variety of terms used in asset
management, such as maintenance, lead time, takt time, refurbishment, and brake
system, all of which can have different definitions and therefore can be interpreted
differently. For certain terms, the problem is evident when values are calculated and
recorded for these terms using one definition, and are interpreted by the decision-
maker using another definition. For example, the lead-time to obtain a replacement
part for an asset could be calculated using the production and shipment times, but
the decision-maker could interpret the lead time as being only the shipment time.
Clearly, this inconsistency could lead to poor asset management decisions. With
this information, there is no data quality problem because there is no inconsistency
between the values of the data, but because the interpretations of these values by
different people are inconsistent, there is an IQ problem. One respondent mentioned
that his organisation manages a company policy regarding the definition of terms to
ensure that people use consistent definitions; however, he also noted that this is a
very difficult problem to address for the entire organisation.

4.4 Timeliness

Timeliness is defined as the extent to which information is sufficiently up-to-date
for the task at hand (see Table 2). A common scenario for causing information to be
out-of-date for asset management decision-makers is when people develop and use
their own software (mostly spreadsheets) [3] for calculating quantities, such as
various asset costs. While this information may be accurate (as reported by one
respondent), it is not continuously updated in the main Enterprise Resource Plan-
ning (ERP) or Enterprise Asset Management (EAM) system used by the decision-
makers. For example, the information may only be entered into EAM/ERP systems
each month and the entries are back-dated. Therefore, decisions which are based on
information in the EAM/ERP system may be based on information which is up to
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1 month out-of-date. This problem can be viewed from the two perspectives of
technology and people, because information systems which are not easy to integrate
exasperate the problem, and staff may have no incentive to keep the information in
other systems up-to-date. Furthermore, this is both an information and data quality
problem because data or information may be stored in the individual systems before
being updated in the main ERP system.

4.5 Accuracy

Accuracy describes the state when the recorded value is in conformity with the
actual value (see Table 2). Four respondents reported data recording problems
which result in a discrepancy between the actual “real” value and the recorded value
(see Fig. 1). One cause of a data recording problem is when the person recording
the information makes a mistake and records the wrong value (this is a DQ
problem); another is when a person knowingly enters false information. This could
range from entering an incorrect temperature value (data) or entering false infor-
mation about the cause of failure of an asset. These problems, therefore, occur with
both information and data.

Usually, people knowingly record information which may be incorrect, when
they are required to record the information and the actual (correct) value or truth,
for the information, is not known. A common example of this is when information
systems require the cause of failure of an asset to be recorded, but the user does not
know the exact cause of failure. Validation checks can prevent the user from
continuing to enter other useful information and so the user enters any value which
passes the validation check regardless of whether it is the correct value. Similar to
the inconsistent data recording problems, one of the causes of this problem is the
lack of staff training, understanding and appreciation of how the data/information
will be used and the consequences of poor quality data/information [1, 15]. This
problem could also be attributed to the information system related to how it
enforces validation checks.

4.6 Appropriate Amount of Data/Information

If there is an excessive amount of data, then the decision-maker will find it difficult
to locate the data needed to make certain decisions. In the asset management
context, excessive amounts of data can easily be generated and one example of this
situation is in asset fault reporting. One respondent mentioned that, in information
systems, faults are often recorded using fault codes which link to a description of
the fault. However, when asset faults are recorded, it is not always easy to find an
existing code which exactly matches the fault, and, therefore, the fault is recorded
using a new fault code. This results in a large number of fault codes with no general
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set from which the decision-maker can base sound decisions. The problem of
appropriate amounts of data/information can occur with data or information;
although, it is more common for this problem to be data related, especially if data is
captured from asset condition sensors.

Another contributor to the problem of inappropriate amounts of data, which
could either be an excessive or insufficient amount [9], is the lack of “why-
knowledge” of data collectors. This is the extent to which the data collectors
understand why the data is being collected and how it will be used, without such
knowledge it is likely that incorrect amounts of data will be collected [9].

4.7 Believability

Asset condition information is not always believable, which is the extent to which
data/information is regarded as true and credible. Direct rating or distress surveys
are among the existing approaches for the inspection and evaluation of the current
physical condition of assets, however, the results of these are based on a subjective
visual inspection process [7]. Without experienced inspectors who follow the
correct procedures to judge the condition of an asset, the resulting asset condition
reports are not trustworthy, and hence the decision-maker does not always believe
and have confidence in the information. This problem was reported both in the
literature and by one of the respondents.

5 Conclusions and Further Research

The aim of this research was to identify and classify the DQ/IQ problems which
affect AM decisions. Twelve problems have been identified, which are categorised
into seven different IQ dimensions. Further research can therefore combine this
classification with the existing research on information and data quality to develop
suitable techniques for assessing DQ/IQ within an AM context. Moreover, these
dimensions can be used to form the basis of assessment and subsequent data/IQ
improvement practices within AM organisations.

An interesting aspect is that a sizable proportion of the problems are experienced
by multiple organisations in different business sectors; however, five of the prob-
lems were referred to by one asset management professional. Only one problem was
noted in the literature which was not mentioned by any of the respondents. This
shows that the literature is focussing on the relevant areas, and also that UK
companies are experiencing similar data/IQ problems as Australian organisations,
because a significant proportion of the problems reported in the literature were
obtained from a survey of Australian AM organisations [1].
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Using these dimensions it is possible to leverage existing research on IQ
assessment (see for example [1, 16, 15]; [10]; [8] to develop tools to assess the
quality of AM related information and data.

Using this work as a basis, we aim to develop an IQ audit tool for use with AM
organisations to assess their current level of information and data quality. The
current levels can be compared to the ideal levels in order to identify areas where
the information and data quality needs to be improved within the organisation.
Further research is therefore required to determine suitable ways to measure the
information and data quality dimensions critical to asset management organisations
and determine the ideal level of IQ.
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Asset Data Quality—A Case Study
on Mobile Mining Assets

M. Ho, M.R. Hodkiewicz, C.F. Pun, J. Petchey and Z. Li

Abstract Good asset management decisions involve balancing cost, risk and
performance requirements. Raw data on maintenance costs (a major contributor to
total costs) and for estimating risks associated with asset failure is stored in an
organisation’s Enterprise Resource Planning (ERP) system. However as this
chapter demonstrates asset data is often erroneous, lacking requisite detail and
therefore not fit for decision support. This chapter describes a project to clean data
stored in computerised maintenance management systems (CMMS) that form part
of ERPs. It looks in detail at the cleaning process, identifying key issues and
developing of a set of recommendations for improvement. The major issues iden-
tified are to do with poor practice in assigning work to appropriate subsystems and
maintainable items, ineffective use of standard text to describe work, inconsistent
use of codes describing the type of work, and inability to identify suspensions and
actual asset usage hours from the stored data. While focussing on asset data from
mobile mining assets, the problems identified are similar in other sectors. Despite
these issues, much of the required information is available once the data has been
cleaned and forms a resource for the mining industry to assess how asset reliability
and costs are changing with the introduction of new developments such as
autonomous mobile equipment.

Keywords Asset management � Data quality � Computerised maintenance
management system � Data cleansing � Mining � Heavy mobile equipment

1 Background

The mining industry is asset-intensive, requiring substantial upfront investment in
physical assets, particularly heavy mobile equipment, to access the ore body and
subsequently move material (ore and waste) direct to market or onto further
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processing. As an indication of size, in 2010–2011 the Australian mining industry
made capital expenditures of A$57.1b [1]. The assets purchased as part of this
investment have to be maintained over their life to ensure return on capital. Col-
lectively the asset base of the Australian mining industry has replacement value
well in excess of this number and substantial (if unpublished) dollars are spent
maintaining it annually. This maintenance work is mainly (but not exclusively)
recorded in the mining companies’ CMMS.

Data to support asset management decisions, particularly maintenance data, is
widely acknowledged to be incomplete, erroneous, out-of date, embedded within
significant amounts of meaningless data, incompatible with analysis tools and
lacking in requisite detail [2]. This chapter reports on work looking at the raw data
in the CMMS, specifically at a sample of 1,086 heavy mobile equipment assets. It
describes the data cleaning process, identifies major issues and provides relevant
illustrations. One of the aims of the chapter is to generate discussion between those
in the maintenance community responsible for generating the maintenance data
(data collectors), the data custodians (IT groups) and users of the data, primarily
asset management professionals and reliability engineers.

This work is part of a larger program to understand the historical reliability of
mobile mining assets and to identify what data might need to be stored as part of a
mining industry reliability database. The existence of industry-specific databases is
widespread in other sectors and has supported a steady increase in equipment
reliability through design improvements. Examples include OREDA in the oil and
gas sector, T-book in nuclear, SPIDR for electronic and electro-mechanical com-
ponents, PERD in chemical and FERMS for aerospace.

This project started at a time when a number of mining companies were
implementing new Enterprise Resource Planning systems with associated changes
to their CMMS. In parallel there has been substantial investment in asset man-
agement teams, asset management education, the development of maintenance
tactics, improved maintenance planning and operational practices and the intro-
duction of an asset management ISO standard. The work reported here draws on
data collected prior to these improvements and so should not be regarded as where
the industry is now, but a useful comparison to where it has been in the decade
leading up to 2011 based on a sample of 1.34 million work orders with associated
costs of $3,614 million.

There has been considerable work in the IT fraternity on data quality assessment
and numerous books and articles on the theory [3–11]. However these publications
deal almost exclusively with issues in relational databases and with what is described
as structured and semi-structured data. The useful data for this project, useful in the
sense that it is what will provide input to reliability assessments, is stored as
unstructured data. Comparatively little work has been published on protocols for
cleaning unstructured data. In this study 67 % of work orders based on a sub-sample
of 319,339 work orders on 367 individual mobile assets from three different classes
of equipment (trucks, loaders and excavators) had unique work order descriptions,
i.e. they are free text and do not have a standard field describing the task that needs to
be done or was undertaken. The remaining 33 % use a standard text that is repeated
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at least twice. This free-text field contains information on what work was done and to
what subsystem. Deciphering, cleaning and coding the unstructured text in the work
orders is the main challenge discussed in this chapter.

2 Method

There are few examples in the asset management literature on data quality and these
tend to focus on frameworks and the need for better data quality rather than on the
methods by which it can be achieved [12–15]. There is an emerging literature
looking at improving how asset data is collected [16, 17] but there are no major
contributions detailing how existing asset data can be cleaned efficiently and what
the key issues are.

The following steps set out the method used to clean the data in the hope of
improving transparency around the processes used and ensure the work can be
replicated and improved. For the purposes of this analysis five pieces of information
are required from a work order to identify factors influencing the reliability of major
systems on mobile mining assets.

• The date an action was taken, particularly actions relating to the repair or
removal of a subsystem or maintainable item.

• The specific mobile asset (e.g. truck, dozer) and associated sub-system or
maintainable item on which the work was done(e.g. engine replacement, radi-
ator, truck tray).

• A clear description of the action or work done.
• The asset’s average usage hours.
• If the equipment was removed from service while still functional.

Other useful information includes indication of whether the work: is done in
response to a breakdown, is a maintenance tactic, results from a maintenance tactic,
or none of the above. An indication as to whether the work done was planned or
unplanned. The cost associated with the work order.

Work order data was collected on mobile assets from a range of organisations.
Individual data sets are received as an Excel file containing fields downloaded from
the CMMS. The process used to clean the data uses the following steps.

1. The raw data files are separated by site and asset class (truck, excavator, loader
etc.).

2. A data cleansing rule file is developed. This contains conditions and actions to
be performed if the conditions are met. Conditions are presented in the form of
keywords and logic statements (e.g. contains, equals, does not contain, does not
equal) while actions performed write, delete or copy data into specified
locations.

3. The rule file is used to identify (a) systems of interest e.g. engines and (b) code
actions (repair/replace/inspect). An extract of a rule file to identify fields
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relating to engine replacement contains the following code (where d represents
the column containing short text). A typical rule set will have 70–125 rules.
[d-has-eng/d-excludes-enge/d-excludes-enga] [d-has-o/haul/] [d-has-overhaul/
] [d-has-o/h/d-excludes-o/he/].

4. The rule file is executed using a customised MATLAB script on the raw data
producing an initial pass of clean data. This program was developed as part of a
purpose built data cleansing tool for this project and rule files, once developed,
can be reused on similar assets.

5. Failure and suspensions are initially established based on work order type codes
but may be corrected if necessary via visual data examination.

6. Data about the start/end dates for each unit and Maintenance and Repair
Contracts (MARC) contract/labour agreement data are added, these come from
separate data sources.

7. Work orders are sorted by asset, sub-system and date producing a chronology.
8. Assets which are maintained by MARC contracts over most of lifetime are

removed from the data set since limited data is stored in the CMMS about
activities conducted under MARC contracts.

9. There is then a manual check of rejected data (for records which should not
have been rejected) and “good” data (to reject minor fixes and ongoing
symptoms of failures, irrelevant data and fix work order types and work order
codes (called PM codes), as necessary) of remaining assets.

10. Calculate calendar days between failures/suspensions and between planned
maintenance events. Running hours are then determined based on calendar days
and average usage hours.

11. Time intervals between planned maintenance events are reviewed and work
order type codes adjusted (if justifiable). Information on external suspensions
(from midlives etc.) is added and hours between failures/suspensions adjusted.

12. The following records are removed.

a. Machines with no suspensions if its usage duration implies there should be
at least one (inference of missing data) from the data set.

b. Work orders associated with a symptom (e.g. transmission overheating) if a
cause/action follows closely (e.g. replace transmission). This avoids repet-
itive entries for the same failure.

c. Work order associated with the same ongoing symptoms (pending a review
of costs) if less than 3 weeks have elapsed between the symptom work
orders. An assumption is made that previous work orders pertaining to these
symptoms relate to monitoring or minor corrective activities not work
associated with a failure.

d. Minor items not within the boundary scope of the subsystem under analysis
(although these should have already been captured in the rule file), e.g.
hoses, bolts, mounts etc.

e. Minor repairs based on cost (using rules such as “if less than a given
percentage of total replacement cost”).
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f. Data points following a MARC contract as maintenance activity performed
under the MARC contract is not visible as separate work orders.

g. The first data point relating to work in cases where the start date is
uncertain.

13. Finally, the clean data set is reviewed and statistics developed using Excel and
the statistics package R.

3 Results

This section describes the challenges in developing a data set that is fit-for-a-
specific-purpose based on data from a sample data set of more than a million work
orders on mobile mining equipment over the period of a decade. The purpose is to
obtain distributions of life data for sub-systems and major maintainable items on
heavy mobile equipment used in the mining industry. The desired data set should
contain a unique record for each work item relating to planned and unplanned
activities performed on a sub-system or maintainable item over its life. The record
should be clearly identified at the right level in the asset hierarchy, have an asso-
ciated data, cost and describe the work that was done. In the process of cleaning
data to make it fit for the purpose described, a number of challenges were noted.

3.1 Asset Allocation

Asset allocation, the identification of the mobile asset to which the work is being
done, is done well. Almost all work orders are associated with a specific truck,
loader, grader etc. In general the asset class is part of the asset identification for
example TK001, where TK is a code to represent the truck asset class. Seldom is
there a separate asset class variable (column), where a class indicates a haul truck,
grader, water truck etc. Many organisations have a separate variable (column)
describing the asset, generally this includes the make, model and class. When
searching this variable one needs a complex set of rules. For instance a haul truck
may appear in records coded as Haul Truck, H/Truck, Rear Dump Truck or Truck.
The search must also exclude the terms fuel truck, lube truck, service truck, water
truck and dewatering truck. This process is further complicated by the use in this
variable of additional words relating the make and manufacture of the asset. For
example, on a single site there can be as many as 348 unique entries for the make
and model of various trucks.
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3.2 Sub-system Allocation

Work orders are assigned to an asset’s functional location. However, historically the
assigning of work to an appropriate sub-system (such as engine, drive train, elec-
trical), or a maintainable item (tray, cooling system, ignition system, cab) has not
been done consistently. This is illustrated in Table 1. It shows that for 73,942
records assigned to trucks only 29 % have been assigned to the appropriate sub-
system and 21.5 % to the maintainable item in that sub-system. This makes it
extremely difficult to find data on particular sub-systems, for example, as 71 % of
the records are stored at the top level of the hierarchy.

The only way to identify records containing important sub-systems is to data
mine the Short Text field which indicates what action was taken. This situation
forces the analyst to rely on the Short Text in order to determine which part of the
machine was worked on. Given the diversity of the Short Text entries, this can be
both inefficient (in the sense that it requires a larger number of rules to clean) and
inaccurate due to the fact that the Short Text may be non-specific. Challenges with
deciphering the Short Text field are described below. Another impact of this is that
a search based on the coding associated with identifying the sub-system or main-
tainable item, when it is available, is searching less than a third of the database.

For all sites, there are multiple ways of referring to the sub-system, and also the
same maintainable item within the Short Text field with no apparent standard terms.
For example a search for “Driveshaft” in the Short Text field also needs to search
for variants such as Drive shaft, main shaft, d/shaft, driveline, drive line, drvline,
drv line, d/line, and drive axle.

Some of the impacts of past practices in the use (or not) of sub-system and
maintainable items codes are shown in Table 2. This compares a search on the
original data set using key words of “Torque” and “Converter” in the Short Text
field for the asset class Trucks. In the top example only a fraction of the work orders
that should be allocated to torque converter are actually located (the cleaning
process identifies more relevant records), leading potentially to grossly inaccurate
estimates of sub-system life and incorrect costs.

The second example in Table 2 illustrates a different, but common, issue where a
sub-system is identified but it is mainly the maintainable items associated with that
sub-system that have failed, not the sub-system itself. For example, work orders
containing engine in the Short Text may pertain to covers, guards, mounts, gauges
etc. rather than the engine itself. In order to focus on the reliability of the engine,

Table 1 Estimation of number of maintenance records assigned to a sub-system (the remainder
are allocated to the asset)

Asset
class

Number
of records

% of records assigned
to system (trucks)

% of records
assigned to a
sub-system

% of records assigned
to a sub-system and
maintainable item

Trucks 73,942 99.7 % 29 % 21.5 %
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these other components need to be excluded in the data cleansing process otherwise
the engine life is dramatically underestimated. At one site a significant percentage
of the work orders on the engine related to issues with the cover and mounts, only
284 of the original 6,256 records pertain to the replacement or failure of the
engines.

A very common issue for machines with multiple numbers of a same part (e.g.
turbochargers) is that there is no indication of which part was changed. This is made
even more complicated when multiple parts were changed out. For example
Truck001 has Short Text: “Replace blown turbo”, or Truck002 has Short Text
“changeout failed turbos”. In the second example, the position/number of turbo-
chargers which were changed out is not known. Furthermore, some parts may be
preventatively replaced along with failures under the same work order. When this
happens which were failures or suspensions and the specific locations of the fail-
ures/suspensions can also be unclear.

In cleaning the data, where there were a number of the same part in a machine
and uncertainty as to which was worked on, assumptions had to be made. If the
work order in question occurred less than a month after a previous work order on
the target parts, then a chronic failure of the previous part was assumed. Else, the
part was assigned the specific location of the longest surviving part.

3.3 Work Order Description

Often times a work order describes a symptom with no indication if any action was
taken, and if so, what. For example, Loader003 has the Short Text: “transmission
overheating”. In such an instance, the cost of the work order was used to infer
whether it was merely an inspection or further work was done without updating the
Short Text. For example, Loader9 has in the Short Text “Inspect lower drive shaft”
but the cost is $5,320 which is roughly the cost of a new drive shaft and so the work
order is unlikely to be only an inspection.

Both examples above heavily relied on cost to tell whether any work was done.
If the Short Text fails to identify what was done, the cost can give an indication of

Table 2 Examples illustrating data quality errors

Number of
records

Cost of work in
record set

Records identified from an original data set relating to key
words “Torque” + “Converter” in Short Text field

527 $409,681

Records on torque converters in the cleaned set 1,361 $561,649

Records identified from an original data set relating to the
key word “Engine” in Short Text field

6,256 $33.03 m

Records on engine replacement, failure or mid-life refur-
bishment in the cleaned set

284 $26.38 m
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whether it was a minor repair, major repair, or a full replacement. However, in a
number of cases, the cost is reported as zero, despite the Short Text indicating that a
major repair was done. In other cases, the cost is too small to even cover labour
costs, suggesting that very small costs are also incorrect. This can make it difficult
to judge the amount of work that has been done in a particular work order. The
combination of not knowing the cause or action taken and a lack of confidence in
the cost field is particularly difficult where a problem could have been due to
multiple causes. Overall, the number of records where analysts had very little
information and it was felt to be a significant failure was small, perhaps 5 % of the
total records processed. In the other 95 % there is enough information to make
reasonable assumptions.

One of the main issues is with work orders which cancelled or moved planned
maintenance activities without any indication on the records. As the “cost” field
could not be very well trusted, even a $0 work order may not necessarily have
meant a work order was not completed at that time.

The use of short hand in the Short Text can sometimes lead to confusion as to
what action was taken. For example, the abbreviation “r&r” could refer to “remove
and repair”, “remove and replace” or “remove and refit/reinstall” (for access to
other parts). The first two meanings would mean a failure/suspension whilst the last
interpretation would not. Sadly, sometimes the Short Text was just complete gib-
berish, with no indication of what was done. For example, Track Dozer 1 Short
Text: “read text”, Truck 1 Short Text: “fgfgfgfg” or Loader19 “No radiator planned
maintenance interval”.

One of the more challenging aspects is in dealing with records that appear to
give appropriate information but do not make sense or provide contradictory
information. This is illustrated in Table 3. These types of contradictions when the
cost indicates that work different than that specified in the Short Text was done are
particularly difficult to identify using rules. In this study, these situations were
identified manually.

Table 3 Examples of Short Text fields in which description is misleading or contradictory

Short Text Contradictory
information

Interpretation of what actually may have
occured

C/O SX Engine C and
D Checks-HRS

Cost is given as
$96,440

Only C and D service was performed, the engine
was not C/O (changed out)

PM 1,000 Hr
Inspection

Cost is given as
$31,637

Inspection was stated but cost implies significant
unspecified work was performed

Change LH Front
Final Drive on Hrs

PM code given
as breakdown

Short Text states fixed interval replacement
however W/O type is breakdown
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3.4 Work Order Type and PM Codes

For data cleaning the Work order type and PM code, when available, is used to
determine whether the work order was generated due to failure or part of a pre-
ventive maintenance scheme. In a number of cases, the Work order type and/or PM
code will identify a sub-system as being preventatively replaced, yet work orders
prior to the supposed preventative replacement suggest the sub-system has actually
failed. This kind of scenario occurs when a problem is identified, and there is
sufficient time to plan a replacement of the component that is about to fail. As such,
this work order becomes part of the planned maintenance, even though failure of
the part is imminent. This makes data cleaning problematic, as each point needs to
be manually checked to confirm whether the Work order type and PM code is
accurate or not. Due to the large number of observations this can be time con-
suming, and there is a possibility that some points will be missed. The example
given in Table 4 illustrates the complexity of the issue. If the only point considered
is the engine change out on 17/12/2003, an analysis might conclude that the engine
was preventatively replaced. However, by looked at the history as well as the time
since the last replacement, it can be deduced that the engine has actually failed. The
coding of “planned” may be technically correct in that the work order was sub-
mitted prior to the planning window and therefore done in that week as planned
work but from a reliability perspective this should be considered a failure and not a
suspension given the prior work orders.

There is evidence of incorrect use of work type codes, with work coded as
“preventative” that is not a result of work relating to maintenance tactics associated
with fixed time/interval repair/replacements/inspections or condition based main-
tenance. This impacts the coding of failures as either failures of suspensions, an
important consideration in life data analysis. Of particular concern are potential
cases of masking breakdowns as suspensions as shown in Table 5.

Table 4 Example of assigning work from a failing engine to planned work

Date Short Text WO type Cost

6/12/2003 Low eng power Breakdown *$150

10/12/2003 Engine oil leak at rear of engine Breakdown *$75

16/12/2003 Red eng monitor Breakdown *$300

17/12/2003 Engine change out Planned *$96,000

Table 5 Examples of breakdowns marked at suspensions (preventative replacements)

Short Text W/O type Our comment

Engine change out
@ 15,000 HRS

Preventative This work order occurred 2,992 h after previous
preventative replacement a long way short of the
desired 15,000 h interval

Replace leaking RH
rear strut

Preventative The leaking (failed) system is listed as a PM
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3.5 Running Times and Usage Hours

The work orders do not record running hours for the mobiles machines. While these
may be recorded in other systems it remains a challenge to reconcile the date and
time of the work order with the life of the unit. In the absence of this information,
for this project average usage hours are calculated using regular maintenance work
orders (e.g. lubrication and mechanical services) with service intervals and from
examining the machine maintenance reports which are in a separate file. Most sites
indicate the service interval in the Short Text field however there are some that do
not, for example Truck 4 “Scheduled PM and Lube Service”.

3.6 Missing Records

On several occasions, there were cases of some machines going for a month or two
without receiving any maintenance. It is possible that the machine was not used for
this period, although for a haul truck that has seen regular use before and after the
gap this may be unlikely. In these cases even if there were no failures during that
time there should still have been the regular lubrication service of the asset.

Often no description was given on what was done in labour and contract
agreements. While the site might maintain a particular sub-system, the existence of
blanket contracts and the absence of work orders for extended periods indicates that
work done under contracts is not being recorded in the CMMS. This potentially
extends the time to failure/suspension of the data point after resulting in an over-
estimation of life. Conversely, there are occasions when there is a record of the
contract but no indication of what work was done, for example, Shovel 2 “Contract
Labour for 2 PM $60,000”.

Similarly, MARC contracts did not show what items were covered under con-
tract (and sometimes no duration). In such situations, where there was a work order
directly after the labour agreement/contract with a very large time before failure/
suspension (well in excess of the planned maintenance cycle usage hours for the
part), it was assumed the labour agreement/contract had the target part worked on
and that the following data point was deemed void.

3.7 Unrecorded Entries

Hidden entries refer to components that are changed out as part of a regular
maintenance scheme, but are not recorded separately. The most common example is
the engine midlife (also called engine service or engine maintenance), which may
cover components such as the fuel injectors, water pump, radiator and turbo
charger. For the midlife, it is common to see one entry for the midlife itself without
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any separate entries for other components that are changed out as part of the
midlife. This results in time consuming cross checking of midlife change outs,
machine rebuilds etc. to establish suspension status.

4 Discussion

The aim of this report is to highlight some of the key issues found when cleaning
data for mobile mining equipment assets. While there are issues, there is consid-
erable information contained in these records that can be used to provide a baseline
for the industry for the decade to 2012. This baseline is important for two reasons.
The first is that significant investment is going into improving the collection and
coding of maintenance data at a number of mining organisations. The results of
these improvements can be compared with the data resulting from this study. The
second is that moves to autonomous equipment will likely result in changes in
failure behaviour of the assets and their associated sub-systems. Already there is
anecdotal information that the more predictable operation of the autonomous units
is leading to less wear and tear on the sub-systems. The life data on the sub-systems
that will be produced as part of this work can be used for comparison with the
autonomous sub-system life data and also failure modes.

Four main technical issues highlighted by this work are:

1. Too may work orders are assigned to the top hierarchical level (e.g. the truck,
the loader, the grader) and not the appropriate sub-system or maintainable item.
In many cases a hierarchical structure exists but for various reasons use of it has
not been enforced.

2. Because of item (1) information about what work was done and to what asset is
only available in the work order Short Text field. This field is free-text, making
it almost impossible, without use of cleaning tools and processes similar to those
used here, to extract data with confidence.

3. There is a significant manual element in the latter steps of cleaning and good
contextual knowledge of the asset type, expected failure modes and maintenance
work is required. The team involved in this cleaning all had mechanical and/or
electrical engineering backgrounds as well as maintenance and reliability
experience. To clean 42 sub-systems on different assets (trucks, loaders, dozers)
took *1,500 h over a 3 month period.

4. From a reliability perspective, knowing if the sub-system or maintainable item
has been preventatively replaced or has failed is crucial in determining statistical
parameters on the sub-system or maintainable item groups. Failure to account
for suspensions (preventative replacements) leads to gross errors in estimating
statistical parameters such as the mean time between failures (MTBF).

Ideally, from a reliability engineer’s perspective, it should be possible to search
by function location for the sub-system or maintainable item that is to be the subject
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of analysis. Once all the work orders for that sub-system have been selected, it
should then be possible to filter to determine which entries were:

• Failures that required replacement or repair,
• Work associated with defined maintenance tactics (time/interval based

replacement, or resulting from condition monitoring or inspection activity),
• Work identified by the operator or maintainer that is not covered by mainte-

nance tactics, and
• Sub-systems or maintainable items that are functioning bur preventatively

replaced (suspensions).

The asset usage hours between work orders would also be provided, allowing the
data to be cleaned efficiently and the time between failures and order of the failures
(1st failure, 2nd failure etc. for repairable maintainable items) to be computed.

It is worth noting that the CMMSs from which this data was obtained are not the
only source of information on mobile asset cost and maintenance data. Much
information is also available from the Original Equipment Manufacturers both
through the MARC contracts and because they perform many of the rebuilds and
major repairs. In addition, each mining company has a heavy mobile equipment
engineering group which has traditionally kept track of costs and equipment per-
formance. This has largely been done using Access databases and Excel spread
sheets. The challenges with this are that this data can be highly customised to the
needs of a particular engineer and it is not easily accessible to others. There has
been a move amongst the major mining companies to make the ERP and associated
CMMS module the repository for corporate data and to ensure there is one accurate
version of the raw data. This work supports that vision. However for the purposes
of the reliability study that is the focus of the larger project being undertaken here,
the existence of these other sources of data allows for the possibility of triangulation
and hence validating reliability data.

There are organisational reasons why maintenance data issues are so widespread
across organisations and why projects like this are so difficult to do. At a simple
level, part of this is to do historically with the subordinate status of maintenance
particularly in the mining industry. However maintenance groups can be part of the
problem. They often operate as a closed shop, or tribe as described by [18], pre-
ferring less rather than more transparency around their activities and developing a
language and culture of their own. This tribal nature also makes it difficult for
engineers, particularly those without maintenance experience, to gain access to and
trust from maintenance groups. This access is important in understanding what is
done and why.

Over the years the issues with asset data quality have become increasingly
apparent, especially with the growth of programs like Six Sigma which are heavily
dependent on data. For many years the industry has got by with decisions based on
experience rather than on evidence, but in today’s competitive global economy and
focus on managing risks and optimising operations, data is a necessity. Having said
this, until recently senior managers who open the lid on the asset data quality are
quickly overwhelmed by the scale and complexity of the issue and the potential
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costs and time involved in making material changes. No one gets recognised for
improving asset data quality; in part because it has not been able to be measured.
Fortunately, this is changing with massive organisational efforts to improve the way
maintenance data is captured and coded, and in developing appropriate maintenance
tactics, executing planned maintenance work and managing the reliability and costs
of the assets. Considerable effort is also going into training mining sector asset
management personnel in the type of evidence-based decision making [19] that
draws on the data that is the focus of this project.

5 Recommendations

The following recommendations are made for future data collection to avoid the
issues described above. As mentioned in the introduction, a number of these steps
are underway in mining companies, and it is expected that the frequency of the
issues reported here to decline with time and continued focus.

1. Develop standardised formats and vocabulary for each field.
2. Common terms should be used in the Functional Location field rather than many

different terms for the same sub-system, maintainable item and component.
3. The input of make, model and class of mobile equipment should allow for ease

of sorting.
4. Where possible, require standard entries in the Short Text field. It is possible to

have a set of pre-defined terms for the majority of the work. A guide to suitable
standard entries can be developed by looking at the historical data. As far as
possible the entries, particularly for the Short Text field should be in the lan-
guage of the operators and maintainers who generate the work notifications and
reflect what is actually observed rather than the failures engineers think might
happen.

5. A separate field should be created to indicate a suspension. This is when a sub-
system or maintainable item is removed but still functions. This preventative
replacement occurs for a variety of reasons, such as interval-based replacement
tactic, a new/alternative design is being tested, or another sub-system is being
replaced and a decision is made to do this one at the same time. The data is vital
for determining reliability statistics.

6. In some organisations a PM code structure is used. This can be very helpful but
would benefit from a revision which allowed it to account for the difference
between major rebuild, work resulting from maintenance tactics (e.g. fixed
interval replacements, condition monitoring, and inspections), work generated
by the operators or maintainers that is not part of a maintenance tactic and
breakdowns. In addition, more accurate recording of PM codes is needed to
ensure the correct code is being used.

7. Create separate work orders for each sub-system and maintainable item
component that is changed out during major PM work such as a midlife.
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If components that are changed out together need to be recorded (such as the
final drives and differentials) these should be recorded separately so it is easy to
see when each component was changed. This avoids the need to guess whether
or not the differential has been changed out with the final drives or not.

8. Although not directly required for the reliability analysis, a correct value in the
cost field as well as access to data on labour costs and downtime helps with
deciphering the Short Text field. The cost helps in deducing the action in a work
order (inspection, minor repair, major repair or change out) or the number of
parts changed out if this information was not clearly given. It is possible to
develop rules that make review of cost data and other entries so that spurious or
obviously inaccurate entries are detected either prior to work order closure or as
part of an end of month audit. It is possible to obtain the labour hours from
elsewhere in the ERP system so this recommendation is about having standard
(rather than special request) reports that include this information along with the
other information described above.

9. Consideration should be given to how to create reports that can draw on data
from maintenance plans, spares, maintenance contracts and equipment usage
hours so that a more complete picture can be obtained for the asset. Currently
these sit in separate places and have to be merged manually.

Future academic work should concentrate in two areas. The first is on improving
data acquisition and measuring the maturity of the organisation in this area. This
should build on the work of [16, 17]. The second is on developing measures for
data quality specific to the types of issues highlighted here. Consistent measures
allow for improvement projects to be assessed and also open the door to bench-
marking across sites. Example target measures include:

1. Allocation of work to inappropriate levels in the asset hierarchy,
2. Inadequate or confusing identification of work,
3. Inappropriate use of Work order type and PM codes,
4. Incorrect use of maintenance tactic work order descriptors to breakdown work.

6 Conclusion

Getting useful information out of maintenance data may be challenging but it is not
impossible. The insights gained from this project will assist organisations wishing to
clean their own historical data (where necessary to support specific decisions) and
improve data capture and coding. By providing details of the process and examples
of issues, the authors hope to improve communication about these issues between
the various parties involved, data collectors, data custodians and data users.
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1 Introduction

The purpose of this chapter is to share with other industry participants, the lessons
learned in developing Works Programme Management (WPM) and its implemen-
tation within WEL Networks Ltd (WEL)—a New Zealand electricity distribution
company.

2 Background

2.1 WEL Networks Ltd—the Company

WEL is the provider of electricity infrastructure, for the distribution of energy to
over 85,000 homes, businesses and organisations throughout the Waikato region in
New Zealand. The network includes more than 5,200 km of lines and has an annual
throughput of 1,200 GWh. WEL has assets totalling in excess of NZ $550 million.
The company employs 239 staff based at WEL’s premises in Te Rapa, Hamilton.
Approximately half are field staff and the other half are engineers and adminis-
trative staff.

WEL is locally owned. The company has one shareholder, the WEL Energy
Trust. The capital beneficiaries are the region’s local councils; Hamilton City
Council, Waikato District Council and Waipa District Council.

2.2 Literature Review

Competitive advantage is key to the strategy of any company. The literature con-
tains a number of strategic models for identifying and developing strategic
advantage. Porter [7] developed the Industrial Organisation (I/O) perspective that
considers the wider competitive environment (the market), which has proven value
[5]. At the other extreme is the resource based view (RBV), which analyses the
internal capabilities of a company and its resources which should be organised to
gain a competitive advantage [3]. WEL is classed as a natural monopoly with
virtually no external competition, so RBV is more relevant to WEL.

Porter [8] developed a value chain model for analysing the effectiveness with
which a company manages its internal resources. This is most suited to a production
line type company [6]. Stabell and Fjeldstad [10] refined RBV further and identified
two other distinct types of company: consulting type companies and networking
companies. The latter classification is particularly relevant to WEL. The different
companies organise their resources in different ways [6]. The network type com-
pany continually needs to invest in its network to ensure it returns maximum value.
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WEL invests about 10 % of total value of the network annually [13]. How should
the internal resources be managed to optimise the investment?

Planning is critical. Extensive literature exists on optimising resources, but many
papers focus on the re-ordering of stock, with a very formal methodology suitable
for enterprise resource planning systems (ERP) [1, 2, 9, 11]. The main issue
addressed in this chapter is not the management of hardware resources, but the
scheduling of field staff to ensure the annual programme of work is completed.
Toptal and Sabuncuoglu [12] describe distributed scheduling. WEL has adopted
this model, which is described later in the chapter.

As stated above WEL invests about 10 % of its network value in upgrading and
maintaining the network. About 70 % of that figure is planned work over a 10 year
horizon. The other 30 % is unplanned and therefore uncertain. Part of it is a
budget allocation for faults and the other part is an allocation for customer driven
jobs, which can range from very small projects to major industrial installations.
Feng et al. [4] describe resource scheduling for uncertain demand, but once again it
is more applicable to the ordering function of an ERP system than managing staff
resources. This chapter attempts to describe a practical approach.

2.3 Asset Management

It is imperative that a detailed Asset Management Plan (AMP) is in place given the
long life of utility assets. By listening to the customers, by benchmarking with other
New Zealand lines companies and by learning about trends overseas, WEL has
established a number of objectives for the management of assets and these are
detailed in the AMP. The primary objective is to optimise the performance of the
network assets throughout their life cycle. Optimised performance covers safety,
reliability, risk and return on investment.

Safety is paramount at WEL due to the dangerous nature of electricity and the
risks it poses to staff and the general public. Isolating faults is a principle means of
protecting people and plant. However, the AMP describes a move to ground fault
neutralisation, which simultaneously maintains network safety and improves reli-
ability, but at a higher capital cost. Thus all three aspects of safety, reliability and
cost are interrelated. Hence each must be carefully balanced against the other to
achieve optimum performance across all asset classes and across the entire life
cycle of each asset.

The key inputs to the AMP are company strategic goals network performance,
customer expectations, load forecasts and the outputs from the internal risk man-
agement process. Urgent safety issues are rectified immediately so are outside the
AMP.Where a more strategic perspective is required the issues identified through the
risk management process are addressed within the AMP. A network optimised for
safety is one that has no safety related incidents. WEL has an uncompromising policy
regarding safety; there are no budget constraints when correcting a safety problem. By
comparison the optimisation of reliability is budget constrained. Investment in
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reliability is optimised through cost, customer feedback, load forecasts and current
network performance. Load forecasts are also very important for determining where
the capacity of the network will need upgrading in the future. With a typical
five year lead time for key infrastructure assets, the load forecasts are a critical factor
in these investment decisions. The output of the AMP is a list of projects and
budget allocations for the next ten years. Having a plan is fine, but unless it can be
implemented it is of very little practical benefit. The next section discusses how to
effectively and efficiently deliver the projects defined in the AMP.

3 History of Works Delivery Models

3.1 Overview

Figure 1 shows a timeline of when various works delivery models were adopted by
WEL. Prior to 1992 WEL employed its own field staff. About this time ownership
of the company changed and a decision was made to outsource the field staff. WEL
was the first utility to do this in New Zealand. A surplus of labour existed at this
time and a cultural change was needed within the company. Competition did bring
about the desired cultural change. However, after ten years had elapsed problems
with this model emerged. Managing the large number of comparatively small
contractors was expensive. Further, since the companies were comparatively small
they did not have the resources to invest in safety, plant or training. For these
reasons it was decided to move to an alliance contract model. A contractor was
appointed and one of the main benefits of the alliance was WEL learnt how to
improve its safety practices.

The alliance contract ran for about 4 years before the environment changed
again. Overseas governments recognised that their policies had led to major under

Works Delivery Model WEL History

Asset 
Management 

Outsource 
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1992 2002

Alliance 
Contractor –
Performance

Based

2006

In Source –
Faults and 

maintenance,
asset 

replacement

Capital Projects 
Preferred 

Contractors

2013

Capital 
Projects 

Tendering

In-source procurement
and distribution Centre

2012

Establish Works 
Programme 

Management

Fig. 1 A time line showing when the different models were adopted
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investment in their electrical networks. Suddenly, and in many countries across the
world, utilities were spending large sums of money on network upgrades. Resources
became scarce. No longer was there a surplus of field staff and competition had
achieved the desired cultural change. WEL too ramped up its expenditure on the
network at this time. However, it now faced the prospect of losing large numbers of
qualified tradesmen overseas. A staff survey revealed they preferred working for the
asset owning company rather than a contractor because it gave them better job
security. The chosen solution was to terminate the alliance contract and in-source the
field staff. This happened around 2006.

The main benefit from the alliance contractor model was a significant
improvement in safety, which has continued into the present. A Health, Safety and
Compliance team was set up to manage continued improvements. The overall
public and staff safety has improved significantly.

The Total Incident Rate (TIR) is measured per 200,000 man hours. TIR includes
both Lost Time Injuries (LTIs) and Medical Treatment Injuries (MTIs). This is done
to bring focus and attention to MTIs which are one step below the LTIs in the injury
pyramid. This improvement has led to a significant reduction in government levies
as illustrated in Fig. 2.

3.2 Experience with the In-Sourced Model

Since in-sourcing the delivery function, WEL has better control over developing
incentives and a culture designed to retain its workforce. In addition it has been able to
exert tighter control over safety, quality and costs. Safety is discussed above. Quality
has improved through the improvement of construction standards documentation and

Fig. 2 Improvement in cost savings due to improved safety record
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the appointment of a field auditor. The improvement is measured with two indicators
“Percentage Rework” and “Percentage Compliance” (to the WEL construction
standard). Costs are controlled through two indicators, “Billability” and “Produc-
tivity”. If used in isolation each indicator would drive behaviour to undesirable
opposite extremes, but together they focus behaviour to deliver cost effective
installations. Another area of improvement is more timely collection of as-built
construction data with greater accuracy. The target accuracy is 100 %. Over recent
years the consistency has dramatically improved from 40 to 90 %.

The most significant problem at present is the inability to deliver all the planned
work in one financial year. Over the last 4 years, the average carry over was about
$3 m or 10 % of the annual budget. The next sections investigate the cause of this
and solutions for it.

4 Work Programme Management Implementation

4.1 Understanding How the Production Line Works

The delivery of the AMP can be modelled as a production line. The “raw materials”
are the key elements of the asset management plan: asset replacement planning,
customer jobs, network planning and the maintenance programme. The outputs
from network planning, customer jobs and asset replacement planning all have to
pass through the network design process. Thus the network design process is a
constraint on the overall process. Further, in order to achieve a good “product” at
the end, the work must be properly co-ordinated through WPM. A key function of
WPM is how to optimally apportion work across both the internal and external
resources. Figure 3 shows this to be the main bottleneck in the process, therefore it
is a critical success factor for the whole process.

When the above model was applied within WEL analysis identified the lack of
Works Programme Management as the reason for not completing all the planned

Fig. 3 Works programme management production line
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projects within the required times. Poor planning impacts work scheduling in
several ways:

• Poor definition of future resource requirements, leading to reactive or delayed
responses to spikes in work load

• Having to accept quotes from contractors without the required commercial rig-
our, which leads to poor contracting strategy development and increased costs

• No firm work plan, resulting in short term scheduling, leading to poor
efficiencies

• Over resourcing on jobs
• Inefficient inventory management.

Effective resource planning is only possible if the engineering designs are
completed early enough. The key issues from this list are discussed in the following
sections.

The results of the detailed process review of the works delivery processes are
shown in the Fig. 4 below. An important aspect is the division of labour between
the Asset Management function and Operations. Previously the planning and
scheduling functions were co-located in the operations team. However, the Asset
Management function is responsible for the longer term decisions and engineering
design, and is also responsible for financial control of the work streams including
initial budgetary approval. So long term resource planning was moved to the Asset
Management function. Scheduling is typically performed over a three month time
horizon, so is still part of Operations.
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Fig. 4 Detailed analysis of works programme management
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Works Programme Planning is therefore pivotal within Works Delivery pro-
cesses and needs to be located within the Asset Management function. This is
discussed in more detail in the next section.

4.2 Establishing the Right Position in the Right Group

The purpose of the Works Planning and Scheduling Process (WPASP) is to provide
clear direction that the planning and scheduling groups can follow. By creating
clear accountabilities within the division and establishing clear boundaries for the
work that should be included it was anticipated that efficiencies could be gained, as
well as improved working relationships across different groups and divisions. The
anticipated strategic benefits include:

• Improved relationship between divisions
• Improved accuracy of information across all divisions
• Improved efficiency of the Works Delivery group.

The WPASP is focused on providing long term planning functions for strategic
decision making, as well as providing a balanced three monthly schedule of work.
The group must also balance all external workforce requirements. The outputs of
this process are:

• Complete job packs, containing the design pack, maintenance pack, or action
register with allocated resources

• Updated Global High Level Plan (18 month rolling)
• Updated Master Plan and Schedule (three month rolling).

It was decided to establish a works programme manager position within the
Asset Management group rather than in Field Service group. This position is
responsible for producing a resource plan to implement the approved 18 month
rolling work plan. The position is also responsible for producing an approved AMP
that includes the maintenance plan in order to:

• Identify forward resource requirements for the in-house work force capacity and
competency development

• Identify forward resource requirements for preferred contractors to ensure
proper contracting strategy management

• Identify projects to be tendered for a competitive price or benchmarking purpose
• Identify long lead time material delivery issues for the Procurement Manager to

develop proper procurement strategy to mitigate risks, allowing just in time
delivery of high value capital purchases

• Communicate the long term Resource Plan to key stakeholders and update it
based on feedback and obtain approval for on-going, regular monitoring and
updates (monthly or quarterly), and provide coordinated feedback to key
stakeholders
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• Monitor the overall capital and maintenance programme delivery performance
and take corrective actions to achieve targets.

The next section discusses the recent implementation of the Works Programme
Planning process.

4.3 Implementation

The role of Works Programme Manager was established. The priority tasks
included the following:

• Capital project data was collected from project managers and budgets. This
information was transferred to MS Excel to allow a resource “snapshot” of the
information “today”

• All maintenance activities (including faults) budgeted in this financial year from
the Maintenance Strategy team were applied across the various Field Service
crafts

• The Field Services resource availability (actual head count by craft) plus
overtime was used to obtain a visual “supply and demand” resource comparison.

Figure 5 shows the required resources (light blue bars), which is compared with
the available in-house Field Services resources. The in-house resources were shown
to be significantly below that required to meet the demand.

In order to fairly allocate work to in-house Field Services, staff workshops were
held and established the following:

• Field Services will be responsible for faults, maintenance programme (vegeta-
tion is a separate programme), plus as much as possible of the asset replacement
projects, and a selection of capital projects

• Capital project selection (including customer jobs) for Field Services will be
based on resource availability in consideration with seasonal weather patterns,
combining the maintenance programme and asset replacement projects

Fig. 5 Total planned work compared against operations capacity
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• Skilled staff retention would be enhanced by allocating suitable and challenging
work in house. E.g. Technician staff or other crafts carry out suitable portions of
out sourced projects.

Where Field Services have insufficient resources to deliver the work programme
it must be contracted out in order to complete all the work by the end of the budget
period. In the past this has happened on an ad hoc basis often near the end of the
budget period. At this time the contractors often had too much work, so WEL was
charged a premium by them or simply could not engage anyone to complete the
work. Improved planning will allow WEL to enter into a preferred contractor
agreement and provide a minimum guaranteed workload for them at the beginning
of the financial year. This has two key benefits. Firstly, WEL can obtain compet-
itive prices for its work and secondly, the works programme can be completed
within the budget period without any carry over to the next year.

After completing the high level analysis, a detailed analysis of resource
requirements by craft was performed in order to efficiently allocate work to Field
Services. The analysis showed where adequate resources are available and where
there are currently shortages. An example is shown Fig. 6.

It shows a significant shortage of cable jointers. This is a major impediment to the
works delivery programme. These people are highly skilled, rare and take a long time
to train. There is therefore potentially a long lead time required to increase the internal
resources. This is an area that may have to be contracted out, at least in the short term.

Effective resource planning is only possible if the engineering designs are
completed early enough. Early completion of designs means early identification of
resource and material constraints is possible. This provides sufficient time to mit-
igate these risks before they impact on the performance of WEL. Other benefits
include aggregation of material requirements from various projects, which creates
the possibility of discounts for bulk purchases, as well as optimising scheduling
according to the geographic location of projects. As a result of the constraints in the
Design Team, approval has been granted to employ two more designers. It may be
necessary to hire external consultants to assist in levelling out some of the workload
of the Design Team. A software tool can aid scheduling and provide transparent
communication across all teams within the company.
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Fig. 6 Cable Jointer resource shortage
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4.4 Lessons Learned

The key lessons learned after 20 years’ experience is:

• No one model is perfect, but companies must choose the right model at the right
time in the right environment

• The model of letting work out to a large number of smaller contracting com-
panies can be useful for changing the culture of the industry, but it has a
comparatively short life span. The limitations are due to the inability of smaller
contracting companies to invest in safety, plant and training and maintain
technical standards

• An alliance model overcomes many of these limitations. It can provide effective
knowledge transfer. However, the asset owning company still lacks control over
staff retention, as well as safety and quality to some extent. Where staff short-
ages exist or control of safety, quality or costs become an issue, then an in-house
model is preferred. Risk management and retention of corporate intellectual
property may also be at risk with this model

• The in-house model is a good model if staff retention is an issue. The drivers
foster a pride in the network and personal ownership of the network. The
difficulties with the in-sourcing model are maintaining a productivity orientated
culture and ensuring that the in-house cost structure is competitive and com-
parable to the wider market costs

• Long term planning is essential for successful implementation of a works
delivery programme. The design function must be sufficiently resourced to
enable it to produce designs up to a year before they are needed for construction.
The detailed designs are needed for detailed resource planning

• The recent implementation of works programme management has shown that a
Works Programme Manager is better located in the Asset Management function
and the schedulers within the Operations group

• Efficient delivery is achieved through earlier and more comprehensive planning
• Communication across the groups is vital. A software tool is important for

aiding that visibility across groups.

5 Conclusion

The various works delivery models have been described and critically analysed.
The key findings are as follows:

• Companies must understand the operating environment to understand which
operating model works best for their environment. The business environment is
dynamic, so the validity of an existing operating model must be constantly
reviewed and modified where necessary
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• WEL has implemented this principle for over 20 years, which initially has
resulted in out-sourcing, then moving to an alliance contract before moving back
to in-sourcing

• Far greater control has been gained through the in-sourcing option resulting in
greater stability of wage rates and lower costs. At the same time, the sense of
ownership has resulted in the improvement of both safety standards and quality

• In order to maintain cost effectiveness, carefully designed measures must be
devised to ensure productivity remains high, yet cost effective.

A finding common to all models is that long term asset management and related
resource planning are essential for successful implementation of a works delivery
programme. In order to enable good resource planning detailed designs must be
produced up to a year prior to construction. For this to happen the design function
must be sufficiently resourced, so in order to ensure adequate delivery resources
there must be adequate planning and design resources located in the Asset
Management function of the organisation.
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A Performance Degradation Interval
Prediction Method Based on Support
Vector Machine and Fuzzy Information
Granulation

Fuqiang Sun, Xiaoyang Li and Tongmin Jiang

Abstract To predict the trend and interval of the product performance degradation,
a combination approach of fuzzy information granulation (FIG) and support vector
machine (SVM) is proposed. Firstly, to make interval prediction of performance
degradation and reduce prediction error, the monitoring performance degradation
data is divided into several segments in accordance with the actual needs, and the
fuzzy information granulation method is used to describe the information of each
data segment by the concept of information granule. Then, the support vector
machine is applied in the modelling of the fuzzy information granules data. Finally,
the proposed FIG–SVM method is applied in degradation assessment of a micro-
wave product, and the result shows that the method is feasible and is effective in
improving the modelling precision.

1 Introduction

With the rapid growth of technology and market competition, there are some new
characteristics of the modern products development direction, such as complexity,
high-speed and intelligence. And also the products must face more and more harsh
running condition. Once faults occur in these products, it will affect the production
efficiency and induce economic loss, or even bring up personnel casualty and cause
serious social effects. Therefore, it is necessary and important to monitor product’s
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operation state and diagnose their faults in order to improve safety, allow predictive
maintenance and shorten significantly the associated out of service time.

Generally, it is a continuous performance degradation process from the product
initial state to the final failure. If the product performance degradation degree and
trend can be obtained by monitoring the characteristic parameters, it would be
possible to make credible maintenance schedule and prevent the urgent broken.
Product performance degeneration assessment and trend prediction is proposed
based on the above idea, which is the key technology of the Prognostic and Health
Management (PHM) and the Intelligent Maintenance System (IMS) [1].

The essence of degradation assessment and trend prediction is the pattern rec-
ognition of product operation state. Most of the existing degradation assessment
and prediction methods can be divided into two main categories: physics-based
models and data-driven models [2]. Physics-based models typically involve
building technically comprehensive mathematical models to describe the physics of
the system and failure mechanism. However, for most industry applications,
physics-based models might not be the most practical solution since the system
composition and failure mechanism are too complex. Data-driven approaches
attempt to obtain models directly from routinely collected performance degradation
data instead of building models based on comprehensive system physics and human
expertise. In recent years, the commonly used data-driven modeling methods
including ARMA models, Artificial Neural Networks (ANN), Kalman filtering,
grey model, and hidden Markov model (HMM). Among these methods, the ANN
method is more widely adopted. However, the ANN method is based on the
empirical risk minimization (ERM) principle. As a result, the ANN method might
run into the over-fitting or under-fitting problem and get the bad generalization
performance.

Recently, the support vector machine (SVM), a novel learning machine based on
statistical learning theory (SLT), was developed by Vapnik and his co-workers in
1995 at the AT&T Bell Laboratories [3]. The SVM implements the structural risk
minimization (SRM) principle, which makes the SVM overcome the above draw-
backs of the ANN method and have a preferable generalization capability. Besides
that, the SVM algorithm is equivalent to solving a quadratic programming problem,
which can ensure the solution to be global optimization. Just for these advantages,
the SVM method has been successfully applied in various fields including finance,
control, engineering, etc. In [4, 5], SVM regression is respectively applied to
machine condition trend prediction based on vibration signals. In [6], the SVM is
utilized in the drift modelling of the dynamically tuned gyroscope (DTG).

However, the SVM multi-step prediction error has the increasing regularity with
the increase of the number of prediction steps [7]. In order to make long-term
prediction for the product performance state and reduce prediction error, this
chapter divides the degradation data into several data segments, and uses a certain
description to replace the information of each data segment. On this basis, the
multi-step prediction model for the description of each segment data could be
established. So, the key question is how to accurately describe the information of
each data segment. Moreover, in many cases, the purpose of the performance
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degradation assessment and prediction is not only to accurately predict the per-
formance status at future point in time, but also to predict the trend and interval of
the products performance state in the next period of time (as planned downtime).

Fuzzy information granulation (FIG) method provides an effective way to solve
these problems. Information granule has outstanding advantages in terms of pro-
cessing vague, incomplete, imprecise and uncertain data mining. It can ignore the
irrelevant details of the interval data, and the characteristics of the interval can be
well characterized at the same time [8].

Therefore, an integration degradation assessment and trend prediction method of
fuzzy information granulation and support vector machine is proposed in this
chapter. Fuzzy information granulation method adopts the concept of information
granule to describe each data segment. By modeling the fuzzy granules using SVM,
the product performance state changing space in the future could be predicted. The
proposed FIG-SVM method is expected to more accurately identify the behaviour
of the products performance degradation and to provide the basis for maintenance
decision-making better.

2 Support Vector Machine for Regression

Support Vector Machine (SVM) was developed by V. N. Vapnik and his
co-workers [3, 9], which is a novel learning machine based on statistical learning
theory. SVM minimizes the true risk by principle of Structure Risk Minimization
(SRM). In 1997, with the introduction of Vapnik’s ε-insensitive loss function, SVM
was successfully utilized to solve the regression problems. The basic idea the SVM
for regression is to map the input data into a high-dimensional feature space by a
nonlinear mapping Φ and to perform the linear regression in this space, as shown in
Fig. 1.

The theory of SVM for regression is briefly introduced as follows [6, 7].
Given a set of training data {(xi, yi), … (xl, yl)}, i = 1, 2, …, l, where xi∈R

n

denote input patterns, yi∈R are the targets and l is the total number of training
samples. In SVM for regression, the goal is to find a function f(x), i.e. an optimal
hyperplane, which has at most ε deviation from the actually obtained targets yi for
all the training data and is as flat as possible. The form of functions is denoted as

Fig. 1 The basic idea of the
SVM
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y ¼ f ðxÞ ¼ x;UðxÞh i þ b with U : Rn ! F;x 2 F ð1Þ

where Φ(·) is a nonlinear mapping by which the input data x is mapped into a high
dimensional space F, and〈·,·〉 denotes the dot product in space F. The unknown
variables ω and b are estimated by minimizing the regularized risk function Rreg[f]

Rreg½f � ¼ 1
2

xk k2þC
Xl

i¼1

fðf ðxiÞ � yiÞ ð2Þ

fðf ðxÞ � yÞ ¼ maxf0; jy� f ðxÞj � eg ð3Þ

where C is a constant which determining the trade-off between the flatness of the
regularized term (||ω||2/2) and the empirical error. fð�Þ is the ε-insensitive loss
function, and e is the tube size.

By introducing the non-negative slack variables nð�Þi , Eq. (2) is transformed into
the following convex constrained optimization problem:

Minimize Cðx; n; n�Þ ¼ 1
2

xk k2þC
Xl

i¼1

fðni þ n�i Þ ð4Þ

Subject to x;UðxiÞh i þ b� yi � eþ ni
yi � x;UðxiÞh i � b� eþ n�i
ni; n

�
i � 0; i ¼ 1; 2; . . .; l:

ð5Þ

According to Wolfe’s Dual Theorem and the saddle-point condition, the dual
optimization problem of the Eq. (4) is obtained as the following form:

Minimize Wðað�Þi Þ ¼e
Xl

i¼1

ða�i þ aiÞ �
Xl

i¼1

yiða�i � aiÞ

þ 1
2

Xl

i;j¼1

ða�i � aiÞða�j � ajÞ UðxiÞ;UðxjÞ
� �

ð6Þ

Subject to
Pl

i¼1
ðai � a�i Þ ¼ 0

0� að�Þi �C; i ¼ 1; 2; . . .; l:

ð7Þ

With x ¼
Xl

i¼1

ða�i � aiÞUðxiÞ ð8Þ

where að�Þi are the nonnegative Lagrange multipliers that can be obtained by solving
the convex quadratic programming problem stated above. Finally, by exploiting the
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Karush–Kuhn–Tucker (KKT) conditions, the decision function given by Eq. (1)
gets the following form:

f ðxÞ ¼
Xl

i¼1

ða�i � aiÞ UðxiÞ;UðxÞh i þ b ð9Þ

In order to get the dot product in the feature space simply and avoid the curse of
dimensionality, the kernel function k xi; xj

� � ¼ U xið Þ; U xj
� �� �

is introduced, which
satisfies the Mercer condition. The most commonly used kernel functions are:

(a) The polynomial kernel kðx; x0Þ ¼ ð x; x0h i þ cÞp; p 2 N; c� 0

(b) The Radial Basis Function (RBF) kernel kðx; x0Þ ¼ exp � x� x0k k2
.
ð2r2Þ

� �

(c) The Sigmoid kernel kðx; x0Þ ¼ tanhðb x; x0h i þ hÞ

3 Theory of Fuzzy Information Granulation

3.1 Information Granulation

The concept of information granule was first proposed by L.A. Zadeh in 1979 [10,
11]. Informally, the information granules are collection of entities, usually origi-
nating at the numeric level, that are arranged together due to their similarity,
functional adjacency, indistinguishability, coherency or alike. The information
granulation (IG) is a process of the construction of information granules.

There are mainly three models of IG: model based on fuzzy set theory; model
based on rough set theory; model based on quotient space theory [12]. This chapter
emphasizes on model based on fuzzy set theory without concerning another two
models.

Fuzzy set theory was proposed by L.A. Zadeh in 1960s. Based on fuzzy set,
Zadeh gave a profile of data granule in fuzzy information granulation (FIG)
problem as follows

g ¼ x is Gð Þ is k ð10Þ

where x is variable of universe U, G is a fuzzy subset of U, the membership
function of which is μG, λ denotes the probability.
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3.2 FIG Method for Time Series

A. Bargiela and W. Pedrycz introduced the theory of information granulation (IG)
to time series analysis [13, 14, 15]. They presented there an optimized fuzzy
information granulation method for building fuzzy granules.

FIG method of W. Pedrycz has two steps: firstly, the given sequence should be
divided into several subsequences as the operation windows; Secondly, fuzzifica-
tion processing in every window to generate the fuzzy set, i.e. fuzzy granule.

Given a sequence X = (x1, x2,…, xn), consider the single window problem, i.e.
get a fuzzy granule P from X. The fuzzy granule P is a fuzzy concept G which is a
fuzzy set with universe X. The process of FIG is to get the membership function
A of G, i.e. A = μG. In the following statements, G can be substituted by fuzzy
granule P without special announcement, i.e.

P ¼ AðxÞ; x 2 X ð11Þ

The main forms of fuzzy granules including: triangle, trapezoid, gauss and
parabola, etc. The membership function of triangle fuzzy granule in this chapter is:

Aðx; a;m; bÞ ¼
0; x\a
x�a
m�a ; a� x�m
b�x
b�m ; m\x� b
0; x[ b

8
>><

>>:
ð12Þ

where a, m, and b are parameters of A . A graph of triangle fuzzy granule is shown
in Fig. 2.

The basic ideas of constructing fuzzy granule are proposed by W. Pedrycz.

(i) Fuzzy granule should represent the original data reasonably, i.e. maximizing
the sum of membership function A;

1

0 a bm

x

A(x,a,m,b)Fig. 2 The membership
function of triangle fuzzy
granule
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(ii) Fuzzy granule should have some particularity, i.e. minimizing measure(supp-
(A)), which is called the support measure of A.

Based on the ideas, a function of A is constructed to find a balance of ideas (i)
and (ii):

QðAÞ ¼ MðAÞ
NðAÞ ¼

P
x2X

AðxÞ
measureðsuppðAÞÞ ð13Þ

where M(A) satisfies idea (i) and N(A) satisfies idea (ii), maximizing Q(A) can
satisfy the balance of ideas (i) and (ii).

4 The FIG–SVM Prediction Method

In practice, whether the product is running in good condition at a future period of
time is concerned by enterprises, which is an important basis for developing pro-
duction plans. Therefore, the FIG-SVM combined method is utilized to assess and
predict the degradation trend and interval of product performance state in the future
period of time (e.g. a week). The framework of FIG-SVM degradation interval
prediction method is shown in Fig. 3.

Assume that a product has p performance characteristic parameters and the
number of detections of each parameter is M. The observations matrix of product
performance parameters is:

X ¼

x11 x12 � � � x1p
x21 x22 � � � x2p
..
. ..

. ..
.

xM1 xM2 � � � xMp

2
6664

3
7775 ð14Þ

Feature dimension reduction

FIG of the characteristic indicators

SVM modeling for granulation data

Product degradation data

Prediction of degradation 
trend and interval

Fig. 3 Framework of the
FIG-SVM prediction method
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where, xij; i ¼ 1; 2; . . .;M; j ¼ 1; 2; . . .; p denotes the observed value of the i-th
detection of the j-th performance characteristic parameter.

Products performance degradation assessment is actually a dynamic pattern
recognition problem. To reduce the calculation complexity of the pattern classifier,
it is necessary to carry out feature dimension reduction for the original data firstly.
Principal component analysis (PCA) is one of the most commonly used statistical
methods for feature extraction and dimension reduction by transforming the original
features into a new set of uncorrelated features [16]. The obtained principal com-
ponents can serve as the characteristic indicators of products performance state.

4.1 FIG Processing

To make interval prediction of performance degradation and reduce prediction
error, the degradation data is divided into several segments, and FIG is used to
describe the information of each data segment by fuzzy granules. The W. Pedrycz
method of constructing fuzzy granules is utilized here. The FIG algorithm of the
product performance characteristic indicators, taking the first principal component
y1 as example, is shown below.

I Let the operation window size is w, and divide the principal component y1 into
[M/w] subsequences, denoted by Δyn, n = 1,2,…, [M/w].

II Construct the triangle fuzzy granule P = (a, m, b) of a subsequence Δyn.
Firstly, determine the median of subsequence Δyn as the core of fuzzy granule
P, i.e. m. Then, determine the parameters a and b of fuzzy granule P by
solving the optimization problem in Eq. (15).

Maximize QðAÞ ¼
Pw

i¼1
AðDyniÞ

measureðsuppðAÞÞ ¼
Pw

i¼1
AðDyniÞ
b� a

ð15Þ

III Using the above methods, construct the triangle fuzzy granules Pi = (ai, mi, bi)
i = 1, 2, …, [M/w] of the [M/w] subsequences of the principal component y1,
respectively. Denote

Low ¼ ½a1; a2; . . .; a½M=w��0
R ¼ ½m1;m2; . . .;m½M=w��0
Up ¼ ½b1; b2; . . .; b½M=w��0

8
<

: ð16Þ

where, Low, R, and Up respectively describe the minimum value, average level,
and maximum value of principal component y1 changing in the [M/w]
subsequences.

The other principal component data could conduct fuzzy information granulation
processing by the same method.
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4.2 SVM Modeling

The data phase space reconstruction is conducted in order to mine the data for more
useful information, i.e. making a one-dimensional time series XN = {x1, x2, …, xN }
transformed into the following matrix form

Xre ¼
x*hþ1

x*hþ2

� � �
x*N

2
664

3
775 ¼

x1 x2 � � � xh
x2 x3 � � � xhþ1

� � � � � � . .
. � � �

xN�h xN�hþ1 � � � xN�1

2
6664

3
7775; Yre ¼

xhþ1

xhþ2

� � �
xN

2
664

3
775 ð17Þ

where, h is the prediction embedded order. The principle of Final Prediction Error
(FPF), which can identify AR model order in time series analysis, is utilized to
obtain the best prediction order h [17].

The SVM regression model is constructed with Xre as the input matrix and Yre as
the target vector.

xi ¼ f ðx*iÞ ¼ f ðfxi�h; xi�hþ1; . . .; xi�2; xi�1gÞ ð18Þ

The SVM regression model (18) is utilized for predicting the future trend. The
l-steps SVM prediction model is as follow:

x̂Nþl ¼ f xN�hþl; xN�hþlþ1; . . .; xN ; x̂Nþ1; . . .; x̂Nþlf gð Þ ð19Þ

For granulation data Low, R, and Up of every principal component, the space
reconstruction are conducted according to Eq. (17) firstly. Then, the SVM regres-
sion models are respectively constructed. Finally, the recursive prediction of the
granulation data Low, R, and Up of every principal component is carried out based
on the l-steps SVM prediction model in Eq. (19). Consequently, the change trend
and intervals of product operation state can be obtained by this method.

5 Case Study

Taking a microwave product as the application object, the proposed FIG-SVM
method is utilized to predict the change trend and intervals of its performance state.
This product has 9 performance characteristic parameters, and we collected a total
of 686 observations of every parameter by detecting once a day. The purpose of this
case is to predict the change trend and intervals of product performance in the
coming weeks. The former 448 daily degradation data are used in the FIG-SVM
modeling, as shown in Fig. 4. And the remaining data will serve as the test data to
verify the modeling accuracy.

A Performance Degradation Interval Prediction … 371



PCA is used to reduce the dimension of the original observation data. In this
case, the cumulative contribution rate of the first principal component is already
more than 90 %. Therefore, the product performance degradation characteristic
indicator is the first principal component, as shown in Fig. 5.

Then, the W. Pedrycz FIG method is utilized to deal with the degradation
characteristic indicator. The granulation window size is 7, i.e. the length the sub-
sequence is 7, and the first principal component data is divided into 64 operation
windows. Then, the fuzzy granules are constructed on every window, and the
results are shown in Fig. 6.

Finally, according to the Eq. (19), the 34-step SVM prediction models for the
granulation data Low, R, and Up are established. And the degradation trend and
intervals of product performance state can be obtained by the recursive prediction
method, as shown in Fig. 7.
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It can be seen from Fig. 7 that the predicted result consistent with the test data,
i.e. actual product performance status. And the proposed method is accurate and
feasible. According to the prediction results, the changes of performance status in
the coming weeks can be obtained, which can provide assistance for the mainte-
nance decision.

6 Conclusion

In order to achieve the best utilization of the product, reduce maintenance costs and
improve production efficiency, product performance degradation assessment theory
and technology is researched in this chapter. A combination approach of the fuzzy
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information granulation and support vector machine is proposed to construct the
prediction model of products performance degradation. This approach quantitative
describes the product running status and predicts the trend and intervals of product
performance degradation. The case analysis showed that the proposed method can
accurately describe the degree of performance degradation.

At present, the study of product performance degradation assessment and pre-
diction is still in its infancy, and the proposed model has laid a foundation, but there
are a lot of research needs to be further carried out.
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Maintenance Solutions for Cost-Effective
Production: A Case Study in a Paper Mill

Damjan Maletič, Viktor Lovrenčič, Matjaž Maletič, Basim Al-Najjar
and Boštjan Gomišček

Abstract For companies, in order to stay competitive, it is necessary to continu-
ously increase the effectiveness and efficiency of their production processes.
Therefore the purpose of this chapter is to discuss the role of maintenance in
achieving the competitive advantages using cost-effectiveness aspect of mainte-
nance process. In this regard, the chapter illustrates/discusses the impact of
mechanical and electrical failures on company’s business on an example of a paper
mill where processes are running 24/7. Thus, this paper presents the role of
vibration-based maintenance (VBM) in enhancing the production and maintenance
performance continuously and cost-effectively. Using empirical data collected from
a paper mill case study, we found that company could avoid the profit losses even to
a greater extent if it would improve the effectiveness of the VBM. With respect to
the electrical causes of failures, a live working technique for improving the reli-
ability and availability of the paper machine is proposed. Therefore, maintenance
solution concerning the paper machine is suggested and discussed as well as
potential benefits are highlighted. The results supported the notion that there is a
positive association between the reduction of the unplanned stoppages and potential
savings. The results have also shown that there is a need for more systematic
approach, and a more holistic view of the maintenance function for establishing and
running a cost-effective maintenance policy in the paper mill under consideration.
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1 Introduction

Over the past decade, plant maintenance has evolved to be one of the most important
areas in the business environment [1]. The potential impact of maintenance at the
level of operations and logistics (flexibility, throughput time, quality, etc.) is con-
siderable, and therefore the financial implications of maintenance can be substantial
[2]. Thus, even though in the past maintenance was usually considered just as a cost,
nowadays it represents an important source of a competitive advantage [3]. The
importance of effective maintenance is essential, given the fact that the costs of
maintenance, estimated to be between 15 and 40 per cent of production costs [4]. On
the other hand, in a study [5] author found that the mean percentage of OEE across
the sampled cases was 55 percent. In this regard a study [6] indicated that the
company can increase its production capacity without investing in new machinery if
it implements an efficient maintenance policy, which allows enhancing availability
strongly, quality rate and performance efficiency moderately. Maintenance is
therefore a factor that affects OEE to a high extent and small investments in main-
tenance can lead to appreciable reduction in production cost [3, 7].

Using vibration-based Maintenance (VBM) it is possible to receive indications of
changes of the condition of amachine at an early stage [8]. In addition, effective usage
of vibration-basedMaintenance (VBM)within Total QualityMaintenance (TQMain)
concept for rotatingmachines provides the user with a long lead time for start planning
cost-effective maintenance actions to avoid failures [9]. VBM is becoming more
widespread, especially where downtime costs are high [6]. One of the aims of this
chapter is to present VBM in the context of preventing mechanical failures as well as
considering the potential benefits for company. Drawing on prior studies e.g. [3] that
have examined the impact of VBM on company’s business, our study aims to discuss
the potential improvements of using VBM in the case of a paper mill company.

Recently, studies are beginning to address the live working in the electro-
energetic sector [10]. There are great possibilities for the application of the live
working (LW), especially from the perspective of achieving higher quality stan-
dards of the distribution of the electrical energy [10]. Consistently with the standard
[11] this chapter adopts the following definition of the live working: all work in
which a worker deliberately makes contact with live parts or reaches into the live
working zone with either parts of his or her body or with tools, equipment or
devices being handled. Hence, the idea behind the live working is discussed in this
chapter in relation to paper machine, particularly in the context of achieving high
availability and productivity as well as reducing the losses caused by unplanned
stoppages. In this regard, the possibility of the outage-free maintenance brings an
opportunity to contribute to the cost-effective maintenance.

This study therefore, examines the impact of mechanical and electrical failures
on company’s business on an example of a paper mill, using VBM and live
working. The chapter is organized as follows. In Sect. 2, the theoretical background
is provided. The case study analysis and results are presented in Sect. 3. Section 4 is
devoted to discussion and conclusion.
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2 Theoretical Background

The scope of maintenance in a manufacturing environment is illustrated by its
various definitions. The British Standards Institute defines maintenance as [12]:

A combination of all technical and associated administrative activities required to keep
equipment, installations and other physical assets in the desired operating condition or
restore them to this condition.

While maintenance is still often considered as a cost centre, research has
highlighted the impact of the maintenance function on the company business [3,13].
In general, improvements in the performance of a maintenance policy aim to reduce
production cost and increase company’s profit and competitiveness through
enhancing process availability, performance efficiency and quality rate [3]. The
contribution of maintenance to the performance and profitability of manufacturing
systems is to ensure that the plant can perform according to the agreed condition or
what the company expected, by balancing between the allocation of maintenance
resources and the plant output [14, 15]. Al-Najjar [16] stated that by applying
effective maintenance, such as TQMain, a company’s profitability and competi-
tiveness can be enhanced through the continuous cost-effective improvement of
production and maintenance processes. In this chapter we attempt to introduce a
live working technique for reducing electrical failures, as well as to discuss a
possibility to improve effectiveness of maintenance by using VBM (Fig. 1).

Figure 1 shows the basic interdependence between the maintenance and the
production function. Essentially, by utilizing manufacturing system degradation
occurs, and without proper maintenance this would lead to loss of function. Thus,
the interaction between production and maintenance is very important. Negligence
of maintenance and its role in the production process allows rapid degradation of
machine and product quality [3].

On contrary to the VBM which is widely recognized maintenance approach, live
working is still expanding in the field of maintenance of production systems. As we
mentioned above live working method is any work in which the worker or his body
parts, tools and equipment enter into contact with elements under voltage. In
general, there are three methods of live working which help workers avoid the
considerable hazards of live working [11]:

• Hot stick working: Hot sticks are used in live work by having the worker remain
at a specified distance from the live parts and carry out the work by means of an
insulating stick.

• Working with insulating gloves: In this type, the worker is electrically protected
by insulating gloves and other insulating equipment, and carries out the work in
direct mechanical contact with the live parts

• Bare hands working: This approach involves placing the worker in direct
electric contact with the live parts.

Maintenance Solutions for Cost-Effective Production … 377



In electrical engineering, live working method is used for the maintenance of
electrical equipment in order to prevent electrical failures. However, maintenance
decisions regarding live working should be based according to the actual condition
of the component (for instance, using infrared thermography to determine the
condition of the component). Therefore, live working aims to ensure the reliability
of electrical installations in production process by secure and continuous supply of
electricity. Hence, continuous supply of electrical energy, smooth production pro-
cesses (e.g. paper mill production processes), are identified as internal motivational
factors of implementing live working method [17]. Apart from these definitions it is
also necessary to indicate that safety requirements and other regulations must be
considered when performing maintenance work under voltage. In addition to the
legislation requirements, training of workers in the field of the live working is
essential element in implementing the live working method [18].

2.1 Maintenance Performance Measures

In order to ensure a good performance of the production plant, organization needs
to follow up the performance of maintenance processes [19]. It is essential to
establish a proper performance measurement system in order to sustain improve-
ment processes in companies [20]. Different measures are used in the field of
maintenance. For the purpose of this study two measures are proposed. In the
following a measure used to display the technical and economic impact of a more
efficient maintenance policy on manufacturing process effectiveness is presented.

Manufacturing process
(Paper machine)

Overall equipment effectiveness (OEE)
Availability, Performance efficiency, Quality rate

Maintenance

Asset utilization

Deterioration process

Input Output

• High quality product
• Product at a competitive price
• Delivery on time
• Environmentally friendly production 
• Health & safety considerations

Vibration based maintenance

Live working method

Effective maintenance policy
Continuous improvement

Fig. 1 The role of maintenance in cost-effective production
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This equation presents the ratio between total maintenance-related cost and total
accepted product [21]:

totalmaintenance related cost

total accepted product
: ð1Þ

In this study total maintenance-related cost consist of direct labour, outsourcing
and material. The second proposed measure represents the ration between main-
tenance cost and operating time:

totalmaintenance related cost

operating time
: ð2Þ

This is to achieve a measure of maintenance cost that can be used independent of
the machine operating time, because longer (or faster) use of a manufacturing
machine usually increases maintenance cost [21].

3 Case Study

The case study was conducted in a Slovenian paper mill company. This research
project began in autumn 2012 and aimed to increase the knowledge of how to
improve maintenance policy and to introduce the possibility of implementing a live
working method. The selection of suitable case was primarily based on what could
be learnt in relation to the impact of maintenance on company’s business from the
perspective of the VBM and the live working method. The case study was con-
ducted at the paper machine PM5. It could be argued that maintenance is highly
crucial for this company, since the paper machine is running 24/7.

Different data were gathered for the purpose of this study. It consisted of two
parts—technical and economic. In this regard, several plant visits were conducted
in order to obtain all the relevant data, and to discuss with maintenance manager. As
the economic data were confidential, the data used in the analysis were changed.

3.1 Data Analysis and Results

Prior to empirical analysis the total stoppage time was divided according to the
following categories: short stoppages, unplanned stoppages and planned stoppages
(Fig. 2).

As shown in Fig. 2 the short stoppage constitutes the largest portion of the
stoppage time in all three presented years. The planned stoppages were planned, in
general, every sixth week to perform certain operational tasks. However, one should
note that planned stoppage time doesn’t include time spent for an annual overhaul.
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The results revealed that about 1.8 % in 2011, 2 % in 2010 and 2.8 % in 2009 of the
planned operating time, the machine was stopped due to the unplanned stoppages.
The causes of the unplanned stoppages are illustrated in Fig. 3.

One can also see (Fig. 3) that unplanned stoppages in the case of mechanical
causes are decreasing since 2009 onwards. The latter implies that company man-
aged to avoid certain amount of failures, especially those that can be monitored by
vibration signals.

The maintenance department of the company has been implementing the
vibration monitoring for several years. In this company the vibration analysis is
outsourced and the measurements, analysis and evaluation of the condition of
equipment monitored are delivered by a sub-supplier. However, our analysis shows
that effectiveness of VBM policy could be improved. Periodic measurements are
usually performed once per month, and based on these measurements company
receive a paper report containing the spectrum analysis of past and current mea-
surements. Mapping the condition of equipment and assessing its damage severity
depends on several variables (e.g. past data, trend, current measurement, deterio-
ration rate, maximum allowable limit for the condition monitoring (CM) value,
residual time and probability of failure at that CM value level) [7]. Having this in
mind, it can be argued that maintenance decisions cannot be effectively supported
based on these paper reports. Therefore, with a more accurate VBM recommen-
dations company could plan replacements of bearings during the planned time,
when a paper machine is not operating due to certain operational tasks conducting
by the production department. This would lead to a reduction of unplanned stop-
page time, an increase in availability, and enhancing the economic benefits that
could be gained by more efficient maintenance. To support our discussion the
detailed analysis of the year 2011 is presented in the following. Using the Eq. 1 we
found that there are no major differences in the presented years. The costs slightly
decrease from 2009 onwards. However, in year 2011 one can find somewhat
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Fig. 2 Causes of total stoppage time at paper machine PM5
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reduced productivity, mainly due to low demand as will be explained later. Using
Eq. 1 we assessed the maintenance cost with respect to operating time (Fig. 4).

As shown in Fig. 4, the highest value corresponds to December, November,
September, followed by February and January. The plausible explanation for the
highest value is that during this month conducted an annual overhaul, which ulti-
mately resulted in higher costs and lower operating time. Further, the second
highest value was caused by the low demand, which decreased the operating time.
The results revealed that the majority of unplanned stoppages occurred during the
January. As such this period was taken into further analysis. It was found that
mechanical causes prevailed alongside all unplanned stoppages. In particular, two
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unplanned stoppages could be avoided using vibration monitoring. These failures
could be prevented by using more effective VBM. This means that mechanical
components could be replaced either in November during the time planned for
regular operational tasks or in the end of the December while an annual overhaul
was performed. In addition we assessed the financial impact of maintenance in the
case if more effective maintenance policy would be implemented. Hence, expressed
in financial value this means 16.000,00 € profit losses (potential savings).

Second part of this case study includes an analysis and discussion of possible
benefits of live working method. This method was introduced to the company and
some minor tasks were already performed. With this method maintenance tasks can
be conducted without having previously disconnected the energy. It is mainly
aimed to reduce stoppages due to electrical causes. For the purpose of this study we
performed the simulation (for the year 2011) of the reduction of unplanned stop-
pages, as illustrated in Fig. 5.

As shown in Fig. 5, we presented profit losses (potential savings) in the case if
unplanned stoppages due to electrical causes would be reduced from 10 to 50 %.

4 Discussion and Conclusion

The primary purpose of this study was to illustrates/discusses the potential savings
of mechanical and electrical failures due to more efficient maintenance policy.
Results of this study are consistent with the studies [3, 6, 13] in which authors
presented how an effective maintenance policy could influence the company’s
business. Thus, taking into account the fact that manufacturing performance can be
influenced by maintenance policy, this study therefore implies that if company
would be more successful in equipment condition assessment, more failures could
be prevented. In this chapter we demonstrated of how more efficient VBM and the
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deployment of live working could impact the company’s business considering the
profit losses/potential savings. Using the technical and economic data together
allowed us to achieve a better overview on the maintenance from the perspective of
cost-effective production. However, to assess the cost-effectiveness of a manufac-
turing process, the savings could be compared to the investment. We did not
examine all mechanical failures from year 2009 to year 2011. Nonetheless, our
results show that in the presented month (January 2011) investment in VBM could
be cost-effective, if mechanical failures would be prevented as illustrated above.
Our findings are consistent with study [22], in which author explores the impor-
tance of condition-based maintenance in achieving company’s profitability and
competitiveness. It is clearly evidenced that company could benefit from using
more efficient maintenance policy. For instance, the losses expressed in profit were
16.000,00 €, considering only in the observed period (January 2011).

Besides the potential benefits of using more efficient VBM, our study revealed
that company could also benefit from implementing the live working method. The
simulation of the potential savings showed that savings range from 2.000,00 to
12.000,00 €, depending on level of the reduction of unplanned stoppages caused by
electrical failures in year 2011. Our study underscores previous assertions that live
working provides an important attribute of achieving an efficient production process
[18]. In this sense, our study contributes to the literature by providing new empirical
evidence of the potential savings in the context of live working method. Consid-
ering the complexity of this method, our study indirectly support the findings of
Crespo Márquez et al. [23], who suggest that higher levels of knowledge, experi-
ence and training is required, and at the same time, techniques covering the
involvement of operators in performing maintenance tasks are extremely important
to reach higher levels of maintenance quality and overall equipment effectiveness.

We summarize the contribution of the chapter as follows:

• If properly implemented, VBM has the potential to reduce the unplanned
stoppages caused by mechanical failures. Our findings further support the
proposition that an effective VBM positively impacts the company’s business.

• Live working is an effective maintenance method to increase the availability of
the paper mill production process. The results indicated that reducing the
unplanned stoppages caused by electrical failures, could also be associated with
company’s positive business performance.

Overall, we believe that potential savings are considered to be sufficient to
trigger companies to adopt an effective maintenance policy. The other major
management implication is that companies should be able to determine in which
circumstances, if at all, the implementation of certain maintenance policy is needed.
It is suggested that both technical as well as economic data are necessary for
inducing a decision on the adoption of maintenance policy.
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A Joint Predictive Maintenance
and Inventory Policy

Adriaan Van Horenbeek and Liliane Pintelon

Abstract New maintenance policies like condition monitoring and prognostics are
developed to predict the remaining useful life (RUL) of components. However,
decision making based on these predictions is still an underexplored area of mainte-
nance management. Furthermore, maintenance relies on the availability of spare parts
for replacement in order to reduce failure downtime and costs. Accurate predictions of
component failure times can be used to improve both maintenance and inventory
decisions. During the past decades, several joint maintenance and inventory optimi-
zation systems have been studied in literature. Compared to the separate optimization
of both models, these publications reported a remarkable improvement on total cost
due to joint optimization. However, the inclusion of RUL in joint maintenance and
inventory models for multi-component systems has not been considered before. The
objective of this chapter is to quantify the added value of predictive information
(RUL) in joint maintenance and inventory decision making for multi-component
systems considering different levels of inter-component dependence (i.e. economic,
structural and stochastic). A dynamic predictive maintenance policy is developed,
which optimizes both maintenance and inventory parameters while minimizing the
long-term average maintenance and inventory cost per unit time.

1 Introduction

1.1 Literature Review

The joint optimization of the maintenance and inventory problem is regarded as a
promising area for the development of maintenance optimization [14]. This is
because interesting advantages can be obtained by this integrated view. Some
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authors advocate that when dealing with maintenance problems in a restricted way
(i.e. not considering the spare parts availability) the results may be questionable
since, in practice, the proposed policy cannot be adopted due to lack of spare parts
in inventory. In fact, the availability of the spare-parts is one of the most important
factors to avoid long downtimes of equipment [6]. For a thorough study of inte-
grated policies of maintenance and inventory, see for example [8, 9, 14]. In this
chapter we are specifically interested in joint models considering condition-based
and predictive maintenance. Therefore, we present some particular, interesting
works that consider these types of joint models below.

When measurements (i.e. condition monitoring) are used to estimate the con-
dition of a component, the general life time distributions, which are based on an
entire population of components, used in preventive maintenance models can be
replaced by more realistic remaining lifetime distributions [7]. By dynamically
updating the lifetime distributions after each inspection, more accurate information
is available to set the replacement and spare ordering times. The authors [7] inte-
grate the updated lifetime distributions into the model of [2] by considering a
single-component system and single-unit storage capacity. To the best of our
knowledge, this is the only chapter that incorporates RUL information into the joint
maintenance and inventory decision problem. This might be striking because of the
increasing importance of predictive maintenance in industry [14]. Furthermore, a
reduction in spare parts and inventory cost is generally considered as one of the
most important indirect benefits of a predictive maintenance strategy. Due to the
available predictive information, component replacement can be anticipated and
spare parts can be ordered “just-in-time”.

1.2 Objective of the Chapter

We present a sequential optimization of both maintenance and inventory for a multi-
component system with component interdependencies (i.e. economic and structural
dependence [11]) taking into account predictive information (RUL). The predictive
maintenance model presented in [15] is extended by the inclusion of an inventory
policy as presented in [7]. In this way we want to provide insight in the joint
maintenance and inventory problem for a multi-component system with component
interdependencies considering predictive information on component degradation.
We are specifically interested in the behavior of the proposed policy with regard to
changing component interdependencies. This is because due to the component in-
terdependencies and interactions maintenance actions will be grouped and the
demand pattern for spare parts changes accordingly [15]. The joint policy optimizes
both maintenance and inventory parameters while minimizing the long-term average
maintenance and inventory cost per unit time. The added value of the joint predictive
maintenance and inventory policy is compared, by means of a numerical example, to
an age-based preventive maintenance policy without grouping joined with the same
inventory policy as for the proposed predictive joint policy.
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The structure of the Chapter is as follows. Section 2 describes the considered
system and the degradation model. A brief overview of the predictive maintenance
policy is given in Sect. 3, however more details on this policy can be found in [15].
The characteristics of the inventory policy are discussed in Sect. 4. Section 5 gives
an overview of the considered component dependencies. Finally, a numerical
example and conclusions are given in Sects. 6 and 7.

2 System and Degradation Model

Consider a series system with n non-identical components. A failure of component
i causes the entire system to stop and a system and/or component failure is noticed
immediately without any inspection. Maintenance is assumed to be perfect. Time is
discretized with a sampling time τ. Component degradation information is retrieved
at each inspection point Tinsp;z ¼ z � ei; z 2 Zþ and εi is defined as the inspection
period for component i such that ei ¼ ss; s 2 Zþ. In order to perform maintenance
(i.e. assumed to be replacement) on one component of the system, the entire system
has to be stopped, so that system downtime is accrued. Moreover, during this
downtime due to maintenance, the deterioration of the non-replaced components
remains unchanged. Details on the inventory policy are given in Sect. 4.

2.1 Degradation Model

The component degradation is characterized by a physical variable Di with i = {1,
…,n}, where {Di(t), t ≥ 0} is a stationary gamma process with shape parameter ν
and scale parameter μ and the following properties [16]:

• Di(0) = 0
• Di(t) has independent increments
• For t > 0 and h > 0, Di(t + h) − Di(t) follows a gamma distribution with shape

parameter ν and scale parameter μ

A component i is said to be failed when the degradation level Di exceeds the
failure threshold Di,failure. This deterioration failure threshold Di,failure is, contrary to
most of the used degradation models in literature, modeled as a random variable.
This approach is believed to better model the real degradation process of compo-
nents as the failure threshold Di,failure depends on the variable operating load,
uncertain operating conditions and variable component strength. These factors
make that each component fails at a variable degradation level Di,failure, rather than
when a fixed degradation threshold is reached. For each t ≥ 0, the probability of
failure in time interval (0, t) can then be written as the convolution integral [1, 16]:
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Pr X tð Þ� Yf g ¼
Z /

x¼0
fX tð Þ xð ÞPr Y � xf g dx

¼
Z /

x¼0

Z x

y¼0
fX tð Þ xð Þ fY yð Þ dy dx

ð1Þ

where X(t) = Di(t) (i.e. the deterioration at time t, t ≥ 0) and the probability density
function of Di(t) is given by a gamma distribution with shape parameter ν and scale
parameter μ [16], and Y = Di,failure has probability density function fYðyÞ. The
random variable Di,failure is modeled by a Weibull probability distribution with
shape parameter α and scale parameter β in analogy to [10, 12]. Based on the
inspection of the current degradation level Di tð Þ ¼ d0i , the failure probability
function Fi(t) is computed by stochastic simulation of the degradation process over
time. Each time new information on the current degradation level d0i is available—
e.g. by inspection—a prediction of the remaining useful life is made. This prognosis
is used in the presented predictive maintenance policy as short-term information in
order to schedule maintenance actions on a rolling-horizon.

3 Predictive Maintenance Policy

3.1 Need for Grouping Maintenance Activities

In order to take the economic and structural interdependencies between components
in a multi-component system into account, grouping of maintenance actions should
be considered to find an optimal maintenance policy. Therefore, the presented
predictive maintenance policy [15] is based on a dynamic policy for grouping
maintenance activities [17]. One specific preventive or corrective maintenance
action can be performed on each component i of the system. A preventive main-
tenance action has a component-dependent cost ci,p and a system-dependent or set-
up cost S. A corrective maintenance intervention has a component-dependent cost
ci,c and a set-up cost S. The cost S is independent on the performed action and the
number of actions at the same time (e.g. economic dependence). The component-
dependent cost ci depends on the preventive replacement time t and the time-to-
failure Ti,F of the considered component. The objective is to group maintenance
activities to reduce the maintenance cost (total set-up cost). For each group Gj of
n components a cost CGj is saved [15]:

CGj ¼ n� 1ð Þ � S�
X

i2Gj

ci t�Gj

� �
� ci t

�
i

� �� �
ð2Þ

where n� 1ð Þ � S are the savings by grouping n maintenance actions and

ci t�Gj

� �
� ci t�i

� �
is the additional cost of shifting maintenance activity i from the
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individual optimal time ti
* to the optimal group maintenance time t�Gj

. The predictive

maintenance policy aims at finding the grouping structure that minimizes the
maintenance cost on a finite planning horizon PH.

3.2 Predictive Information (RUL)

The proposed predictive maintenance policy is considered as a dynamic mainte-
nance policy, as every time new information on the observed degradation Di(t) of a
component becomes available, the prediction of the remaining useful life of the
component is updated. The degradation model described in Sect. 1.2.1 is used to
predict remaining useful life Fi tð Þ d0i

�� , by numerical evaluation of Eq. 1 for each
component i, based on the current degradation d0i . The stochastic simulation pro-
cedure to determine Fi tð Þ d0i

�� can be found in [15].

3.3 Individual Maintenance Optimization

First, an optimal maintenance date on an infinite horizon is determined by
decomposing the multi-component maintenance problem into n single-component
maintenance optimization models considering an age-based replacement policy.
This decomposition approach allows the scheduling of many components [5]. An
average use [17] of the components is assumed and the dependencies and inter-
actions between the components are neglected at this stage. In this way, the savings
from joint execution of maintenance activities are ignored. Both a short-term (ti

*)
and long-term (ti,l

* ) optimal maintenance time are determined. The short-term
optimal maintenance time takes into account the current degradation d0i , while for
the determination of the long-term optimal maintenance age no information on the
degradation level is available.

For an age-based replacement policy the asymptotic cost, where ti
* is the mini-

mizing argument, is given by van der Duyn Schouten and Vanneste [13]. In our
Chapter this is extended to include non-zero maintenance downtimes into the
decision problem as follows:

Ci tjDi tð Þð Þ ¼
ci;p þ Sþ bi 1� Qt�1

l¼0
pli

� �

1þPt

j¼2

Qj�2

l¼0
pli þ

Qt�1

l¼0
pli � ti;p þ 1� Qt�1

l¼0
pli

� �
� ti;c

ð3Þ

where the empty sum equals zero and the empty product equals one. ci,p is the
component dependent preventive maintenance cost and bi = ci,c − ci,p, with ci,c the
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component dependent corrective maintenance cost. t is the age at which preventive
maintenance is performed, ti,p is the downtime due to a preventive maintenance
action and ti,c is the downtime caused by a corrective action. pi

l is the probability
that component i survives the next period τ given that its age equals l at the
beginning of the current period and qi

l = 1 − pi
l. For each individual component with

current degradation d0i and corresponding remaining useful life Fi tð Þ d0i
�� , an infinite-

horizon age-based replacement policy is formulated to find the optimal maintenance
time ti

*. Each time new information becomes available, the maintenance schedule is
updated.

3.4 Penalty Functions

Grouping maintenance actions results in shifting maintenance activities from their
individual optimal maintenance time ti

* or ti,l
* , to the joint execution time t�Gj

, which
is defined as the optimal maintenance execution time of group Gj. There are two
possibilities in shifting maintenance from their individual optimal times: for some
components the failure probability will be increased by extending their useful life,
while for others the useful life will be decreased. In order to define the effect of
shifting maintenance actions from their optimal times, penalty functions are con-
structed. A penalty function hi defines the expected additional cost of shifting the
maintenance time from the optimal maintenance time ti

* or ti,l
* for a component.

Penalty functions for both the next optimal maintenance time ti
*, based on the short-

term information, as for the mth (m > 1) maintenance occurrence, based on the long-
term optimal maintenance time ti,l

* , are defined. The penalty function, by adopting a
long-term shift [17] with Δt the shift from the optimal maintenance time and defined
as Dt ¼ zs; 8z 2 Z, for the first maintenance action on component i is defined as [5]:

hi t
�
i þDt

� � ¼

Pt�i þDt�1

j¼t�i

q j
i bi d

0
i � C�

i d0i
����� � Qj�1

l¼t�i

pli d
0
i

��

if Dt� 0
Pt�i �1

j¼t�i þDt
C�
i d0i � q j

i bi d
0
i

����� � Qj�1

l¼t�i þDt
pli d

0
i

��

if Dt� 0

8
>>>>>>><

>>>>>>>:

ð4Þ

According to the long-term shift rule the execution interval of the first mainte-
nance action is changed according to the predictive short-term information, while
all future maintenance intervals remain ti,l

* , the long-term optimal maintenance time.
The penalty function for the mth maintenance action, with m > 1, on component
i becomes:
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hmi t�i;l þDt
� �

¼

þ /;

Pt�i;l �1

j¼t�i;l þ
C�
i;l � q j

i bi d
M
i

��
� � Qj�1

l¼t�i;l þDt
pli d

M
i

�� ;

0;
Pt�i;l þDt�1

j¼t�i;l

q j
i bi d

M
i � C�

i;l

���
� � Qj�1

l¼�
i;l

pli d
M
i

�� ;

8� e
8e\Dt\0
Dt ¼ 0
8Dt� 1

8
>>>>>>>><

>>>>>>>>:

ð5Þ

with e the floor of ((m−1).ti,l
* /τ) [4]. When a component i fails, the penalty function

hi of the failed component is defined as:

hi ti;F
� � ¼ 0;

þ /;
8t ¼ 0
8t[ 0

	
ð6Þ

This means, when a component i fails, preventive maintenance actions on the
other components can be performed during the downtime due to the failure of
component i. Due to this assumption, opportunistic maintenance is thus included in
the model.

3.5 Maintenance Activity Grouping

The aim is to group the maintenance activities on the planning horizon PH in order
to minimize the maintenance cost on this planning horizon. The finite planning
horizon is defined as:

PH ¼ max
i2 1;...;nð Þ

t�i þ t�i;l þ ti;p
� �

; ei
� �

ð7Þ

The parameter εi is defined as the prognostic horizon for component i. The
prognostic horizon is the time between two consecutive predictions of remaining
useful life of component i, based on newly available component degradation
information.

Grouping of maintenance activities on PH can be done by using the defined
penalty functions in Eqs. 4–6. Define HGj tGj

� �
the group penalty cost function of

group Gj when maintenance activities on components i 2 Gj are all performed at
time tGj instead of their individual optimal times ti

*. The savings QGj by grouping
maintenance operations i 2 Gj and executing them at time tGj* can be calculated as:

QGj t�Gj

� �
¼ Gj

�� ��� 1
� �� S� H�

Gj
ð8Þ

If the savings QGj are positive, the group Gj is cost effective, which means it is
better to group the maintenance actions rather than performing them at their optimal
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individual times ti
*. The final objective is to find the grouping structure GSk that

minimizes the total maintenance cost on the planning horizon PH. An adapted
version of the grouping algorithm developed by Wildeman et al. [17] is used
heuristically to find the optimal grouping structure GSk [15].

3.6 Maintenance Execution and Rolling Horizon

Based on the previous step a maintenance schedule on the planning horizon PH is
constructed. Maintenance actions are executed according to the maintenance sche-
dule. A rolling-horizon approach is considered as each time the planning horizon is
shifted and the maintenance schedule is updated by including newly available
information on component degradation and the corresponding remaining useful life.

4 Inventory Policy

A system with n non-identical components and consequently non-identical spare
parts is considered. For each component at most one spare component can be in
stock or on order at any time. In this way, we extend the model of Elwany and
Gebraeel [7] by considering a multi-component system with interdependencies.
However, we adopt the same approach for the inventory policy, which is defined by
replacing the traditional failure time distributions in the inventory model of Arm-
strong and Atkins [2] by the predictive information (RUL). At each updating time ti

0

the remaining useful life Fi tð Þ d0i
�� of component i is updated. This is used to

determine an optimal maintenance schedule as described in Sect. 3. The optimal
spare ordering time can be determined at each updating time ti

0 based on the optimal
replacement time ti

* according to the sequential approach proposed by Armstrong
and Atkins [2] by defining the Joint Cost Function (JCF) as follows:

JCFðtoÞ ¼
ci;p þ Sþ biF0

i tð Þ þ cs
Rto;iþLi

to;i

F0
i tð Þdt þ ch

Rt�i

to;iþLi

�F0
i tð Þdt þ co

ti;p�F0
i tð Þ þ ti;cF0

i tð Þ þ Rt�i

0

�F0
i tð Þdt þ Rto;iþLi

to;i

F0
i tð Þdt þ t0i

ð9Þ

where Fi
0(t) equals Fi tð Þ d0i

�� . A fixed lead time Li is considered for each component
i. Denote to,i as the scheduled time to order a spare for component i, where to,
i + Li ≤ ti

*. If a component fails before ti
* it is replaced immediately if a spare is

available, or else as soon as a spare arrives. If the component fails before to,i an order
is placed immediately. If the system is down due to a lack of spare parts, a shortage
cost cs per unit time is incurred. A cost of ch per unit time is incurred for holding one
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spare part in stock for one unit time and at each order an ordering cost of co is
incurred. Furthermore, from the moment on a spare part is ordered the timing of
replacement remains fixed and the RUL of the component is not updated anymore.

5 Component Dependencies

In order to be able to determine the performance of the proposed predictive
maintenance policy when considering different levels of dependence (e.g. partial
dependence) between the components, a dependence parameter αd is introduced.
This parameter αd reflects the advantage of performing maintenance on multiple
components at once compared to maintenance on a single component, in other
words it affects the set-up cost S by adapting the savings QGj (see (8)) when
grouping maintenance as follows:

QGj t�Gj

� �
¼ ad � Gj

�� ��� 1
� �� S� H�

Gj
ð10Þ

The dependence parameter αd is assumed to incorporate the effect of both eco-
nomic and structural dependence between the components in the considered system.
The dependence parameter αd ranges from 0 (0 %) to 1 (100 %), where αd = 0 means
no economic and/or structural dependence, αd = 1 means maximal economic and/or
structural dependence between the components and 0 < αd < 1 corresponds to partial
dependence. The detailed formulation of the set-up cost S can be found in [15].

6 Numerical Example

To determine the performance of the presented joint predictive maintenance and
inventory policy, it is compared to an age-based policy partnered with the same
inventory policy as given in Sect. 1.4. Under this policy, a unit is always maintained
at its age Ta,i or failure, whichever occurs first, where Ta,i is a constant [3]. The
objective of all policies is to minimize the long-term mean cost per unit time,
defined as C*.

6.1 Input Data

Consider a three component system (n = 3) with n non-identical components. Time
is discretized with a period τ equal to one and εi = 5. The component degradation
parameters, as described in detail in Sect. 1.2.1, are given in Table 1. The corre-
sponding cost and time parameters for all components are shown in Table 2. twait
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stands for the waiting time, treplace for the actual replacement time, tinst for the
installation time and the start-up time of the system and finally tsecD stands for the
time to repair secondary damage. All these parameters determine the downtime due
to preventive maintenance ti,p (treplace, tinst) and corrective maintenance ti,c (twait,
treplace, tinst, tsecD). The cost of working (70), cost of transportation (120), downtime
cost rate (400), shortage cost cs (400), holding cost ch (150) and order cost co (100)
are also considered in the numerical example and are defined on a per unit or unit
time basis. Li equals (1, 2, 3).

6.2 Results and Discussion

The long term mean maintenance, inventory and total cost for both considered
maintenance policies and different levels of dependence (αd) are shown in Fig. 1.
When no dependence exists (αd = 0) the predictive policy leads to a decrease in both
maintenance and inventory costs. The predictive information (RUL) allows one to
better schedule maintenance based on the real degradation of the components and at
the same time allows one to order spare parts “just-in-time”. Moreover, due to the
predictive information less maintenance activities (corrective and preventive) are
performed (i.e. the component useful life is extended), which results in a lower
demand for spare parts and this reduces inventory costs. When we introduce
dependencies between the components (αd > 0), the reduction in total cost of the
predictive policy compared to the age-based policy becomes bigger. This is because
the predictive policy considers the component interdependencies and groups
maintenance activities; while the age-based does not consider component interde-
pendencies when planning maintenance (i.e. the age-based joint policy is inde-
pendent on the dependence) [15]. When looking in detail to the results of Fig. 1, we

Table 1 Component degradation parameters

Component n νi μi αi βi
1 2.00 1 100 20

2 0.40 0.2 100 3

3 0.32 0.2 100 3

Table 2 Cost and time parameters

ci,p ci,c twait trepair tinst tsecD
μ σ μ σ μ σ μ σ

605 5,805 6 0.5 2 0.5 2 0.5 5 0.5

665 5,865 6 0.5 2 0.5 2 0.5 5 0.5

475 5,675 6 0.5 2 0.5 2 0.5 5 0.5
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see that, as expected, the maintenance cost decreases as αd increases, but on the
other hand the inventory costs increase as αd increases.

In other words, even with better predictability of the spare part demand, the
inventory costs for the predictive policy are higher for a system with dependent
components compared to the inventory costs for the age-based policy. The reason
for this can be found in the changing demand for spare parts pattern due to the
grouping of maintenance activities in the predictive policy when αd > 0. As
maintenance grouping becomes more cost effective when αd increases, more
maintenance actions will be performed in a grouped way in order to save set-up
costs. Also for the chosen degradation and cost parameters it is cheaper to shorten
the component lifetimes instead of extending them to carry out a grouped
replacement, which means that the demand for spare parts will rise as αd increases.
Our proposed joint predictive maintenance and inventory policy is a sequential
policy where first the timing and grouping of maintenance actions are optimized
and based on this the inventory decisions are optimized. As at the first stage of
determining the optimal maintenance policy the inventory considerations are
ignored, all advantages of the predictive information are reflected in the decrease in
maintenance cost. In fact, the maintenance decision determines the inventory pol-
icy. However, the maintenance policy does not take into account the effects of an
increased demand for spare parts on the inventory costs. This increased demand
results in a burden on the inventory costs, as more orders need to be placed and the
holding costs increase as we need more spares. The results clearly show that the use
of predictive information in a joint maintenance and inventory policy has the

Fig. 1 Long term mean maintenance, inventory and total cost in relation to the dependence
parameter αd for both the joint predictive maintenance and inventory policy and the joint age-based
maintenance and inventory policy
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capability to reduce the costs significantly for multi-component systems with
dependence. Although, the potential to reduce the costs of a joint predictive policy
even further is present by optimizing both maintenance and inventory decisions
jointly rather than sequentially (as proposed by Armstrong and Atkins [2]).

7 Conclusions

A joint dynamic predictive maintenance and inventory policy for multi-component
systems considering different levels of dependence (i.e. economic and structural) is
presented. The joint policy optimizes both maintenance and inventory parameters
while minimizing the long-term average maintenance and inventory cost per unit
time. The results show that the developed joint predictive maintenance and
inventory policy reduces the long-term total (i.e. maintenance and inventory) costs.
Although the total costs decrease when the dependence increases, due to the
adopted sequential optimization approach the optimal maintenance schedule
determines the inventory decisions, which leads to an increasing inventory cost
when the dependence between the components increases. The results indicate that a
real joint optimization, opposed to the sequential proposed in the Chapter; of the
maintenance and inventory decisions has the potential to reduce the costs for
dependent systems even further.
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Proposal of a Quality Index Applied
to Fault Detection Method in Electrical
Valves

Leonardo Bisch Piccoli, Renato Ventura Bayan Henriques,
Clayton Rocha, Eric Ericson Fabris and Carlos Pereira

Abstract In modern Intelligent Maintenance Systems, the machine or equipment
robustness also depends on its capability to automatically generate reliability and
safety reports. This paper describes an approach to autonomously identify if a faulty
signal report has been correctly classified. The proposed approach builds on our
previous experience in developing embedded intelligent maintenance systems and
helps in avoiding the occurrence of “false positive” interpretations, which means,
when the maintenance system indicates a possible fault that does not occur. This
index would be useful for real-time monitoring and evaluation on fault detection
systems, taking into account several degradation model characteristics. In order to
validate the proposed methodology a test bench was developed in a lab reproducing
some common faults and degradation processes that may occur in the field. The
proposed approach makes use of a data acquisition equipment to store information
from sensors to monitor specific physical variables from mechanical components
such as gears. A test sequence is applied to the valve control actuators with the
following steps: a few seconds of faulty free operational cycle sensor data (which
means the opening and closing operations are executing without failure) are col-
lected and then a faulty system behavior is emulated changing some mechanical
actuator parts to faulty ones. In the faulty emulation case, a malfunction event must
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be identified and reported by the fault detection system. The preliminary results
indicate that the index is extremely useful especially when the degradation stage of
a system is below, for example, catastrophic failure or a predefined level.

Keywords Fault detection � Electric actuators � Prediction

1 Introduction

In critical systems, the adoption of proactive maintenance strategies, as the moni-
toring, prognosis, and diagnosis combined in an embedded system, is of great
importance [1]. An example is the use of pipelines for transportation of oil or gas
over geographically dispersed regions, on which one interruption or bad may result
in potential danger not only to the ecosystem but also to human lives with potential
financial loss.

In general, the oil and gas industry model activities rely on reserve exploration,
production, oil refining and distribution. In the refining stage, the hydrocarbons that
form oil are separated giving a rise to distinct products (petroleum sub-products).
The distribution refers to the derivatives transportation activities from crude oil up
to the sales points. The maintenance procedures in tanks, ships, and other kinds of
contention systems usually demand the coating and control of the inner walls of
these containers to avoid leakage, corrosion, and fire. Currently, in Brazil, the
biggest maintenance activities are conducted by Petrobras which includes correc-
tive, preventive, and predictive maintenance actions.

Considering a worldwide increasing on demand for dynamic, automated systems
become hostages of time, ie, many systems are designed to work autonomously,
without human interference and fault detection. This cases with embedded systems
through powerful mathematical capabilities along with major developments in
softwares.

There is still a bottleneck that relies on human performance: the maintenance.
We are still in a research and development phase of mathematical methods and
models that try to recognize faults, and in some cases, predict the occurrence of
anomalies in environment systems like electrical valves. These strategies could
allow the maintenance technicians to a proactive act in advance to predict the faulty
part or system, mainly considering the large universe of machinery and equipment
parts available nowadays.

Considering the various types of existing maintenance strategies like predictive,
preventive, or and corrective, any one of them relies on inspecting all equipment,
check, clean, and perform some predefined procedure [2]. Due to the increase in
complexity from actuators and demands for longer uptime operations, maintenance
strategies relying on anticipating problems and acting directly on these forecasted
failures to avoid downtimes is a goal to look for instead of a traditional reactive
maintenance strategy.
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They are critical in the oil and gas industry, while a bad manufacturing machine
may produce many defective products. For example, this results in electrical valve
failure and could cause production loss as regards intrinsic repaired cost. The
investigation process measured signals or process models, for early detection of
such possible machine failure before it really happens, is becoming compulsory.

The test-bench was designed and built to validate the proposed technique in real
field applications failure using it as a test case in an electric valve. Therefore, a
brake disk system was installed in a commercial fluid flow control valve system to
simulate the open/close mechanical efforts. This approach makes it possible to
monitor the torque or vibration effort delivered by the actuator through the gear
mechanism during driving operations for opening and closing the valve, which
could emulate typical initial failure situations on the gears before any catastrophic
faults could occur.

It was used in the test setup a CSR6 model actuator from Coester company [3].
The valve actuator received torque and vibration sensors. Those sensors were
installed at specific points permitting the collection of data at normal operating
conditions and at failure as well. The torque signal was acquired for different
operating conditions with variation on the dynamic behaviour of the system under
test. The collected signals were processed by an embedded system with an algo-
rithm implemented in ANSI-C language, employing digital signal processing
techniques.

During valve operation there are several types of faults frequently happening
from: gear faults, poor lubrication, hope valve stem, movable valve member break,
rotor, and stator winding failures. The fault detection and diagnosis methods for
electric for electric valve is based on self-organizing maps [4], correlating signals
torque and vibration through sensor fusion and Fault Detection system. Since
previous research have shown that more percent of faults in electrical valve are
related to gear faults and movable valve member break which are common.

This paper describes a new condition of monitoring method for an electrical
valve based on vibration and torque signal analysis. A robust bearing fault detection
scheme has been developed by time domain feature extraction from vibration and
torque signals of healthy and faulty gears.

The approach consists of two consecutive processes: fault detection process and
fault diagnosis process as shown in Fig. 1. In the fault detection process, significant

Fig. 1 Structure of model-
based fault detection and
diagnosis
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features from vibration and torque signals are extracted through the Fault Detection
System (FDS) algorithm to generate the fault state detection [5]. Consequently, this
state is applied to the Fault Detection Index (FDI) to process and generate the
pattern classification technique using histogram. However, instead of analyzing the
vibration and torque signal to determine the valve faults, the signal can be classified
to the corresponding faulty category in histogram.

The testing results show that our proposed approach provides significantly fault
classification accuracy and a better performance than previous approaches [6] with
assessment of actuator equipment condition [1].

2 The Proposed System

In this section, we will discuss the background topics necessary for understanding
the proposed methods. An explanation of FDS, FDI, test bench and histogram
mapping will be given, followed by some relationships between equations, trans-
forms and graphs. Finally, our measure of enhancement will be introduced along
with methodology for detection fault.

2.1 The Fault Detection System

One approach possible to detection fault is to use wavelet transform. The advan-
tages of the wavelet transform over traditional transforms, such as the Fourier
transform, are already very well known [7]. Due to its strait representation in time
and frequency domains, it is widely used for linear signal analysis and pattern
recognition. However, in environments with nonlinear and time-variant systems,
the use of adaptive filters has become more attractive.

An LMS adaptive filter demands only multiply-add operations to be imple-
mented which facilitates their usage in embedded systems. Moreover, the mathe-
matical complexity is approximately the same for a FIR (Finite Impulse Response)
filter. As FIR filters does not have feedback, the stability between input and output
of a FIR filter is provided for any set of fixed coefficients and their implementation
together with the LMS algorithm is relatively simple.

The FDS performed using the following signal processing steps: DTW, signal
energy extraction and a LMS Adaptive Filter, as shown in Fig. 2. The DWT–LMS
algorithm (Discrete Wavelet Transform Domain—Least Mean Square) has a better
performance because it has an improvement in convergence speed and a reduction
in steady state error [8]. Thus, this work proposes the development of an algorithm
to be used in computers or micro-controllers based systems to perform fault
detection and diagnosis system.

The DWT block is responsible for the original signal decomposition into several
components located in time and frequency domain. Depending on the desired
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result, the coefficient of approximation l(n) or detail h(n) is sent to the block
POWER, where the signal energy is extracted. Therefore, an adaptive filter LMS is
used to predict values of the input signal s(n), which are the desired response
delayed by a specific number of samples. The adaptation parameter step-size µ
controls the speed of convergence, stability, and steady state performance of the
adaptive filter algorithm and also the sensitivity to obtain a transient response
variation in the time domain system. It is important to be aware that in this
application the output signal, (i.e. in other words the steady state error e(n)), rep-
resents the possible faults detection in the observed signal.

2.2 The Fault Detection Index (FDI)

This work presents an index that allows for evaluating monitoring and diagnosis
performance of different fault detection signal from FDS, which takes into account
from correct detection to non-detection during a fault event.

The FDI assigns ratio points each time the fault detection is signalized. The fault
detection method evaluates the percentage ratio at every sample whether a fault in a
FDS signal is occurring or not. The FDI as a sensitive fault detection index is
analyzed into a feasible form, such data transmission over wireless networks like
WirelessHART [9]. The FDI is defined by the equation:

FDI x½ � ¼ 100
N

XN� xþ1ð Þ�1

N�x
FD ð1Þ

In the equation for the arithmetic average percentage of fault detection FDI, FD
is fault detection of each point in sample of FDS, N is the number of discrete
measurements and x is sample of size N.

The FDI produces information about the mean and statistical fault detection
recorded by the sensors acquisition subsystem. According to with this information
stochastic storage and separation of these blocks, it is possible to transform an
average of indexes on a reference of a part, component, or even a failure charac-
terization of a code pre-analyzed.

Fig. 2 Structure for the embedded system FDS
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The existence of a single index for evaluating fault detection performance that
could allow screening different faults is of great importance for predictive aware
maintenance systems. Overall, the proposed index plotted in a histogram is able to
screen fault detection types.

2.3 Description of Test Setup

The equipment CompactRIO [10] NI cRI0-9004 of National Instruments together
with the software LABVIEW [11] was employed in the Control, Automation and
Robotics Laboratory (LASCAR) for data acquisition and control of the opening and
closing processes of the electric valve actuator (Coester Automation model CSR6),
as shown in Fig. 3.

The test setup was used for the preparation of test cases emulating common
behaviour for the most common faults found in the real field application where the
equipment becomes susceptible to the action of degradation such as aging, corro-
sion, cracks, damages caused by operators, etc.

It was used a disc brake in a test-bench for fault injection. This is installed on the
actuator stem, and it was driven and regulated by means of a pneumatic valve
controlled by an auxiliary actuator, as shown in Fig. 4. Thus, it was possible to
perform an emulation of possible efforts that the valve suffers according to the
passage of fluid in the pipe.

Figure 5 presents some possible gear aging conditions used to simulate several
kinds of efforts and vibration delivered to the shaft depending on the gear health.
Three different gears were employed, simulating field conditions for: standard gear,
aged gear and fractured tooth gear.

Fig. 3 The developed test-
bench
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For those all the different operating conditions, sensors information was col-
lected from the acquisition system using a vibration and torque sensor installed into
the equipment as shown in Fig. 6, denominated as:

1. Sensor 1: Torque on the motor;
2. Sensor 2: Accelerometer on the motor.

In order to perform system tests, open/close test cycles of the valve were exe-
cuted under normal and failure situations as it follows:

1. Normal: Normal test cycle and without external effort on the system;
2. Fault type 1: Test cycle with pressure applied through the brake set;
3. Fault type 2: Test cycle using two gears with aged tooth;
4. Fault type 3: Performed using a test cycle of three gears with fracture tooth.
5. Fault type 4: Performed using a test cycle with gears without lubrication.

Fig. 4 Failures injection with disc brake

Fig. 5 Set of gears used in the tests
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2.4 The Environment System

This work presents an index that allows to evaluate monitoring and diagnosis
performance of different fault detection signal from FDS, which takes into account
from correct detection to non-detection during a fault event. The current ripple and
torque signal should be classified to the corresponding faulty category through a
histogram.

Each of the fault injection process, fault detection process and fault diagnosis
process are shown in Fig. 7 by the following steps:

1. Step 1: By artificially injecting faults of varying intensity into disc brake and
swapping gears, we are able to study the machine operating in industrial plants
work in heavy duty and long term degradation environments;

2. Step 2: The experiment consists of an electric valve actuator using a vibration
and torque sensors installed into the equipment;

3. Step 3: Apply the SDF algorithm to those sensors to generate the fault detection
signal. The algorithm detect the shift of the high sensor output values and
frequency as an indication of the increase of fault;

Fig. 6 Sensors on the engine compartment of the electric actuator

Fig. 7 Process flow of the proposed fault detection method
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4. Step 4: The algorithm utilizes data obtained with the same sampling rate to
construct high and low histograms of the SDF output signal. However, when a
signal is sampled less than a Nyquist frequency there is a possibility that the
sampling may occur at the transition between high and low signals or during
only high or low signals.

5. Step 5: The detection performance of these methods, classify the signal to the
equivalent faulty category based on the created histogram.

3 Results

Below, we discuss the detection performance of FDI for each type of fault. We
describe how it detected faults in the corresponding situations. It was applied in
three metrics to understand the performance of various faults: the faults detected,
false negatives, and false positives.

In paper [5] it was shown that for certain time durations with medium and high
impact intensity faults, there are no false negatives. For low intensity faults, a few
false negatives could be reported at some times. Those false negatives for low fault
intensity arise because the measurements with injected faults are very similar to the
measurements without faults. On the other hand, when the valve operates under
normal test condition and using the SDF method to detect faults, however in some
worse cases show up a few false positives. The highest percentage number faults
detected indicate the corresponding metric for the following tests.

For all test sequences, it was applied the following procedure: initially it was
applied a few seconds of normal system cycle (no failure) followed by test cycles
from specific failure. Thus, the data collected according the proposed fault detection
method.

The histogram is used to produce visual information (frequency distribution)
within FDI values for all processing tests. The histogram divides the series of FDI
readings into 10 sample groups of percentages. Clearly, if the histogram has a
certain mode, then the histogram based method will provide a fault diagnosis by
selecting the type of fault.

3.1 Test for Fault Type 1

In this test it was used sensor 1 to feed the embedded system which executes the
detection algorithm implemented in the ANSI-C language. Figure 8 shows the
histogram generated by fault 1 with 1 bar and the second histogram show in Fig. 9
with 3 bars of pressure in disc the brake. In this test result the value used for
parameter adaptation of the LMS adaptive filter was 0.1. In both cases, the energy
was extracted from the approximation coefficients in FDS of the input signal.
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It must be observed respectively the impact of medium and high duration fault
intensity. The fault was detected for this type of failure in both opening and closing
valve processes.

3.2 Test for Fault Type 2, 3 and 4

The following histogram use the same sensor 2 to generate the graphics. Similarly
to the previous test, but now with the energy extracted from the detail coefficients
signal. The error detected for each type of fault by the embedded system represented
in histogram, corresponds a frequency of fault appearing in the actuator for each
type of fault (Figs. 10, 11).

Fig. 8 Test with fault type 1,
sensor 1, approximation
coefficient, µ = 0.1 and 1 bar

Fig. 9 Test with fault type 1,
sensor 1, approximation
coefficient, µ = 0.1 and 3 bar

Fig. 10 Test with fault type
2, sensor 2, detail coefficient
and µ = 0.1
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Similarly to the previous test, the same sensor 2 was used, the same coefficient of
the LMS adaptive filter, but the energy was extracted by the approximation of the
coefficient signal. The fault type 4 shows the duration fault intensity in Fig. 12.

4 Conclusion

This work presented as an embedded system description for fault detection using an
an instrumented test-bench. A collection of tests were performed in the electric
actuator coupled to a disc brake system, defective gears and poor lubrication for
fault injection in order to replicate conditions under field. A database fault signature
was created.

The histogram generated may be associated with a database correlating with a
specific type of fault and this information could be sent to specific software as data
input. This correlation between the FDS and the database parts could create an
autonomous way to guide the technician as to which part needs to be replaced and
at the same time send an order to the warehouse to tell which piece should be
separated and sent to the maintenance sector.

It can not only predict fault but when compared with other business softwares it
also ensures inventory acquisition, deliverance, and preparation of an identified
faulty or aged part. That would mean greater integration between the purchasing
department, which currently uses several procedures, but almost all with the use

Fig. 11 Test with fault type
3, sensor 2, detail coefficient
and µ = 0.1

Fig. 12 Test with fault type
4, sensor 2, approximation
coefficient and µ = 0.1

Proposal of a Quality Index Applied to Fault Detection Method in Electrical Valves 411



of safety stocks or even zero inventory and maintenance departments that sys-
tematically require spare parts.

Therefore, in the efforts simulation the use of a test-bench together with the
embedded system is of great importance to identify the many kinds of fault situa-
tions and degradation as well the appearance of cracks and component aging.
Moreover, it will be possible to validate the system with the data collected on field
and to embed all the electronics on a chip.
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Selective Maintenance for Multi-state
Systems Considering the Benefits
of Repairing Multiple Components
Simultaneously

Cuong D. Dao and Ming J. Zuo

Abstract Many industrial systems such as aircrafts, ships, manufacturing systems,
etc. are required to perform several missions with finite breaks between missions.
Maintenance is only available within the breaks. Due to the limitation of resources,
all components in the system may not be maintained as desired. The selective
maintenance problem helps the decision makers figure out what critical components
to select and how to perform maintenance on these components. This paper studies
the selective maintenance for multi-state series-parallel systems with the benefit of
repairing multiple components simultaneously. Both time and cost savings can
be acquired when several components are simultaneously repaired in a selective
maintenance strategy. As the number of repaired components increases, the saved
time and cost will also increase due to the share of setting up between components
and another additional reduction amount from the repair of multiple identical
components. A non-linear optimization model is developed to find the most reliable
system subjected to time and cost constraints. Genetic algorithm is used to solve the
optimization model. An illustrative example will be provided.

1 Introduction

Many systems in the industry are required to perform several missions with finite
breaks between missions. For example, a manufacturing system works during
weekdays and has a break on the weekend; an aircraft has hours to stop at the
airport between consecutive flights; a ship has a few days’ break before the next
journey, etc. In general, we cannot do the maintenance on all components in the
whole system. Therefore, we have to decide which components should be given
maintenance activities within the limited resources between missions. This problem
is called selective maintenance (SM). In the present work, the selective maintenance
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problem for multi-state series-parallel systems under strict requirements on
resources such as time and cost is considered.

Since the late 1990s, selective maintenance has been attracting many researchers.
The first model on SM was introduced in [1], in which binary-state series-parallel
systems with independent and identical distributed (i.i.d.) components were studied.
Then, different SMmodels for binary state systems were developed by Cassady et al.
[2]. Schneider and Cassady [3] extended the model in [1] by considering selective
maintenance for a fleet including multiple binary series-parallel systems. Maillart
et al. [4] considered selective maintenance optimization for binary series-parallel
systems working under multiple identical missions. Pandey et al. [5] studied the
selective maintenance for a binary system under an age-based imperfect maintenance,
inwhich the condition of components aftermaintenance depends on the cost spent and
themaintenancemay bring a component to a state whichmay be not “as good as new”.

In [1–5], the system and its components are assumed to be in only two possible
states of “failed” or “functioning”. However, in practice, most systems and com-
ponents can operate in more than two possible states. In this more general case, Chen
et al. [6] provided selective maintenance model for multi-state systems with the
objective of minimizing the cost of maintenance subject to reliability constraints. Liu
and Huang [7] presented a selective maintenance model for a system with multi-state
corresponding to cumulative performance of N binary components and considering
the imperfect maintenance that may restore the condition of the system to an
intermediate state. Pandey et al. [8] brought the concept of imperfect maintenance to
a multi-state system with multi-state components and provided a selective mainte-
nance model to maximize the reliability of the system in the next mission.

In all selective maintenance studies, [1–8], the repair of each component is
considered to be independent from other components. However, in many industrial
systems such as aircrafts, manufacturing systems, nuclear power plants, etc.,
repairing multiple components, especially i.i.d. components, is always more eco-
nomical due to the share of setting up, tools, materials and labor. In this case, the
repairs of those components in the system are economically dependent. Maaroufi
et al. [9] considered maintenance for binary multi-component systems where a fixed
“set-up cost” for dismantling and reassembling the system is incurred only one time
when more than one components is replaced. Nourelfath and Chatelet [10], also
studied the benefit of repairing multiple components of a parallel system in the
production and preventive maintenance planning problem with the objective of
minimizing the total production and maintenance cost. In these papers, they con-
sidered the set-up cost incurred each time of corrective, preventive or opportunistic
replacement, where components are assumed to be “as good as new” after main-
tenance, rather than the possibility of repairing components to different intermediate
states as in multi-state systems. Moreover, these papers did not consider time
savings when performing maintenance on multiple components in the MSS.

In this paper, we will investigate the selective maintenance for multi-state series-
parallel systems with multi-state components and the benefits of repairing multiple
components simultaneously. Both time and cost saving can be assured when several
components are selected to be repaired in a selective maintenance strategy. Two types
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of economic dependency between repairing multi-state components based on the
share of setting up and the advantage of repairing multiple i.i.d. components will
be modeled.

2 Selective Maintenance Problem for the Multi-state Series
Parallel System

The multi-state series-parallel system in this paper consists of M subsystems con-
nected in series and there are Ni; i ¼ 1; 2; . . .;M identical components connected in
parallel in each sub-system (Fig. 1). Each component and the system may have
K + 1 possible states from state 0 to state K, where state 0 is complete failure, state
K is perfect functioning, others are intermediate states. The system performs con-
secutive missions with the break interval of T0. The maintenance manager has to
decide which components to maintain and how to maintain each component in the
system within available budget C0 and available time T0.

We denote a component j in sub-system i by ði; jÞ; j ¼ 1; 2; . . .;Ni: For each
component ði; jÞ, Yij; 0� Yij �K, represents its state at the time of entering the
maintenance depot and Xij represents its state at the beginning of the next mission. In
this paper, we assume that the maintenance activities do not make the condition of
components and the system worse, i.e. the states of the system and its components are
not lower after exiting the maintenance depot. Thus, Yij �Xij �K. In the selective
maintenance problem, the state vector of all components in the system at the time of
entering the maintenance depot, Y ¼ fYijg; i ¼ 1; 2; . . .;M; j ¼ 1; 2; . . .;Ni, is
known, we have to find its state vector at the time of exiting the maintenance depot,
X ¼ fXijg; i ¼ 1; 2; . . .;M; j ¼ 1; 2; . . .;Ni; that maximizes the system reliabil-
ity in the next mission within available budget and time allotted between missions.

3 The System Reliability

The component degrades as the time of use and its state at the end of an operating
mission is a random variable. The evaluation of components’ performance degra-
dation in multi-state systems has been investigated by Pandey et al. [8]. In this
paper, we will not focus on the component’s degradation process - readers may

Fig. 1 Series-parallel system
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refer to [8] for the state transition analysis of multi-state components and systems. It
is assumed that the probabilities for a component in subsystem i at any pre-specified
state b degrading to all possible state a (0� a� b) after the operating mission,
piðb; aÞ, are already known. When b ¼ 0; 1; . . .;K, these probabilities form a ðK þ
1Þ � ðK þ 1Þ transition probability matrix of each component in subsystem i for
completing a mission as follows:

Pi ¼
1 0 . . . 0
pið1; 0Þ pið1; 1Þ . . . 0
. . . . . . . . . . . .
piðK; 0Þ piðK; 1Þ . . . piðK;KÞ

2
664

3
775; i ¼ 1; 2; . . .;M

The summation of all elements on a row of the transition matrix is equal to 1. Thus:

XK
a¼0

piðb; aÞ ¼
Xb
a¼0

piðb; aÞ ¼ 1 for b ¼ 0; 1; . . .;K ð1Þ

The system is required to work at a specified level b or above, i.e. the system’
state /s is greater than or equal to b at the end of the operating mission. If the state
of the system is less than the required working level, /s\b, it will fail to complete
the mission. We define the system reliability at state b, RsðbÞ, as the probability
Prð/s � bÞ.

In series-parallel structure, the system is at a state greater than or equal to b when
all subsystems are at state b or above. Furthermore, a subsystem is in a state less
than b, /subi\b, when all of its components are in states less than b. The event that
the subsystem i to be in state b or above at the end of the next mission, /subi � b, is
the complement event of /subi\b. Therefore, the reliability of the system at state
b can be computed using the following equation.

RsðbÞ ¼ Prð/s � bÞ ¼
YM
i¼1

Prð/subi � bÞ ¼
YM
i¼1

1� Prð/subi\bÞð Þ

¼
YM
i¼1

1�
YNi

j¼1

Xb�1

a¼0

piðXij; aÞ
 ! ð2Þ

4 The System Maintenance Time and Cost

4.1 Single Repair Time and Cost

Assume ti(a, b) and ci(a, b) are the required time and cost for a single repair of an i.
i.d. component in subsystem i from state a to any state b, b > a. The single repair
time and cost of a component i can be arranged in matrix form as:
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Ti ¼

0 tið0; 1Þ . . . tið0;KÞ
0 0 . . . tið1;KÞ
. . . . . . . . . . . .
0

0

0

0

. . .

. . .

tiðK � 1;KÞ
0

2
66664

3
77775
; i ¼ 1; 2; . . .;M

Ci ¼

0 cið0; 1Þ . . . cið0;KÞ
0 0 . . . cið1;KÞ
. . . . . . . . . . . .
0

0

0

0

. . .

. . .

ciðK � 1;KÞ
0

2
66664

3
77775
; i ¼ 1; 2; . . .;M

In order to calculate the total repair time and cost of the entire system, it is
necessary to analyze the relationship of the repair time and cost between compo-
nents. When the repair time for each component is independent, the total mainte-
nance time of the system is simply a summation of all the individual repair time of
its components. If the state vector of components before maintenance, Y ¼
fYijg; i ¼ 1; 2; . . .;M; j ¼ 1; 2; . . .;Ni; is given, the total system maintenance
time corresponding to a vector of component state at the time of exiting the
maintenance depot, X ¼ fXijg, can be represented as:

T ¼
XM
i¼1

XNi

j¼1

TiðYij;XijÞ ð3Þ

Similarly, the total system maintenance cost can be obtained by taking the sum
of all single components’ repair costs.

C ¼
XM
i¼1

XNi

j¼1

CiðYij;XijÞ ð4Þ

In (3) and (4), TiðYij;XijÞ and CiðYij;XijÞ are the corresponding elements in the
time and cost matrix of components in subsystem i.

4.2 Time and Cost Savings When Repairing Multiple
Components

Equation 3 and 4 show the total maintenance time and cost of the system when
there is no advantage of repairing multiple components in a maintenance strategy.
However, in most realistic systems, time and cost savings are achieved when
multiple components are selected to be repaired, especially for identical compo-
nents in the same subsystem. They usually require similar initial setting up and may
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have the same process of repair, materials, tools and labor. In [9], a fixed “set-up
cost” is incurred only one time when more than one components is replaced. In this
paper, the concept of “set-up cost” is employed to both cost and time. In addition, it
is usually more economical if multiple identical components in the same current
state (condition) a are maintained to the same working state b, b > a. Additional
time and cost savings for this type of repair should be addressed. In this section, we
will focus on formulating the total actual repair time for a selective maintenance
strategy based on the single repair time matrix with the consideration of two types
of time savings aforementioned. Once the total repair time is found, the total cost of
the system can be calculated accordingly.

In the first type of saving, a fixed amount of “set-up time” corresponding to an
additional component, Dts (Fig. 2), is saved when many components are repaired in
a selective maintenance strategy. For example, when repairing multiple components
in a machine, we have to dismantle the machine only one time, do the same process
of inspection to all components and reassemble the machine one time after com-
pleting all the maintenance activities. The more components to be maintained, the
more time is saved due to the share of setting up. If Nr components in the system
are maintained in a selective maintenance strategy, the total amount of time saved
due to the share of setting up will be ðNr � 1Þ � Dts.

Secondly, let’s consider repairing multiple identical multi-state components in
subsystem i with the individual repairing time of each component from state a to
state b of tiða; bÞ. In addition to the time saved from setting up sharing, we intro-
duce a time saving coefficient, f iTða; bÞ, to represent the advantage of repairing
multiple i.i.d. components in subsystem i. f iTcan take any value between 0 and 1.
When f iT ¼ 1, there is no additional advantage of repairing identical components.
f iT ¼ 0 when we do not need any additional time to repair an extra component other
than the first one. Let t

0
iða; bÞ be the adjusted repair time for an additional com-

ponent in subsystem i from state a to state b. The adjusted repair time and the saved
amount in addition to a fixed set-up time for repairing an i.i.d. component from state
a to state b are calculated with (5) and (6) respectively.

t
0
iða; bÞ ¼ f iTða; bÞ � tiða; bÞ � Dts ð5Þ

tiða; bÞ � t
0
iða; bÞ � Dts ¼ 1� f iTða; bÞ

� �� tiða; bÞ ð6Þ

The calculation of maintenance time considering the advantage of repairing
multiple i.i.d. components is illustrated in Fig. 2.

The total system maintenance time is, then, the summation of total adjusted
repair time of each component. It is a function of the decision variable Xij if the
single repairing time matrix, the time saved due to the share of setting up, the time
dependent coefficients and the components’ states at the time entering the main-
tenance depot are known.
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TðXijÞ ¼
XM
i¼1

XNi

j¼1

T
0
i ðYij;XijÞ ð7Þ

Similarly, the total system maintenance cost for a selective maintenance strategy
can be obtained if the amount of saved money due to the share of setting up—Dcs,
the opportunity cost coefficients—f iC and the components’ state at the time of
entering and exiting the maintenance depot are known.

CðXijÞ ¼
XM
i¼1

XNi

j¼1

C
0
iðYij;XijÞ ð8Þ

5 The Selective Maintenance Optimization Model

In this paper, the maintenance manager has to find what maintenance activities
associated with each component to be performed to achieve the maintenance objec-
tive of increasing the system reliability under limitation of resources such as time and
cost. The selective maintenance problem can be formulated using a non-linear integer
programming problem. The decision variables, Xij, are the states of components at
the time of exiting the maintenance depot. The system and components’ character-
istics such as the state of components at the time of entering the maintenance depot,

stΔ

2 st×Δ

it i
T i sf t t−Δ

(1 )iT if t−

Fig. 2 The advantage of repairing i.i.d. components
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the time and cost of single repair, time and cost saving of multiple repair of each
component, state probability distribution of each component in the next mission, etc.
are explicitly known.

Maximize f ¼ RsðbÞ ¼
YM
i¼1

1�
YNi

j¼1

Xb�1

a¼0

piðXij; aÞ
 !

ð9Þ

Subject to : TðXijÞ� T0 ð10Þ

CðXijÞ�C0 ð11Þ

Yij �Xij �K

Xij is integer; i ¼ 1; 2; . . .;M; j ¼ 1; 2; . . .;Ni
ð12Þ

In the model, the objective function (9) is to maximize the reliability of the
system at a specified working level b which has been formulated in Sect. 3. There
are two types of constraints in (10) and (11) which restrict the total time and cost for
all maintenance activities within available time, T0, and budget, C0. The repair time
and cost of components may be dependent as explained in Sect. 4. Equation (12)
sets the boundary on the components states at the time of exiting the maintenance
depot. This equation implies that the maintenance does not worsen the state of a
component, i.e. Xij must be integer value between Yij and the maximum state K.

6 Solution Approach and Example

In this paper, we use genetic algorithm (GA) [11] to solve the proposed selective
maintenance models. A solution of the selective maintenance problem is repre-
sented by a chromosome consisting of N genes, where N is the total number of
components in the system, N ¼Pm

i¼1 Ni. Each gene represents the state of a cor-
responding component at the end of the maintenance break (Fig. 3).

All elements in the vector of components’ state are ordered from subsystem 1 to
subsystem M and the decision variable, Xij; i ¼ 1; 2; . . .;Ni; j ¼ 1; 2; . . .;M,
can be transformed to a state vector X with the dimension of ð1� NÞ. If the states of
components at the time of entering the maintenance depot are known and can be
rewritten in vector form, Y ð1� NÞ, we can use GA to find the best combination of
the components’ outcome states after the maintenance break for the proposed
optimal selective maintenance problem.

Based on this solution approach, the problem is coded using Matlab R2012. An
illustrative example and results are shown as follows.

Example Considering a multi-state series-parallel system consisting of two sub-
systems, 7 components as in Fig. 4. The multi-state system and its components can
be in 5 different states from state 0 to M = 4.
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The transition probability matrices and corresponding cost and time matrices for
each individual maintenance activity are:

P1 ¼

1 0 0 0 0

0:15 0:85 0 0 0

0:15 0:1 0:75 0 0

0:05 0:15 0:15 0:65 0

0:05 0:05 0:1 0:1 0:7

2
6666664

3
7777775
; P2 ¼

1 0 0 0 0

0:3 0:7 0 0 0

0:1 0:25 0:65 0 0

0:05 0:1 0:1 0:75 0

0:05 0:1 0:1 0:2 0:55

2
6666664

3
7777775

C1 ¼

0 2 4 6 8

0 0 3 5 7

0 0 0 2 4

0 0 0 0 3

0 0 0 0 0

2
6666664

3
7777775
; C2 ¼

0 3 4 7 10

0 0 2 5 8

0 0 0 4 7

0 0 0 0 3

0 0 0 0 0

2
6666664

3
7777775

T1 ¼

0 2 5 7 8

0 0 3 4 6

0 0 0 3 5

0 0 0 0 2

0 0 0 0 0

2
6666664

3
7777775
; T2 ¼

0 2 3 6 9

0 0 2 4 7

0 0 0 3 6

0 0 0 0 3

0 0 0 0 0

2
6666664

3
7777775

1 2 … N1 1 2 … N2 … 1 … NM

11X
12X …

11NX 21X
22X … 21NX …

1MX …
MMNX

State of com-
ponents in 

subsystem 1

State of com-
ponents in 

subsystem 2

State of com-
ponents in sub-

system M

Fig. 3 Solution representation

11

12

13

21

22

24

23

Fig. 4 MS series-parallel
system
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All the available information of the system and its components such as the states
of components at the end of the previous mission, time and cost saving due to the
share of setting up and time and cost saving coefficients as well as the requirement
of the system’ working level and the resource available are presented in Table 1.

Using the input data in Table 1, we solve the SM model in Sect. 5 to find the
optimal reliability of the system at state b = 3. The vector of component‘s state at
the time of exiting the maintenance depot is X ¼ 4 0 4 3 3 1 3½ �, that
is, we select to repair components 1 and 3 in subsystem 1 to state 4, components (2,
1), (2, 2) and (2, 4) in subsystem 2 to state 3, do nothing to components (1, 2) and
(2, 3). We also solve the SM model for the case that there is no benefit of repairing
multiple components. Table 2 shows the results of the SM strategies on the multi-
state systems.

It is clear from the results in Table 2 that more maintenance actions can be
performed when considering the benefits of repairing multiple components simul-
taneously. When there is no benefit of repairing multiple components, we restore 4
components (1, 1), (1, 3), (2, 1), (2, 4) to an intermediate state 3 and do nothing to
other 3 components (2, 2), (1, 2), (2, 3), while components (1, 1), (1, 3) can be
maintained to the highest state (perfect functioning state) and another maintenance
action can be performed on component (2, 2) (from state 2 to state 3) if the benefits
of repairing multiple components are considered. Consequently, a significantly
higher system reliability at level 3 can be achieved, Rs(3) = 0.945, and the resources
utilization is also higher by 18.8 cost units and 14.6 time units when considering the
advantages of repairing multiple components simultaneously.

Figure 5 illustrates the time (a) and cost (b) savings versus the number of
components involved in a maintenance strategy. In this figure, we plot the resource
usage for the selective maintenance strategy corresponding to vector X ¼
4 0 4 3 3 1 3½ � in the example above and assume that components are
maintained in an order from the first subsystem then the second subsystem.

In this maintenance strategy, 5 components including (1, 1), (1, 3), (2, 1), (2, 2),
and (2, 4) are selected to be maintained simultaneously. When the benefits of
repairing multiple components are considered, the total maintenance time and cost
are smaller than those in the case of independent repairs. The amounts of time and
cost savings increase considerably as the number of repaired component increases.
The total time and cost required to repair all 5 components when considering the
benefits of multiple repairs are just 14.6 time units and 18.8 cost units, while 21
time units and 26 cost units are required respectively when there is no advantage of
repairing multiple components.
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7 Conclusion

This paper studies the selective maintenance model for multi-state series-parallel
system considering the benefits of repairing multiple components simultaneously.
The model is closer to practical applications when the maintenance resources for
repairing components are dependent. Both time and cost savings can be assured
when several components are maintained in a selective maintenance strategy. The
advantages of multiple repairs are analyzed with regards to two types of time and
cost savings: (i) the share of setting up and (ii) the additional saving due to repairing
multiple identical components in the multistate series-parallel systems. A non-linear
integer optimization model is developed to maximize the system reliability at the
next operating mission subjected to both time and cost constraints. Genetic Algo-
rithms is used to solve the optimization models.

In general, the selective maintenance problem in this paper can help the main-
tenance manager determine the best maintenance strategy to get a reliable system
and locate the maintenance resource effectively. The illustrative example shows that
more maintenance actions can be performed and higher reliability of the system can
be achieved if the benefits of repairing multiple components are addressed.

Table 2 The results of the selective maintenance model

Repairing action on component (i, j) Rs(3) CðXijÞ
(cost units)

TðXijÞ
(time units)(1, 1),

(1, 3)
(2, 1),
(2, 4)

(2, 2) (1, 2),
(2, 3)

(*) 1 ! 3 2 ! 3 DN DN 0.8227 18 14
(**) 1 ! 4 2 ! 3 2 ! 3 DN 0.945 18.8 14.6
(*) SM strategy when there is no benefit of repairing multiple components
(**) SM strategy when considering the benefits of repairing multiple components
DN Do nothing

Fig. 5 Total maintenance time (a) and cost (b) of repairing multiple components
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The Development of ISO 55000 Series
Standards

M.R. Hodkiewicz

Abstract The launch of a set of three ISO Standards for Asset Management in
2014 represents a step change for the AM community. One of the Standards, ISO
55001 seeks to be applicable to all asset owners from Art Galleries to the Defence
Force and will be used for certification. With over 25 participating countries there is
expected to be a large number of organisations, regulators, and governments who
look to these Standards for asset management and certification guidance. This paper
provides an overview of the ISO 55001 standard, its relationship to the other
standards in the set as well as identifying differences to the PAS55 Specification
which preceded it. It describes the development process and identifies areas of
major debate for the committee over the 3 years. These debates often relate to areas
that lack theory and quantifiable evidence and hence represent opportunities for
research, these are identified. The paper will be of value to those who are not
familiar with the ISO process and wish to understand why the Standards have the
content they do and how they will contribute to the future of Asset Management.

Keywords Standard � ISO55001 � Asset management � PAS55

1 Introduction

All organisations own assets, the physical assets are used to produce products and
deliver services. For decades senior managers have asked if this is being done
efficiently and effectively. Questions such as do we have the right assets? Are they
delivering what we need now and will they do so in the future? What if they fail?
What do they cost us to operate? How will they be impacted by new technology and
changing external practices and events? The practice of asset management (AM)
seeks to ensure that how physical assets are used and how decisions concerning
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assets are made are aligned to the needs of the organisation. Debate about AM
practice has intensified in the last decade as organisations have realised both the
risks and opportunities presented by how they manage their physical assets. This
has led to the development of technical societies and sector bodies aimed at
developing ideas around best practice in AM and from these Standards have
emerged. This paper describes the development of such a set of Standards, the ISO
55000 series and provides insight into some of the issues that challenged the group
responsible for its development as well as highlighting opportunities for the future.

2 Development Process

Organisations have been managing assets for decades and by the early 2000s there
was a wealth of practice, process and ideas around the subject of asset management.
However sharing this knowledge across sectors (power, water, roads, resource,
local government etc.) was complicated by the use of different terms, definitions
and process compounded by technical societies, research and sector groups pro-
moting their view of best practice. Academics and consultants who moved across
the sectors could see that in many cases the differences were quite artificial and
there was much to learn from individual sectors. This thinking led to the devel-
opment of the PAS 55 specification in 2004 under the leadership of the Institute of
Asset Management (IAM). PAS 55 galvanised the asset management community
especially the infrastructure sector in Europe and the increased interest and input
resulted in a substantial revision in 2008 [1, 2]. However the re-issue had been done
as a British Standards Institute (BSI) Specification and with global interest in the
contents BSI initiated moves to translate PAS 55 into an ISO Standard.

In 2009 BSI issued a New Work Item Proposal (NWIP) for the development of 3
standards for Asset Management. Draft standards using the PAS 55 text with ISO
cover sheets were distributed to Standards bodies around the world for comment
and to assess interest in participation. The NWIP meeting was held in London in
2010. Two issues at this meeting fundamentally changed the pathway of devel-
opment of the Standard. The first is that the ISO Technical Management Board had
been working on a new template for their management system standards (MMS)
and wanted the new AM Standard to use it. The template, called the JTCG text, is
intended to assist organisations that use multiple ISO MMS to streamline their
processes through use of a common structure in the document and, where possible,
common text. This common text only applies to the ‘Requirements’ document in
the MMS set. The need to use the JTCG standard text (known as blue text) as the
base document provided an opportunity for a fresh look at an AM Standard, free of
the requirement to adhere to the original PAS 55 text. The second issue, a conse-
quence of the first, was that the non-IAM groups and sectors involved in the NWIP
then had the opportunity to bring their ideas, terms and definitions to the table.
Examples of relevant material include the International Infrastructure Management
Manual [3], Road Sector asset management texts, and materials from other
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professional bodies. In practice despite the use of the JTCG text and all the new
input there much is common between PAS55 and ISO55001 but the journey has
been useful in ensuring that all countries feel they have had a say in its
development.

Development of the three standards was approved in 2010 and subsequently
meetings were held at about 9 month intervals. Global interest has continued to
grow and at the 4th meeting in Prague 2012 27 countries participated. The addition
of new national groups and asset sectors has contributed to a dynamic development
environment. The standards are due for issue in the 2nd quarter of 2014 and will be
accompanied by a standard ISO 17021-5 [4] setting out the requirements for
competence of personnel involved in the certification process.

It is important to remember that the main aim of Standards is to promote good
practice, not to be there purely for compliance. As mentioned earlier infrastructure
operators who were early adopters of PAS55 are likely to embrace ISO55001
particularly if it is a requirement or recommendation from their regulator. These
include government and privatised groups in the gas, water, electricity and transport
sectors and companies in these sectors are watching developments carefully. There
is also possibility that central/federal governments will impose a requirement to
comply with the Standards for other levels of government (e.g. state and local)
under their control (insert ref PWs paper). The ISO 55000 series is intended to
cover “all” assets so it will be interesting to see if additional sectors adopt it (for
example, facilities management, real estate, manufacturing, defence).

3 Overview of the Documents

There are three documents as follows:

• ISO 55000 Asset Management – Overview, Principles and Terminology,
• ISO 55001 Asset Management—Management System—Requirements,
• ISO 55002 Asset Management—Management System—Guidelines on the

application of ISO 55001.

ISO 55000 Standard describes the major dimensions assets, asset management
(AM) and the AM Management System (AMMS) as well as presenting the prin-
ciples of AM and terms and definitions. It includes a section describing the potential
benefits of AM. The Standard defines an asset as “something that has potential or
actual value to an organization” [5]. The value depends on the context of the
organization and its stakeholders. Value can be tangible or intangible, financial or
non-financial. Asset management is the “set of coordinated activities that an
organization uses to realize value from assets” acknowledging that realization of
value normally involves a balancing of costs, risks, opportunities and performance
benefits” [5]. The AMMS is the “set of interrelated or interacting elements of an
organization that establish AM policies and objectives, and the processes needed to
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achieve those objectives”. The AMMS essentially defines the business processes
used by those in the organisation working on or with the assets.

The ISO 55001 Standard specifies the requirements for the establishment,
implementation, maintenance and improvement of a management system for asset
management. It does this through *67 shall statements (many with multiple
clauses). An example of a requirement is The organization shall determine: the
stakeholders that are relevant to the asset management system; the requirements of
these stakeholders; the requirements for recording financial and non-financial
information, and for reporting on it both internally and externally; the criteria for
asset management decision making, and the requirements for alignment of financial
and non-financial terminology throughout the organization. In this example, the
text of from the start of the requirement through to the second clause is “blue” text
which is common to other ISO MSS, and the last three clauses (underlined) are
specific to asset management and were added by the committee working party.

Contents of the standard cover core management system elements such as
understanding the needs of the organisation and its stakeholders, leadership expec-
tations, policy, roles and responsibilities, planning, setting objectives, and the
requirements for supporting functions. These supporting functions include resourc-
ing, competencies, awareness and communication, information and documentation
requirements, operational planning and control, management of change, outsourcing,
performance evaluation, management review and improvement processes.

ISO 55002 Standard follows the same layout of contents as in ISO 55001 but has
no “requirements”, instead focussing on providing further clarification of the intent
of the requirements clauses in 55001.

4 Differences Between PAS 55-1 and ISO 55001

Both PAS 55-1 and ISO 55001 set out requirements and can be used for certifi-
cation. Although the documents are similar in intent and much of the contents, they
have different layouts and there are some differences. These are summarised below.

4.1 Scope

PAS 55 was primarily focussed on the management of physical assets and asset
systems whereas ISO 55001 has a wider remit and the Standard says it can be
applied to all types of assets; however it is does qualify this by saying that it is
particularly intended to be used for managing physical assets.
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4.2 AM Strategy and AM Strategic Plan

There is no mention of AM Strategy in ISO 55001 whereas there was an entire
section in PAS 55-1. The ISO committee has decided to clearly differentiate what
goes in an AM Plan and what is part of the Strategic Plan for AM. The AM
Strategic Plan is intended to align with organisation’s strategic planning process, be
integrated with the development of the AM objectives, and focus on the role of the
AMMS in delivering on these objectives. In contrast in PAS 55 the boundary of the
strategy document between a strategic and operational focus was somewhat unclear
as clauses required organisations to “identify the function(s), performance and
condition of existing asset systems and critical assets; state the desired future
function(s), performance and condition of existing and new asset systems and
critical assets, on timescales aligned to those of the organizational strategic plan;
clearly state the approach and principal methods by which assets and asset systems
will be managed.” These are details at the asset level and in the ISO document all of
this information is contained in the AM Plans.

4.3 Financial Information and Requirements

There is only one reference to the word ‘financial’ in the main body of the PAS 55-1
text and that is with respect to asset management objectives needing to take account of
financial requirements. ISO 55001 makes two important additions, one with respect
to financial information and the other to ensure that the financial implications of AM
planning are clearly articulated. With respect to information the requirements for
recording financial information and for aligning financial terminology across the
organisation need to be defined and traceability ensured. As users of computerised
maintenance management systems will know, there can be challenges in obtaining
cost data at the asset level particularly in organisations that don’t use activity based
costing. On reporting on performance there is also requirement to report financial
information at the asset level, asset management performance and with respect to the
effectiveness of the AMMS. The last requirement implies that the cost of managing
the AMMS will need to be determined.

4.4 Contingency Planning

PAS55 has a separate section on contingency planning. There is no specific mention
of contingency planning in ISO 55001. The assumption being that this will be cov-
ered in the risk controls put in place as part of an asset risk management program.
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4.5 Risk Management

ISO 55001 assumes that the organisation will be using the ISO 31000 risk man-
agement framework (or equivalent) which specifies all the steps in the risk man-
agement process. It therefore does not spell these out in the 55001 text. The
approach is to identify what needs risk management, for example, the risk of not
meeting asset management objective and require the organisation to ensure that
such risks are managed within its risk management processes using the organisa-
tion’s risk management approach.

PAS 55 has a separate section on risk management process setting out
requirements for the risk management methodology and risk identification and
assessment. The risk evaluation and control steps covered in ISO 31000 are not
however covered in detail in PAS 55. The PAS 55 document also specifies
requirements for asset risk information.

4.6 Information Management

While the requirements around what information to collect are broadly similar
across the two documents there is more detail required in the IS0 55001 on data
quality attributes. The organisation will need to ensure the documented information
has appropriate identification, description, format, and has been reviewed for
suitability and adequacy. Data quality attributes for availability and protection are
also addressed. There is also a requirement for information on the asset perfor-
mance monitoring, measurement, analysis and evaluation, nonconformities or
incident and any subsequent actions taken, and the results of any corrective action.
This will likely create a wealth of asset data, potentially of higher quality than is
currently available.

4.7 Competence

There are two major differences around competence. PAS 55 focussed on the
identification of competency requirements, the development of plans, and provision
of training. ISO 55001 extends this by adding requirements to ensure that people are
competent, and where education/training/experience are provided to evaluate the
effectiveness of this with respect to the competence required. This implies there will
need to be programs that assess competence. The other difference is the onus on
ensuring competence of outsourced personnel is moved from the needing to ensure
that outsource providers have arrangements in place to demonstrate their staff are
competent (the PAS 55 requirement) to having to ensure that outsourced resources
meet the same competence requirements as for internal resources (in ISO 55001).
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5 Areas of Debate During ISO 55000 Series Development

This ISO process which brought together people from different asset sectors,
nationalities, asset management background, was one involving of lively debate.
This primarily occurred in intensive 1 week sessions involving 50–70 people, all
experts in their fields, in a hot-house environment with a deadline each time to
produce a new document having addressed all the comments made by national and
liaison bodies on the previous document. ISO 55001 was the easiest document to
work on because so much of the text is proscribed by the JTCG format. Decisions
had to be made on what to add. This was done by sub-groups coordinated by the
ISO 55001/55002 working group chair. ISO 55000 on the other hand had no
proscribed format and many ideas about what should be in and how it should be
represented. It was developed by a separate working group under a different chair.
Although there were many areas of debate, some of the highlights and the com-
promises reached are discussed below.

5.1 Scope

As mentioned earlier the ISO 55001 reports in the scope section that it “can be
applied to all types of assets, by all types and sizes of organisations”. The com-
promise for committee members who are deeply uneasy about the potential breadth
of “all” which could encompass intangible assets such as brands and reputation,
financial and human assets has been to add a note to say that it is “intended to be
used for managing assets but this does not limit its application to other asset types.”
One of the concerns raised is that most committee members come from a back-
ground of managing physical assets and have little experience in non-physical asset
management from which to judge if the standard is indeed applicable to these.

5.2 Applicability

There is concern about the ability of smaller organisations for example local
councils and small infrastructure organisations that they will have the resources to
implement the requirements, especially since the ISO 55001 standard stipulates that
the “requirements of the Standard should be applied in its entirety”. To manage
these concerns the clause “to the assets determined by the organisation” has been
added to the sentence. In practice this means that a local council could choose
specific assets such as parks to apply the standard to but not others such as parks
and public artwork.
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5.3 Asset Life and Life Cycle Definitions

The concept of asset life has been hotly debated. In ISO 5500 “Asset life” is defined
as the period from conception to end-of-life for an asset. An “asset life cycle”
includes all the stages that an asset experiences over its “asset life”. In some
organisations assets are purchased, used and disposed of while others such as road
have no realistic end of life stage. It has been left up to the organisation to deter-
mine how to define and name each stage of the asset life cycle. Another issue is that
asset’s life cycle does not necessarily coincide with the period over which any one
organization holds responsibility for the asset. For example with privatisation of rail
lines, the responsibility for the asset changed but it didn’t impact where the rail was
in its life cycle. The Standard recognises that an asset can hold value to one or more
organizations over its life. A new term, the AM life cycle was introduced. This
describes the period of time that the assets are under the control of the organization.
The asset management life cycle begins with the commencement of responsibility
period for the organization. Economic life and technical life are mentioned in ISO
55002 with respect to AM Plan development.

5.4 Figures

There is widespread agreement that figures will help particularly those from non-
English speaking backgrounds to read the standard. However there has been no
agreement on what the figures should be. One of the main points of concern is to
clarify the difference between asset management (what is done to/with the assets) and
the asset management system (the processes that determine how it is done, when and
by whom). Many of the proposed figures are essentially a pictogram of the table of
contents in blocks with various connecting arrows and there are many ways this can
be done. There is little published work based on evidence about what the key input-
output relationships are and how AM is actually done in organisations.

5.5 Financial Management

A finance sub-committee was established to coordinate the integration of financial
management and asset management through the standards. While this has resulted
in many welcome developments such as the requirement to determine the financial
implications of the AM plan and traceability between financial and technical asset
data there are those who feel that it does not go far enough. There is an argument to
say that doing all the plans and then not getting the funds to action them is a waste
of resources, but there are others concerned that the maturity of many organisations
with respect to AM plans and the lack of integration between their accounting and
asset systems means that the Standard cannot require too much too soon.
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5.6 Asset Management Principles

These have been through much iteration as there has been no research such as that
done by the quality management community [6, 7] on what different organisations
identify as being core to successful asset management. The challenge facing the
asset management community, similar to those in the risk, quality, safety, and
energy management communities is to decide whether to focus on principles which
are core to all management systems such as leadership or to focus on principles
which are specific to their sector. An example would be a principle associated with
an issue like the need to balance cost, risk and performance over the asset man-
agement life cycle, which is specific to asset management.

6 Opportunities for Research

There are three sets of research questions identified here, one set are at a macro
level and look at asset management as a discipline, the next is about modelling and
prediction and the final one looks at the opportunities provided by more and better
data on assets, how we manage them and how they perform.

6.1 How to Measure AM and Its Impact on Organisational
Performance

Each sector has historically developed its own definitions, frameworks, models, and
body of knowledge for AM and vigorously promoted these to their own commu-
nities. Although there is an emerging consensus through ISO 55001 development
process about which factors are important to AM and organisational success, these
have not been tested using validated, statistical methods. Research questions
include:

1. What are the factors that characterise AM practice?
2. Does AM practice delivers superior AM and/or organisational outcomes?
3. Will ISO 55001 Certification deliver improved organisational performance?

To answer question 1 there will need to be surveys across organisations in the
same, and in some cases, different sectors to identify common factors as well as
factors that are sector specific. To answer questions 2 there is a work to do to
determine how to link practice and activities to AM and organisational outcomes.
This is about having demonstrable evidence that “AM performance is positively
associated with committed leadership” and “AM organisations demonstrate better
safety performance than non-AM organisations”. Question 3 can only be addressed
once ISO 55001 is issued but a look back at the history of the quality management
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movement shows that there are reputable studies both for and against the hypothesis
that “Organisations that certify outperform organisations that do not” and “The
benefits of certification outweigh the costs” [8, 9].

This research work involves support from a number of organisations (typically
more than 20 would need to participate) and willingness to participate in surveys
and provide technical and financial information. The risk of not doing this is that the
benefits of AM are unquantified and largely linked to the perceived benefits of a
few companies and the marketing material of consultants. One of the challenges,
not insurmountable, with this area of research is it is in the domain of the man-
agement scientists and uses statistics and processes that are not familiar to the
technical and engineering community from which many asset management prac-
titioners and researchers are drawn.

There is also a requirement in ISO 55001 to determine the effectiveness of the
AM system, which leads to questions about how we would measure effectiveness as
well as establish costs.

6.2 How to Predict Future Asset Management Requirements
and Impacts

The second area of research centres on the emphasis in ISO 55001 on planning.
Good planning is conditional on having understanding a range of realistically
possible views of the future. This is enabled by modelling work that allows the
organisation to predict potential outcomes and plan accordingly. There is currently
a number of research and industry groups that look at infrastructure policy in the
various sectors e.g. energy and transport who seek to include more representative
asset performance and behaviour assumptions in their models. Within organisations
there are also modelling groups that seek to understand the range of impacts of
various external policy decisions and physical/environmental events (e.g. climate
change) on their assets. Typically these models use socio-technical modelling and/
or economic modelling approaches such as agent based modelling and serious
gaming for the former and real options is an example of the latter approach.

6.3 Will More and Better Data Lead to New Insights in Asset
Management

The final area of research is focussed on the expectation that more and better data
will be collected on assets. This will allow the traditional engineering researchers
interesting in remaining useful life and similar maintenance and reliability data
models a much larger pool of data both on failures but also potentially on relevant
influence variables and confounding factors. More data also opens the door to
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algorithmic models that don’t presuppose a relationship between inputs and outputs
but use machine learning tools to develop an understanding of patterns of behaviour
[10]. Work in this area, topically called ‘Big Data’ requires a high level of com-
petence in statistical methods.

One of the challenges inherent in the three questions posed here is that they
require tools and techniques that are not core to the civil, mechanical, electrical, and
chemical engineering disciplines from which the majority of academics working in
AM are drawn from. Does the future of AM as a discipline depend on the research
community drawing in experts in these fields on an ad hoc basis or are these tools
we should be adding to our toolbox? What does the AM research community look
like in 2025 is an interesting question to consider.

7 Conclusion

This is essentially an optimistic paper. It recognises that AM as a discipline and
professional practice has come a long way since 2004 and that the launch of the ISO
55000 series Standards will be a major milestone on that journey. In describing
elements of the journey and particularly some of the challenges, the paper highlight
the compromises necessary as part of what is a complicated process. It also iden-
tifies a number of areas where theory and evidence are necessary to improve the
quality and content of future debates and new opportunities for research.
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A Preventive Maintenance Model
for Linear Consecutive k-Out-of-n:
F Systems with Dependent Components

W. Wang, F. Zhao, R. Peng and L. Guo

Abstract Preventive maintenance (PM) is an important maintenance action to
prevent from the occurrence of failures. This paper presents a PM policy for a linear
consecutive k-out-of-n: F system that fails if and only if at least k consecutive
components fail. The failure rate of a component depends on the state of the
adjacent components since the load of a component may increase when its adjacent
component fails. The failed components in the system are replaced with new ones
either at the time of system failure or at the time of PM whichever comes first. A
failure sequence diagram is presented to establish the reliability model of the
system. Based on the reliability model, the optimal preventive maintenance strategy
which minimizes the long-run expected system cost per unit time is studied with an
illustrative example.

1 Introduction

A consecutive k-out-of-n: F (G) system, C(k, n; F/G) system, consists of a sequence
of n ordered components along a line or a circle such that the system fails (works) if
and only if at least k consecutive components in the system fail (work). Such a
system was first introduced by Kontoleon in 1980 [1] and has been used to model
telecommunications, oil pipelines, vacuum systems in accelerators,computer ring
networks and space relay stations [2]. Many research works have been reported to
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deal with this type of system to derive the algorithms and bounds for reliability
characteristics [3–7]. These papers mostly assume that the components in the
system are identical and s-independent [3–5]. In practice, components may have
different characteristics and depend on each other due to load-sharing or other
reasons. Consecutive k-out-of-n systems with heterogeneous components were
studied in [6]. However, the component failures are assumed to be independent.

Aki and Hirano investigated the lifetime distributions of C(k,n;F) systems with
two types of dependence among system components, one was based on the notion
of sequential order statistics and the other considered the dependence of the com-
ponent failure rate on the state of the left adjacent component [8]. Some other works
also studied the reliability of consecutive k-out-of-n systems with dependent
components [9–14]. Lam and Zhang studied a repairable C(2,n;F) system with
Markov dependence where the failure rate of a component depends upon, and only
upon, the state of the preceding component and the lifetime and repair time of
components are exponential distributed with various parameters [10]. Xiao et al.
presented a model of C(k,n;F) repairable systems with non-exponential repair time
distribution and (k-1)-step Markov dependence [11]. Villén-Altamirano analyzed
non-Markov C(k,n;F) repairable systems by revising the model in [11] with the
assumption that the component lifetimes follow a general distribution [12]. Eryıl-
maz studied reliability properties of C(k,n;F/G) systems with arbitrarily dependent
components [13]. Yun et al. reported the optimal assignment for a circular C(k,n;F)
system with (k-1)-step Markov dependence [14]. The focus of all these literatures is
on reliability modeling and optimal system design, and none of them have con-
sidered the optimal preventive maintenance strategy for consecutive k-out-of-n
systems with dependent components.

This paper considers a C(k,n;F) system with dependent components, which is
motivated by the real practice in the steelmaking industry. Billets are transferred
from the withdrawal and straightening system “A” to the tilting manipulator “B”
through a roller system, which consists of n chains equally spaced between A and
B, as shown in Fig. 1. Whenever the length of the consecutive failed chains is larger
than the length of the billet “L”, the roller system is not able to transfer the billet
successfully and is regarded as failed. Therefore the system fails if and only if at
least consecutive k chains fail, where k ¼ argminfkl=Lg and l is the length of each

A B

A B

n chains

The operational chain with the length of l 
The failed chain

(a)

(b)

The billet with the length of  L

Fig. 1 The roller system in the steelmaking industry
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chain. Further, the failure of a chain results in more load shared by its adjacent
chains and increases their failure rates.

The outline of this paper is organized as follows. Model assumptions and the
notations are given in Sect. 2. Section 3 proposes a failure sequence diagram for
reliability modeling of the C(k, n; F) system. Based on the reliability model, the
optimal preventive maintenance strategy is studied for a case with k = 2 and n = 4 in
Sect. 4. Section 5 concludes this paper and points out some future researches.

2 Modeling Assumptions and Notation

We first specify the assumptions and the notation that will be used hereafter.

(1) The system consists of n components arranged linearly and the system fails
whenever at least k consecutive components fail.

(2) The components and system are either operational or failed.
(3) If one component in the system fails, the failure rates of its adjacent com-

ponents increase as more loads are shared by them.
(4) The probability that two or more than components in the system fail simul-

taneously is negligible.
(5) The components in the system have an exponential distribution with failure

ratek0if the adjacent components are in the operational state. However, the
failure rate of a component changes tok1 if one of its adjacent components
fails, andk2 if both adjacent components fail (k0\k1\k2).

(6) Once the system fails, the failed components in the system will be replaced
with new ones immediately.

(7) The system is repaired preventively every planned interval with the failed
components replaced by new ones.

(8) It is considered that there are always enough spare parts available on hand.

Notation

k Minimum number of consecutive failed components which lead to a failure of system

n Number of components in the system

kj Possible failure rate of working components where j = 0,1,2

fi;kj Probability density function (pdf) of component i with failure rate kj, where i = 1,2,…
n

Ri;kj Reliability function of component i with failure rate kj

T Preventive maintenance interval

ti Time to failure of component i

cr Replacement cost of a failed component

cp Downtime cost due to PM

cf Downtime cost due to failure

ECðTÞ Expected renewal cycle cost

ELðTÞ Expected renewal cycle length

CðTÞ Long-run expected cost per unit time
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3 The Failure Sequence Diagram

In this section, a failure sequence diagram (FSD) is proposed for reliability mod-
eling of the C(k, n; F) system with dependent components. The procedures are
given as follows:

(1) Start the FSD construction with the representation of the entire system “ S ”, ,
see Fig. 2. The node 0 in Fig. 2 shows that there are no failed components in
the entire system. The component node “ⓘ” represents that the component i is
the first failed component in the system, where i = 1, 2, . . . ,n.

(2) According to the characteristics of C(k, n; F) systems that the system fails if
and only if k consecutive components in the system fail, we need to judge if
the number of the consecutive failed components in any path of Fig. 2 is
greater than or equal to k. If the condition is satisfied, then it indicates that the
system fails and there is no need to add any more nodes to the path. Otherwise,
for the component node “ⓘ” (i = 1,2, . . . ,n) in Fig. 2, construct the FSD of
“ⓘ” by adding node 0 and the nodes for un-failed components as the child
nodes of node “ⓘ”. For example, the child nodes of node “①” are node 0 and
component nodes 2, ... ,n; and the child nodes of node “ⓝ” are node 0 and
component nodes 1,… ,n − 1. Figure 3 gives only the FSD of “ⓘ” (1 < i < n)
for simplicity. A path from S to i to j means that the first two failed compo-
nents in the system are component i and j.

(3) Once the ith level for the FSD has been constructed, the (i + 1)th level for the
FSD can be constructed similarly to step 2. The construction of the FSD stops
until all the paths end either at node 0 or due to the failure of the system.

The path ending at node 0 implies that the system is operational as the number of
consecutive failed components is less than k. Other paths show that the system fails
as there are at least k consecutive failed components in the system.

1 i20 n

S

The 1 st level

Fig. 2 The FSD representation of the entire system “ S ”

1 i20 n

S

0 ni+11 i-1

The 1st level

The 2nd level

Fig. 3 Illustration of the FSD representation for component node “ⓘ”
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4 Numerical Example

4.1 The PM Model of Case k = 2 and n = 4

We take the long-run expected cost per unit time as an objective function to find the
optimal PM interval. From assumptions (6) and (7), it can be concluded that the
system is renewed either at time of PM or at the failure of the system. In order to
derive the long-run expected cost per unit time, all possible renewal possibilities
need to be formulated. The FSD of C(2,4;F) systems is given in Fig. 4.

(1) Probability of a PM renewal

Since “0” representing the terminal events that the system is operation at any
time, so from Fig. 4 we can see that all possible renewal events due to PM are ES0,
ES10, ES130, ES140, ES20, ES240, ES30, ES310, ES40, ES410, and ES420. Due to the
symmetry of components in the structure of system, we just need to count the
possibilities for the event set {ES0, ES10, ES130, ES140, ES20, ES240}. Figure 5 rep-
resents the change of failure rate for the components in the system when the event
ES130 happens.

The system can still operate after components 1 and 3 fail from assumption (1)
so that a PM renewal is done at the time of PM T to replace the failed components.
Since component 1 fails firstly and then component 3 fails, in terms of assumption
(5), the failure rate of the component 2 is k1 after t1 but k2 after t3 and the failure
rate of the component 4 is k1 after t3. The probability of event ES13 is given by

00

1

0

32

432

0

0 421

42 32 0 42

0 431

0 31 0

4

0
321

0 32 31

S

Fig. 4 The FSD representation for consecutive 2-out-of-4: F systems

T0
λ0

λ2

λ1

λ0 λ1

t3t1
2-out-of- 4 system

conponent 1

conponent 4
conponent 3

conponent 2
λ0

λ0

Fig. 5 Illustration of event ES130, where ● denotes the component fails and 0\t1\t3\T
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PðES130Þ ¼
ZT

0

ZT

t1

f1;k0ðt1ÞR2;k0ðt1ÞR2;k1ðt3 � t1ÞR2;k2ðT � t3Þf3;k0ðt3ÞR4;k0ðt3ÞR4;k1

ðT � t3Þdt3dt1:
ð1Þ

Similarly to Eq (1), the possibilities of other PM renewal events are given as

PðES0Þ ¼
Y4

i¼1

Ri;k0ðTÞ; ð2Þ

PðES10Þ ¼
ZT

0

f1;k0ðt1ÞR2;k0ðt1ÞR2;k1ðT � t1ÞR3;k0ðTÞR4;k0ðTÞdt1; ð3Þ

PðES140Þ ¼
ZT

0

ZT

t1

f1;k0ðt1ÞR2;k0ðt1ÞR2;k1ðT � t1ÞR3;k0ðt4ÞR3;k1ðT � t4Þf4;k0ðt4Þdt4dt1;

ð4Þ

PðES20Þ ¼
ZT

0

R1;k0ðt2ÞR1;k1ðT � t2Þf2;k0ðt2ÞR3;k0ðt2ÞR3;k1ðT � t2ÞR4;k0ðTÞdt2; ð5Þ

PðES240Þ ¼
ZT

0

ZT

t2

R1;k0ðt2ÞR1;k1ðT � t2Þf2;k0ðt2ÞR3;k0ðt2ÞR3;k1ðt4 � t2ÞR3;k2

ðT � t4Þf4;k0ðt4Þdt4dt2:
ð6Þ

(2) Probability of a failure renewal

It can be seen from Fig. 4 that all renewal events due to a functional failure are
ES12, ES132, ES134, ES142, ES143, ES21, ES23, ES241, ES243, ES312, ES314, ES32, ES34,
ES412, ES413, ES421, ES423, and ES43. Due to the symmetry of components in the
structure of system, we only list the following renewal probabilities.

PðES12Þ ¼
ZT

0

ZT

t1

f1;k0ðt1ÞR2;k0ðt1Þf2;k1ðt2ÞR3;k0ðt2ÞR4;k0ðt2Þdt2dt1: ð7Þ
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PðES132Þ ¼
ZT

0

ZT

t1

ZT

t3

f1;k0ðt1ÞR2;k0ðt1ÞR2;k1ðt3 � t1Þf2;k2ðt2Þf3;k0ðt3ÞR4;k0ðt3ÞR4;k1

� ðt2 � t3Þdt2dt3dt1:
ð8Þ

PðES134Þ ¼
ZT

0

ZT

t1

ZT

t3

f1;k0ðt1ÞR2;k0ðt1ÞR2;k1ðt3 � t1ÞR2;k2

� ðt4 � t3Þf3;k0ðt3ÞR4;k0ðt3Þf4;k1ðt4Þdt4dt3dt1:
ð9Þ

PðES142Þ ¼
ZT

0

ZT

t1

ZT

t4

f1;k0ðt1ÞR2;k0ðt1Þf2;k1ðt2ÞR3;k0ðt4ÞR3;k1ðt2 � t4Þf4;k0ðt4Þdt2dt4dt1:

ð10Þ

PðES143Þ ¼
ZT

0

ZT

t1

ZT

t4

f1;k0ðt1ÞR2;k0ðt1ÞR2;k1ðt3 � t1ÞR3;k0ðt4Þf3;k1ðt3Þf4;k0ðt4Þdt3dt4dt1:

ð11Þ

PðES21Þ ¼
ZT

0

ZT

t2

R1;k0ðt2Þf1;k1ðt1Þf2;k0ðt2ÞR3;k0ðt2ÞR3;k1ðt1 � t2ÞR4;k0ðt1Þdt1dt2: ð12Þ

PðES23Þ ¼
ZT

0

ZT

t2

R1;k0ðt2ÞR1;k1ðt3 � t2Þf2;k0ðt2ÞR3;k0ðt2Þf3;k1ðt3ÞR4;k0ðt3Þdt3dt2: ð13Þ

PðES241Þ ¼
ZT

0

ZT

t2

ZT

t4

R1;k0ðt2Þf1;k1ðt1Þf2;k0ðt2ÞR3;k0ðt2ÞR3;k1ðt4 � t2ÞR3;k2

� ðt1 � t4Þf4;k0ðt4Þdt1dt4dt2:
ð14Þ

PðES243Þ ¼
ZT

0

ZT

t2

ZT

t4

R1;k0ðt2ÞR1;k1ðt3 � t2Þf2;k0ðt2ÞR3;k0ðt2ÞR3;k1

� ðt4 � t2Þf3;k2ðt3Þf4;k0ðt4Þdt3dt4dt2:
ð15Þ
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(3) The expected renewal cycle cost and length

Using the above renewal possibilities, the expected costs for PM renewal and
failure renewal are obtained as follows.

EðCpmÞ ¼ cpPðESÞ þ 2½ðcp þ crÞðPðES10Þ þ PðES20ÞÞ þ ðcp þ 2crÞðPðES130Þ
þ PðES140Þ þ PðES240ÞÞ�: ð16Þ

EðCf Þ ¼ 2½ðcf þ 2crÞðPðES12Þ þ PðES21Þ þ PðES23ÞÞ þ ðcf þ 3crÞðPðES132Þ
þPðES134Þ þ PðES142Þ þ PðES143Þ þ PðES241Þ þ PðES243ÞÞ�: ð17Þ

The expected renewal cycle length caused by a PM renewal EðLpmÞis given by

EðLpmÞ ¼ T ½PðES0Þ þ 2½PðES10Þ þ PðES20Þ þ PðES130Þ þ PðES140Þ þ PðES240Þ��:
ð18Þ

For the expected failure renewal cycle length, we need the pdfs of the failure
events. For example for event ES12, the probability that the system fails in (0,z),
z 2 ð0; TÞ, is

Pðtf Þ ¼
Zz

0

Zz

t1

f1;k0ðt1ÞR2;k0ðt1Þf2;k1ðt2ÞR3;k0ðt2ÞR4;k0ðt2Þdt2dt1: ð19Þ

Then by differentiating Eq (19) with respect to z, we have the pdf of a failure at
tf ; tf 2 ðz; zþ dzÞfor event ES12, is given as

Pðz\tf\zþ dzÞ=dz ¼ �k1e�ð2k0þk1Þzðe�2k0z � 1Þ=2: ð20Þ

Using Eq (20), we obtain the expected renewal cycle length of event ES12

ZT

0

zPðz\tf\zþ dzÞ ¼
ZT

0

z½�k1e
�ð2k0þk1Þzðe�2k0z � 1Þ=2�dz: ð21Þ

The similar derivation for the contribution to the expected renewal cycle length
due to different failure event is omitted for simplicity. The expected renewal cycle
length of a failure renewalEðLf Þ is obtained by summing up all contributions.

Based on the expected renewal cost and length, the renewal award theorem is
used to model the objective function that determines the optimal PM interval by
minimizing the long-run expected cost per unit time [15].

CðTÞ ¼ ECðTÞ
ELðTÞ ¼

EðCpmÞ þ EðCf Þ
EðLpmÞ þ EðLf Þ : ð22Þ
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4.2 Results for Optimal PM Interval

For the proposed model in Eq (22), we set firstly the failure rates for components
and the cost parameters shown in Table 1.

Based on the parameters in Table 1, we obtain the optimal PM interval as 15
where the long-run expected cost per unit time is 5.4040, see Fig. 6. The more
frequent PM (smaller T) has a higher expected cost per unit time as the shorter PM
interval increases the total cost of PM. However, the system fails easily if the PM
interval is large such that the long-run expected cost per unit time increases because
of the higher failure cost. We then further analyze the impact of the change of the
failure cost cf on the optimal PM interval while other parameters are fixed. Figure 7
shows that the optimal PM interval moves along the opposite direction of the
change of the failure cost as we expect. When cf = 700, the optimal PM interval is
16. When cf = 1,500, the optimal PM interval moves to 14. Actually, when the
failure causes a greater loss, it is advisable to shorten the PM interval in order to
check the system more often to avoid unexpected system failure.

Table 1 The failure rate parameters and cost parameters

k0 k1 k2 cr cp cf
0.030 0.125 0.205 10 100 1,000

5 10 15 20 25 30 35 40
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Fig. 6 Expected cost per unit time in terms of T
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5 Conclusion

In this paper, we developed a failure sequence diagram for linear consecutive k-out-
of-n: F systems with dependent components, which is inspired by the roller system
in the steelmaking industry. Based on the failure sequence diagram, a PM model is
established for a case with k = 2 and n = 4. Since PM is undertaken with a fixed
interval and the system may fail before a scheduled PM takes place, there are two
renewal scenarios, i.e., a PM renewal and a failure renewal. The model proposed
aims to find the optimal PM interval which minimizes the long-run expected cost
per unit time. The framework is shown by an illustrative example. Future studies
will be developed towards proposing an algorithm for calculating the long-run
expected cost per unit time of general linear consecutive k-out-of-n: F systems
consisting of components with arbitrary lifetime distributions, and investigating the
combined maintenance and spare parts optimization problem.
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Implementing Engineering Asset
Management Standards (PAS-55)
in Information Management Evaluation:
Case Study in Hong Kong

Peter W. Tse, Jingjing Zhong and Samuel Fung

Abstract A number of facility management companies manage commercial
buildings that are owned by the Government and private companies in Hong Kong.
To ensure the performance in better quality, most of them have obtained different
quality recognitions such as PAS 55 standards. However, in many companies, the
organizations or building departments do not pay much attention on performing the
criteria stated in the standards. They just follow the rules but there are no specific
rules or procedures for performance evaluation. In this research, we investigated the
implementation of the standards in asset information management that was per-
forming in Hong Kong and conducted comprehensive analysis for current operating
situation in asset information management. A structured questionnaire was
designed and data was collected from 30 Operation and Maintenance (OM)
departments for commercial buildings. These buildings are owned by the Gov-
ernment and private companies. The users of buildings include public services,
commercial and banking business, residential tenants, industrial sectors and com-
posite services in Hong Kong. The answers generated from the questionnaire reveal
the real situation in implementing the standards of PAS-55, especially in asset
information management. The answers show different performance levels for dif-
ferent kinds of buildings. The evaluation results point out that different types of
buildings have different strategies in adopting the standards. From the data analysis,
it reveals that there is a substantial gap exists between the adoption of standard
implementing and the significance level claimed by the users in some cases. Hence,
a gap analysis was conducted for these special cases. Furthermore, the relationship
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between the significance level in implementing PAS 55 and the determining factors
in asset information management section was explored.

Keywords Engineering asset management � PAS-55 standard � Information
management

1 Introduction

Publicly Available Specification (PAS) 55, the new standard for asset management
which developed by the Institute of Asset Management and the British Standards
Institute(BSI). PAS 55 is becoming internationally accepted as the industry stan-
dard for quality asset management. The standard acts as a valuable guideline for
asset lifecycle management, quality control, and compliance.

Good asset management requires meaningful, quality, timely asset and asset
management information. Asset management information plays an important role
for achieving an effective and efficient asset management system and for the con-
tinual improvement. It includes asset registers, drawings, contracts, licences, legal,
regulatory and statutory documents, policies, standards, guidance notes, technical
instructions, procedures, operating criteria, asset performance and condition data,
tacit knowledge and all types of asset management records [1]. However, PAS-55
only lists a general guideline in what elements are required to be accomplished so
that obtain the certification in EAM. There is no specific method to evaluate the
standard implementations.

2 Background

2.1 Information Management in PAS-55

Asset management information is essential for achieving an effective and efficient
asset management system and for the continual improvement of that system. The
organization shall design, implement and maintain a system for managing asset
management information. Employees and other stakeholders, including contracted
service providers, shall have access to the information relevant to their asset
management activities or responsibilities [2].

According to the standard, there are four procedures should be ensured in
information management section. For application specification of PAS-55, they
extended specific recommendations and guidance for each procedure. The ques-
tionnaire is designed due to the list of guidance and classified with four parts 53
questions. The detail of procedure showed in Table 1 [3].
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2.2 Engineering Asset Management PAS-55 in Hong Kong

In Hong Kong PAS-55:2008 has been awarded the certificate by a number of public
utilities corporations such as China Light & Power Co Ltd (CLP), Mass Transit
Railway Corporation (MTRC) and China Town Gas Co Ltd (TG) etc. to cater for
large scale investment and top demand of reliability for their EAM providing vital
services to the Community. However in the general E&M building, services
building and plants as a substantial part of EAM in the Community have not
adopted the PAS-55 yet.

In this research case, a structured questionnaire was designed, and data were
collected from 30 Operation and Maintenance (OM) departments for asset man-
agement in Hong Kong. It is to survey not only the real situation of asset man-
agement performing PAS 55 standard in information management part, but also
analyze their effects and performance. The objects of investigation included: Public
Services of HKSAR Government, Commercial, Residential, Industrial and Com-
posite buildings portfolio in Hong Kong.

The structure of questionnaire is showing in following chart (Fig. 1).
All questionnaires were sent to 30 Operation and Maintenance (OM) depart-

ments, The objects of investigation included: Public Services of HKSAR Gov-
ernment, Commercial, Residential, Industrial and Composite buildings portfolio in
Hong Kong. The data of survey are collected by Mr. Samuel Feng, who is the EngD
student and he has almost 30 years working experiences on maintenance and asset
management. The charts following showed the background information of
respondents (Figs. 2, 3 and 4).

Table 1 Main procedures in PAS-55 (Information Management section)

Part
1

Adequacy of information authorized for using

Part
2

Periodic review and revision to maintain
adequacy of information

Part
3

Allocation of appropriate roles and responsibilities and authorities for information
management

Part
4

Assurance of information security

Questionnaire

General 
Information about 

Companies

Information 
Management 

Standards

Significance Level 
for Implementation

Overall 
Performance 
Evaluation

Fig. 1 Structure of questionnaire
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Besides filling questionnaire, face-to-face interviews were conducted by the
researcher, which could explain more about the purpose and the real meaning for
respondents. It improved accuracy and efficiency. For another, some questions
needed to be discussed for the real reasons indeed in order to obtain the information
comprehensively.

23%

33%
17%

10%

17%
Public Services of 
HKSAR Government
Commercial Portfolio

Residential Portfolio

Industrial Portfolio

Composite Potfolio

Fig. 2 Company categories
of operations

33%

30%7%

30%

Number of Years in Business Operation

3-5 years

6-10 years

11-15 years

more than 15 years

Fig. 3 Number of years in
business operation

36%

20%

7%

7%

30%

No. of employees of O&M section

<10

11 50

51 100

101 200

>200

Fig. 4 Number of employees

454 P.W. Tse et al.



3 Data Analysis

After the interviewer finished questionnaire, we have to check if anything missed or
overlooked. During the whole process, interviewer communicated with researcher
and ask explanation all the time when they were filling the questionnaire. Conse-
quently, we consider the integrity and validity check was completed. To clarify the
results of data, we defined and simplified four factors to evaluate the information
management part according to the standard, which are:

(a) Adequacy
(b) Review and Revision
(c) Allocation
(d) Security

For each question, it indicated the degree to which the auditor agrees or dis-
agrees with the statements, which is corresponding to one of the following 5 scales
and 2 other categories, namely:

As mentioned above, there are 53 questions in total for measuring these four
parts. For another, one section measured the influence for each factor in asset
information management. It showed the significance of Information Management
System of BSI PAS-55 in use for the O&M of the engineering asset (Table 2).

3.1 Current Situation

After questionnaire collection, the preliminary analysis was conducted, the current
situation of all respondents performed in standard adoption is the following.
According to the guideline mentioned above, there are four procedures which
analyzed one by one.

The chart is the Adequacy distribution, most of them are between level 2 and
level 3, which means the percentage of adoption is from 40–90 %, the highest is
around 95 %, but the lowest is about 25 %.

For Periodic Review and Revision part, it is more decentralized compare with
others. The performance of public service of government is lower relatively;
however, the commercial sector has higher adoption level, which is around 85 %.

Table 2 Scale description

Totally
adopted
(100–91 %)

Mostly
adopted
(90–75 %)

Generally
adopted
(74–41 %)

Slightly
adopted
(40–11 %)

Not
adopted
(10–0 %)

More
than
those
adopted

Neutral/
No
need

1 2 3 4 5 6 7
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The performance of Allocation part is better than others. Most of companies are
in level 2 and level 3(55–85 %), the same as mentioned before, the best perfor-
mance is banks.

0.0
1.0
2.0
3.0
4.0
5.0

0 5 10 15 20 25 30

Adequacy

Fig. 5 Adequacy of information authorized for using

0
1
2
3
4
5

0 5 10 15 20 25 30

Review and Revision

Fig. 6 Periodic review and revision to maintain adequacy of information

0.0
1.0
2.0
3.0
4.0
5.0

0 5 10 15 20 25 30

Allocation

Fig. 7 Allocation of appropriate roles and responsibilities and authorities

0.0
1.0
2.0
3.0
4.0
5.0

0 5 10 15 20 25 30

Security

Fig. 8 Assurance of information security
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In Security, they paid more attention on information security and the average
score is higher than other factors, a majority of companies complied standard over
40 % (Figs. 5, 6, 7, 8).

From the charts above, they showed the real data in four aspects. Most of them
are located from level 2 to level 3, which means the percentage of standards
adoption is from 40 to 85 %. There is no response fully adopted or not adopted.

After data analysis, the bar chart expressed the commercial and industrial
portfolio had better performance compared with others, especially bank buildings
and data centres. The composite portfolio needs to improve their information asset
management systems (Fig. 9).

3.2 Correlation Analysis

In order to check the influence of information management performance, Pearson’s
correlation analysis was conducted. Pearson’s correlation analysis was used to
measure the strength and direction of the linear relationship between a pair of
quantitative variables. The correlation coefficient, calculated using SPSS, was used
to determine whether there is any evidence of statistically significant association
between these variables [4]. Pearson’s correlation coefficients can take on values
ranging from −1 to +1, −1 means perfect negative relationship, +1 refers to a
perfect positive relationship. Positive correlation shows that as one variable
increases, so too does the other. Negative correlation shows that as one variable
increases, the other decreases. A correlation of 0 on the other hand indicates no
relationship between the two variables; thus knowing the value of the first variable
provides no assistance in predicting the value of the second variable [4].

Fig. 9 Performance of different categories
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In this study, the criticality of selected variables is decided by the significance of
the correlation coefficients. A variable is considered critical when it is significantly
correlated to the performance metric at p < 0.05.

The results indicated that there were four elements of information management
in asset management; namely, Adequacy, Review and revision, Allocation and
Security which are positively associated with Significance level (Table 3). It can be
argued that these four elements focus on: Adequacy (p < 0.05), Review and revision
(p < 0.05), Allocation (p < 0.05) and Security (p < 0.05), and are all directly
involved in the Significance level of adopting PAS-55. Moreover, the findings also
indicate that the most important practice that explains the variance in significance
was Security (0.906) and Allocation (0.823) was significant at the 1 percent levels
(p < 0.01). It showed information security is the most positive variable affected
independent variable.

3.3 Gap Analysis and Performance Analysis

From the charts following, they showed the comparison between factors and their
influence in asset information management. The diamond points are the real
adoption for each company; the square points are the significance level of factor.

There are two scenarios:
The first one is that the gap existed in high adoption with low significance level.

It means the companies or buildings have high percentage applied standard, but
some parts are not critical for companies to adopt specifically. For this scenario, the
reasonable solution is that reducing resources on some criteria and put more effort
on critical processes in order to improve efficiency and effectiveness.

The second scenario is the gap found in low standard adoption but high sig-
nificance level. This situation needs to pay more attention, which means the issues
are important for companies, or it is high influence for no applying criteria.
However, they did not follow standard in a good way, even they ignored some key

Table 3 Correlations analysis

Correlations

Significance Adequacy Review
and
revision

Allocation Security

Pearson
correlation

Significance 1.000 0.663 0.669 0.605 0.906

Adequacy 0.663 1.000 0.787 0.762 0.748

Review and
revision

0.669 0.787 1.000 0.901 0.796

Allocation 0.605 0.762 0.901 1.000 0.823

Security 0.906 0.748 0.796 0.823 1.000
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processes in asset management. The suggestion is that comply the standard spe-
cifically, and taking into account performance assessment timely.

Furthermore, we did ranking for their performance. Better Performance refers to
high percentage of standard adoption and matching with the significance level,
which means if this aspect is important to company, at the same time it has high
adoption degree. On the contrary, some companies with lower adoption need to
improve their performance to match their requirements, it is very critical for asset
management and this is the main purposes of evaluating their performance
(Figs. 10, 11, 12 and 13).

Fig. 10 Gap analysis of Adequacy part. Performance analysis in Adequacy part: Better
performance (Company ID): 3, 6, 8, 16, 25, 27. Need to Improve (Company ID): 10, 12, 13, 15, 21

Fig. 11 Gap analysis of review and revision part. Performance analysis in review & revision part:
better performance (Company ID): 1, 6, 8, 10, 11, 13, 25, 27. Need to Improve (Company ID): 12,
26
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4 Conclusion

This study investigated PAS-55 standard adoption in Hong Kong. The real situation
revealed that most of companies, buildings or departments implemented the stan-
dards from 50 to 80 %. Furthermore, there is a gap existed between the standard
adoption and the significance level. We performed gap analysis and ranked their
performance. As a result, better performance refers to high percentage of standard
adoption and closely matched with the significance level. The general suggestion
for these respondents is to reduce resources on less important criteria and put more
effort on critical processes in order to improve the effectiveness. On the contrary,
some companies with lower adoption need to improve their performance to match
with their requirements as it is very critical for asset management. In order to check
the influence of asset information management performance, correlation analysis
was conducted. The results indicate that there are four elements of information
management in asset management, namely, the Adequacy, the Review and Revi-
sion, the Allocation and the Security which are positively associated with the

Fig. 12 Gap analysis of allocation part. Performance analysis in allocation part: better
performance (Company ID): 1, 3, 6, 8, 13, 15, 25, 26, 27, 29. Need to improve (Company ID):
10, 23

Fig. 13 Gap analysis of security part. Performance analysis in security part: better performance
(Company ID): 3, 4, 8, 15, 25, 26, 27, 29. Need to improve (Company ID): 1, 6, 10, 11, 13, 28
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significance level. The results point out that the most important practice that
explains the variance in significance is in the Security and the Allocation (p < 0.01).
They also show that information security is the most positive variable that affected
the independent variable.
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Distributed Pre-processing of Telemetry
for Mobile Engineering Objects

Vitalii Iakimkin, Aleksandr Kirillov and Sergey Kirillov

Abstract To solve the problems of prognosis and further cost optimal planning of
strategy EAM the various approaches of analysis of objects are used. The two main
directions for the analysis of the system of states are allocated. First is related to
cloud processing of telemetry of engineering object. Usually, it is implied that to
identify predictors of failure and determining their trends needs large computing
resources. The second direction is characterized by necessity of urgent decision-
making, so the system of diagnosis and prognosis should work in real time and
should be adapted on-board. However, questions of reliability of prognosis, diag-
nosis arise at the use of recognizing automata in the form of neural networks,
hidden Markov chains, and Bayesian networks. The ideal solution of the problem is
reduced to the integration of peripheral automata and remote cloud computing in a
single system. In this case, the remote PHM cluster besides the functions of
computing long-term prognosis and the development of optimal cost-effectiveness
maintenance strategies executes. Also functions of learning and retraining of rec-
ognizing on-board automata at change of the operating conditions of engineering or
change of the physical state of engineering, do not increasing the risk of failures.
Using a chronological database of individual objects, as well as a common database
of similar objects, remote computer system analyzes the nature of the changed
conditions or conditions of engineering and on the basis of CH&P model selects a
system of evolution equations for prognosis of the development of predictors and
hidden predictors. Then the method of retraining on-board recognizing automata is
based on the evolution equations or the new scheme of real time recognizing that
does not require training is constructed. The paper gives the experimental results
demonstrating the operation of the automata and the remote cluster for commercial
vehicles.
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1 Introduction

Let’s take as a well-known fact that the efficiency of engineering resource man-
agement and preventive maintenance are determined by the completeness of
information about the functional state of engineering and the ability to accurate
prognosis in the development of different functional states. In this case, the prog-
nosis of functional states implies the following: based on data from on-board
sensors of engineering determination of future permissible functional states in order
to avoid the functional states of dysfunction, which reduce the engineering life and
vice versa the determination of functional states which maximize the engineering
life with the condition of preservation of its basic characteristics of work [1]. In the
terminology of [2], the functional state is a trajectory of multi-dimensional segment
of the wavelet coefficients from sensor of data obtained under conditions of con-
tinuous or periodic monitoring. Let’s take also that the general purpose of moni-
toring systems is simplistically: asset effectiveness–the need to extract maximum
profits from the minimum investment in plant and equipment. Referring to [3], and
cited therein sources necessary to consider also the following factor, namely factor
of the return on investment (ROI) for all kinds of monitoring. Briefly listed above
conditions define the consumer interest in monitoring products and is an incentive
to optimization of strategies of monitoring systems and requirements imposed on
these systems. For today in asset of monitoring systems has: On-board sensors,
including vibration sensor, pressure and rotation sensor, maybe also smart sensors,
i.e. sensors with preprocessing of input signals. There is also a possibility of on-line
mode when the sensor signals are transmitted to the remote server for further
processing. A small on-board computing resource also exists, and the remote server
has access to the service of cloud computing. In the listed conditions for monitoring
systems the following problem is formulated: determination of the functional state
of engineering (states), the prognosis of development of the sequence of states
(determination of the trajectories) and management of trajectory, i.e. determination
of the temporal dependences of the management parameters in order to select the
most favorable trajectories optimizing the temporal characteristics of trajectories or
maximizing the residence time of engineering on preassigned trajectory. Determi-
nation of the temporal dependences of the management parameters for self-main-
tenance thus should be cost effective. Cost effectiveness in this case means, that the
total cost of data transmission, computing costs, additional sensors and measure-
ment should be 10 percent of the economic effects, and time of return on investment
should be a maximum of 5 percent of the life cycle of the insurance operations
phase. Concrete calculations of economic efficiency and the time of return on
investment in each case should be determined by taking into account a variety of
additional conditions. Here the subject is designated for a correct formulation of the
monitoring task. So, the next task is actualized: using the above possibilities in the
form of sensors and various types of computing resources to optimize the task of
monitoring, in other words, to minimize the total cost on monitoring under the
condition of maximizing profits from reduced downtime, increasing the life cycle.
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The present paper is devoted to describing the general architecture and algo-
rithms for monitoring systems, basic recipes and conclusions made on the basis of
the pilot version of PHM remote computing cluster. The purpose of the pilot was
the following: on the basis of the above possibilities i.e., on-board sensors and on-
board computing resource, possibilities on-line as a service of cloud computing to
define the architecture and functionality of the monitoring system. The following
tasks were set: to minimize the cost of supporting the monitoring system, the
definition of long-term monitoring strategy aimed at identifying the most effective
monitoring, scenarios, modes of monitoring, determination of the structure of
databases, chronological databases of individual objects.

Chapter 2 is devoted to the description of computing models of the remote PHM
cluster and algorithms. All of the described computational models are based on the
principles of temporal hierarchy of a set of predictors of failures, dysfunctions,
degradation of the material.

Chapter 3 is devoted to the definition and the necessary properties on-board
recognizing automata, as well as methods for their learning and retraining.

Minimizing scheme of the optimal operation of the remote cluster and on-board
recognizing automata is described. The main focus is on the development of this
scheme on the market.

2 Remote Calculating PHM Cluster

The constructed architecture of computing cluster is shown in Fig. 1. At its core it is
a traditional scheme of construction of remote computing, and the main interest
represents the functionality of architecture because the further optimization concern
namely areas of functionality understood here and below, as a sequence of methods
and algorithms in the processing of distributed data between the cloud and on-board
recognizing automata.

The main ideas, concepts of models for signal processing and the construction of
their algorithms are defined by the authors [1]. The construction of processing

CLOUD
On-Board
Recognition
Automata

Database

Sensors

Chronologically
Database

Fig. 1 Architecture of the monitoring system with PHM cluster
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models in cited papers is based on preprocessing of the signal with its further
processing by the hierarchical PHM algorithms. Preprocessing is the following
sequence of actions:

1. Secondary discretization of signals with purpose of their unification and syn-
chronization in each period;

2. Wavelet transformation
3. Determination of discrete processes (cascades) of wavelet coefficients with fixed

the scaling and time (or angle) indices relative to the period number.
4. A set of histograms for the construction of dimensional and multidimensional

empirical distribution functions for cascades.
5. Transition to vector processes determined by cascades segments of fixed length

The next steps of signal processing are based on the determination of the sto-
chastic properties of cascades, and determined by them continuous stochastic
processes.

It should be noted the two main points:

• Analysis of the cascades or processes represented by cascades;
• Analysis of vector processes.

It is implied that in the analysis of vector processes the empirical distribution
functions of one-dimensional cascades (or processes) are invariant relative to dis-
placement in time. In those cases where the given invariance is absent distribution
function of one-dimensional processes, as well as vector processes are analyzed
simultaneously. While the observed signal is non-stationary, constructed on wavelet
coefficients with a fixed temporal and scaling indexes the cascades are usually
stationary processes in those cases when all manageable engineering parameters are
fixed and the external loads are stationary, unlike the case when there are transition
processes. The condition of invariance of the one-dimensional processes (basic
processes) determines the temporal hierarchy in the class of vector processes.
Temporal hierarchy of vector processes determines the temporal hierarchy on the
set of predictors characterizing the trajectories of vector processes, leading to
accelerated degradation, dysfunction, and failures.

Thus, the temporal hierarchy of vector processes determines the temporal
intervals of operation process of engineering, on which prognosis is not changed.
The change of prognosis occurs when crossing the boundaries of hierarchical class
by the trajectory of process. Crossing the boundaries of class by the trajectory is
related to the change of stochastic characteristics of the process and, therefore for
further prognosis the change of models and algorithms is required.

Prognosis models in each of the hierarchical classes are reduced to the definition
of evolution equations for the empirical distribution functions, and in the case of its
temporal invariant (the stationary) to the definition of the evolution equation for the
density of the transition probability of vector states. The definition of evolution
equations occurs by analyzing the stochastic properties of the processes and then
determined the theoretical probability density or transition probabilities or their
characteristics in the form of moments, cumulants, rational expressions of moments,
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entropy characteristics, etc. Set of characteristics shown on Fig. 2a, is far from
complete, and if added to it a list of the characteristics of vector processes, then
abundance of interface windows is estimated to be several hundred. This number of
the characteristics is impossible to analyze the operator in real conditions, so the
processing algorithms have the sets of logic modules or Boolean automata, auto-
matizing the analysis process. The second problem of modules includes the for-
mation of text—graphic messages about identified predictors, messages about
assessment of their trends and prognosis of development. The theoretical distri-
bution functions or their characteristics are compared with the empirical distribution
functions in different functional and probabilistic metrics. At an invariance of
characteristics of the process the temporal dependences of the computed charac-
teristics are known and thereby temporal (prognosis) dependences of characteristics
on the time are known Fig. 2b. Some analytical expressions for the RUL assessment
contained in the works [2, 3].

Defined above class of hierarchical models is the basis for construction of the
basic functionality of PHM cluster and monitoring regimes.

Just following sequence of work of algorithms is the basis for further optimi-
zation of the monitoring and distribution of functionality between the PHM cluster
and on-board recognizing automata, as shown on Fig. 3:

I. preprocessing described in the sequence (1–5)
II. algorithms of determining the types of processes for all wavelet cascades
III. comparison in chronological database and detection of stochastic processes

with changed characteristics, i.e. empirical probability distribution functions
of the basic processes

IV. determination of new evolution equations of probability distribution func-
tions of the basic processes

V. determination of the temporal dependence of theoretical distribution func-
tions, or its moments

Fig. 2 (a, b) a—Set of interface windows reflecting the characteristics of basic and vector
processes b—Interface windows reflecting text-graphic messages of logic automata
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VI. comparison of theoretical and empirical results for the distribution of the
previous time interval

VII. checking the preservation of properties of stochastic characteristics of
process

VIII. calculation of the theoretical probability distribution functions, RUL to the
boundary of the class (prognosis)

III* determination of evolution equations of the probability density of transition
of vector processes;

Further calculations repeat IV–VII, but for transition probability
III** approximation of the stationary distribution functions by the exponents of

polynomials
IV** calculation of the bifurcation sets;
V* determination of the close degree of the polynomial coefficients to the

bifurcation sets;
V** Further monitoring of the polynomial coefficients.
Crossing the boundaries of class by the trajectory is related to the removal of

degeneracy. That is, new predictors appear in a subsequent class, and they are
qualitatively characterize other signs of dysfunctions, the degradation of the
material, failures. Previous class does not contain such predictors because they are
degenerate relative thereto. The consistent removal of degeneracy in the operation
period is getting closer the system to the boundaries of failure, thereby reducing the
temporal evaluation of the achievement of this boundary. That is, classes of states
with a strong degeneration contain and earlier predictors of failures. Therefore for
cost optimization of maintenance the earliest predictors are important to detect, and
procedures of maintenance or self-maintenance conduct already at this stage. The
transition of the system to less degenerated classes of trajectories changes the nature
of self-maintenance and maintenance making it more high-cost. Thus, the results of

III

III*
III

IV

III**

V VI VII

VIIIIV* V*

V**

Fig. 3 The sequence of signal processing algorithms in the cloud
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hierarchical models of signal processing allow to formalize the problem of opti-
mizing maintenance and thanks such formalization to make them available for
automation of the process of decision making in the choice of engineering operating
strategies and in the choice of maintenance strategies for the entire life cycle of
engineering.

However, target operating installation, change of external conditions, the need of
engineering operation on the higher loads, sometimes reaching critical values,
change and speed violations makes the problem of optimization of multi-valued and
leads to the need for continuous or event monitoring throughout the life cycle. In
addition, at the end of the operational period one more problem of optimization,
related to the recycling technology, arises. It is also required rigorous calculations
with the assessment of maintainability of engineering or its subsystems. In fact, the
prognosis problem is decomposed into two scenarios.

P wð Þ ¼ const expð�Uðw; k; rÞ
r2

Þ: ð1Þ

In the first case, when the set of states is inside the class, and prognosis, as well
as the choice of the optimal management strategy is based on the evolution
equations. At the same time, the management problem is reduced to the determi-
nation of the temporal dependence of the management parameters in order to keep
the system on the optimal trajectory. In the second case, at the crossing the
boundaries of class, the nature of evolution equations changes, and with it the other
and later predictors of failures are appear. At the continuous monitoring the time of
crossing the boundaries of class is determined. However, this process of determi-
nation has costly nature, requiring continuous telemetry transfer to a remote server.
In addition, there are factors requiring the monitoring system response in real time.
These factors include sudden external impact on engineering, having random nat-
ure. Under the influence of these factors the sudden crossing the boundaries of class
by the trajectory is possible. Such processes are fast nature (catastrophic). In view
of the fact that they are initiated by external influences, they are unpredictable.
Therefore at such events the rapid determination of the consequences and reas-
sessment of prognosis or change of maintenance are required. The sudden change i.
e. the sudden crossing the boundaries of class nevertheless is possible to analyze by
methods of catastrophe theory [4]. There is an obvious benefit of such analysis for
the following reason. Models of sudden changes in the density of the distribution
function determines sets in the parameter space called the sets of bifurcations or
catastrophes [5, 6] Fig. 4a. On the basis of the observed empirical distribution
function can determine the degree of closeness of the management determine the
degree of closeness of the management parameters and numerically evaluated
external perturbations to the set of bifurcations. Thus, the values of permissible
external influences and therefore changes in the degree of risk are estimated. On
Fig. 4a, sudden changes of probability density with two parameters λ, σ are dem-
onstrated. Parameter σ corresponds to the value of external influence on the
mechanism, λ—management parameter. At excess of permissible external
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influences the changing of type of the distribution function density occurs, as shown
on Fig. 4b in the form of transition 1—loss of stability of the zero sign, at the
transition 2—the appearance of bimodal distribution function. Itself bimodality
means the generation and development of the failure, about what can testify the
appearance of extraneous knocks in the engine, rotor, gearbox, etc.

3 On-Board Recognition Automata

Thus the process of continuous monitoring is necessary to optimize with attraction
on-board computing resource. Placed on such resources recognizing automata can
take over some functions of the remote computing cluster. However, in order to
these computational functions have been implemented, it is necessary to construct
the on-board computing and recognizing automata on the other principles. Tradi-
tionally understood role of recognizing automata by which is meant a neural net-
work, hidden Markov chains, non-linear Wiener chains, Boolean automata, etc., are
based on the recognizing of signs of failure of the observed signal.

In the problems of prognosis, it comes to the predictors of failures, i.e. signs that
are appeared long before the failures themselves. In addition, the prognosis prob-
lems are formulated in high dimension spaces, that the problem of learning rec-
ognizing networks makes unsolvable, or requires compression of description up to
dimensions in which the predictors are undefined. Partially recursively non-com-
putable quantities, such as the Kolmogorov complexity is taken as predictors [3, 7].
Hence, recognizing automata are little use to solve the prognosis problems of the
state of complex technical objects. This is evidenced by more than 20 years of
experience of trying to create a diagnostic neural network for automotive engines

Fig. 4 a the sets of bifurcations or catastrophes, b the changing of type of the distribution function
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[8]. Besides, changes in external conditions, changes in the stochastic nature of
external and internal noises with the necessity require retraining of automata.
Meanwhile, attempts to create recognizing automata continues, but purposes have
changed. From the purpose of creating a universal diagnostic neural network, the
developers have put more narrowly focused tasks. Thus, in the situation examined
here recognizing automata are aids. However, their presence in the on-board
diagnostics promotes the appearance of multiple scenarios of remote monitoring
with the transfer of part of the functions to the automata. This multi-scenario offers
great opportunities to optimize and reduce the cost of expenses for remote moni-
toring. In addition, the above-described case of rapid change of states for engi-
neering indicates the need of real time mode for the effective prognosis.

The automata must work not in the space of the observed signals, but on the set
of predictors of classes. Therefore, the following objects lend themselves to
recognizing.

1. Moments of change in the characteristics of stochastic processes, i.e. moments
of crossing the boundaries of class by the trajectory including sudden, cata-
strophic crossing.

2. Recognizing of the trajectories within a class by describing their predictors.
Here automata must be configured to recognizing the signs according to the
principle YES-NO

3. Calculation of entropy characteristics of rare events.

But that’s not all automata functions. In the process of monitoring and on the
basis of processing of individual chronological database the set of predictors will be
updated, the basic principles of retraining of can be formalized. Thus recognizing
on-board automata are a family of automata with their adaptation under the target
problem generated by on a remote cluster. The family includes automata, which
recognizing the passage of the boundary, recognizing the trajectory with different
entropic, capacitive and other characteristics, determining the change in length of
segments and the vector processes, etc.

Different principles of learning and retraining are implemented in each automata
of the family.

Neural networks: multi-layer neural networks are used to recognizing trajecto-
ries. In this case, the multi-layer neural network essentially is a locally-time
approximation of the propagator or probability density of transition.

Hidden Markov chain is a good recognizing device for frequency analysis of rare
occurring events, for the analysis of the trajectories without resorting to a set of
statistics.

The bundle cellular automata implemented to recognize the evolution of failure
regions during operation and to determine the bifurcation points of the trajectories
in the problems of self-maintenance.

Distributed Pre-processing of Telemetry … 471



4 Conclusion

So, based on operating experience of the pilot PHM computing cluster results allow
to do certain and practical conclusions about the architecture and the dynamics of
monitoring systems intended for the prognosis of failure and being a basis for the
development of self-maintenance systems, methods of preventive maintenance. The
main conclusions of general nature are concern moments of the distribution of
functions between the cloud and recognizing on-board automata. Discussed above
distribution solves several problems of self-maintenance systems:

• Condition base maintenance
• Allows to formalized also prognosis models and basis for preventive

maintenance
• For some perspective of self-maintenance

At the same time, such tasks as optimization of the maintenance and creation of
low-cost on-line monitoring systems also become formalizable.

Division of functions to the extent learning with a gradual shifting on the
shoulders of automata a growing number of functions gives the correct dynamics.
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Sewer Linings—The Failures, Common
Reasons and New Innovative Lining
to Increase Reliability of Restoration

N. Subotsch

Abstract Concrete structures are an integral part of society. Today most sewerage
systems are constructed from concrete as the foundation. Concrete is susceptible to
corrosion under many conditions and in sewers the acidic waste can degrade the
concrete asset quickly without protection, and lead to a failure of this foundation
system. The Sewer Mains are predominant concerns however an often overlooked
concern is with Man Holes, Wet Wells, Access and Inspection Chambers where the
moist environment and stagnant air flow allows corrosion to readily occur. Con-
siderable effort goes into the design and construction of concrete structures, the
concrete pipes, sewerage pumping stations and sewerage treatment plants. These
represent considerable financial investment and with clear appreciation of options to
protect these assets and how they perform in the future will provide maximum
operational life. There are various ways to protect concrete from corrosion in
sewerage related installations. This is a simple overview of the common systems
in use and outlines the various products strengths and weaknesses, and introduces a
new novel approach based on traditional proven practices.

Keywords Man holes � Wet wells � Access and inspection chambers � Hydrogen
sulphide � Sewer � Corrosion � Concrete �Waste water treatment plants (WWTP) �
Rehabilitation

1 Introduction

Sewer mains, man holes, wet wells and other associated assets are all referred here
to as underground asset. Concrete has been the predominant material of choice. It is
relatively inexpensive, easy to cast or shape allowing it to be precast or laid in situ,
and can be connected using a variety of techniques.
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As a construction material, it is ideal but in underground assets, concrete can be
degraded by corrosion by waste and effluent which often consists of a variety of
chemicals including sewerage. To protect the concrete from deterioration, admix-
tures, linings, coatings, and other fixes are applied as a membrane or barrier.

This paper discusses primarily issues of existing assets and rehabilitation, the
general conditions and fixes applied, the reasons for limited success and risks to
long term service, and will conclude with an innovative means of increasing reli-
ability in providing the protection.

2 Degradation of Concrete

Specifically the area of focus here is corrosion from internal flows, and does not
include the corrosion that can arise from surrounding sulphate soils, or internally
from AAR (Alkali Aggregate Reaction).

Corrosion resulting from internal flows can be expected to arise from chlorides
and nitrates in trade or industrial waste, however sulphur is also arising from this
waste. The most common or predominant cause encountered is sulphur from var-
ious organic and materials carried in our sewerage and is derived from the sulphates
present, interacting with microbial materials. The havoc is often loosely referred as
Sulphurous Acid but many different events and compounds can be present.

S�2 þ 2Hþ ! H2S ð1Þ

Because under anaerobic (bacteria slime) conditions SO4ˉ can form Sˉ.
The H2S gas rises to the vacant space and in the presence of oxidizing bacteria,

have the H2S react with airborne O2 to form H2SO4

H2S þ 2O2 ! 2H2SO4 ð2Þ

H2SO4 can then react with the Calcium Hydroxide (Hydrated lime) resulting in
Calcium Sulphate, being the loss of concrete structure.

H2SO4 þ Ca OHð Þ2! CaSO4 þ 2H20 ð3Þ

H2SO4 is not in solution, but produced on the open damp areas of concrete and
amount of acid produced (bacteria dependant) is in low concentrations and local-
ized. The reactions take time; it is not a significantly large scale effect.

The following simplified diagram (Fig. 1) represents the activity in a pipe but is
equally relevant in other assets.
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3 Protecting Concrete from Degradation by Corrosion

Although various options existing in protecting concrete from corrosion, those
relating to dosing the flows depend on consistent monitoring and accurate dosing to
the corrosive compounds present. It is impractical unless batch treatment is possible
and given the potential volume of sewerage involved an expensive effort.

Even treating the sewerage at a designated WWTP relies on coatings and linings
when enclosed facilities or odour control is practiced. The concrete is best protected
by a barrier.

There are many materials capable of doing this, thermoset and thermoplastic
materials, rubbers, cement compounds, and a whole host of hybrid materials. Steels
and their alloys are rarely used due to the inability to cover the range of chemicals
potentially in the exposure stream, installation is difficult, and those that are suitable
are very expensive.

Typically, the materials more commonly used are the following:

1. Epoxy—2 pack coatings and linings.
2. PVC—Polyvinyl Chloride preformed plastic.
3. PE & HDPE—Polyethylene and High Density Polyethylene.
4. Cements, Polymer Cements or Aluminates—Lime and related reactive cement

bases

It is accepted there are many more varieties used in different parts of the world,
and many hybrids of those mentioned but the greatest proportion are the 4 types

Fig. 1 Simplified diagram represents the activity in a pipe
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mentioned here. It would be difficult to do justice to them all, or this subject in the
allotted time so I will not be referring to those.

4 Failures of the Common Materials

I refer to failures as the significant aspect of this paper because although each
material has been found to be acceptable in providing protection in service, in
sewerage rehabilitation it is the practical installation and ability for that material to
sustain integrity over a broad range of conditions that limit life. Conditions that can
cause premature failure is essentially the weak link and from which consideration
made.

4.1 Epoxy

These are by far probably the most common materials in modern use of the non-
sacrificial types that demonstrate both versatility and resistance to the exposures.
Dating back to simple 2 pack paints, the difficulty in covering severely degraded
surfaces resulted in failures from pinholes and loose substrate. These failures led to
smoothing the substrate with sacrificial materials like cement render that altered the
mode of failure to coating delamination from the render due to either contamination
of the cement from the environment vapour during cure, the render itself letting go
of the primary concrete due to poor adhesion, or the retained water in the render
blowing off the lining. Epoxy based mortars are often incorporated to provide a
smooth finish but the time to overcoating allows contamination of the surface and
possible peeling. Subsequently, higher build epoxy were introduced which still had
difficulty providing a proper barrier over extremely damaged concrete. Further
developments led to fast cure epoxy types that allowed heavy builds over semi
cured epoxy allowing the possibility of very high build but these systems are
invariably exothermic in nature and the heat would draw moisture from within the
concrete to the surface compromising adhesion. Alternatively the system itself on
cooling would be contracting resulting in significant tension and the risk of failure
referred to as mud cracking, or simply peel away from the existing substrate.

4.2 PVC

In many ways, these materials appeared ideal. Shaped or preformed and able to be
welded, they could be slipped into place and back filled if necessary to bed into the
surrounding asset. Over time, degradation of PVC through plasticizer migration
leads to a more brittle material and the lack of adhesion to the substrate leads to
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fractures that hide corrosive Hydrogen Sulphide ingress and degradation of base
substrate, and thus inspection is never properly carried out. The longer term
damaged can be extreme with collateral damaged to the asset or adjacent structures.
The other issue with PVC is the inability to terminate properly the liner so the
incidence of Hydrogen Sulphide vapour in behind the liner occurs often as con-
densation of the more corrosive acid resulting in a similar risk of asset damage and
collateral damage.

There are other suggestions of PVC breaking down over time liberating
Hydrochloric Acid and therefore itself being responsible for degradation of the
asset, similar to that seen on steel roofing. This is a technical discussion with many
varied opinions because those failures are centred on moist conditions and sunlight
or heat. There is very little documented technical prof pertaining to this type of
failure but it remains for the purposes of this paper technically feasible.

4.3 PE & HDPE

Polyethylene followed on from the PVC as a material that overcame greatly the
longer term degradation and embrittlement issues of PVC. Over a brief period of
time some failures caused by the PE creeping with thermal changes in the envi-
ronment resulted in fractures of the welds, or large areas letting loose till fatigue led
to ingress or Hydrogen Sulphide or sewerage inflow. These failures were quickly
identified and the introduction of High Density Polyethylene quickly introduced.
Many of these liners included tags or mushroom shaped clips that were formed or
welded to the back of the HDPE and encapsulated by the back fill of mortar after
installation, providing greater support across large areas. Instances of weld failure
were still a potential risk, and ingress at the termination however, the advent of
fabric backed HDPE which was welded to the existing liner allowed the fabric
backed section of the liner to be terminated using epoxy adhesives and fibreglass.

There are now many types and variations of this type of liner being installed. In
terms of resistance to the corrosive conditions in sewerage environments, they are
marvellous. History is yet to decide the longer term suitability of theHDPE liners with
many maintenance teams expressing the same misgivings as for any preformed liner,
how do you check over time the ingress of inflow behind the liner and be able to
address any seepage before substrate degradation and collateral damage on adjacent
structures occurs. In simple terms, what you cannot measure you cannot manage.

4.4 Cements, Polymer Cements or Aluminates

Although these materials do not possess the chemical resistance to provide long
term protection, they are finding renewed favour in rehabilitation work for the
reasons of low cost. It is almost like the trends of change have come full circle.
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Modern materials are giving way to the traditional cements and hybrids referred to
as Polymer and Aluminates. The primary motivation is to rehabilitate the assets
prior to loss of structural integrity and allow the lining to be sacrificial. This is not
uncommon, we see the technical treatise of steel pipework in refineries where the
corrosion rate of the pipes are measured and time to replacement planned. In a
modern refinery these practices are as much a process requirement as it is a safety
issue. The economics and operational parameters make it viable given the type of
degradation experienced in a refinery whereas in the utilities domain, maintenance
of live assets around a bustling community has limitations and a distinct demar-
cation exists between those that believe the new HDPE type liners can provide
50 years life and those that appreciate that nothing can go on without some mon-
itoring and the costs associated with cement type rehabilitation allows monitoring
and expense to be levelled as needed, where it is needed, containing the risk to the
primary asset.

It is clear that each rehabilitation liner has its own advantages and disadvantages.
The period of installation history for many is short in years so monitoring and
reporting on the success of each is in the hands of personal choice and the technical
debates influenced by marketing and financial concerns.

It is therefore realistic to postulate that 2 schools of thought exist. The first is to
look at the materials that theoretically on paper provide 50 year life without con-
sideration for the management of potential failures and collateral impact on adjacent
structures. Will those that select these be around to concern themselves with any
negative impact? The second is to revert to traditional liners whether they be fully
resistant to the corrosion or be they sacrificial in nature, but importantly be mon-
itored for maintenance but can necessitate an ongoing allowance for rehabilitation
that will impact the community in relation to inconvenience and ongoing use of
taxes and resources.

5 Innovative New Materials

The earlier reference to the trends of change having come full circle are not nec-
essarily correct, and I expect trends will continue to be re-introduced time and time
again. Cyclic yes, but at each cycle something more comes from the older material
being reintroduced.

The times when epoxy was seen as the ideal material may be back among us
with more value and advantage than ever before. Long life and the ability to
monitor the integrity of any asset is a basic necessity, just like a medical check-up.
The advent of renewed developments focused on better configuration provides the
springboard to using technology that was fundamentally sound, and adapt funda-
mental installation practices to install linings with reduced risk of failure. Certainly
more optimistic than new materials unproven in the field.
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Personally, we are one of the organisations taking traditionally sound materials
demonstrated that perform historically, and focused on how to place them easily
and quickly.

The main challenges have essentially been:

1. Application to sound concrete substrate
2. Application fast enough to eliminate the effects of contaminants to the liner

system
3. Application thick enough to provide adequate coverage that ensures a barrier

free of imperfections
4. A material that has low exotherm so no tension or stresses are present
5. A material that can be quickly patched if ever required without total removal and

replacement

Addressing each of these points more specifically.

1. The modern techniques of concrete preparation allow significant improvements
in speed and thoroughness of preparation. The research work on concrete and
being able to incorporate this into the procedure provides significant benefits.
Expansive gypsum or ettringite can be overcome to arrest coating blowing off,
and aggressive media can be added to high pressure water preparing the sub-
strate to quickly remove sulphurous build-up to leave the concrete clean. Fans
and dehumidification equipment can be employed to rapid dry surfaces.

2. Cement type liners can be placed in a very short space of time using modern
equipment, so too can the coatings so intercoat exposure to the environment can
be eliminated. Importantly the use of more conventional spray deposition
equipment becomes more viable rather than heated lines and plural spray since
the added complexity serves only to increase costs and reduce the number of
people that can carry out the task without equipment failure or availability.
Installing preformed plastic liners can be time consuming but the continuity of
the liner as it is installed limits environmental influences and so they are suitable
as materials under these criteria.

3. To date the materials that have been able to be applied at thickness to provide
the coverage or integrity in laminate required to eliminate risk in continuity in
the lining have been the PVC, PE, HDPE, Epoxy mortars or those loosely based
on Cement type mortars. Epoxy required overcoating and it is the delay between
coats that introduced adhesion problems and peeling. More recent Epoxy types
can quite easily be applied at high thickness overcoming the shortcoming of
Cements appreciating that the cements are sacrificial to the corrosion.

4. The latest and newest Epoxy based termed Ultra uses the same background
systems as in the past, the proven performance experienced over the past
40 years has not altered so the recorded history over this same 40 years is well
placed to provide the performance expectations in predicting asset reliability and
life. The use of plural heated systems is not required alleviating exotherm, a
critical factor in high thickness application because any system that cures hot

Sewer Linings—The Failures, Common Reasons … 479



must cool and therefore the post cure dimensional cross section will be under
contraction load or tension - without balance.

5. Inevitably, any lining must undergo some form of damage whether it is a
retrofitted ladder, screen, or fatigue. The Cement type liners and epoxy based
have demonstrated that simple patching or repair can be carried out without a
great deal of effort and without skills and equipment that make such an exercise
beyond the scope of the average handyman. Welding of plastics in repair is
possible but the skills of the workforce require training and the level of prep-
aration is not always simple to get good adhesion or reduce weld embrittlement.

Reviewing the table (Table 1), only the newest Ultra material demonstrates the
versatility across the important criteria listed. It is a subjective review but each point
has been considered by reference to industry (refer Acknowledgements). The
Cement based Mortars deserves special mention because of ease of inspection and
maintenance but the new type of Epoxy Ultra appears to have a significant
advantage. If the long term resistance to sewerage environment is considered, the
new Epoxy Ultra is certainly a material that deserves greater consideration.

6 Conclusions

There are many materials as either hybrid types of the aforementioned, or consisting
of entirely different technology that have been used in the rehabilitation of sewers.
These have, from time to time included polyurethanes and polyureas, fibreglass
laminates and methacrylates. Unfortunately they have not taken to the industry well
and suffer from either confined space issues pertaining to flammable solvents or
require primers or are water sensitive. Failures and difficulty with installation make
them unsuitable for use across a broad range of practical considerations. We still see
today the majority of discussion and proposals based around the same few materials
that have been in use for decades, and will continue to be used for decades to come.

Table 1 Comparison of different coating systems

Ease of
application

Effects of corro-
sive conditions

High
thickness

Low inter-
nal stress

Ability
to patch

Traditional
Epoxy

X X X X

PVC X X X

PE & HDPE X X X

Cement based
Mortars

X X X X

Modern epoxy
Type (Ultra)

X X X X X
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The newer preformed plastics will continue to be offered to the market and
appear to have a place during new construction however ongoing issues pertaining
to termination of the plastic and how to ensure any seepage behind the liner is still a
concern in being able to identify this before major damage occurs.

The new Ultra technology has none of the shortcomings of earlier systems and
has the demonstrated chemical resistance to be a firm advantage, not relying on the
promise of 50 years maintenance free life—yet quite possibly achievable, providing
the integrity of the asset itself is not compromised. Given the fact it lends itself to be
able to be repaired in the field with relative ease leaves it a very practical
consideration.
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Bottleneck Management in Supply
Networks: Lessons to Learn
from a Synoptic Systems Perspective

Jakob E. Beer

Abstract Networks of organizations are the predominant form of value creation in
manufacturing industries and are becoming more complex as complexity of products
and specialization of knowledge increase. A higher level of collaboration among
organizations changes the distribution and types of benefits and risks in supply
networks. Some of the risks result from increased dependence on other organizations
in the network as these take over larger portions of value creation or functions closer
to the very core of the product. With a great share of value-added being created by
suppliers, reliability of the supply network becomes a more pressing issue. Bottle-
necks in such networks can turn into major impediments to the success of the focal
firm. Drawing on literature on bottleneck analysis, production planning, systems
theory and supply chain risk management, this paper examines some commonalities
and differences between local production systems and supply networks with respect
to the emergence of bottlenecks and how they can be managed.

1 Introduction

Several industries are characterized by high fixed cost due to expensive production
assets and complex organizational structure. In such industries, shortage of raw
material as input for production results in high idling cost. Firms put much effort
into prevention of production halts. Transportation, for instance, is often expedited
through change to faster transportation mode; in the automotive industry, for
instance, it is not uncommon to have scarce parts delivered by helicopters to avoid
production halt in OEM facilities. High idling costs of automobile production plants
justify the enormous transportation costs incurred by air delivery. Generally, dis-
ruptions and delay in supply networks can be a strong impediment to financial
success and their management is considered a major competitive factor [1].
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While there are proven methodologies for improvement of material flow and
bottleneck management in production facilities, it seems that no standard body of
literature has evolved to tackle similar problems of material flow in supply net-
works. In this paper, I adopt a bottleneck-centred perspective and compare two
types of material flow systems—factories and supply networks—across several
relevant system properties with respect to problems of material flow management.
The objective is to demonstrate potential shortcomings as well as opportunities for
improvement and to provide management with a clear vision on pressing issues in
supply network planning.

2 Bottleneck Definition and Bottleneck Management

Although the literature on bottleneck is extensive, it turns out to be difficult to find a
good definition of what a bottleneck is. The term is widely used in a variety of
scientific disciplines, with production planning and control probably being the most
relevant branch of research in the context of this paper. Many authors do not even
provide a definition, but those who do often refer to a “machine” [2], a “physical
hindrance” [3], a “process” [4] or a “process step” [5] limiting system throughput,
or more abstract “any capacity equal or less than the demand placed upon it” [6].
I am proposing a more systems-oriented bottleneck definition:

The bottleneck of a system is the element (node or graph) that limits the system in attaining
higher throughput beyond a certain threshold. This threshold is determined by the bottle-
neck’s physical throughput capacity, organizational rules, or operational practices.

Figure 1 illustrates the concept.
It is important to point out that every system has a bottleneck somewhere,

otherwise its throughout became unlimited. Bottleneck management comprises all
activities for the prevention, identification, exploitation, location, and elimination of
bottlenecks. There are many different types of bottlenecks and the discussion of the
differences is beyond the scope of this paper. For now, it will be sufficient to point

Fig. 1 Illustration of a Bottleneck
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out that there are planned and unplanned bottlenecks and that the broad tasks of
bottleneck management depend on the type of bottleneck we are dealing with. For
unplanned bottlenecks (those that emerge somewhere in our system without us
wanting them there) the important tasks are in prevention, identification, exploi-
tation, and elimination, whereas for planned bottlenecks we have to think about
exploitation and location (i.e., where to purposefully place a bottleneck in the
system). The remainder of the paper deals with both types of bottlenecks as it will
become clear from the context.

3 The Flow Principle in Factories and Supply Networks

Manufacturing has gone through paradigm changes in the past several decades.
Much of this is owed to the convincing success of firms which adopted a different
mindset towards production and employed production and management philoso-
phies such as Lean, Total Quality Management (TQM), or Theory of Constraints
(ToC). Production and management philosophies such as Lean and ToC have
different methodological foci, yet they do share certain themes [7, 8]. One is the
improvement of flow.

Material flow in a factory system can be understood as the transformation of
inventory into throughput [8]. Improved throughput (i.e., improved flow) brings an
organization closer to its goal of making money [6]. Continuous (one-piece) flow is
the ideal situation Lean aims to create through the elimination of waste (muda) [9].
Accepting the focus on throughput and flow has been (still is!) a challenge for many
production firms as it conflicts with the wide-spread acceptance of machine effi-
ciency and cost reduction as primary objectives; nonetheless, philosophies such as
Lean, TQM, and ToC have had considerable impact and the flow principle has been
widely embraced.

Looking at the Supply Chain Management (SCM) discipline, one might easily
get distracted by voluminous definitions putting forth claims about increased well-
being of all the partnering companies and how everybody would win if they just did
not only optimize for themselves… Such tales (which surprisingly often have
become uncritically accepted text book claims) attempt to address organizations’
credulity instead of their rationale. If we strip away all the normative claims of
SCM definitions, we will find that SCM is essentially about the same thing as
production management in a factory: to keep the material flowing.

4 A Systems Perspective on Factories and Supply Networks

Both factories and supply networks can be understood as systems of material flow.
That is, factories and supply networks share certain characteristics. Yet, surprisingly
little attention is drawn to the commonalities and differences between these two
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types of systems with respect to bottleneck management and the optimization of
material flow.

There are open systems and closed systems. Open systems allow material or
energy to enter and to leave and thus allow change of system constituents [10, 11].
Both factories and supply networks show characteristics of open systems. Material
flows into the system as input, experiences transformation, and subsequently leaves
the system as output.

In the remainder of the paper, I will first describe some systemic differences
between factory systems and supply networks before I will outline the implications
of these differences for bottleneck management in supply networks.

4.1 Degree of System Openness

As mentioned in the preceding paragraph, both factory systems and supply net-
works can be conceived of as open systems. That is, both are subject to influx as
well as outflow of material. Moreover, elements of either system can be affected by
several kinds of impact from the systems’ environment.

By looking at the spatial distribution of these systems’ constituents (their nodes
and graphs), we notice, however, that there are significant differences in the degree
to which either system is exposed to possibly interruptive impact from the outside.
On the one hand, we have often globally dispersed supply networks within which
all nodes are subject to different environmental, political, economic, and cultural
conditions with often long-distance transportation between several tiers; on the
other hand, we have a series of assembly lines and machining stations in close
proximity. This dichotomy is, of course, highly stylized, yet it makes certain dif-
ferences easier comprehensible. Also, this does not mean that I suggest suppliers
should be kept in high spatial proximity: Craighead et al. [1] found that geographic
accumulation of suppliers is perceived as a risk by supply managers of large OEMs.
The reasoning is that external effects that impact on geographic areas would affect
all suppliers at once, incurring possibly devastating economic problems for the
supply network. Examples are natural disasters, such as the 2011 earthquake and
the tsunami off the northeastern coast of Japan, and political events involving larger
geographic areas, such as the political turmoil in several states in North Africa
(“Arab Spring”) beginning in 2010. Thus, the risk of bottlenecks in supply net-
works due to the degree of system openness and spatial proximity in general and
external economical, natural, and political shocks in particular could be visualized
with a U-shaped graph.

Whereas risk of geographically concentrated supplier networks is somewhat
obvious and systemic, risk of widely dispersed supplier networks is not quite as
straightforward to grasp given the various sources of uncertainty. The more it seems
important to support the planning process of widely dispersed supplier networks
analytically so that the most important factors are taken into account. A compre-
hensive understanding of such factors may easily alter sourcing decisions as it turns
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out that transaction cost incurred by certain sourcing decisions can exceed antici-
pated savings.

Generally, while both systems are open systems, we can conclude that supply
network systems are more open to their environment than factory systems and thus
more prone to be subject to external impact. In other words, the system border of
supply networks is “porous” (cf. Fig. 2).

4.2 Autonomy of Nodes

One important difference between management of a factory and management of a
supply network lies in the autonomy of the nodes that are to be managed. Several
authors raise the question to what extend networks can be managed at all and to
what extend the focal firm simply has to cope [12, 13]. Obviously though, man-
agement of the focal firm will have to deal with a lower degree of control of nodes
in the supply network than of nodes within its own organizational (and legal)
boundaries. While a production firm can control its assets located in a local factory
as well as its processes, it does not normally have the same amount of influence on
suppliers’ production assets and processes. It certainly is too simplified a notion
that management has full control of the production assets the firm owns and the
processes it deploys—much management research deals with opportunism and
principals’ attempt to control agents (e.g., workers)—yet I think it is a valid claim
that in most firms management and owners will have considerable control of their
assets and processes and thus can change things and can make change last.

Fig. 2 System comparison: factory systems tend to have clearly defined system borders and
higher spatial proximity between nodes as compared to supply network systems
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On the other hand, OEMs often do not have no control over suppliers, either. In
supply networks with OEMs that have considerable negotiation power due to their
size and importance as a customer, OEMs do, in fact, intervene sometimes and
actively change processes of suppliers. Also, OEMs can influence suppliers through
the criteria they use for sourcing decisions. Supplier audits are another measure
through which OEMs steer suppliers to their favored direction.

The process of interorganizational coordination and different constellations of
power is often referred to as network governance. Network governance has been
approached from different angles (cf. [14–16]). The different perspectives on net-
work governance have in common that power configuration in networks can be
diverse with OEMs being able to control and change how the network functions
when they are able to control information flow and communication while suppliers
do not possess resources (in the Resource Based View sense; cf. [17]) that would
allow them to occupy a power position.

The higher autonomy of nodes comes with limited access to important infor-
mation. The focal firm is dependent on the information its suppliers provide and it
has only limited options for verification. Supplier audits are one attempt to gain
“better” information, yet audits provide only temporary access and do not provide
an adequate tool for day-to-day business. While in most cases suppliers certainly
want to support their customers with the information they need, they might have
strategic interest in not revealing some important information in other cases. An
earlier study of the automotive industry [18] provides an example: Suppliers which
were producing at maximum capacity due to high simultaneous demand from
several customers saw themselves confronted with the problem of prioritizing
customers. A supply chain manager from one OEM became suspicious because a
competitor would receive parts which they were missing. Hence, he accused the
supplier of yielding to the (larger) competitor’s intense pressure. It seems unlikely
that in such situation all relevant information (e.g., production capacity available
and how it will be allocated) is openly communicated to all customers.

Additionally, OEMs and their suppliers as legally independent entities may
encounter conflicting interests. The most obvious conflict is that OEMs tend to
demand the lowest prices possible from their suppliers whereas suppliers need to
maintain a margin to stay profitable. In terms of production planning, suppliers are
confronted with two contradicting requirements: to produce as efficiently as pos-
sible so that cost per part is low and to maintain enough flexibility to never let the
customer run out of supply and cause interruption of production. If we reframe this
in terms of bottleneck management and again use the factory as comparison, the
conflict of interest will become apparent: In factories, we may observe that pro-
duction planners consciously design a bottleneck into the system. Often, they would
choose the most expensive asset to be the bottleneck for reasons of depreciation. In
a supply network where there is no almighty production planner with full control
over all assets, which node in the network would become the bottleneck? By
tendency, each individual firm would like to be the bottleneck (certainly without
being an impediment to material flow in the network) and have high utilization to
ensure “efficient” operations. From a material flow perspective, however, it is
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beneficial to have buffers in the system that do not aim to be as tight as possible.
This is not going to happen, however, in a supply network without centralized
power.

4.3 Degree of System Complexity

Comparing complexity of two generic systems which have not been defined in
detail is somewhat tedious. Of course, it depends on the concrete types of supply
network and factory system we want to compare. There is a danger of tautological
arguments of the type “Complex supply networks are more complex than (simple)
factory systems”, or vice versa. Hence, we either have to be very specific about
what type of factory system and what type of supply network we are going to
compare—or we confine ourselves to discussing factors contributing to complexity
of supply networks which at the same time do not exist in local factory systems,
which is the path I am choosing here. Due to page count limitations I will limit the
list to very few but important.

The probably most important factor for a high level of complexity of supply
networks has already been discussed: the degree of system openness. Supply net-
works simply are more prone to be reactive to external impact than a local factory
system which is (literally) shielded by brick walls. Another important factor is the
autonomy of the nodes as discussed in the previous section: firms representing
nodes in a supply network system normally are subject to much higher autonomy
than machining stations are in a factory (which are subject to fiat and control by
management). The autonomy of the nodes gives rise to the complexity of supply
networks as each node reacts to feedback given by other nodes (and actors external
to the system) and at the same time provides feedback to others.

While both factory systems and supply network systems are material flow
systems, obviously they do differ in scale; in fact, factory systems are sub-systems
of supply networks. Spatial proximity between nodes in a factory is much higher
than between two factories. Higher geographical distance, in turn, means more time
is required for transportation of physical goods along the graphs connecting the
nodes. Due to this delay in physical transportation there is an information gap.
Modern interorganizational information systems attempt to close the gap. Never-
theless, there may always be surprises when goods arrive (from wrong parts to
missing parts to defective parts…) because even the most advanced information
technology can’t prevent human error completely. Information gaps give further
rise to complexity. One of the most prominent examples is the bullwhip effect [19].

Figure 2 illustrates the differences in terms of system openness and spatial
proximity.
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4.4 Focus on Flow

Significant improvements have been possible in factory systems as a consequence
of a paradigm shift from focus on efficiency/cost to improvement of flow. The flow
principle has been operationalized through measures such as the reduction of
inventory—particularly of work in progress (WIP)—, the reduction of waste, and
deliberate exploitation of bottlenecks. It seems, however, that in the larger supply
network system the flow principle has hardly been implemented to a similar extent
as in the smaller factory system.

In many supply networks, OEM have their suppliers deliver parts just-in-time
(JiT) or even just-in-sequence (JiS)—which seems like the logical extension of the
factory-internal flow system to the supply system. At second sight, however, it
becomes clear that the just-in-time delivery adopted in many supply relationships is
just this: delivery, while production on the supplier site remains only loosely
coupled to customers’ production and end customers’ demand. Consequently, the
well-known problems which Lean and ToC aim to resolve can still occur on sup-
pliers’ production sites and interrupt the supply network. It will not take the reader
surprise that the positive effects from a change in delivery mode to JiT or JiS for
suppliers are often small and sometimes even negative whereas OEMs often do
greatly benefit [20]—an obvious contradiction to the supply chain management
mantra of the benefits for all parties in the chain.

Another important aspect of material flow planning is the purposeful location of
the bottleneck. Bottlenecks do not necessarily emerge at random places; stations
may rather be designed as internal bottlenecks right from beginning of the material
flow planning process. The advantage of such conscious design decisions is that
throughput of the bottleneck (and thus the system) can be deliberately protected
through buffers and machines with higher capacity [6, 4]. There are different
approaches as to where the bottleneck should be placed and there are different
arguments in favor of and against these approaches (cf. [21]). It seems, however,
that supply network planning has not embraced the idea of purposefully designed
bottlenecks yet; first results of an ongoing multiple-case study with manufacturing
companies indicate that while the concept is understood upon explanation, inter-
view partners (from purchasing and SCM functions) had never heard of it before.
Following up this concept may open up interesting research venues.

Besides power-based control and fiat, OEMs can attempt to influence suppliers
through cooperative behavior. If OEMs pursue improved material flow across
organizational borders in a serious way, i.e. they try to get their suppliers not only to
deliver their parts JiT but also to produce JiT, buffers between OEM and suppliers
can be reduced which, in turn, forces the companies to closer coordination and
stronger ties. Strong ties, in turn, may enable firms to pursue options in their
relationships which would be outside their reach if they maintained an ad hoc arm-
length relationship and thus would arguably provide even more options to improve
material flow.
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5 Implications for Bottleneck Management

The differences outlined above have implications for bottleneck management. The
implications concern all the five aspects of bottleneck management: prevention,
identification (detection), exploitation, elimination, and location.

Detecting bottlenecks is not a trivial task in either system. There are several
methods for bottleneck detection. The reasons why there are several methods are
three: (1) there are different definitions as to what constitutes a bottleneck, (2) there
are different limitations in different systems which may render certain methods
inapplicable, and (3) different methods may identify different nodes as bottlenecks
and we do not know in advance which bottleneck corresponds to our understanding
(our definition) of bottlenecks so we need different methods to double-check our
suspicion and to avoid both false-positive and false-negative errors. Well-known
methods for bottleneck detection in factory systems are utilization-based methods,
queue length-based methods, wait time-based methods, and experiments [22, 23].
Literature on bottleneck detection in factory systems is voluminous.

Regarding the ambiguity of bottleneck detection encountered in factory systems
we can expect even greater difficulties in supply networks for a variety of reasons.
From the discussion of the autonomy of nodes (see Sect. 4.2) it becomes clear that
from OEM perspective suppliers often are black boxes. Even if suppliers behave
cooperatively, customers will still have to deal with incomplete information. Sup-
pliers may even have strategic interest not to reveal certain information (and they
have the autonomy required to protect their interests). Utilization-based methods, for
instance, thus become difficult to execute in practice as the focal firm will not be able
to get exact information about utilization levels of suppliers (as illustrated by the
example from the automotive industry). By the same token, experiments may not be
feasible to detect bottlenecks or to validate bottlenecks detected by some method.

Greater system openness, and hence higher complexity, may easily obscure the
true causes for material shortages and make bottleneck detection even more diffi-
cult. In combination with lack of control over suppliers and with incomplete
information the difficulties for effective detection of bottlenecks become apparent.
The limitations for bottleneck detection in supply networks are manifold as com-
pared to factory systems.

When a bottleneck has been identified, the objective should be to protect
throughput of the bottleneck since throughput lost on a bottleneck is throughput lost
for the entire system [6]. The objectives resulting from this insight are straight-
forward: don’t ever let the bottleneck starve and don’t waste the bottleneck’s
capacity. For factory systems, the drum-buffer-rope concept of ToC [6, 21] suggests
having a buffer right after the bottleneck so the bottleneck will never be blocked,
having stations of higher capacity right before the bottleneck so even in case of
disruptions they can make up delays due to their higher capacity so the bottleneck
will not starve, and releasing new material into the system only at the rate the
bottleneck is working. Moreover, not to waste bottleneck capacity the bottleneck
shall never work on defective parts (quality control should be placed right before
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the bottleneck), it shall not destroy parts (diligent maintenance of the bottleneck’s
tools and work process is of great importance), and the parts it has processed shall
be treated carefully in subsequent steps so they don’t break. Also, it shall not work
on parts that could be processed elsewhere nor shall it work on parts now for which
no real customer demand exists or which lead to delays for other parts more
urgently needed according to the due date. In order to implement such measures,
focal firms would need to be able to exert significant power over suppliers, and not
only over direct suppliers but over suppliers of higher tiers as well. In other words,
focal firms would need full-fledged tier-n management with a very high level of
control over suppliers of all tiers. Realistic? No. Not even the largest automotive
OEMs which occupy power positions in their networks are even attempting it. Only
very recently, a few OEMs have approached tier-n management [18]—yet certainly
not to the extent required to achieve changes as profound as those outlined here.

Additionally, the high level of system openness and complexity in supply net-
works make it impossible to shield bottlenecks—or nodes that may turn into bot-
tlenecks—from external, possibly adverse impact. Natural disasters, political uprise,
and economic swings are just a few broad sources of disruptions that will occur in
the widely dispersed supply networks we are often dealing with today.

As for bottleneck prevention, the situation is difficult due to higher variability
and complexity in combination with less authority over entities and lack of com-
plete information. Nevertheless, it seems that through sensible supply network
design—preparation of alternative, flexible sources, creation of trustful relation-
ships with suppliers, supplier auditing and training, match of product properties,
process characteristics, and delivery mode, early communication of forecasting and
sales data, to name just a few measures—the sudden emergence of bottlenecks can
be prevented to a good extent. Hence, although a supply network tends to be more
difficult to manage than a local production environment, a strong emphasis on
bottleneck prevention in the supply network design phase is likely to mitigate the
problem.

6 Conclusion

Some key points can be derived from the preceding discussion.
Supply networks show a greater degree of system openness than factory sys-

tems, i.e., they are susceptible to a greater variety of external factors. A higher level
of external impact can, in turn, increase variability (or more general: uncertainty).
Moreover, the basic units of supply networks—firms—normally show greater
autonomy in their actions than machining stations in a factory while maintaining a
lower level of transparency. The factors combined contribute to a higher level of
complexity. Higher complexity, then, may obscure causes for the emergence
of bottlenecks and may make bottlenecks more difficult to find due to a high level of
“noise”, i.e., other problems that occupy management’s limited attention span.
Identifying bottlenecks in factories is far from being trivial and it is likely to be
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even more challenging in a supply network with more incomplete information,
greater autonomy of actors, and arguably high levels of opportunism. Likewise,
firms are less able to influence and exert control over other firms’ processes and
assets in supply networks than management in an individual factory is able to
influence and exert control over local processes and assets. These factors vary in
intensity case by case, though.

The focus on flow has been identified as one additional difference between
factory systems and supply networks.—Or shall we rather say “category of
differences”, since this point encompasses several tiny and some significant dif-
ferences. Obviously, Lean’s ideal in terms of factory material flow, one-piece flow,
is hardly transferrable to interorganizational material flow systems. JiT delivery is
one measure to improve steady material flow between suppliers and customers, yet
it sometimes seems to be subject to bogus implementation with suppliers producing
to stock and merely delivering customers JiT with the quantities necessary. Here,
many factors may play a role as to how well JiT (Lean) can actually be imple-
mented in an interorganizational setting, such as geographical distance between
supplier and customer and production lead time of the components supplied.

A significant difference lies in the purposeful location of the bottleneck. In a
carefully planned factory system, the bottleneck does not emerge in a random place;
and if a bottleneck shows up in an existing factory system there are effective
measures to protect throughput and keep material flowing. Here again, things will
be more complicated in a supply network.

Generally, it seems to be more difficult to manage and resolve bottlenecks in a
supply network once the network has been established. Hence, a key lesson that
should be taken from this paper is that bottleneck management should be consid-
ered right from the start of the planning of the supply network, i.e., that emphasis
should be placed on prevention. Diligent planning of the supply network is more
than choosing suppliers based on lowest price bids. Even more comprehensive
approaches to supplier management (e.g., [24, 25]) often do not explicitly take
bottleneck management into account. Firms that not only try to achieve smooth
material flow within the boundaries of their factory system but aim to smoothen
material flow across organizational boarders may thus enjoy competitive advantage.
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On the Capitalization and Management
of Infrastructure Assets: A Case
from the North Sea on Its Natural Gas
Export Pipelines

Eric Risa and Jayantha P. Liyanage

Abstract With the growth of demand for energy, natural gas was predicted to be a
major energy commodity in immediate future. In the current setting, it would also act
as a transitional energy source (due to its low emission) towards greener energy
goals within EU countries. However, production and transportation of gas to various
markets have also been met with different challenges, for instance due to economical
as well as technical reasons. Norway is one of the leading natural gas exporters in the
world, serving a large portion of Europe’s energy demand through its subsea gas
pipeline infrastructure. In light of not only global uncertainty, but also with respect to
the potential market position, a major question is that what types of challenges are
present in a specific critical downstream asset such as a subsea natural gas pipeline
when striving to uphold the position as leading gas supplier to Europe. This is also a
question of future opportunities in the ongoing energy debate despite the current
economic conditions. This paper, based on a case study on a section of the large
Norwegian gas transportation infrastructure, examines a wide range of multiple
challenges, all of which could possibly challenge and pose a risk for the reliability
and efficiency of gas supply from the Norwegian shelf. It elaborates on the current
and future threats/challenges on the capitalization and management of the gas export
pipelines from a longer-term perspective when striving for optimal asset availability
in regards to future energy demand. The paper also elaborates on a specific scenario
that would help the asset owners and other stakeholders to draw up a suitable
strategy for long term value creation using a Strategy map.
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1 Introduction

Utilization and management of infrastructure assets has brought major challenges in
the modern industrial environment. Apart from well-known economical challenges,
there appears to be various other factors that have explicit or implicit influence on
the technical and operational decisions around infrastructures. These can vary from
those that are more political in nature to the ones that have social, as well as
regulatory relevance.

With the continuous growth of demand in energy markets, those infrastructures
that are dedicated to distribution processes have received much attention lately.
While this to a large extent is attributable to supply reliability, it appears today that
there would be other regulating mechanisms that may shape up the utilization and
management patterns in near future. This situation is particularly notable in oil and
gas distribution infrastructure assets in Europe due to sensitivity and dynamics in
downstream markets.

Even though the North Sea region is adequately equipped today with a number
of natural gas distribution pipelines, the production potential coupled with Euro-
pean energy policy and other factors seem to be gradually gaining momentum to
influence utilization and management processes in the future. Hence, there is an
emerging need to review the current practices and strategies as well as to bring the
regulating factors into spotlight that will shape up the future of gas infrastructure
assets. Based on a case from North sea, this paper assesses the current situation
from a broader perspective and elaborates on a suitable strategic path for an
effective utilization and management practice for current infrastructures.

The written paper is based on an industrial case in North sea, where relevant data
and opinions spanning across multiple disciplines and originating from leading
specialists, has laid the foundation for the overall breadth in which asset manage-
ment as a discipline seeks to acquire. Results were then derived on the basis of these
finds, finally highlighting the critical factors relevant for the current topic.

2 Downstream Dynamics

2.1 Developments in Gas Markets

Global energy markets are changing, where uncertainty seems to be the common
denominator. The dynamics of the downstream has been affecting the production and
supply process gradually. Some of the principal observations in this regards includes:

• Supply strategy: Long distance transportation of energy has become increas-
ingly common, resulting in a more globalized market with increasing market
volatility in which trade flows of energy commodities are being directed to
where the asking price is the highest. Consequently surplus energy is often
exported instead of stored [1].
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• Globalization: An effect of such volatility is that an event in one localized
market will often affect the whole global energy market. Examples are abundant.
Japan’s nuclear Fukushima incident raised questions not only in Japan, but also
in Germany, regarding the safety of nuclear power. Public opinion and politics
lead to a sharp decline of nuclear output in Japan (−44.3 % in 2011) and
Germany (−23.2 % in 2011) [2], thus forcing these nations to import energy
from elsewhere in the global market. Japan’s demand for non-nuclear energy
resulted in LNG imports rising 11.2 % from 2011 to 2012 [4]. Subsequently in
turn increasing regional LNG gas prices and diverting LNG trade flows to the
region at the expense of areas where asking price and demand are somewhat
lower, like Europe.

• Origin of European gas imports. Europe is currently the largest net importer of
gas in the world, accounting globally for 46 % of total gas imports [5], where
Russia and Norway via an immense natural gas pipeline grid are the top sup-
pliers to the EU [6]. Approximately 48 % of European consumption of gas in
2011, was imported [7]. Of the imported gas, 2011 values saw approximately
68 % imported through pipelines and 32 % via LNG shipments [2]. Thus
pipeline imports stand for a large portion in supplying Europe’s gas demand and
will do so in the years to come, especially as indigenous European conventional
gas production declines. Natural Gas as an energy source has the past decade
coincided well with European political ambitions of utilizing cleaner fuels.
Along with other drivers, natural gas consumption within Europe steadily
increased up till 2009 [6]. Between 2006 and 2009, European politicians began
to question the reliability and trustworthiness of Russian gas, one of their main
natural gas suppliers. In order to mitigate any future similar scenarios, politi-
cians began to accelerate diversification of energy imports through amongst
others LNG import terminals, gas storage buffers and subsidiary schemes for
renewable energies. As a result, Middle Eastern countries like Qatar have built
huge LNG vessel fleets to meet such demands.

• Financial Crisis: The financial crisis hit in 2008, growth stagnated, and directly
impacting energy demands. Total energy consumption in Europe fell to pre-
millennia levels, and so did also in turn the consumption of natural gas, down
−9.9 % in 2011 from previous year [7]. At the moment, stagnation is still
present within the region. 2012 saw gross national product in the European
Union decline 0.6 %, where the forthcoming year is expected to yield a 0.4
decline (recently adjusted further down from 0.3) [8].

• US Shale gas: As Europe becomes more dependent on foreign suppliers of gas,
the United States has seen huge energy independence benefits through its shale
gas revolution. By utilizing new technologies, vast amounts of energy is sud-
denly available in the region, which is sold at relatively low prices. A direct
result is a decreased local demand for indigenous coal, meaning that US surplus
coal production needs buyers elsewhere. Germany for example, whom at the
time is struggling with financial problems in the euro zone, see their energy
needs being fulfilled by now available, cheap US coal (German coal import up
4.9 % from 2011 [9] ). Even though carbon emission from coal is substantially
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higher than natural gas, it has in some cases become more profitable to burn coal
and buy carbon permits (sold under the EU Emissions Trading Scheme) for the
surplus emission, than shift to other energy sources [10]. According to Bloom-
berg New Energy and Finance, a global energy research firm, German power
utilities were set on average to lose €11.70 when they burned gas to make a
megawatt of electricity, but to earn €14.22 per MW when they burned coal [11].

Looking back a few years, previous European prospects of natural gas was high,
predicting a golden age for gas. These predictions are becoming increasingly
uncertain, where coal may pose a larger role as transition energy for Europe towards
renewable resources than what was previously anticipated.

2.2 Problem Domain from an Energy Provider’s Perspective

Norway, the second largest supplier of natural gas to Europe supplies almost a
fourth of European Natural Gas Consumption (107.6 bcm of 466 bcm estimated EU
consumed in 2012 [5] ). The gas is delivered through one of the world’s largest
subsea pipeline infrastructures, primarily supplying Germany, France and the
United Kingdom. This places its main consumers in the middle of European
environmental policies, in which are currently diverging mainly between gas, coal,
nuclear, renewables and possible future indigenous shale gas [12].

In spite of deviations, overall European long term policy objectives are grounded
in sustainability, security and affordability in order to ensure that the EU reaches its
long term target of a 80 % reduction in green house gas emission by 2050. In
addition, short term targets towards 2020 involve 20 % cuts in carbon emissions
and energy use, along with increasing the share of renewable energy consumption
from 8.5 to 20 % [12]. As targets are clear, the means in getting there are becoming
increasingly complicated as the EU experiences financial problems.

What is certain, is that an energy transition within Europe is on its way, where
renewable energy will stand as the energy choice of the future. The question is,
what role is natural gas anticipated to play in EU’s decarbonisation agenda? The
outcome in this transition period lies not only within the European politicians in
how they subsidize or add taxes and extra costs to various energy commodities, but
also how suppliers of natural gas, such as Norway, positions themselves towards
the core market customers and exceeding their expectations of a reliable, stable and
competitive supplier of clean energy (compared to for instance coal).

3 Emerging Challenges from a Wider Perspective

In contrast to land based pipelines infrastructures, subsea pipelines of which rest
predominately on the seafloor are subject to ever complex issues, these specific
condition along with several other factors appear to centrally govern the future of
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infrastructure asset management process. The level of observations with respect to
the section of the gas export pipe selected in Norway, are as follows;

Remoteness: One of the main challenges is the shear remoteness of which a
subsea infrastructure holds (depth, distance, temperatures etc.). Consequently, in
comparison to onshore sections in which are often inspected every fortnight (or
even more frequently), current technologies and their innate costs, often limit
subsea routine inspections of pipelines to be held on annual basis’, possibly also
limited to a few selected legs. As such, understanding the implicit risks involved on
the sea bottom, in order to not only mitigate, but also evaluate which lengths of
pipeline should be prioritized for annual inspections, becomes a crucial factor when
striving to limit the possibility of flow impeding threats occurring. Such threats
could eventuate in pipeline downtime, resulting in not only revenue loss, but also
impacting Norway’s credibility as a stable and reliable supplier of natural gas.

Subsea pipeline threats have through the years been substantially monitored in
order to fully understand the possible risks. Although most of the registered inci-
dents are kept private within the industry, the PARLOC report presented in 2001 by
The Institute of Petroleum, UKOOA and HSE, disclosed pipeline incidents in the
North Sea which resulted in failures, with and without leakages, to oil and gas
pipelines dating back to 1971 (All Norwegian main export pipelines are situated in
the north sea). In the report, the dominating incidents where found to be: third party
impacts 42 % (trawling and anchors), corrosion 27 % (internal and external), other
11 % (fittings, valves and unknown causes) and material 10 % (weld/steel defects).

Third party damage: Focusing on the largest issues within the Parloc report,
namely third party impacts, approximately 70 % of all incidents in open water
offshore pipelines (directly applicable to long export pipelines) were due to impact
or anchors, and of those 70 %, 21 % led to a containment breach (all values
excluding locations close to risers, platforms etc.). Consequently, random impacts,
pose one of the greatest risks to the physical integrity of Norway’s main export
pipelines in open waters.

Trawling activities in the North Sea are abundant. In general, trawling equipment
can either impact the pipeline or get caught on it. General impacts and pull over
scenarios to the pipeline caused by trawling equipment, poses the largest long term
wear risk over time for the external pipeline condition. As trawl board has increased
the past years, it in no way poses any direct immediate threat to large export
pipelines due to the low energy in which a travelling fishing vessel and its load
carries.

One of the true challenges and threats lies within anchor impacts. Anchors,
unlike trawling equipment, often belong to larger vessels such as shipping vessels
which possess much larger mass and speed than trawling ships. Anchors can
interact with a subsea pipeline in numerous ways, such as vertical impacts or more
seriously in the event of a moving vessel’s anchor snagging the pipeline. When
snagging (getting caught) the kinetic energy from the moving vessel above will
be transferred to the pipeline causing damage or even displacement until either the
anchor chain breaks or the anchor is pulled over the pipeline. During any case, the
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pipeline is most likely displaced, and in severe cases, resulting in local buckling
which could or already have, developed into a possible rupture.

A large vessel of 100,000 tonnes will have an anchor weighing up towards
30 tones. Such an anchor can largely affect a pipeline, even if trenched 1–2 m below
seabed [13].

As the economic activity in the North Sea increases, such as rising shipping traffic,
the likelihood of such impacts also increase. Only recently, three large pipelines have
been majorly affected by anchors (Kvitebjørn in 2007, CATS 2007 and Transmed
2008). In these instances, relatively big vessels with large anchors have hooked on to
the pipeline and either majorly displaced or completely guillotined the pipeline(s)
resulting in major downtime. On the basis of publicly available information regarding
downtime caused by anchor incidents, along with predicted contingency response
times, a 90% confidence of (2months < 51/2 months < 8months) can be predicted for
the time it takes until the pipeline is operational after a substantial impact. The natural
gas value deferred or rerouted through one of the main export Norwegian pipelines
within this timeframe can roughly be ball parked, on the basis of 2012 gas prices, to be
between 1 and 4 billion Euro.

The true challenge of downtime mitigation lies in discovering such random
impacts after they occur, but before leaks develop. More often than not, when large
anchors have hit, local material integrity is compromised, but overall functional is
not instantaneously affected. Over time, fatigue in the compromised area takes place
due to gas cycles, eventually causing the pipeline to rupture.

In an environment where high inspection costs and low intervals are present,
integration for more cost efficient equipment that can not only monitor whole
lengths of the pipeline annually, but also inspect and monitor the pipeline at a
higher frequency, becomes crucial.

As more suppliers to the gas market (LNG, shale etc.) and alternative energy
sources are increasingly present, natural prices are bound to decrease, further
accentuating the need for cost efficient operations in order to maintain the same
marginal profit levels.

Competition: Russia, Norway’s main competitor with a huge amount of avail-
able capacity, is further expanding its infrastructure further west, and its affect to
Norwegian export can be questioned. Russia’s main future strategies involve
bypassing Eastern-European transit countries, thus feeding Western Europe
directly, where their overall goal is to restore confidence to skeptic European
politicians, reassuring them that Russian is a reliable source for natural gas energy.
Russia is therefore most likely anticipating higher gas deliverance to Western
European countries in the time to come.

Seeing as Western Europe is Norway’s main customers, it may be likely that as
the new Russian pipeline Nord Stream ramps up production, Norwegian gas supply
may be affected. Preliminary studies and current export values seem to prove
otherwise. Directly before the new pipeline was installed, analysis’ predicted that as
Russian gas exports through Nord stream, Norwegian export stays the same, whilst
LNG imports fall. The report in addition concludes that the Russian pipelines
Yamal (through Belarus and Poland) and Transgas (Ukraine, Slovakia) experience a
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cannibalization effect of the newly introduced Nord stream. In fact, as natural gas
consumption in Europe has fallen from 2011 to 2012, Norway has actually exported
more on behalf of LNG and Russia.

Much of this growth can be due to a recent Norwegian effort to strengthen
themselves in the natural gas market (Table 1).

Gas contracts: The European Union has the past decade had a vision in creating
a common, open, competitive natural gas market, aligned with that of the UK’s
model. Such liberalized spot markets are gaining traction in a region where
monopolized, often state controlled suppliers were firmly embedded, supplying
natural gas on strict long-term, oil-indexed contracts. Such contracts were tailored
in such a way that the buyer had to either take the supplied gas or pay a certain
amount if the contracted gas was not needed. As Europe is turning towards market
driven spot prices, it becomes evident that some gas suppliers still rely heavily on
long term oil-indexed prices. Russia for example, had a mere 4 % of market priced
spot gas prices in 2008, whilst Norway had 30 %. Statoil, Norway’s main natural
gas exporter, recently signed a 10-year gas supply deal to Germany based on spot
gas prices, delivering 45 bcm more of its gas to the market. According to Statoil
executive vice-president Eldar Saetre, their company is at the moment supplying
more than 40 % of its European gas on spot terms [14]. As Russian energy policies
have previously been heavily based on oil-indexed long term contracts, they seem
persistent in sticking to this way of selling its gas, where Alexander Medvedev,
Gazprom’s export chief, stating in late 2012, that they will defend their system of
long-term oil indexed contracts of all their energy [14]. It seems that the only way
they would pose a large threat to Norwegian gas export, is by increasingly adapting
to the Western European way in dealing with energy commodities, mostly in the
form of spot prices, whilst moving towards a more transparent and reliable method
of supplying stable gas flows to the market.

Even though the Norwegian export capacity is almost reached (107 of 120 bcm),
one of the main overall challenges is that Norwegian gas production is projected to
peak between 2015 and 2020 and decline thereafter if no further investments
regarding searching for and developing new gas fields are made. Consequently, as
future demand for Norwegian gas is to either stay relatively level, or surge,
investments and efficiency aspects becomes increasingly relevant. The internal
stakeholders of the infrastructural system hold a great deal of weight in ensuring the
success of such goals.

Internal Stakeholders: In essence, all users (shippers) of the pipeline infra-
structure system have to pay a tariff in order to send their gas to their designated

Table 1 European natural gas foreign supplies [1, 2, 3]

Import origin 2011 2012 y-o-y change

Norwegian total exports to Europe 92.8 106.6 +14.8 %

Russian exports to Europe 140.6 130.0 −8.1 %

European LNG imports have fallen 33 % year-on-year in the first half of 2012
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buyer. The tariff is paid to the owners of the infrastructure, namely the joint venture
Gassled. To stimulate further development and offshore related activity, the Nor-
wegian government regulates the tariff in order to ensure main gas profits are
attained at the offshore fields and not in the transportation infrastructure (it should
be noted that the tariff also takes height for any additional costs up to a certain level,
such as increased maintenance costs). In 2009, 97.28 % of the ownership share in
Gassled were either users of the infrastructure (Exxon, Statoil, Total etc.) or had
direct ties to upstream interests (Petoro). During the past years, most of the major
gas shippers in Gassled have sold their entire share (ConocoPhillips, Total, Exxon
etc.) or heavily reduced it (Statoil). Buyers of the shares are long term investment
companies such as Canadian pension funds. The ownership change was approved
by the government, and the thought was, that in order to gain a more balanced risk
of capital invested in offshore field and infrastructures, new financial owners should
be included within Gassled. Such new owners would prefer other forms of financial
returns than what the high risk, high pay oil and gas companies’ pursue [15],
namely stable returns over a long time period. As the Norwegian government is the
somewhat sole regulator of their revenue through the tariffs they set, confidence (on
the basis of previous Norwegian predictability) was given to the government,
ensuring predictability for their investments.

One of the main changes is that the majority of Gassled owners are now not
direct users of the system. They have hardly any direct interest to the upstream
market. Implications of such changes to strategies are for one that the new owners
have no need to keep costs down. On the contrary, according to Alexander Engh,
consultant in Deloitte, the new owners will have an incentive to increase for
example maintenance costs, thus ensuring higher regularity/availability giving
higher profits [16]. These extra costs will be deferred to the users of the system,
which are not the owners anymore since they are not gas shippers. This could
become a positive aspect in relation to the wellbeing of the infrastructure pipelines,
ensuring a high quality standard, but a negative aspect regarding economic effi-
ciency and above all, competitive natural gas prices. Such overall excess spending
would not only lead to dissatisfied shippers (users), but as a secondary result, social
economic loss may occur through cost ineffectiveness. The past decade since the
regulation system was implemented, there has been a relative balance between user-
and owner-interests within the infrastructure. This balance has changed, and
implications are present within the organization.

Subsequently following the last major oil and gas operator selling its’ Gassled
holdings, the government (a year later) releases a consultation paper in January
2013, suggesting to change the tariff levels in the Gassled infrastructure network.
Their reasoning in lowering the tariffs was based on the take, that a reduction in
transportation costs would stimulate and provide further incentives for oil and gas
companies to further invest in exploring and developing new fields, especially
further north in order to sustain Norwegian competitiveness currently and in the
future. Should the tariff reductions be implemented, transportation costs for users
will be heavily reduced, directly impacting Gassled’s revenue stream negatively.
According to Norwegian newspaper Aftenbladet, the newly investment owners of
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Gassled feel tricked by the Norwegian government in what they were thought to
believe was a safe investment giving a minimum expected return of 7 % on capital
invested. They now anticipate their return of halving, transferring values of
approximately 5 billion Euro from Gassled to the gas shipper, namely the oil and
gas operators. This may then imply that the shippers are the winners of such a cut,
due to the lower transfer costs, increasing their profitability of not only current, but
also future projects. Moreover, the government would also gain profit increases,
through tax incomes of future found gas resources, more jobs, and in general social
growth [15]. Furthermore, should the new owners have their “stable returns” on
investments reduced, their willingness to ensure other relevant stakeholder’s
wellbeing may be affected negatively.

A conflict of interested thus arises, where the investment owners are seeking a
7 % or more return on investments on midstream level, whilst the state and oil and
gas operators want to specifically increase production and sales in upstream loca-
tion. Such elementary drivers for profit will negate overall efficiency and introduce
conflicts of interests between financial stakeholders within Gassled, oil and gas
operators within Gassled, the government and infrastructural operator Gassco. Even
many of the oil and gas companies see negative effects of such an imposed tariff. By
decreasing Norwegian predictability and stability, future investors might opt for
other investments in other countries, possibly resulting in the oil and gas operators
yet again are left with ownership in Gassled of what they deem, low interest
investments [15] (Oil and Gas companies build the pipelines, and if/when the new
pipelines are included in Gassled, the companies receive an ownership stake cor-
responding to the pipeline’s value).

In addition to the challenges previously discusses, other global threats such as
increasing: ship traffic, cyber attacks targeting energy infrastructures, shale gas
development and LNG, does not make the situation any easier. All of which could
possibly challenge and pose a risk for the reliability and future demand for Nor-
wegian gas.

4 Resolving the Future: A Strategy for Long-Term Value
Capture

As main threats such as anchor impacts, competitors, internal stakeholder issues
and impending tariff changes are present, pathing the way through these challenges
whilst ensuring long term value through overall strategies can be a daunting task.
Nevertheless, an attempt in this context is illustrated in Fig. 1. The following
sections sees to further describe how and why this strategy map was derived and
further describe the content.

The past decade has seen a huge shift in how organizations create value. Kaplan
and Norton opened the eyes of businesses. They introduced the fact that more than
75 % of a firm’s market value is derived from intangible assets, and therefore new
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ways of capturing these values were possible through their balanced scorecards. As
organizations implemented Kaplan and Norton’s balanced scorecards, they saw a
further need for a more powerful way of implementing their strategies in an optimal
fashion. What most organizations experienced, was that they failed to implement
their new strategies within the organization. Employees would read the strategy
statements and visions, but would fail and implementing them within their work
place. In fact, 70–90 % of organizations failed to realize success through their
newfound strategies [17].

In 2004 Kaplan and Norton introduce their new tool: Strategy maps, which has
been receiving rave critics, being described as innovative and important as the
balanced scorecards. “The strategy map provides the missing link between strategy
formulation and strategy execution” [17]. One of the main criticisms Kaplan and
Norton have received in light of their balanced scorecards (in which strategy maps
is based on), is the fact that they have a too narrow stakeholder focus [18], thus
devaluating other relevant stakeholders within the strategy. This issue has become
especially criticized by stakeholder theorists who believe that there are other
important parties other than the immediate needs of shareholders and stockholders
in which focus should be directed towards in gaining long term value.

Long term Value
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Fig. 1 A strategy mapping effort to elaborate a long-term value capture solution under the present
dynamic conditions
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Kaplan and Norton’s Strategy Map is sectioned in four segmented focus areas
where the first and last and their applicability to the asset are specifically described
below.

• Financial Perspective: In order to utilize Kaplan and Norton’s strategy map
whilst in addition valuing the criticism by stakeholder theorists, a third focus
objective is incorporated into the map (in addition to productive and growth)
called “security”. Elements such as financial security, environmental security and
social security becomes objectives in which facilitate long term value creation.
For example: Ensuring long term environmental security for local inhabitants
will yield positive public opinion, resulting in consent form the masses. Public
opinion should not be underestimated, and the power of the masses has on
multiple occasions throughout history changed the courses of large financial
investments. Or it could be the ensuring of social security in the form of taxes in
which goes to the government and hence the public. By adding stakeholder
“security” as an objective, the strategy incorporates long term stakeholders in
which then in turn ensures long term sustainability within not only the financial
setting, but also settings where other relevant stakeholders act within.

• Learning and growth perspective: As tangible challenges regarding global
markets, third party impacts, customers, competitors etc. In no way should be
treated tertiary, the underlying intangible elements: Information Capital, Human
Capital and Organization capital (encompassed by Gassled, Government etc.) are
the glue holding the organizational structure together. Common theory dictates
that the three intangible asset groups are interconnected and must together
complement and be mutually supportive to one another in order to attain success.
Changing a factor in one of the three will affect the two others, thereby requiring
mutual strategic attention towards all of the three segmentations. Focus towards
all three requires diligent awareness in regards to trade-offs and compromises
being made between them, in order to attain the overall strategy [19].

Regarding the strategy, specifically for the new financial investment owners in
Gassled, their incentives may be solely towards gaining as much profit as possible
for its confined shareholders through the tariff. According to Kaplan and Norton,
long term values are targeted to be just this, namely value to its shareholders. But
by in addition, introducing a “security” element within its top value gaining ele-
ments, they are for example indirectly forced to think of what investments they
make could gain social security within Norway, thus aligning the strategy to other
beliefs and values extending past the internal local stakeholders within an organi-
zation in order to fully stimulation long term growth. By focusing on such matters,
they involve themselves to a higher degree within upstream planning which could
lead to an increase in wealth for not only them, but the nation in general by
providing job security and further employment, basically aligning themselves with
the government and somewhat upstream owners within Gassled. Neglecting the
security element within the strategy, investment companies may possibly overinvest
in the infrastructure, shifting its increased cost to the users (oil and gas companies)

On the Capitalization and Management of Infrastructure Assets … 505



through an increase in tariff. This would in turn reduce the profit margin for these
companies, thus stagnating future investments, negatively affecting social benefits,
like jobs, profits through future find petroleum taxes etc.

5 Conclusion

As the rest of the world clings tightly to, and expects increased consumption of
natural gas due the benefits of the commodity, Europe will most likely follow suit in
due time as their economy gets back on track. But even relatively independent of
which way European demand for natural gas sways, Europe cannot, and will not
most likely easily wean itself off gas as an energy source. Even if the energy
commodity was to lose ground in the power utility sector, there will inevitably be a
need for natural gas due to an already present and robust infrastructure supplying
natural gas to homes and industries across the continent. In this sense, the potential
for value creation as a natural gas supplier will be evident in not only future short
term perspectives, but also long term.

The main common issue is that as the world has become ever more globalized,
natural gas suppliers have to become increasingly competitive in order to sustain or
gain market shares. This becomes especially evident in a financially troubled
Europe where energy consumption is decreasing.

Norway, with a lean, effective infrastructure, is presently aggressively adapting
to market demands, and may soon overtake Russia as the main supplier of natural
gas.

But in order to further increase its export capacities, uphold its availably and
ensure predictability, multiple inherent and external challenges must be managed
effectively as to sustain Norway’s reputation as a prominent contender in supplying
the present and future gas market. By creating a strategy road map in order to
effectively deal with present and arising challenges, the infrastructure and its
stakeholders may together ensure that further growth and prosperity can be created
not only amongst its internal stakeholders, but also the people of Norway of which
whom the natural gas resource truly belongs to.
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Current Status and Innovative Trends
of Asset Integrity Management (AIM):
Products & Services in the Norwegian
Oil and Gas Industry

Oluwaseun O. Kadiri, Jawad Raza and Jayantha P. Liyanage

Abstract Owing to commercial opportunities in the Norwegian Oil & Gas (O&G)
sector, there is a growing demand for new products and services for Asset Integrity
Management (AIM). In general, the market demands greater degree of innovation
in the field of AIM seeking means to simplify complex work processes and at the
same time to have a better understanding and awareness of inherent risks. The
trends for innovative AIM products and services can always be challenged due to
such factors as cost, organizational capacity, technological capacity as well as
underlying business growth potential of the innovation. Other barriers may arise
from financial constraints, regulatory requirements, non-proven technology and
clients’ conservative perspective to invest in new and revolutionary products.
Keeping such challenges in mind, this paper attempts to map the current status and
future trends of Asset Integrity Management (AIM) products and services in the
Norwegian O&G industry. This paper highlights the status and gaps through a
thorough literature and market survey to identify the type of AIM services and
products within AIM for Norwegian O&G assets. It also highlights new emerging
trends from AIM contractors/service providers to align their products to match with
the new asset integrated operational environment, such as Integrated Operations
(IO).Interestingly, there appears to be less innovation in the industry despite the fact
that the age of the industry is increasing. Some of the reasons include limited
knowledge and competencies, operators and regulatory bodies’ conservative atti-
tude towards new technologies. This attitude regulates the development and
deployment of AIM due to its sensitivity in terms of managing asset related
uncertainties and vulnerabilities.
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1 Introduction and Background

The safety and integrity of assets have always been a major concern for operators.
This is because not only can a well-managed asset integrity program help operators
identify and reduce safety risks before they escalate, asset integrity can also play a
major role in achieving higher operational excellence and extending the remaining
useful life of ageing assets [1]. History reveals that lack of proper management of
the assets can have negative effects such as personal injuries, loss of production,
catastrophic events that can lead to loss of life, reduced equipment reliability and
environmental impact. Asset Integrity can be defined as the ability of an asset to
perform its required function effectively whilst safeguarding life and the environ-
ment [1]. Many AIM service providers/contractors are assisting operators to ensure
that their assets function safely, effectively and economically throughout its life
cycle. In order to gain full benefits of an effective AIM in a dynamic operating
environment, it is essential that all stakeholders have a consistent and a unified
understanding of what the essentials of asset integrity are and how these can be
applied in their day to day operations. This is often cited among the most significant
challenges in achieving an integrity culture within an organization. The imple-
mentation of asset management practices within an organization enables it to see
tangible benefits such as higher safety standards, lower operating costs, longer asset
life, improved asset performance, greater reliability, enhanced environmental sup-
port and better informed investment strategies.

The concept of AIM products and services in the Norwegian industry has been
continuously changing over the years. Until the late 1960s the integrity of the
design and operational safety of offshore platforms was largely the responsibility of
the owner-operators who used a variety of industry and in-house standards and
methods mostly visual inspection. Accidents did not receive much publicity outside
the industry because few were lost and at the time, there was little concern about
pollution. The Ekofisk platform Bravo blowout in the North Sea that occurred in
1977 was one of the major accidents that have a profound effect on the way the
offshore industry does business in Norway and worldwide [2]. This accident created
a higher level of government involvement towards improving safety of the O&G
related activities. Several requirements were imposed by the regulatory bodies to
perform detailed platform and operational probability risk assessments in order to
demonstrate the overall reliability and to meet minimum acceptable safety and
reliability criteria for the facility. Over the past 30 years Norway has moved away
from a strict prescriptive approach to a more performance-based approach for
regulating offshore O&G facilities. Performance-based regulations guide operator
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companies to determine the best way to achieve operational and technical safety
targets. The regulatory requirements from Norwegian Petroleum Directorate (NPD)
are general in nature and primarily specify the conditions that must be met to be in
compliance with the requirements. Within this framework operators have the
freedom to choose practical asset integrity solutions along with the responsibility to
ensure higher levels of compliance. To avoid misunderstandings about the
requirements for compliance the Det Norske Veritas (DNV) “Offshore Standards”
publications define the technical requirements and acceptance criteria [3]. Currently
most operators have outsourced the management of their physical assets to service
operators so that they can focus on their core business which is production without
having to compromise the integrity of their assets while trying to meet organiza-
tional objectives. This concept has also evolved over the years. The Norwegian
Continental Shelf (NCS) is advancing more and more into deeper sea operations
with significant subsea developments where they have to face more harsh condi-
tions in remote locations (Lokko et al. 2012). This therefore calls for the need of
more robust products to control and manage assets remotely. Initially AIM service
provider companies deliver tools for maintenance which is known as the “product
concept” but now the industry is moving toward the solution concept where these
service providers offer solutions to assist operators in enhancing asset performance
to become more productive and competitive. In this context the service providers
not only focus on the product they are delivering but also the quality of the rela-
tionship that they have with their client since it is no longer a one time delivery. In
this environment, the purpose of this paper is to identify how service providers are
helping to maintain this relationship by providing asset management solutions, the
challenges they face in developing innovative products and the drivers that enables
them involve in innovative projects.

2 Methodology

This study was carried out through thorough analysis of literature and a market
survey. The survey consisted of four case studies of AIM service providers oper-
ating on the NCS. The aim of the survey was to identify and highlight recent AIM
products and services and the innovation trends on the NCS. The data was collected
through questionnaire-based interviews with experts in the field of asset integrity.
The scope of the survey included questions about product and services these
companies offer, driving factors for developing new products/solutions, innovation
processes as seen from AIM service provider’s view, feasibility factors and inno-
vation barriers in developing innovative AIM solutions for NCS Operators. The
results and deductions from the survey may therefore be limited due to quality of
data obtained from the case studies. During the scheduled interview sessions with
the experienced management professionals, their views were recorded and the data
was analyzed to highlight current status, trends and challenges in embarking on
innovative AIM products and services.
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3 AIM Status on the NCS

Integrated operations (IO) have been the new face of optimizing AIM in the
Norwegian O&G industry. IO is a term used for the implementation of ICT in the
O&G industry to combine work processes, technology and organization together in
a seamless way with the aim of improving production operations and support. This
concept was first introduced in the O&G industry by the Norwegian petroleum
industry making them the pioneer of this concept for petroleum related activities
[4]. The most striking part of IO has been the use of always-on videoconference
rooms between offshore platforms and land-based offices. This includes broadband
connections for sharing of data and video-surveillance of the platform. This has
made it possible to move some personnel onshore and use the existing human
resources more efficiently. Instead of having e.g. an expert in equipment condition
monitoring on duty at every platform, the expert may be stationed on land and be
available for consultation for several offshore platforms. It’s also possible for a team
at an office in a different time zone to be consulting the night-shift of the platform,
so that no land-based workers need work at night [5]. Splitting the team between
land and sea demands new work processes which together with ICT is the two main
focus points for IO. Tools like videoconferencing and 3D-visualization also creates
an opportunity for new, more cross-discipline cooperation. For instance, a shared
3D-visualization may be tailored to each member of the group, so that the geologist
gets a visualization of the geological structures while the drilling engineer focuses
on visualizing the well. Here, real-time measurements from the well are important
but the down-hole bandwidth has previously been very restricted. Improvements in
bandwidth, better measurement devices, better aggregation and visualization of this
information and improved models that simulate the rock formations and wellbore
currently all feed on each other. An important task where all these improvements
play together is real-time production optimization. Optimizing Asset Integrity
Management with Integrated operations involves adapting to new changes in work
processes and technologies. In order for this process to be successful the organi-
zation needs to be flexible and willing to change their work methods to fit the new
work processes that are being implemented.

3.1 Maintaining Technical Integrity

From literature studies and interviews from experts in this area, it has been observed
that from the inception of the petroleum industry on the NCS in early days, the
method of maintaining technical integrity was through the run-to-failure manage-
ment system. Run-to-failure is a reactive management technique that waits for
machine or equipment failure before any maintenance action is taken. The main
reason behind this was lack of factual data that quantifies the actual need for repair
or maintenance of the plant, equipment and systems. This is because the major
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expenses associated with this type of maintenance management are: high spare
parts inventory cost, high overtime labor cost, high machine downtime, and low
production availability (Mobley 1990). It was later realized that maintenance
scheduling can be carried out effectively based on statistical trends of the perfor-
mance or failure of the plant/equipment. The most common method of maintaining
technical integrity presently on the NCS is the through preventive measures. The
transition to this method of maintaining technical integrity has been adopted by all
operators on the NCS. The concept of Preventive Maintenance (PM) management
method is that maintenance tasks are based on elapsed time or hours of operations i.
e. time-driven (Mobley 1990). This is generally done using the statistical life of
equipment which is also known as mean-time-to-failure (MTTF) or bathtub curve.
A bathtub curve indicates that a new machine has a high probability of failure, due
to initial installation problems, during the first few weeks of operations. Following
this initial period, the probability of failure is relatively low for an extended period
of time before it then increases again with time. Based on bathtub distribution a
machine should be maintained or modified on a schedule based on MTTF statistic.
All PM management programs assume that machines will degrade within a time
frame based on its classification. One important parameter for identifying the
suitable PM strategy is how quickly or slowly the equipment degrades and how
detectable the failure mode/mechanism is. For example a single stage split case
centrifugal pump will usually run 18 months before it must be stopped for main-
tenance that means using this method of maintenance management the pump must
be maintained at 17 months of operation to prevent total breakdown before repair.
This management method is better than the previous method used because it is less
expensive. The downtime of equipment using this planned management is lesser
and planned but it has its own disadvantages. The disadvantage of this method is
that it only considers MTTF but the problem is that it might end up in unnecessary
repair or catastrophic failure in between these times. In the example given earlier,
the pump may not need to be maintained after 17 months. Therefore the labor and
material used to make the repair are wasted. On the other hand, the pump could fail
before 17 months forcing the management to use run-to-failure techniques. The
preventive maintenance method has been developed and adopted by the NCS
operators is using integrated operations to optimize technical integrity through real
time data condition monitoring and remote diagnostics. In summary the develop-
ment trend of maintaining technical integrity of offshore assets on the NCS has been
gradually from corrective maintenance or “no maintenance” in the 1960s to PM to
real time condition monitoring in 2000s. Figure 1 shows the gradual development
trend of maintaining technical integrity on the NCS.

3.2 Maintaining Operational Integrity

Operational integrity on the NCS is a major source of production performance and
also the source of most safety related issues. The requirement for operational
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integrity is usually ergonomics which includes the working environment and the
clarity of the information available to operate. Operational integrity on the NCS has
gone through different phases of development over the years. Initially on the NCS
operational integrity was achieved through in house expertise and know-how. This
method of ensuring operational integrity has its own consequences because the
O&G industry is a high risk industry and high risk organizations do not have the
luxury to learn by trial and error [6]. The consequences of error in these organi-
zations are often so great that could result in loss of lives and equipment. Also the
time shift of personnel is important so as to increase personnel alertness on the job.
If this is not properly looked into error would be prevalent when the alertness of the
personnel is low. Currently on the NCS the way of ensuring operational integrity is
through the use of simulator training, in house experts, in-sourcing and outsourcing.
During the training to ensure operational integrity, the simulators that are used
models different scenarios on an offshore platform. The trainee involved use the
simulators to learn how to carry out operations procedures and respond to critical
scenarios without actually having any negative effect because the environment is
entirely a virtual environment. This method of ensuring operational integrity is
better than the past method but also has its limitations. The major limitation of this
method is the lack of knowledge. Even though different scenarios are designed in
the simulators for the trainee to learn during training, in real life operations there are
still scenarios that would occur which are entirely going to be new to the operator.
Making a wrong decision in scenario could result in a catastrophic event. This has
been a reason while the operators are now finding better ways of ensuring opera-
tional integrity. The new method that is being developed and adopted by some
operators is the use of the integrated operations platform to created real-time experts
online support and remote operations. It can be said that the capacity development
of the future in order to maintain operational integrity, would be the use of mobile
workers with real time global experts’ access. In summary the development trend of
ensuring operational integrity during operations on the NCS has been from in-house
expertise to the complex collaborative solutions through remote operations/online
support. Figure 2 shows the capacity development trends for ensuring operational
integrity on the NCS by capitalizing on new capabilities.

Fig. 1 Technical integrity
management development
trend on the NCS
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4 Results and Discussion

From the survey carried out, a common trend for driving mechanisms of innovation
was observed for all four AIM service providers on the NCS. New and cost
effective technological AIM solutions are seen to be followed by market demands
and client specification and preferences (see Fig. 3). Market demand remains as
most influential driver for innovation because Operators demand for continuous
optimization of the asset in order to comply with the regulations. From the survey,
company A and D have the same response to what drives innovation for them
which is what is common for others except employee initiative. Company B on the
other hand has client specification as one of their drivers of innovation. According
to the representative of the company during the survey said that they push the
boundary of AIM further based on the operators preferences and specification. This

Fig. 2 Capacity development
trends of operational integrity
on the NCS

Fig. 3 Drivers of innovation for AIM product and services on the NCS
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also because when the operators make specifications and preferences, they also are
willing to participate in the project that would bring about innovative AIM products
and services. Company C observed that over the years the main factor that has also
drives them among other factors is government and authorizing body regulations.
When these regulations are put in place then all operators would need to work
within that boundary and still make the most opportunities they can within that
boundary. This in turn make operators look for better AIM products and services
that can meet their organizational objectives and is still within the specified regu-
lations. Also, the new AIM solutions should contribute to reducing cost and
increasing safety and efficiency which every business owner wants when running
their business.

Figure 4 shows the barriers of innovation, as seen from the result of case studies,
on the NCS within the area of AIM products and services. Innovation barriers that
are evident on the NCS where identified and the way companies responds to these
barriers where evaluated. It was noted that common barriers that all four service
providers on the NCS suffer from is lack of skilled personnel and financial con-
straints. The companies studied have these factors in common but reacted to it in
deferent manners this is shown in Fig. 4. From the survey, company A has financial
constraints as a major barrier but from the interview with the personnel at the
company, he emphasized that if there is demand and appropriate capital, the barrier
of competencies could be tackled through collaboration and outright buying of the
needed competencies. However, company B recognizes lack of skilled personnel as
a major barrier towards innovation because innovative projects would need highly
skilled personnel to implement which according to this company is scarce in the
Norwegian oil industry irrespective of remuneration. This situation in company B
goes for company C as well.

Innovation feasibility factor in this context can also be seen as success factors from
AIM service providers’ point of view when engaging in innovative projects. These
factors are what companies consider to see if the innovative project is worthy in long

Fig. 4 Innovation barriers for AIM product and services on the NCS
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term. From the survey results, company A sees innovation cost, management policy/
strategies towards products and services, business growth potential and organiza-
tional capacity as major factors while company B considers technological capacity as
a most influencing factor above all. Company C reflects management policy/strate-
gies towards products & services and organizational capacity as key factors whereas
for Company D innovation cost and business potential are vital factors. It is noted that
the one of the fundamental factors to be considered in this context is management
policy and strategies towards new AIM product and services development. This is
because there are different scenarios that pose the different challenges and the most
important concluding factor is the way these Companies react towards these chal-
lenges. This could be embracing innovation, rejecting innovation or been indifferent
about the status of innovation in the company (Fig. 5).

From the survey results, it was noted that irrespective of market demands, man-
agement policies and organizational strategies are significant factors that drive
innovation. This is because despite the obvious opportunities, the choice still lies in
the hand of the higher management. It was observed that most operator companies
may be to some extent reluctant to be a part of innovative processes as this may result
in organizational and changes to existing management and work processes. Anyhow,
in case of any serious incident or a new government regulation leave them with no
choice but to seek for new innovative products to ensure their asset’s integrity. It was
said by one of the senior staff at an Operator Company that operates on the NCS that
“Most times the company is usually contented with their profit especially when
production is stable and there is no threat from the regulatory authorities and the
government”. The amount of profit which is also the aim of the business has an effect
on the way company drives cost efficiency. This attitude can also make operators to
become stagnant in their demand for more innovative products. At the SPE confer-
ence held at Houston in February 2013, it was said by the Chief TechnologyOfficer of
a multinational O&G company that “The Oil and gas industry is one of the least
innovative industries in the world in comparison to other industries such as the
aviation industry, medical industry, communication industry etc.” The leap in tech-
nological advancement in the O&G industry is quite little despite the fact that the

Fig. 5 Innovation feasibility factors for AIM product and services on the NCS
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industries he mentioned too can be categorized as high risk industries. These O&G
companies most of the time don’t have rivals in terms of profits and that also tends to
make them rest on their oars. Also having consistently abundant funds make operator
companies to continue to pay exorbitant prices for product and services that they’re
familiar with rather than embrace new or innovative concepts that would be cost
effective and efficient. On the side of the AIM service providers, there were also some
trends that were also noticed. Although it is logical for customer demand to drive
innovation, some service companies drive innovation themselves without customer
demand. This was noticed by one of the major service providers on the NCS. The
company representative during the interview categorically said that their company is
“technologically driven”. For this company, their belief is that these innovative
solutions could be made ready and then they would make their client see the need to
having these products or solutions. Also it was noticed that other less competitive
companies do not see technological capacity as a main challenge. This normally is a
point of concern for them but they consider collaboration and buying technology
from a third-party as a very viable solution for them. This is because they don’t see
themselves as “technologically focused” but “customer demand focused”. Also it was
noticed that some service providers create revolutionary products from “adhoc pro-
cesses” which is not usually a norm for most service companies. Most services
companies have a structured process to incrementally (evolution) develop their
products and services. Organizational capacity is also one of a major challenge
towards developing innovative solutions in for the AIM service providers. The
Norwegian O&G industry generally lacks human competencies than most O&G
industries in the world which tends to influence the provision of specialized skill.

4.1 Identified Gaps and Barriers

From the study, the following gaps and challenges have been identified.

1. Limited Knowledge
2. Management strategies and organizational policies.

One of the major gaps which influence the development of innovative products
and services for the Norwegian O&G industry as highlighted above is limited
knowledge. Limited manpower available in Norway has become a challenge for
both operators and AIM service providers. A new trend in bridging this gap is
relying on competencies within Europe, which itself poses new challenges. The
required competences involve both engineering and Information Technology (IT).
The treasure in the future of innovative work processes would include adequate data
together with human competency to interpret these data to produce insightful basis
for decisions and solutions. Management strategies and organizational policies is a
gap that needs to be filled. Most leaders have never learned how to be innovative
and how to lead an organization so that it becomes more innovative. They may
understand that they have a key role in innovation, but they do not know how to
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systematically generate new and better solutions. They also do not know how to
reinforce the right innovative skills for their direct reports and teams. Therefore
people who have a proper grasp of innovation should be made to lead and make
policies and decisions that would drive innovation in the organization.

5 Conclusion

AIM in the Norwegian oil and gas industry has seen to be continuously improving
over the years. The implementation of the integrated operations (IO) scenario has
made it possible to optimize asset integrity by improved production, extended asset
life, improved safety and reduced cost. This platform has also opened new challenges
for advanced asset control and optimization. As a result of this technological revo-
lution, AIM service providers are facing challenges not only in upgrading their
existing AIM products and services but also to developing new and innovative
solutions. These challenges are largely affected by Operators’ conventional behavior,
regulations, financial constraints and lack of competent personnel. These factors, to
some extent, seem to regulate the development and deployment of new and innovative
AIM solutions. Therefore, more could still needs to be done to improve and overcome
the innovation barriers which today are major obstacles the Norwegian O&G industry
from moving into the next phase of IO development and implementation.
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Effect of High Speed Rail Transit
and Impact Loads on Ballast Degradation

Nicholas Keeng, Jun Li and Hong Hao

Abstract The emerging need of railway as a principal means of massive transport
has encouraged the development of high speed trains in Australia. Large and fre-
quent cyclic loading from heavy and fast trains leads to a progressive deterioration
of the underlying railway structural system. The lack of research on degradation of
ballast to counter the effects of high speed trains threatens the reliability and safety
of train services and hence leads to more frequent and costly maintenance. Com-
paction testing with the Amsler equipment was conducted to deliver a graphical
representation of fouling rates and the loading at which ballast becomes ineffective.
The hammer drop test was employed to predict the service life of ballast under
cyclic loading. Finite element analysis of a railway structural system subjected to a
moving wheel with varying train speeds was conducted to obtain impact forces on
sleeper and ballast under wheel flat effect. The deformation and stress behaviour of
rail and ballast were investigated. It has been found that trains exceeding 210 km/h
with a 100 mm wheel flat defect pose an immediate threat of accelerated fouling of
ballast. Key findings also include the detection of different stages of ballast inter-
action, the observation of critical fouling force and the service life prediction of
ballast under different train speeds.
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1 Introduction

Australia has introduced faster and heavier trains in recent years due to the growing
demand. This often leads to progressive track deterioration on rail and ballast of the
railway system. The excessive deformation and degradation of the ballast necessitate
frequent and costly track maintenance. Given the complexities of the composite
track system consisting of rail, sleeper, ballast, capping and subgrade subjected to
cyclic loading, current standards and design practices may be simplified for high
speed applications. This research is mainly related to Western Australia, where the
local rail authority has plans to introduce faster trains and increase line speeds by
upgrading existing infrastructure to support growing industry and public transpor-
tation demands. In order to analyze the safety and reliability of high speed train
operations and minimize maintenance costs, this paper investigates the effect of
ballast degradation under cyclic loading, and impact forces due to wheel flat.

Figure 1 shows a typical railway track structure. The design of track structure
needs to consider the deterioration of ballast due to breakage and subsequent
implications on track deformations. Based on previous assessment of ballast
characteristics [1], ballast porosity is found to be around 35–50 % and hence
fouling does not become significant until the fine accumulates to 10 % or more. It is
possible for the train to derail at a high speed as well as to rapidly accelerate the
degradation of track structure [2]. A larger number of load cycles generally intro-
duce the fatigue damage and increase the settlement and deformation of the ballast.
Ionescu et al. [3] reported that the deformation behaviour of ballast is highly non-
linear under cyclic loading. The track structure is also often subjected to impact
loads due to defects and irregularities in the wheel or rail. The impact magnitude is
very high within a short duration and usually depends on the track structure and the
irregularities, such as wheel flat. Wu and Thompson [4], and Remennikov and
Kaewunruen [5] have demonstrated the possible ranges that the impact force may
distribute in. It is observed that the impact force is around 350 kN with a travelling
speed of 80 km/h and a wheel flat on the wheel [4]. Bian et al. [6] presented that the
impact force of sleepers due to a wheel flat varies nonlinearly with increasing
vehicle speed, and the force monotonically increases with an increasing static wheel
load.

Fig. 1 A schematic description of railway track structure
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2 Experimental Testing

2.1 Compaction Test

Compaction tests were conducted by using an Amsler equipment with standard
ballast provided from the in-site Butler extension project in Western Australia. The
supplied ballast samples from Gosnell’s Quarry are considered to be consisted of
57 % granite and 43 % meta-diorite (low grade metamorphic rocks). The Amsler
machine is mounted with a hydraulic jack capable of applying forces of up to
1,000 kN, and has an automatic calibration bench with the displacement and applied
force sensors. Although usually used to test the strength characteristics of concrete or
soil samples, the Amsler has been adapted for the purposes of this investigation with
a standard 90 mm cast iron bearing plug. The compaction test investigates the
behaviour when the ballast breakage under loading effect occurs and when the
ballast becomes ineffective for drainage purpose as well. The reduction of voids
from ballast breakage under compression will dramatically increase the rate of
ballast fouling and affect track stability. A cast iron mold is filled with a series of
ballast and placed on a hydraulic plate, as shown in Fig. 2a. The plate will rise with a
constant displacement and a plug above the mold will crush the ballast. The com-
paction test was conducted with a 150 mm deep by 90 mm inner diameter mold filled
with around 990 grams of ballast. Figure 2b shows the data acquisition system for
the Amsler machine to measure the applied load and deformation of ballast.

When the ballast experiences compressive force, the rock fractures into smaller
pieces and fills the voids between the interacting rock pieces. When the rock has
been crushed to a certain degree, all the voids will have been filled up. With no
available space left, the force on the rock will increase sharply and will be recorded
by the sensor on the bearing plate. Figure 3a and b show the applied load and
deformation measured on the ballast, respectively. It can be observed from Fig. 3b
that the displacement increases linearly with a constant rate, while the applied load
appears to increase significantly with the deformation as shown in Fig. 3a. At the
end of the test, the load increases sharply indicating that there are no more voids to

Fig. 2 a Amsler equipment; b data acquisition system
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be filled and the materials have reached their ultimate loading capacity. Three
stages of ballast compression are observed. Until 50 kN, the ballast particles appear
to rearrange amongst each other rather than displaying attributes of full ballast
breakage. This region can be considered as the compaction region—an area that
track compaction maintenance would be sought to increase the track stability.
Between 50 and 150 kN, the ballast achieves a high level of frictional interlock and
accelerated breakage is observed. Once the ballast has been fully compacted, the
voids are no longer presented in the sample and the load line increases exponen-
tially without any fluctuations. At 150 kN, the fine accumulation is declared to be at
the maximum value. The scale factor is calculated by comparing the contact
pressures between the bearing plug interface and the sleeper on ballast interface,
and the critical fouling force on a track is derived as 420 kN. This can be regarded
as the minimum force required to introduce significant rates of fine accumulation
and accelerated ballast fouling. This is also considered as the maximum force from
sleeper on ballast, which the rail can still operate with a good condition of ballast.

2.2 Hammer Drop Test

The hammer drop test is usually used in geotechnical engineering. The test utilizes a
standard 4.902 kg hammer falling to impact the ballast sample with a height of
150 mm. The particle breakage of the ballast will be observed, and the service life
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Fig. 3 Measured applied load and deformation on the ballast. a Applied load versus deformation,
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of railway ballast under cyclic loading will be evaluated. A sample of ballast is
placed in a proctor mold and a hammer weight will be repeatedly dropped as shown
in Fig. 4a. Sieves of varying sizes in Fig. 4b will separate the ballast and a particle
size distribution can be generated. The number of drops, degree of particle breakage
can be scaled to a real size application by analyzing the correlation between force,
dimensions and mass.

The initial weight distribution using sieve analysis was conducted. The hammer
drop test was conducted, and the sieving of ballast was conducted at 200, 400, 600,
800, 1000 and 1500 cycles respectively to observe the ballast breakage. Four tests
were conducted to get an accurate average result. Figure 5 shows the weight dis-
tribution observed with different number of hammer drop cycles. It is observed that
ballast aggregates bigger than 26.5 mm get degraded faster in track conditions. This
may be due to a greater number of flaws or defects found in larger aggregate as
mentioned in reference [7]. Ballast retained by a 13.2 mm sieve with different
cycles indicates that there is an equilibrium level where the rate of breakage above
and below the sieve range is equivalent. On the other hand, particles retained
between sieve sizes 6.7 and 9.5 mm do not appear to accumulate significantly.

Fig. 4 a Hammer drop test; b sieves of varying sizes

Fig. 5 Weight distribution of
hamper drop test with
different number of cycles
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Particles smaller than 6.7 mm grow significantly with the growing number of cycles
indicating the ballast is crushed under cyclic loading effect.

The rate of accumulation formed a linear function against the number of cycles
and an equation can be formulated to determine how many cycles will produce
maximal fouling material (void ratio typically varies between 0.35 and 0.425). The
number of cycles was scaled against variables such as drop height, mass, and
impact pressure. The ballast lifespan per wheel was then determined to be between
28.967 and 35.172 million static cycles. Based on an average of 4 carriages per train
on 950 journeys per week in Western Australia lines, the ballast life is determined
to be between 36.65 and 44.5 years. By considering the dynamic amplification
factor, various serviceability lifespans are given for different train speeds as shown
in Table 1. At higher speeds, the serviceability life decreases at an increasing rate.
Beyond 200 km/h, trains encountered on the line will be heavier, and hence likely
to run on a dedicated track. The track will have different design standards, and
consequently, service life of ballast will subsequently change.

3 Numerical Simulation

A commercial finite element analysis package, ANSYS 14, was used to model the
track structure and analyze the effect of high speed trains on ballast degradation.
Structural symmetry allowed for the design of a half-track finite element model as
shown in Fig. 6 with solid elements. The track structure consists of five different
components, namely rail, sleeper, ballast layer, capping layer, and subgrade. The
rail and sleeper components are simplified into block shapes due to the complexities
in geometry. The dynamic wheel forces generated by the wheel flat are calculated as
equivalent forces, and applied on the top of the rail. The transient analysis is
conducted including 166 load steps with a 10 mm mesh for rail elements. The
simplified track structure conforms to the same design geometry as WA’s electrified
urban rail system. The model consists of 62,856 nodes with selectively refined

Table 1 Estimated ballast service life under varying train speeds

Train speed (km/h) Dynamic amplification factor Service life (years)

60 1.135 32.29–39.21

80 1.145 32.01–38.86

100 1.16 31.59–38.36

120 1.175 31.19–37.87

140 1.2 30.54–37.08

160 1.25 29.32–35.6

180 1.305 28.08–34.09

200 1.465 25.02–30.38
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mesh at the rail and underlying sleeper components. As the ballast degradation
under the sleeper will be studied, the wheel flat impact is located on the rail above
the central concrete sleeper. This location of the wheel flat would produce the
maximum force encountered by the ballast.

To perform the dynamic transient analysis, load steps are defined across the
length of the modelled rail to simulate the moving wheel loading. Equivalent forces
are calculated and applied on the rail. The width of the rail is divided into 8 nodes
with 7 divisions of 10 mm for each. Therefore the force is distributed on these 8
nodes. Each force is represented as a red arrow as shown in Fig. 7. This set of forces
represents a single load step. The process is repeated along the length of the rail
(excluding the location of the wheel flat). The load steps are applied one at a time
with a defined time increment. There are a total of 166 load steps in the dynamic
analysis. Figure 7 shows the first six load step with equivalent forces applied on the
model. Modelling the wheel flat impact consists of a series of load steps being
applied as a function of time at where the impact occurs. A 100 mm wheel flat is
considered in this study. The forces are distributed over the nodes on the contact
surface. Figure 8 shows the first four load steps simulating the equivalent forces due
to wheel flat.

Maximum displacements of rail and ballast under different speeds are presented
in Fig. 9. The rail displacements between 120 and 180 km/h agree well the range of
displacements in a previous study [8]. The ballast layer displays very little dis-
placement or rate of increase under the impact force and as such, it is not utilized as
the primary factor to determine the safety tolerances. It is noticed that rail

Fig. 6 Finite element model
for the analysis

Fig. 7 Applied forces of load
steps 1–6
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deflections exceeding 2 mm have been outlined as unacceptable by Public Trans-
port Authority of Western Australia [9]. Interpolation of the rail displacements in
Fig. 9 indicates that unsafe displacement (2 mm) of rail occurs at a speed of
245 km/h. Other variables outside the scope of impact forces will further encourage
the construction of a higher specification track to accommodate speeds exceeding

Fig. 8 Simulation of the first 4 steps with wheel flat. a Load step 84, b Load step 85, c Load step
86, d Load step 87

Fig. 9 Maximum
displacements on rail and
ballast
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245 km/h. In practice, the maximum track speed allowable before failure is never
employed where safety is at the utmost concern.

Maximum impact forces are recorded at the rail-sleeper surface and the sleeper-
ballast interface and they are shown in Fig. 10. The forces increase at a nonlinear
rate with operating speeds. The critical fouling force of 420 kN has been observed
from the Amsler test in Sect. 2. It can be derived from Fig. 10 that operating speed
at 210 km/h will produce an impact force around 420 kN. Because the critical
fouling force does not directly threaten the safety of passenger services, monitoring
techniques can be applied. On board wheel monitoring systems are suggested for
high speed trains and shall have the ability to detect wheel defects. Early detection
and maintenance is vital in reducing high speed impact forces. The optimal effi-
ciency of applying monitoring techniques, maintenance techniques and infrastruc-
ture replacement are yet to be determined and presents a new scope for future
research.

It can be found from Fig. 10 that impact forces increase at a fast rate particularly
beyond 180 km/h. Current mainline speeds in Western Australia do not have to
worry about strong impact loads as the fastest metropolitan mainline operates at
130 km/h. In this case the rail displacement is around 1.5 mm and impact force on
sleeper is 350 kN. It can be found that these match well with the reference values in
a previous study [4]. It is of interest to note that the fastest trains in Australia run at
160 km/h. If the current railways are upgraded to a higher speed, with current
ballast conditions, 210 km/h is a suggested maximum speed with the appropriate
monitoring techniques.

Figure 11a and b show the structural displacement and the first principle stress of
the track system at all load steps when the wheel travels on the rail with a speed of
210 km/h. It can be observed that the maximum displacement is observed when the
wheel is located at the centre of two sleepers and the maximum stress is located at
the rail-sleeper interface, which indicates the existence of impact force.

Fig. 10 Maximum impact
forces on rail and ballast
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4 Conclusion

Experimental tests, namely Amsler compaction test and hammer drop test, and finite
element analysis have been conducted to provide data and information in deter-
mining the effect of impact loads from high speed trains. Amsler testing presented
three stages of ballast interaction under force loading, that is, re-arrangement, ballast
breakage, and ineffective drainage zones. A critical fouling force of 420 kN for a
narrow gauge concrete sleeper is suggested. When the force exceeds 420 kN, the
ballast experiences accelerated fouling. Hammer drop tests are conducted to estimate
the ballast service life, and the predicted service life of the ballast under different
train speeds is given. Finite element analysis suggests that train speeds above
245 km/h exceed the general rail deformation tolerance as set out by the Code of
Practice in Western Australia. Critical impact force can be observed when train
speeds exceed 210 km/h with a 100 mm wheel flat. Therefore consistent wheel or
track defect monitoring should be carried out in order to prevent the development of
large impact forces before they pose a serious threat of accelerated ballast degra-
dation, and guarantee a safe railway operation. With pressure to increase operating
speeds and recently proposed high speed train projects in Western Australia, this
research investigates several factors that shall need further considerations in order to
maintain a high standard of railway transportation performance.
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Fig. 11 a Structural displacement (m); b first principle stress
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Integrating Real-Time Monitoring
and Asset Health Prediction for Power
Transformer Intelligent Maintenance
and Decision Support

Amy J.C. Trappey, Charles V. Trappey, Lin Ma
and Jimmy C.M. Chang

Abstract Large sized transformers are an important part of global power systems
and industrial infrastructures. An unexpected failure of a power transformer can
cause severe production damage and significant loss throughput the power grid. In
order to prevent power facilities from malfunctions and breakdowns, the devel-
opment of real-time monitoring and health prediction tools are of great interests to
both researchers and practitioners. An advanced monitoring tool performs real-time
monitoring of key parameters to detect signals of potential failure through data
mining techniques and prediction models. Asset managers use the result to develop
a suitable maintenance and repair strategy for failure prevention. Principal com-
ponent analysis (PCA) and back-propagation artificial neural network (BP-ANN)
are the algorithms adopted in the research. This chapter utilizes industrial power
transformers’ historical data from Taiwan and Australia to train and test the failure
prediction models and to verify the proposed methodology. First, PCA detects the
conditions of transformers by identifying the state of dissolved gasses. Then, the
BP-ANN health prediction model is trained using the key factor values. The inte-
grated engineering asset management database includes nine gases in oil as input
factors (N2, O2, CO2, CO, H2, CH4, C2H4, C2H6, and C2H2). After applying the
principal components algorithm, the research identifies five factors from the Taiwan
operational transformer data and six factors from the Australia data. The integrated
PCA and BP-ANN fault diagnosis system yields effective and accurate predictions
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when tested using Taiwan and Australia data. The accuracy rates are much higher
(i.e., 92 and 96 % respectively) when compared to previous result of 69 and 75 %.
This research is benchmarked against the DGA heuristic approaches including
IEEE’s Doernenburg and Rogers and IEC’s Duval Triangle for the experimental
fault diagnoses.

Keywords Engineering asset management � Back-propagation artificial neural
network � Principal component analysis � Intelligent prognosis � Gases in oil

1 Introduction

Transformers are a critical part of electricity transmission and distribution grid and
effect the stable operation of networked components. Many chemicals are generated
inside the transformer when it is operating. Bhalla et al. [2] specify the gases that
effect daily working of condition of transformers include the insulating oil,
hydrogen (H2), carbon monoxide (CO), carbon dioxide (CO2), nitrogen (N2),
oxygen (O2), methane (CH4), acetylene (C2H2), ethylene (C2H4) and ethane (C2H6).
Increases in the amount of gases within the power transformer tend to cause internal
electrical or thermal failure. Electrical failures often result from arcing discharges
and partial discharge which ignite gases. Thermal failure leads to a low, medium, or
high temperature fault. The transformer internal fault type causes varying levels of
damage to the transformers solid insulation bushings, on-load tap changer, cables
and core.

There are two well known maintenance procedures which are time-based
maintenance and condition-based maintenance. Time-based maintenance performs
the inspection over a constant time interval using a time schedule consistent with
company strategic planning. Condition-based maintenance provides a planned
maintenance strategy with other benefits, as indicated by Roberts et al. [14]: (1)
Determine a better time to repair or perform the maintenance activities. (2) Due to
the additional information, reduce the average mean time to repair. (3) When the
initial failures are found, the equipment managers have more time to develop
appropriate maintenance plans. (4) Reduce the parts used for replacement.

The time-based strategy fails when no one detects the fault in between the
planned maintenances. Abu-Elanien et al. [1] indicate that if the interval time is too
short then unnecessary inspections will waste time and money. Therefore, efficient
and effective fault detection technology and accurate detection times are important
for equipment managers to manage transformer conditions. BP-ANN provides the
advantage of quickly learning and adapting to the data sets consisting of the
transformers’ condition and the corresponding fault signals without needing to
know the relationship between data conditions and signals. Furthermore, the
algorithm does not need experts to identify oil sample results. In this chapter, we
propose an intelligent on-line diagnostic system based on the PCA and BP-ANN to
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improve the condition-based asset management. A systematic and generic approach
is used to manage the on-line diagnostic tools which monitor, access information,
and recommend maintenance strategies.

2 Literature Review

The concept of engineering asset management has developed for decades, and has
been applied in asset management of various industries. This research focuses on
the transformer fault diagnosis with the objective to increase the efficiency of asset
management. In this section, we focus on engineering assets management, principal
component analysis and back-propagation neural network fault diagnosis.

2.1 Engineering Asset Management

The early concept of Engineering AssetManagement (EAM)was proposed by Parkes
[12]. The UK standard PAS 55-1 [13] is commonly used to define EAM. The purpose
of EAM is to develop an optimization strategy of asset management regarding per-
formances, risks and expenses in the overall life cycle of assets. Hastings [8] also
regardedEAMas a series of activities to help organizations or enterprises achieve their
goals. For many organizations, EAM has become an important part of daily man-
agement, especially for the investment of equipment and infrastructure.Ma [11] states
that the current approaches are not sufficient for EAM and requires new techniques
andmodels that are more reliable and robust for practicing the state of physical assets.
Through monitoring and analysis of asset behavior, the underlying symptoms of fault
can be detected with greater efficiency. Ma et al. [10] proposed an agent-based asset
management platform which is used in communication, coordination and allocation
between the power assets to maintain the electric facilities. Trappey et al. [18] pro-
posed a multi-agent system to develop the maintenance decision supporting system
for the large size transformers. The system embeds a negotiation mechanism to
strengthen the cooperation of the entire collaborative maintenance chain. El-Hag et al.
[5] extracted acoustic features and utilized radio frequency to detect partial discharge
signals so as to evaluate the health state of insulation oil.

2.2 Principal Component Analysis for Extracting
Engineering Parameter

Principal component analysis (PCA) is a multivariate statistical method proposed
by Pearson in 1901 and it was further developed by Hotelling and became a
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statistical method in 1933. Therefore, PCA is also known as Hotelling transform.
The main purpose of PCA is to find an orthogonal transformation matrix and to
project data into a new axis to reduce the dimension of variables through a linear
combination of multiple variables. Since the aim of PCA converts original variables
to comprehensive new indicators, it has the following advantages. The approach
retains most of the original variable information but also decreases the complexity
of the data. For the air-handling processes air conditioning systems, Sakthivel et al.
[21] enhanced the PCA-based method in fault diagnosis. They presented an expert-
based multivariate decoupling method which can identify unique fault patterns of
sensors by analyzing the physical cause-effect relations among variables. For the
mono-block centrifugal pumps, Elangovan et al. [16] used PCA-based decision
tree-fuzzy sets to detect faults and compared fuzzy decision trees and rough sets to
derive a more effective method. Elangovan et al. [4] analyzed cutting tool vibration
signals to discover the available hidden information for improving machining
activity and processing quality. They reduced variable dimensions from 12 to 6
using PCA and raised the fault diagnosis accuracy from 73 to 87 %.

2.3 Back-Propagation Artificial Neural Network
for Engineering Asset Management

The Back-Propagation Artificial Neural Network (BP-ANN) is the most represen-
tative model of the learning neural network and is commonly applied to various
fields. It belongs to back-forward network architecture and has a supervised
learning process which is suitable for applications of diagnosis, prognosis, and
forecasting. Werbos [19] first added hidden layers in the neural network. In addi-
tion, Rumelhart et al. [15] proposed a general rule and published a back-forward
artificial neural network to further affirm the value of BP-ANN. So far, it is still one
of the most useful neural network approaches which possess the advantages of
high-level learning, quick recall speed, and allowing output with consecutive val-
ues. Furthermore, BP-ANN is able to process complex samples and nonlinear
problems and it can be widely applied in various fields. Shintemirov et al. [17]
applied a genetic algorithm to extract the key parameters of the transformers as
input factors of ANN, support vector machine, and the k-nearest neighbor approach
to diagnose fault types. Ghunem et al. [6] measured the furan content to predict the
aging state of oil impregnated insulators in the transformer by ANN. Bhalla et al.
[2] extracted the relationship between input layer and output layer in ANN as a rule-
based diagnosis method to detect incipient faults.
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3 Methodology

3.1 Principal Component Analysis

Before applying PCA, the correlation of each variable should be measured by
Kaiser-Meyer-Olkin (KMO) analysis [20]. The equation of KMO is shown in Eq. 1.

KMO ¼

P
i

P
jði�jÞ

r2ij
P
i

P
jði�jÞ

r2ij þ
P
i

P
jði�jÞ

s2ij
: ð1Þ

In Eq. 1, rij is the correlation coefficient of xi and xj, and sij is the partial
correlation coefficient of xi and xj. If the KMO value is closer to 1, there is a high
level of correlation and it is more suitable to use PCA. However, if KMO value is
less than 0.5, it is not suitable to use PCA.

PCA is one of methods which can effectively explain the variability from raw
data and simplify it into fewer critical variables from multiple variables using the
linear combination. At the same time, it retains the characteristics and information
of the original variables. The PCA process is shown below.

Step 1. According to data define the functioned relationship between components
and variables.

Step 2. In this research, the measurement units are the same so that the sample
variance indicates that it is more appropriate to use the covariance matrix
(S) in PCA:

Step 3. In order to obtain maximum variation, the restriction a0 � a ¼ 1 is applied
and the maximization of a0 � S � a follows:

MaxVarðZÞ ¼ a0 � S � a

ST a0 � a ¼ 1
ð2Þ

Step 4. According to the Lagrange formula:

L ¼ a0 � S � a� kða0a� 1Þ ð3Þ

Using the Eq. (3) with partial differentiation and setting the equation to 0.

ðS� kIÞ � a ¼ 0 ð4Þ

Since Eq. (4) has an infinite number of solutions, the restriction jS� kIj �
a ¼ 0 is included.
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Step 5. Solving Eq. (4), the feature vector a and corresponding eigenvalues are
computed.

ki ¼ a0 � S � a ¼ s2Yi ð5Þ

The total variance is represented by:

k1 þ k2 þ k3 þ � � � þ kp ¼ trS ð6Þ

Step 6. Through repeated iterations, the explanatory power of PCA and factor
loading are obtained. Given the factor loading in the each component, the
degree of importance between sample size and the level of significance is
determined [7] as shown in Table 1.

3.2 Back-Propagation Artificial Neural Network

Gas in oil is released by the degradation of transformer oil and may be used to
predict the failure of the device. PCA defines the value for the neural network nodes
which are normalized as binary valuables. The elements for the BP-ANN model are
the nodes of the input layer, the nodes of the hidden layer, the number of hidden
layers, the learning rate, and the number of iterations. The BP-ANN model can use
multiple hidden layers, but excessive hidden layers increases the complexity of the
network and decrease the convergence rate, which decreases the learning of the
network. Therefore, a single hidden layer increases accuracy [3, 9]. The following
equation is used to set the number of nodes for the hidden layers: H ¼ 1

2 � I � O
and H ¼ 1

2 � ðI þ OÞ. Where H is the hidden layer nodes, I is the input layer nodes
and O is the output layer nodes.

In this chapter, we use one hidden layer to construct the framework of BP-ANN.
The formula for computing weights is defined by:

Hj ¼ f netj
� � ¼ f

X
i

wij � xi
� � !

ð7Þ

Table 1 The relationship between sample size and level of significance

Sample size 350 250 200 150 120 100 85 70 60 50

Level of
significance

0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70 0.75
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where xi is the value of input factor and wij is the corresponding weight. The output
value of the hidden layer Hj is calculated by the activation function using the sum of
input values multiplied by the corresponding weight.

f ðxÞ ¼ 1
ð1þ e�xÞ ð8Þ

The preprocessed data is converted to binary for transformer diagnosis and a
sigmoid function is used as the activation function of each layer.

The output value of BP-ANN is calculated as the hidden layer:

Ok ¼ f netkð Þ ¼ f
X
j

wjk � Hj

 !
¼ f

X
j

wjk � f
X
i

wij � xi
� �

 ! !
: ð9Þ

Each iteration calculates an error value. The root-mean-square error represents
the BP-ANN error rate.

dk ¼ Ok � Tkð Þ � Ok � 1� Okð Þ ð10Þ

where, Ok is the predicted output of the network and Tk is the actual target alarm
condition.

4 System Development and Implementation

The system integrates two modules for transformer fault diagnosis. One module is
used for setting each user’s access feature. The other module which includes KMO,
PCA, and BP-ANN is used for gas numerical analysis, the extraction of key factors,
and the data mining and prediction models. Transformer operation data is used for
the diagnostic model. The data set consists of 260 data points from Taiwan and 240
data point from Australia. The datasets are readings from gases in oil (i.e. N2, O2,
CO2, CO, H2, CH4, C2H4, C2H6 and C2H2), furanic compounds (i.e. 5-HMF, 2-
FAL, 2-FOL, 2-ACF and 5-MEF), and voltage levels from transformers in service.
The furan contents are used to detect insulation deterioration in the transformer [1]
and dissolved gases in oil are used as prediction factors. The predicted statuses
(normal, waiting acknowledgement, abnormal) are binary variables.

According to the literature, oxygen (O2) and nitrogen (N2) are not the main
factors which result in electrical stress, thermal stress and thermal insulation
deterioration (IEEE C57.105, 2008; [2]). Thus, we exclude O2 and N2 before
executing PCA and BP-ANN. Before factors screening, KMO analysis is conducted
using values of 0.62 and 0.79 in Taiwan and Australia respectively. The datasets of
both Taiwan and Australia are used for the principal component analysis and the
cumulative variance percentage of second principal component are greater than
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90 % for both the data sets so two principal components are used. According to
Table 1, the significant factor loading value of Taiwan and Australia data have to be
greater than 0.4 respectively. As shown in Table 2 and Table 3, we extract five key
factors (CO2, C2H4, C2H6, CH4 and CO) from Taiwan data and six key factors (H2,
CO2, C2H4, C2H6, CH4 and CO) from Australia data.

Themomentum is usually set between 0.1 and 0.8 [22]. In this research, we set it as
0.8. For the Taiwan transformer BP-ANN model, we use 206 datasets (80 % of
available data points) to train themodels, 28 datasets (10% of available data points) to
test the models, and 26 datasets (10% of available data points) to verify the diagnostic
BP-ANN models. Through a series of experiments, we import the data into the BP-
ANN diagnostic platform in order to obtain a good diagnostic model. We obtain an
optimal structure for the transformer fault diagnostic model being 5-5-3 with high
accuracy. Furthermore, we use 191 datasets (80% of available data points) to train the
model, 25 datasets (10 % of available data points) to test the model, and 24 datasets
(10 % of available data points) to verify the diagnostic BP-ANN model for Australia
case. Through a series of experiments, we obtain an optimal structure for transformer
fault diagnostic model, 6-3-6, which also yields high accuracy (Table 4).

Table 2 Factors loading for Taiwan transformers

Variable H2 CO2 C2H4 C2H6 C2H2 CH4 CO

Component 1 0.0450 0.9340* −0.3680 −0.3480 0.0170 −0.3720 0.5600*

Component 2 0.2110 0.3560 0.9200* 0.9080* 0.0580 0.9150* 0.1500

* The factor loading value is greater than the threshold value 0.4

Table 3 Factors loading for Australia transformers

Variable H2 CO2 C2H4 C2H6 C2H2 CH4 CO

Component 1 0.7010* 0.6730* 0.5350* 0.8130* 0.3450 0.8290* 0.8550*

Component 2 0.3580 0.3620 0.2030 0.3260 0.1450 0.3280 0.3610

* The factor loading value is greater than the threshold value 0.4

Table 4 The experimental result of Australia transformer diagnostic model construction

No. Input/output
layer nodes

Hidden
layer nodes

Momentum Final
learning
rate

Accuracy
rate

Error
rate

1 6/3 3 0.8 0.8866 0.8981 0.1019

2 6/3 4 0.8 0.8824 0.8904 0.1096

3 6/3 5 0.8 0.6217 0.9231 0.0769

4* 6/3 6 0.8 0.8799 0.9738 0.0262

5 6/3 7 0.8 0.7989 0.9698 0.0302

6 6/3 8 0.8 0.8576 0.9691 0.0309

7 6/3 9 0.8 0.8812 0.9564 0.0436

8 6/3 10 0.8 0.8941 0.9233 0.0767

9 6/3 11 0.8 0.8723 0.9023 0.0977

* The best experiment result
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Through multiple experiments, the optimal BP-ANN model structure is estab-
lished. In these experiments, we import real data into the system for verification and
identify the status of the transformers. Table 5 shows verified results of the optimal
fault diagnostic model derived from PCA and BP-ANN. The accuracy of 92 and
96 % are achieved for the Taiwan and Australia transformer’s datasets. However,
poorer results of 69 and 75 % are achieved when the simple BP–ANN without PCA
is applied for prognosis. If we import the real transformer data into the diagnostic
system to build BP-ANN models without using PCA, the result of classification will
poorly predict actual transformer conditions. This increases the probability of
misjudgment since the mapping relationship between the input and output layer is
difficult to express.

5 Conclusion

This chapter proposes a fault diagnostic decision support system for power trans-
former asset maintenance and management. Transformer data from Taiwan and
Australia are used to train fault diagnostic models. Through related literature review
and a series of experiments, we extract key factors from the transformer data and
improve accuracy of classification. Furthermore, we know that the high-dimension
original data results in high correlation between each variable and causes poor
prediction results. If we utilize PCA to obtain key factors, it decreases the rela-
tionship of each variable and we use low-dimension variables to express high-
dimension variance. In summary, the equipment managers can effectively grasp the
operational status of power transformer and obtain valuable information for deci-
sion support and maintenance. Through the development of diagnostic system and
extraction of engineering parameters, unexpected equipment damage and unnec-
essary losses can be prevented.

References

1. Abu-Elanien AEB, Salama MMA (2010) Asset management techniques for transformers.
Electr Power Syst Res 80(4):456–464

2. Bhalla D, Bansal RK, HiO Gupta (2012) Function analysis based rule extraction from artificial
neural networks for transformer incipient fault diagnosis. Electr Power Energy Syst 43
(1):1196–1203

3. Cybenko G (1989) Approximation by superpositions of a sigmoidal function. Math Control
Signals Syst 5(4):303–314

4. Elangovan M, Babu Devasenapati S, Sakthivel NR, Ramachandran KI (2011) Evaluation of
expert system for condition monitoring of a single point cutting tool using principle
component analysis and decision tree algorithm. Expert Syst Appl 38(4):4450–4459

5. El-Hag AH, Saker YA, Shurrab IY (2011) Online oil condition monitoring using a partial-
discharge signal. IEEE Trans Power Deliv 26(2):1288–1289

542 A.J.C. Trappey et al.



6. Ghunem RA, El-Hag AH, Assaleh K (2010) Prediction of furan content in transformer oil
using artificial neural networks (ANN). In: IEEE international symposium on electrical
insulation (ISEI), San Diego, CA, USA, June 6–9, 1–4

7. Hair J, Anderson R, Tathan R, Black W (1998) Multivar data anal. Macmillan, NJ
8. Hastings NAJ (2010) Physical asset management. Springer, London
9. Hornik K, Stinchcombe M, White H (1989) Multi-layer feedforward networks are universal

approximations. Neural Netw 2(5):336–359
10. Ma C, Tang WHT, Yang Z, Wu QH, Fitch J (2007) Asset managing the power dilemma. IEEE

Control Autom Mag 18(5):40–45. IEEE Press, October–November
11. Ma L (2007) Condition monitoring in engineering asset management. Asia-Pacific Vibration

Conference (APVC), August 6–9, Sapporo, Japan, pp 1–16
12. Parkes D (1978) Terotechnology handbook. Her Majesty’s Stationery Office, London
13. PAS 55-1 (2008) Asset management: specification for the optimized management of physical

assets. British Standards Institution, UK
14. Roberts C, Dassanayake HPB, Lehrasab N, Goodman CJ (2002) Distributed quantitative and

qualitative fault diagnosis: railway junction case study. Control Eng Pract 10(4):419–429
15. Rumelhart DE, Hinton GE, Williams RJ (1986) Learning internal representations by error

propagation. Parallel Distrib Process: Explor Microstruct Cognit 1:318–363
16. Sakthivel NR, Sugumaranb V, Nair BB (2010) Comparison of decision tree-fuzzy and rough

set-fuzzy methods for fault categorization of mono-block centrifugal pump. Mech Syst Signal
Process 24(6):1887–1906

17. Shintemirov A, Tang W, Wu QH (2009) Power transformer fault classification based on
dissolved gas analysis by implementing bootstrap and genetic programming. IEEE Trans Syst
Man Cybern-Part C: Appl Rev 39(1):69–79

18. Trappey AJC, Trappey CV, Ni WC (2013) A multi-agent collaborative maintenance platform
applying game theory negotiation strategies. J Intell Manuf 24(3):613–623

19. Werbos P (1974) The roots of backpropagation. Wiley, Canada
20. Wu ML (1999) SPSS & the application and analysis of statistics. Wu Nan Publishing

Company, Taiwan
21. Xiao F, Wang SW, Xu XH, Ge G (2009) An isolation enhanced PCA method with expert-

based multivariate decoupling for sensor FDD in air-conditioning systems. Appl Therm Eng
29(4):712–722

22. Zurada JM (1992) Introduction to artificial neural systems. West Publishing Company,
Minnesota

Integrating Real-Time Monitoring and Asset Health Prediction … 543



Bridge Deterioration Modeling by Markov
Chain Monte Carlo (MCMC) Simulation
Method

N.K. Walgama Wellalage, Tieling Zhang, Richard Dwight
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Abstract There are over 10,000 rail bridges in Australia that were made of dif-
ferent materials and constructed at different years. Managing thousands of bridges
has become a real challenge for rail bridge engineers without having a systematic
approach for decision making. Developing best suitable deterioration models is
essential in order to implement a comprehensive Bridge Management System
(BMS). In State Based Markov Deterioration (SBMD) modeling, the main task is to
estimate Transition Probability Matrixes (TPMs). In this study, Markov Chain
Monte Carlo (MCMC) simulation method is utilized to estimate TPMs of railway
bridge elements by overcoming some limitations of conventional and nonlinear
optimization-based TPM estimation methods. The bridge inventory data over
15 years of 1,000 Australian railway bridges were reviewed and contribution factors
for railway bridge deterioration were identified. MCMC simulation models were
applied at bridge network level. Results show that TPMs corresponding to critical
bridge elements can be obtained by Metropolis-Hasting Algorithm (MHA) coded in
MATLAB program until it converges to stationary transition probability distribu-
tions. The predicted condition state distributions of selected bridge element group
were tested by statistical hypothesis tests to validate the suitability of bridge
deterioration models developed.
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1 Introduction and Background

Bridge inspection data consist of condition ratings of main components such as
superstructure, deck, substructure, etc., or sub key components. Although the
deterioration processes of bridge components are continuous, discrete condition
ratings are used to measure the level of deterioration of components to reduce the
complexity of the continuous condition monitoring [1]. Ratings are usually
assigned on different scales by different organizations and, inspections are normally
conducted once in every year or two years. For an example, Federal Highway
Administration (FHWA) in USA uses range from 0 to 9 whereas railway bridge
organizations in Australia assigns ratings on a scale of 1–6 or 1–4. If reliable bridge
condition rating data are available for relatively long period of time, that can be
used to develop bridge component deterioration models [1–3]. Bridge deterioration
models are used to predict the future condition states of bridge components/bridges
and those are essential components of any promising Bridge Management System
(BMS).

There are approximately 15,000 bridges in Australia’s rail network. These
bridges are made of different materials, constructed at different years. Furthermore,
they are subjected to different magnitudes, frequencies and distribution of rail
loading and exposed to different environmental categories; inspected and main-
tained by separate organizations with various inspection and maintenance stan-
dards. These uncertainties emphasize the need of probabilistic deterioration models
over deterministic approaches. According to Nielsen et al. [4], any of the current
inspection and maintenance practices within the Australian rail bridge industry
doesn’t have capability to predict the future conditions of bridge components and
Australia’s rail bridges seem lack of historical inspection data. Decision making
procedure is subjective and it doesn’t optimize the cost. Dealing with thousands of
bridges has become a real challenge for bridge engineers and managing of these
structures is extremely difficult without having a systematic way for decision
making. Currently projects are undergoing to implement a bridge maintenance
system (BMS) for rail bridges in Australia and thus best suitable deterioration
models which match with current inspection and maintenance regimes are vital
parts for solving the above discussed issues. This is the motivation of this study.

Markov chain approach is the most popular network level stochastic deterioration
modeling technique that has been intensively used for predicting the future condi-
tions of network level infrastructure facilities [3]. It uses available current condition
rating data for predicting the future condition states while capturing the physical,
model and statistical uncertainties [4]. Since Australia’s rail bridge network lacks
historical data, Markov approach is more suitable for developing network level
deterioration models compared to neural network and risk based models. Markov
models can be subdivided into state-based models and time-based models. Due to
high variability of field data collected and current maintenance records of the con-
dition state of bridge components over constant inspection period, use of discrete
time sate-based deterioration models are more realistic than time-based one [5].
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Therefore, discrete state Markov models are selected to establish deterioration
models in this study. Main task of the Markov model here is to estimate the transition
probability matrix with limited inspection data, which is also known as calibration of
Markov models [6]. If Transition Probability (TP) and initial condition are known
for a given component group, the future condition states can be easily obtained by
using Markov chain method.

Most widely used Markov-model calibration technique is regression based
nonlinear optimization approach [5]. In this method, the bridge performance curve is
first obtained using linear or nonlinear regression analysis for assumed function type,
normally a 3rd order polynomial [2, 5]. Secondly, constrained nonlinear optimiza-
tion method is applied to minimize the sum of absolute distances between regression
performance function values and related expected performance function values
obtained by Markov formula which is also known as minimizing the objective
function. Finally, main elements in transition probability matrix are supposed to be
obtained at global minimum point of nonlinear objective function. Methodology
related to distribution based nonlinear optimization is also quite similar to regression
based nonlinear optimization, but the only difference is objective function that is
used for the analysis, which is the sum of absolute differences between the distri-
bution of condition obtained from the field data and the distribution given in the
condition state vector from Markov equation. However, both of the nonlinear
optimization methods discussed above have some common drawbacks: (1) It may
stop at local minimum points resulting in incorrect transition probability values; (2)
it cannot provide confidence limits of the transition probabilities and (3) it is difficult
to update when new data are available [6]. Furthermore, accuracy of the regression
based nonlinear optimization method is solely dependent on assumed function type
that is selected for the regression fitting. Micevski [3] and Tran [6] have successfully
used Markov chain Monte Carlo (MCMC) method for pipe deterioration modeling
by overcoming the above mentioned limitations. Therefore, in this study, MCMC is
applied to railway bridge deterioration modeling.

2 Markov Approach to Bridge Deterioration Modeling

2.1 Factor Identification

Bridge components deteriorate with time and deterioration rates and patterns may
vary with contributing factors such as age, rail-traffic volume (Tonnage passes on
bridge for given time), span, number of tracks, material type, functional classifi-
cation (passenger train bridges or freight train bridges), nature of the defect,
structure type and environmental categories, etc. These factors were identified
based on most common contributing factors that were considered in previous
studies [1, 2, 5] and through considering expert opinions of rail bridge engineers.
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2.2 Markov Approach

The Markov chain is a special case of the Markov process and generally a discrete-
time stochastic process {X(t), t = 0, 1, 2, …} that takes on a finite or countable
number of possible discrete states. This can be modeled as a serious of transitions
between certain states. For example, according to condition rating system of a large
railway company in Australia, condition state of a bridge component can be defined
by an integer between 1 and 5, where 1 represents the structure is in its best
condition possible and 5 represents the maximum condition state before a bridge/
component is repaired or replaced. It is assumed that whenever the process is in
certain state i, there is a fixed conditional probability pij that a component will be in
state j in one time unit later and can be expressed as discrete parameter stochastic
process as given in Eq. (1.1). In homogenous Markov process, it is assumed that the
conditional probability does not change over given time. Therefore, Eq. (1.1) can be
deduced to Eq. (1.2) with all 5 states of i and j for all t′s.

pij ¼ P Xtþ1 ¼ jjX tð Þ ¼ i;X t�1ð Þ ¼ it�1; . . . ;X1 ¼ i1;X 0ð Þ ¼ i0
� �

; ð1:1Þ

pij ¼ P Xtþ1 ¼ jjX tð Þ ¼ i
� �

: ð1:2Þ

These probabilities are represented in matrix form that is called Transition
Probability Matrix (TPM or P) of the Markov chain. For example, according to five
possible condition states, it yields a 5 × 5 matrix as given bellow.

P ¼

p11 p12 p13 p14 p15
p21 p22 p23 p24 p25
p31 p32 p33 p34 p35
p41 p42 p43 p44 p45
p51 p52 p53 p54 p55

2
66664

3
77775
: ð1:3Þ

Each element in the TPM represents the probability of transition from one state
to another for one inspection period. Sum of the each raw of the TPM is equal to
one from total probability theorem. Without rehabilitation or repair work, bridge
components would be gradually deteriorating and thus, the bridge component
condition ratings are either increased to a higher number or remain unchanged in
one inspection period [2]. Hence, the probability pij is null for i > j where i and j are
condition states of the Markov model. Furthermore, in many studies [2, 5], it was
assumed that bridge component condition rating would not be increased by more
than one state within one single year, or probability of deteriorating to more than
one state within one year is assumed to be zero. Therefore, one year TPM can be
simplified further.

However, in two-year TPM, multi state transition events are automatically
generated according to Markov property. This two-year TPM is equal to the second
power of one year TPM [5].
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Percentage of bridges/components in each condition rating after t years of age for
a selected group can be expressed as a raw vector which is defined as the condition
state vector (C(t)), and expressed as C(t) = [C1(t) C2(t) C3(t) C4(t) C5(t)], where Ci(t) is
percentage of bridge components in condition rating i (for i = 1, 2, 3, 4, 5) after t
years. Furthermore, condition state matrix after 0 years (when t = 0) is known as the
initial condition state vector which is notated as C(0). If initial time is chosen as
age = 0, just after construction of component/(s), it is obvious that all components are
in condition rating 1 (best condition). Thus, Cð0Þ ¼ 1 0 0 0 0½ �. If transition
probability matrix (TPM) and initial condition state matrix (C(0)) are known,
condition state matrix after time t can be obtained by the multiplication of initial
condition state matrix by tth power of TPM by using Chapman-Kolmogorov formula
as follows.

C tð Þ ¼ Cð0Þ � Pt ð1:4Þ

Since C(0) is frequently known parameter for determining the future condition
states, the real challenge is to estimate the Transition Probability Matrix (TPM) for
a given component group. Different statistical methods have been applied in past
studies to estimating TPM of infrastructure facilities including bridges, pipe lines,
pavement systems, etc. Estimating of TPMs is also known as calibrating the
Markov chains [6] and discussed in next section.

Performance index is defined by PI = 6 − CR where CR is the condition rating.
Without a repair or replacement of a given component, PI decreases as the com-
ponent age increases.

If the condition state matrix after time t is known, expected value of facility
condition at time t can be calculated and defined as Expected Performance Index
(EPI) [6].

EPIðtÞ ¼ CðtÞ � S ð1:5Þ

where, C(t) is condition state vector given in Eq. (1.4) and S is a column vector with
condition ratings that is the transpose of matrix of [5 4 3 2 1].

3 Calibrating the Markov Model by MCMC

3.1 Bayesian Approach

Let us consider a set of data (condition ratings) for a bridge element group as
Y = {y1, y2, y3, …, yn} and θ represent unknown model parameter vector (in here
unknown elements pij in TPM). The joint probability distribution P(Y/θ) is known
as the sampling distribution or likelihood function which should be a known
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parameter to perform any inference. P(θ/Y) is known as the posterior distribution
or target distribution and P(θ) is called prior distribution of unknown model
parameter. According to Bayes’ rule for known value of data Y, posterior distri-
bution of model parameter is given by:

Pðh=YÞ / PðhÞPðY=hÞ: ð1:6Þ

When it applies to Markov calibrating model, likelihood function of unknown
transition probability density vector for a given bridge data set Y = {y1, y2, y3,…, yn}
can be easily derived by using joint probability theory and deduced into logarithmic
form for easy computation [6] as:

Log½LðY=hÞ� ¼
XT

t¼1

X5

i¼1

Nt
i logðCitÞ ð1:7Þ

where L (Y/θ) is the likelihood to observe a condition rating data set Y = {y1, y2, y3,
…, yn} for given bridge element group with n total records, t is the bridge element
age in years, T is the largest age found in the data set and Nt

i is the number of
elements in condition i at year t; Cit is the probability in condition state i at year t
and can be expressed as a function of TPM by using Eq. (1.4).

3.2 MCMC Simulation Method with MHA

Markov Chain Monte Carlo (MCMC) methods have been increasingly used in
recent years for simulating complex, nonstandard and multivariate distributions [3].
The Metropolis-Hasting Algorithm (MHA) is the most popular example of a
MCMC method and recently used for many engineering applications [6].
According to Eq. (1.6), posterior density of transition probability values is pro-
portional to multiple of prior density into likelihood function. This property is used
in this analysis to allow MCMC method with Metropolis Hasting Algorithm
(MHA) to generate samples from posterior distribution [6]. When applying MHA, it
is required to choose a proposal density q(x, y) where R q x; yð Þdy ¼ 1; for sampling
from the target distribution [6]. Although the proposal distribution is arbitrarily
chosen from some family distributions, performances are dependent on how much
the selected distribution approximates the posterior. ‘‘The candidate-generating
density depends on the current state of the Markov chain, which means that when a
process is at the point x this density generates a point y from q(x, y). The new point
y is always accepted, otherwise, y can be accepted with a probability α(x, y). In
other words, if the jump goes ‘uphill’, it is always accepted; if ‘downhill’, it is
accepted with a non-zero probability” [6].
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4 Case Study

According to data availability and by considering contribution factors such as
material, average tonnage passes per week, environmental categories, etc., condition
rating data of 40 transverse timber bridge decks in major inland railway lines, over
past 15 years were selected to do this analysis.

A major problem identified from data analysis is related to subjective nature of
bridge inspections. Veshosky [7] argued that condition ratings that are assigned by
different inspectors for same bridge component potentially could result in different
values. This problem has been addressed up to some extent by conducting work-
shops and training programs for inspectors, reviewing and adjusting the condition
rating data by supervisor and by conducting detailed inspections by experienced
engineers. Usually, all bridges in a one railway line are inspected by same inspector.
Thus, consideration of condition rating data of bridges in one railway line for this
analysis also helps to control subjective nature of the bridge inspection records based
on assumption that inspection procedures and rating criteria are approximately same
than across many railway lines. However, each railway line does not have significant
number of bridges and hence this approach is unable to apply for each line. In this
case, analysis has to be done by combining bridges in different railway lines with
similar characteristics based on assumption that the observed bridge condition
ratings are randomly distributed about their true values.

In this study, deterioration models were developed for railway bridge decks with
no improvement work has been undertaken in between the two inspections.
Therefore, inspection records for bridge deck element, after repair and recon-
struction actions, have been removed from analysis data base. Nevertheless, it has
been identified that every repair and maintenance work has not been recorded in
bridge inventory. Some Bridge deck ratings figured improvement of condition with
time. However, unless repair or maintenance work is done, bridge components
would be gradually deteriorating so that the bridge condition rating is either
unchanged or raised into a higher number according to the condition rating system.
Rely on that assumption, bridge deck element whose condition rating had been
improved over the years were identified and also removed from data base. Fur-
thermore, very good condition rating values have been observed for relatively old
bridge decks elements. This could be happen due to unrecorded repair or recon-
struction work before 15 years back, since bridge agency has only 15 years back
inspection records. Moreover, some of the newly constructed bridge components
had not been assigned into condition rating in category one. Madanat [1] argued
that this could be due to inadequate initial design or, construction or misapplication
of rating procedure by bridge inspectors. It was further identified that double
counting of same records also exists. Hence, these unusual condition rating data
were filtered and rejected from the analysis data base. Finally, 242 total records
were obtained after filtration process. For statistical validation and comparison
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purpose, data set was split randomly such that 75 % as calibrated data set and the
rest as the test data set. Calibrated data set was used for analysis first and validated
with test data set by using Chi-square test [6].

4.1 Analysis Results

MATLAB programming codes were developed with MHA algorithm for MCMC.
The MHA ran 50,000 iterations for the calibration data set and later, for entire data
set until the transition probability values converge to stationary distributions after
first 15,000 warm-up runs. Variance covariance matrix was adjusted until accep-
tance rate becomes near to the optimum acceptance rate of 0.234. Figure 1 shows
the trace plots after 20,000 iterations with no warm-up runs for P11, P22, P33 and
P44. It is clear that after 20,000 iterations, all transition probability values are
approximately convergent to stationary distributions. Trace plots for up to 50,000
iterations after 15,000 burnings (Warm-up runs) are given in Fig. 2. Standard
deviation for each transition probability values were found very small and given in
Table 1 in Sect. 4.2. Mean values of each TPM elements are convergent to con-
stants as shown in Fig. 3. Finally, mean values are obtained for the transition
probability matrixes for one year transition period and two years transition period,
respectively, see, Eqs. (1.8) and (1.9). By using estimated TPM and known initial
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Fig. 1 Trace plots for main transition probability values after first 20,000 iterations
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condition state vector, Markov equation is applied to obtaining the future condition
state proportions with time elapsing as given in Fig. 4.

P ¼
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Table 1 Main transition probability values and 95 % confidence intervals for the entire dataset

p value Mean STD Upper limit Lower limit

P11 0.864 0.02564 0.867 0.860

P22 0.921 0.01651 0.923 0.918

P33 0.923 0.0178 0.925 0.920

P44 0.913 0.0195 0.915 0.910
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4.2 Verification of Results

The Model was validated by using Goodness-of-fit test using Chi-squared test
statistics (χ2) which is based on null hypothesis that the observed number of bridge
elements is matched with the predicted number of elements in different condition
states [6]. The Chi-square values of the MCMC method for calibrated data set
and test data set are 0.268 and 1.508, respectively; which are much smaller than the
Chi-square critical value of 9.49, see Table 2. 95 % confidence level was used to
evaluate the fitness of the models. Chi-squared test statistics (χ2) for bridge element
deterioration models in this study was calculated according to Eq. (1.10).

v2 ¼
X5

i¼1

ðOi � PiÞ2
Pi

ð1:10Þ

where, Oi is observed number of transoms in condition i (transom is the main
element of transverse timber bridge deck), Pi is predicted number of transoms in
condition i.

5 Conclusions

This chapter reviews the application of Markov Chain Monte Carlo (MCMC)
approach with Metropolis Hasting Algorithm (MHA) for network level bridge
deterioration modeling. From expert opinions and previous studies, contribution
factors for rail bridge deterioration were identified. Bridge inventory data were
collected from a main industrial partner in Australia and reviewed. Transition
Probability Matrix (TPM) was estimated by using MCMC with MHA for bridge
deck transoms with similar characteristics. The outcome of the MHA is sample
distributions for transition probabilities which increases the chance of capturing true
global optimum compared to Regression based NOA methods. The Output of the
deterioration models were validated by using Goodness-of-fit test. According to
Table 2, results show that Chi-square values of transition probabilities for calibrated
and test data set are well below the limit values (Chi-square critical value).
Obtaining very small Chi-square values compared to limit value convinced the
superiority of the MHA and MCMC for bridge deterioration modeling. As given in

Table 2 Chi-square values of MCMC method results

Method Chi-Square values with 4 degrees of freedoms
(≤9.49)

Calibrated data set Test data set

MCMC simulation with MHA 0.268 1.508
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Table 1, the ability to express confidence intervals for transition probabilities is
another advantage of MCMC method over conventional Markov calibration
methods such as regression based and distribution based NOA. Major drawback of
the proposed methodology over NOA is that MCMC seeks considerable number of
condition rating data which expands the age range of the selected component group.

Further Work: Available Markov calibration techniques and MCMC will
be applied to developing a network level deterioration models for other bridge
components in order to make a further comparison with other methods.
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The Stress Dependence of the Magnetic
Characteristics of Heat Resistant Steel
13CrMo4-5 and the Possibility
of the Stresses Assessment on the Base
of These Characteristics

D. Jackiewicz, J. Salach, R. Szewczyk and A. Bieńkowski

Abstract Paper presents the results of investigation on the tensile stresses
dependence of magnetic characteristics of the heat resistant 13CrMo4-5 steel. For
this investigation, the frame-shaped samples were used. Due to the specialized force
reversing system, compressive force generates the uniform tensile stresses in the
sample. Magnetic characteristics are measured under these stresses by digitally
controlled hysteresis graph. On the base of results of measurements the magneto-
elastic characteristics of resistant 13CrMo4-5 steel were determined. These char-
acteristics indicate that change from elastic to plastic deformation significantly
changes the magnetic properties of this steel. This information has great technical
importance from the point of view of non-destructive testing of construction ele-
ments made of heat resistant 13CrMo4-5 steel.

Keywords Magnetoelastic effect � Heat resistant steel � Stress assessment

1 Introduction

Heat resistant 13CrMo4-5 steel is commonly used as a material for construction of
critical elements of energetic infrastructure such as overheated steam pipelines [1].
Due to the fact, that malfunction of such pipelines may lead to serious conse-

D. Jackiewicz (&) � J. Salach � R. Szewczyk � A. Bieńkowski
Institute of Metrology and Biomedical Engineering, Boboli 8, 02-525 Warsaw, Poland
e-mail: d.jackiewicz@mchtr.pw.edu.pl

J. Salach
e-mail: j.salach@mchtr.pw.edu.pl

R. Szewczyk
e-mail: szewczyk@mchtr.pw.edu.pl

A. Bieńkowski
e-mail: a.bienkowski@mchtr.pw.edu.pl

© Springer International Publishing Switzerland 2015
P.W. Tse et al. (eds.), Engineering Asset Management - Systems,
Professional Practices and Certification, Lecture Notes in Mechanical Engineering,
DOI 10.1007/978-3-319-09507-3_48

557



quences, both for the people’s safety and economy, state of material of these
construction have to be intensively monitored.

Among different available methods of non-destructive testing, magnetic proper-
ties oriented methods have significant advantages [2, 3]. First of all, non-destructive
tests may be realized during the operation of pipelines, which reduces costs of
maintenance. Moreover, magnetic tests (based on magnetoelastic characteristics of
the material) are contact-less, which simplifies the process of tested element surface
preparation [4, 5]. In addition, magnetic field generation, in the range of energy and
frequency used for non-destructive tests, doesn’t create health risk for operator, which
is significant advantage in comparison with use of X-ray radiation.

However, magnetoelastic characteristics oriented methods of non-destructive
tests are not commonly used in industry. The main barrier for such industrial
application is the lack of knowledge about magnetoelastic characteristics [6] of
specific types of steels used in energetic industry, such as heat resistant 13CrMo4-5
steel. This lack is directly connected with the lack of robust, unified methodology of
testing the magnetoelastic characteristics of industrial types of steel.

This paper is trying to fill both of these gaps. It presents industrial application
oriented methodology of magnetoelastic testing of frame-shaped samples made of
different types of steels. Moreover, results of tests on heat resistant 13CrMo4-5 steel
are also presented together with guidelines for stress assessment.

2 Method of Investigation

The frame-shaped sample used for magnetoelastic tests is presented in Fig. 1. On
the columns of the sample both sensing and magnetizing windings were made. It is
highly recommended to wound magnetizing and sensing windings on both

Fig. 1 Frame-shaped sample for the magnetoelastic tests
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columns. Moreover, sensing winding should be located under the magnetizing
winding to reduce demagnetization effects. In presented research, sample was
wound by 700 turns of magnetizing winding (350 turns on each column) as well as
200 turns of sensing winding (100 turns on each column of the frame-shaped
sample). Calculation of effective magnetic path length as well as effective magnetic
cross-section of the frame-shaped sample was done according to “Calculation of the
effective parameters of magnetic piece parts” [7].

Figure 2 presents the general view of mechanical setup for testing the magnetic
and magnetoelastic properties of frame-shaped samples. With use of this system, the
compressive force F can be converted to uniform tensile stresses in the columns of
tested frame-shaped sample. It should be indicated, that precisely controlled com-
pressive force F can be easily generated by e.g. oil press.

The schematic block diagram of computer controlled system for testing the
magnetic and magnetoelastic properties of frame-shaped samples is presented in
Fig. 3. The magnetizing current is generated by the KEPCO BOP36-6 voltage-
current converter controlled by personal computer with National Instruments data

Fig. 2 Mechanical setup for
testing the magnetic and
magnetoelastic properties of
frame-shaped samples: F—
compressive force, 1—tested
frame-shaped sample, 2—
moving bar, 3—sample
holder, 4—cylindrical
columns, 5—base of the
device, 6—upper bar

Measuring 
winding

Frame-shaped
sample

Sensing
winding

Voltage to current 
converter

Kepco BOP36-6

Fluxmeter
Lakeshore 480

Personal Computer

NI Data Aquisition Card

Fig. 3 Schematic block diagram computer controlled hysteresis graph system for magnetic and
magnetoelastic testing
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acquisition card. Current drives the magnetizing winding of frame-shaped sample,
whereas signal from sensing winding is connected to the sensing input of the
Lakeshore 480 fluxmeter. There is a two-way data transmission with fluxmeter:
configuration is provided whereas measuring data set is acquired. Whole system is
controlled by the hysteresis graph software developed in LabView environment.

3 Results

Figure 4 presents the experimental results of measurements of stress dependence of
magnetic characteristics of frame-shaped samples made of heat resistant 13CrMo4-5
steel. Stress dependence of the shape of magnetic hysteresis B(H) loops may be
observed for different values of amplitude of magnetizing field Hm. It may be noted
changes of the basic magnetic parameters: flux density, remanence, coercivity. From
the point of view of utility and technical, changes of flux density and coercivity are
the most interesting.

Figure 5 presents the magnetoelastic B(σ)Hm characteristics, whereas Fig. 6
presents the stress σ dependence of coercive field Hm. Under the tensile stresses
value of flux density B in the sample first increase, and then, after reaching the
Villari point it starts to decrease. It should be indicated, that this decrease starts to
be the most significant for stresses σ about 300 MPa, which are connected with
change from elastic to plastic deformation of sample made of heat resistant
13CrMo4-5 steel. Moreover, these changes are relatively higher for lower values of
amplitude of magnetizing field Hm. This occurs due to the fact, that for lower values
of magnetizing field Hm, participation of magnetoelastic energy in the total free
energy is significantly higher.

Similar phenomena may be observed on stress σ dependences of coercive force
Hc presented in Fig. 6. After reaching stresses σ connected with plastic deformation,
value of coercive force Hc starts to change rapidly. This effect is connected with the
hardening of the heat resistant 13CrMo4-5 steel under plastic deformation.

4 Possibility of the Stress Assesment

Presented experimental results indicate, that due to appearance of Villari point [8]
on magnetoelastic characteristics of heat resistant 13CrMo4-5 steel, both the
magnetoelastic B(σ)Hm characteristics as well as Hc(σ)Hm characteristics are not
monotonous. For this reason, small values of tensile stresses σ can’t be clearly
assessed on the base of these characteristics.

However, for tensile stresses σ about 300 MPa, which are in the range near the
change from elastic to plastic deformation, both flux density B and coercive force Hc

start to change rapidly, giving clear and reliable signal of this change. This signal is
very important from the point of view of non-destructive testing and stress assessment
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Fig. 4 The tensile stresses dependence of magnetic B(H) characteristics of frame-shaped samples
made of heat resistant 13CrMo4-5 steel, for the three amplitudes Hm of magnetizing field:
a Hm = 480 A/m, b Hm = 900 A/m, c Hm = 3,000 A/m
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in the construction elements made of 13CrMo4-5 steel. This phenomena is especially
important in the case of contactless, non-destructive testing of construction elements
of critical energetic infrastructure such as overheated steam pipelines.

5 Conclusion

Presented method of magnetoelastic testing of frame-shaped samples made of
construction steels opens the new possibility of filling the gap connected with the
lack of information about their magnetoelastic characteristics. With the use of this

Fig. 5 The tensile stresses σ dependences of flux density B in heat resistant 13CrMo4-5 steel, for
three value of amplitude of magnetizing field Hm

Fig. 6 The tensile stresses σ dependences of coercive force Hc in heat resistant 13CrMo4-5 steel,
for three value of amplitude of magnetizing field Hm
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method, the database covering wide variety of steels may be developed, creating the
industry-applicable possibility of non-destructive tests of construction elements.

Presented results indicate, that magnetoelastic characteristics of heat resistant
13CrMo4-5 steel don’t enable small values of tensile stresses σ assessment.
However, for larger values of tensile stresses, which are in the range near the
change from elastic to plastic deformation, both flux density B and coercive force
Hc start to change rapidly, giving reliable signal, which is important from the point
of view of non-destructive testing. For this reason, presented experimental results
confirm feasibility of use of magnetoelastic effect in non-destructive testing of
construction elements made of heat resistant 13CrMo4-5 steel.

Acknowledgments This work was partially supported by The National Centre of Research and
Development (Poland) within grant no. PBS1/B4/6/2012.

References

1. Dobrzanski J, Sroka M (2008) Automatic classification of the 13CrMo4-5 steel worked in creep
conditions. J Achiev Mater Manuf Eng 29(2):147–150

2. Xu B, Li HY (2012) Application of magnetoelastic effect of ferromagnetic material in stress
measurement. Adv Mater Res 496:306–309

3. Xiao-yong Z, Xiao-hong Z (2012) Feature extraction and analysis of magnetic non-destructive
testing for wire rope. In: Third International Conference on Digital Manufacturing and
Automation, 2012, pp 418–421

4. Lei Ch, Xiangyu L, Tangsheng Y (2010) New magneto-elastic sensor signal test and application
information computing and applications. Commun Comput Inf Sci 106:212–219

5. Wichmann HJ, & Holst A, Budelmann H (2009) Magnetoelastic stress measurement and
material defect detection in prestressed tendons using coil sensors. In: NDTCE’09, Non-
destructive testing in civil engineering, France

6. Szewczyk R, Svec P Sr, Svec P, Salach J, Jackiewicz D, Bienkowski A, Hosko J, Kaminski M,
Winiarski W (2013) Thermal annealing of soft magnetic materials and measurements of its
magnetoelastic properties. Meas Autom Robot 2:513–518

7. EN 60205:2006 Calculation of the effective parameters of magnetic piece parts
8. Szewczyk R, Bienkowski A, Kolano R (2003) Influence of nanocrystalization on magneto-

elastic Villari effect in Fe73.5Nb3Cu1Si13.5B9 alloy. Cryst Res Technol 38(3–5):320–324

The Stress Dependence of the Magnetic Characteristics … 563



Lithium-Ion Battery Degradation Related
Parameter Estimation Using
Electrochemistry-Based Dual Models

Yangbing Lou, Xiaoning Jin, Jun Ni, Sheng Cheng and X. Jin

Abstract This chapter presents an adaptive model for estimating the State of
Charge (SOC) of a lithium-ion (Li-Ion) battery cell throughout its lifetime and its
parameters based on electrochemical model. A Dual Extended Kalman Filter
(DEKF) model is proposed for SOC estimation by using two cooperating extended
Kalman filters, where the first one is responsible for estimating the SOC while the
second one estimates the cell parameters indicating the level of cell deterioration
due to aging. The dual filter combination is capable of tuning Kalman gains and
providing accurate estimates even when the dynamics of the parameters change as
the cell ages (e.g., inner resistance, capacity). By comparing with the experimental
data, the results from the proposed method show an efficient SOC estimation with
quick convergence and robust estimation of parameter changes in the long run.

List of Symbols

Symbol Description (Unit)
a Active surface area per electrode unit volume (cm−1)
ci Li-ion concentration (mol cm−3)
n Particle coefficient (−)
r Particle radius (cm)
A Area (cm2)
D Diffusion coefficient (−)
E Open circuit voltage (V)
F Faraday’s constant (C mol−1)
I Current (A)
J Butler–Volmer current density (A cm−3)
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Kef Effective electrolyte phase diffusion conductivity (cm2 s−1)
L Kalman Gain (−)
R Gas constant (J K−1 mol−1)
Rf Film resistance (Ω)
T Temperature (K)
α Change transfers coefficients (−)
δ Thickness (cm)
η Overpotential (V)
θ Normalized concentration (−)
ϕ Potential (V)
∑ Covariance (−)

1 Introduction

Lithium-ion (Li-ion) batteries are regarded as the most promising power energy
storage technology for new generation electric vehicles. Compared to alternative
battery technologies, Li-ion batteries have much higher energy density, exhibit no
memory effect and greater durability. However, due to the complexity, safety con-
cerns of Li-ion batteries and customer using habit, difficulty arises in properly esti-
mating the battery energy level, e.g., state of charge (SOC), monitoring the cell
degradation processes, and predicting their remaining useful life [1]. These features
can be analyzed by model-based methods. The literature of Lithium ion battery
modeling is generally categorized into two classes: (1) equivalent circuit models [2];
and (2) physics-based models built upon electrochemical reaction [3]. The equivalent
circuit models have limited usefulness for large scale energy applications (e.g.,
electric vehicles) which require higher accuracy compared to portable electronic
applications, especially during operations involving both micro-cycling and deep
cycling. In addition, a large number of parameters are required to develop the
equivalent circuit model and simulate the complete battery behavior [3]. Furthermore,
since the physics parameters turn intomerefitting parameters for the equivalent circuit
model, the intuition inside a battery is lost. Physics-based electrochemical models,
including more detailed electrochemical phenomena in modeling, can not only
resolve the above mentioned difficulties, but can also improve the estimation and
prediction performance of battery cell. Many studies have developed simplified
electrochemical-based models that can provide robust and efficient estimation of
battery cell state and parameters without loss of computational efficiency [4, 5].

Precise estimation of SOC—a key battery indicator—is required by the electric
vehicle application. SOC indicates how much power a battery has before it needs to
be recharged [6]. SOC can reflect the energy level, performance, and determine
other output, such as estimated voltage. In addition, the SOC of a battery cell needs
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be determined to facilitate safety and efficiency during charging and discharging
processes because accurate SOC estimation can help prevent over-charging and
over-discharging conditions, and prevent different kinds of damage to the battery,
and eventually extending the lifetime [7]. A number of techniques have previously
been proposed to measure or estimate the SOC of battery single cell, each having its
relative strength and limitation, as reviewed in [8, 9].

However, current existing literature on electrochemistry based SOC estimation
focuses on single cell SOC estimation techniques for a short term, which could be
inaccurate throughout the life time of the cell. Under different operating conditions,
such as temperature, depth of charge and discharge, aging effects on each individual
cell can be different in terms of inner resistance, capacity and dynamics of chemical
reactions. Besides, the driving behavior may also cause different aging process
among cells [10]. All these differences may gradually increase along the time and
will be reflected by SOC divergence or the internal resistance divergence [11]. On
the other hand, there are literatures showing the battery long-term degradation, such
as equivalent circuit based estimation to determine charge capacity fade and internal
resistance increment as a degradation indicator [12]; a charge-discharge capacity
fade model based on the loss of active lithium ions due to solvent reduction reaction
[13], but they were either based on simulation without real data verification, or lost
most the actual information, which can be used to interpret the physical meaning of
degradation process. There are few literatures showing the long-term cell degra-
dation with electrochemistry based model and verified by experimental results,
hence, there is no sufficient information for an estimation of available energy and
power and the level of cell deterioration indicated by changes in physical param-
eters over time. Therefore, for a reliable and accurate battery management system,
the changes of SOC and parameters of a battery cell need in the long term need to
be accurately estimated for degradation monitoring. Methods have been provided,
but with problems such as intensive computation, difficulty in online implemen-
tation in an automotive embedded system, and inaccuracy due to model constraints
[14, 15].

This chapter proposes a method to estimate both the SOC and long-term cell
parameters of the battery by integrating a simplified electrochemical battery model
and a proposed Dual Extended Kalman Filter technique. The SOC and the film
resistance of a single cell over its life time are estimated. The advantages of this
proposed method are two-fold: (1) implementing physics-based models to provide
physical interpretation of Lithium ion battery cell, and (2) utilizing dual models to
maintain the long-term accuracy of estimates. The estimation result from this
method can be further extended to battery performance prediction and health
management by analyzing more long-term related parameters.

The remainder of the chapter is organized as follows. Section 2 describes the
simplified electrochemical battery model which is built upon the LiCoO2 chemical
reaction and lithium ion diffusion mechanism. Section 3 briefly reviews the
Extended Kalman filter techniques and how it can be applied to the electrochemical
model based SOC estimation. In Sect. 4, we propose a new dual-EKF model and
demonstrate the parameters estimation over a long period of time as a second
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Kalman filter in the dual model. The experimental data of battery test are compared
with the results of the proposed model in Sect. 5. Section 6 concludes the chapter.
The first lines of all subsequent paragraphs are (“Normal” style).

2 Electrochemical Battery Model

2.1 Chemical Reaction

The electrochemical battery model has been studied in the field of electrochemistry.
In this chapter, the model is established based on the major components of positive
material Cobalt: LiCoO2. The overall chemical reaction for Li-ion battery formula is
given by

LiCoO2 þ C �
charge

discharge
Li1�kCoO2 þ LikC ð1Þ

which can be derived into two electrode reactions. For positive side, Li+ ions are
extracted from LiCoO2 by oxidation during charging and are inserted into LiCoO2

by reduction during discharging.

LiCoO2 �
charge

discharge
Li1�kCoO2 þ kLiþ þ ke� ð2Þ

For negative side, Li+ particles are inserted into LikC by reduction during charging
and are extracted from LikC by oxidation during discharging.

kLiþ þ C þ ke� �
charge

discharge
LikC ð3Þ

The mol fraction of Li+ can be considered as the critical state of charge of the Li-ion
battery, which is the electrode-average solid concentration at the electrolyte inter-
face and can be transferred into the normally mentioned state of charge.

2.2 Li-Ion Diffusion and Concentration

The electrochemical principles are used to construct a physics-based model of a
Li-ion battery. The one-dimensional model of a Li-ion battery considers the
dynamics along only one axis (the horizontal X-axis) and neglects the dynamics
along the rest two axes (Y-axis and Z-axis) [16]. This approximation is applicable
to most cell structures with a large cross-sectional area and small currents.
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For example, the characteristic length scale of a typical Li-ion cell along the X-axis
is in the scale of 100 μm, whereas the characteristic length scale for the remaining
two axes is on the order of 0.1 mm or more. To simplify the model, it is assumed
that the average electrolyte concentration, ce, is a constant. This assumption can be
verified in [17] and is justified due to the insignificant difference (<5 %) observed in
the electrolyte concentration in the battery [18].

The Li-ion diffusion in electrolyte and electrode can be descried by Fick’s first
and second law.

Jiðx; tÞ ¼ �Di
ociðx; tÞ

ox
ð4Þ

ociðx; tÞ
ox

¼ Di
o2ciðx; tÞ

ox2
ð5Þ

Since the concentration in electrolyte is assumed to be constant along the
x direction, the electrode diffusion in one dimension is only considered. By con-
sidering the material diffusion inside representative solid material particles for each
electrode, the system from x ¼ 0 to x ¼ r is divided into spatial elements of the
thickness Δr. Ji is the flux of the diffusing elements at location x and time t, which
can be determined by current I and its corresponding locations. Di is the diffusion
coefficient and ci(x, t) is the concentration of the diffusing element i at location
x and time t. Initial and boundary conditions have to be defined for each diffusion
problem in (8) and (9). In a linear diffusion, we have discretized form

oNi ¼ ADðci � ci�1Þ=ox ð6Þ

where N is the number of moles within the element and A is the area. Based on the
spherical geometry, we can obtain

oci
ot

¼ D
Dr2

ði� 1
i

ciþ1 � 2ci þ iþ 1
i

ci�1Þ ð7Þ

At the two boundaries, we have

oc1
ot

¼ D
Dr2

ð2c2 � 2c1Þ ð8Þ

ocn�1

ot
¼ D

Dr2
ðn� 2
n� 1

cn�2 � n� 2
n� 1

cn�1Þ þ DJ
Dr

n
n� 1

: ð9Þ

Finally, state space equation for linear diffusion is

_c ¼ D
Dr2

Ascþ D
Dr

n
n� 1

BsJ ð10Þ
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The parameter As and Bs are determined by Eq. (9). This approximation leads to
an average value of the solid concentration that can be related with the definition of
battery SOC. Although this simplified model results in loss of information, it can be
efficient in control and estimation applications and still maintains a connection with
the physical phenomena and dimensions.

The SOC is determined by the stoichiometry value θi in Eqs. (11) and (12) [19],
where �cs is the average solid concentration and csmax is the maximum solid con-
centration. Here, we assume that the maximum solid concentration is constant along
the battery life cycle

SOCðtÞ ¼ ðh� h0Þ=ðh1 � h0Þ ð11Þ

h ¼ cs
csmax

ð12Þ

2.3 Butler-Volmer Current, Overpotential and Voltage
Computation

The overall battery terminal voltage V is constructed in Eq. (13) by battery’s open
circuit voltage (OCV, Eocv), overpotential (η), electrostatic potentials (ϕ), and film
resistance (Rf) on the electrodes surface. The details can be found in [3, 18]. We
also applied the average model in developing the electrochemical mechanism.

V ¼ Ep � En ¼ ðEocv;p þ gp þ /pÞ � ðEocv;n þ gn þ /nÞ � IRf ð13Þ

The OCV can be determined based on empirical correlation described in [20].
The overpotential can be determined by Butler-Volmer current density while the
electrostatic potentials are determined by the thickness of electrodes and separator.
By substituting Eqs. (14–18) into (13), we can develop the battery voltage.

/p � /n ¼
dp þ 2dsep þ dn

2Akef
ð14Þ

Eocv;p ¼ v0 þ v1hþ v2h
0:5 þ v3h

�1 þ v4h
1:5 þ v5e

v6hþv7 þ v8e
v9hþv10 ð15Þ

Eocv;n ¼ u0 þ u1hþ u2h
2 þ u3h

3 þ u4h
4 þ u5h

5 þ u6h
6 þ u7e

u8h ð16Þ

gp � gn ¼
RT
anF

ln
jp þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j2p þ 4a2j20

q

jn þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j2n þ 4a2j20

p

0
@

1
A ð17Þ

j0 ¼ ceðcsmax � cseÞcseð Þa ð18Þ
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J0 is the referenced current density determined by Li+ concentrations at different
stage [18]. a is the Active surface area per electrode unit volume, and v and u is the
coefficients for empirical correlation. Besides, δ is the thickness of electrode and
separator. R is the inner resistance, Rf is the film resistance, A is the electrode plate
area, and keff is the effective electrolyte phase diffusion conductivity [21].

Thus, the average Butler–Volmer current considers a representative solid
material particle somewhere along the negative (n) and positive electrode (p). This
simplified model has similarities with the “single-particle” model introduced in
[16]. The diffusion dynamics are approximated with a state space equation of first
order ordinary differential equation, which has been described in above section,
Eq. (10). Furthermore, in the electrode-average model, the cell voltage depends,
through Ep and En, on the solid-electrode concentration instead of the average
single-particle bulk concentration.

3 Extended Kalman Filter

Extended Kalman filtering (EKF) is widely used to estimate system state and
parameters for non-linear cell models by using a linearization process at every time
step. The EKF method is able to automatically compute the dynamic battery cell
“state” and its error bounds in real time based on real real-time measurements.
Usually, battery voltage, current, and temperature are measured with sensor noise.
In this study, instead of deriving the SOC as the system state in EKF model directly,
we use the solid concentration at the electrodes (ces) as the system state to be
determined. Solid concentration ces is determined by the approximation analysis of
Li-ion diffusion process in the previous section. The electrochemical model
involves both system noise and sensor noise, w and v, which are assumed to be
zero-mean, Gaussian noises, respectively.

In Sect. 2, the voltage is found to be a nonlinear function of Li-ion concentration.
We use the voltage as the output in the EKF model. The EKF can then be
implemented as:

_x ¼ Axþ Buþ Lðy� ŷÞ ð19Þ

ŷ ¼ Vðx; uÞ ð20Þ

where V(x, u) is determined by the solid concentration x (cse) of the final segment in
Eq. (13). A and B are the same matrix in Eq. (10). The procedure for Kalman gain
calculation is shown below [22].
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Here, ∑w and ∑v are the covariance of noise w from system, and noise v from
sensor. And the matrix Ck for the nonlinear system is shown below. The full
derivation is not presented due to the equation complexity.

Ck ¼ oV
oxk

jxk¼x�k
ð21Þ

Ck ¼ oV
ocs;p;ðN�1Þ

¼ oEp

ocs;p;ðN�1Þ
� oEn

ocse;n

ocse;n
ocs;n;ðN�1Þ

ð22Þ

Figure 1 illustrates the discrete time EKF model. x and ŷ are the estimated state
and output, respectively. The input u is the current density in this case. For software
computation implementation, the system is further transformed into discrete time
form, which is shown below.

4 Dual Extended Kalman Filter (DEKF)

The state of charge (SOC), as one of the descriptive quantities of the present system
state changes rapidly, while others may change very slowly with time, such as inner
resistance and cell capacity, which might change as little as 30 % during 1,000

Fig. 1 Discrete time system with EKF

572 Y. Lou et al.



cycles [13]. These parameters decaying over time are often used to describe the
state-of-health, and are important for cell degradation analysis and remaining useful
life estimation.

The DEKF method is employed here to help estimate the values of state and
parameters simultaneously, where two Kalman filters are implemented in the sys-
tem shown below. The structure of the dual model is also described in Fig. 2.

ykþ1 ¼ gðxk; uk; hkÞ þ vk ð23Þ

zkþ1 ¼ gðxk; uk; hkÞ þ ek ð24Þ

In this model, a critical cell parameter, cell film resistance, is tracked. The first
system is described in Sect. 3, the second system in the discrete time form is
determined below. Equation (23) is the same equation as Eq. (13), based on the
concentration.

hk ¼ Rf ;k ð25Þ

Rf ;kþ1 ¼ Rf ;k þ rk ð26Þ

zkþ1 ¼ gðxk; uk;RkÞ þ ek ð27Þ

Equations (25) and (26) show that the film resistance is generally time invariant,
but it may vary slowly during long term due to gradual cell degradation during
cycling. The process is modeled by rk as the small degradation step. The output
equation for the state-space model of true parameter dynamics is the cell output
voltage estimate plus the estimation error ek. Hence, in the dual model, voltage is
the measurement for output update.

Fig. 2 Discrete time system with DEKF
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5 Experiments and Discussion

In this section, we present the experiments of the LiCoO2 battery cell test and
estimation results based on the proposed DEKF model. A single cell was tested in a
climate chamber for 450 cycles. The battery temperature was maintained between
20 and 29 °C, while most of the time, the temperature is kept at 22 °C. Due to the
small variant, the temperature change has insignificant effect on the battery per-
formance. The battery nominal voltage is 3.6 V and for each discharging cycle, the
battery was discharged from 4.1 V (terminal voltage) to 2.5 V (terminal voltage),
with a constant 1.5 A current. For each charging cycle, the constant current constant
voltage (CCCV) method was applied to protect battery from high voltage and
overcharging damage. During the cycle, the battery was charged back to 4.2 V
(terminal voltage) by using constant 1.5 A current and then was kept at constant
voltage by reducing the current. In order to see the degradation effects over the
multiple cycles, we plot the battery measurement in the 1st cycle and the 401st
cycle, as well as the SOC estimation in Figs. 3 and 4. During the experiment, the
current of discharging process or charging process were both recorded as positive
values. High accuracy measurement sensors were applied to record the voltage and
current.

From Fig. 3, it is shown that at 401st cycle, the discharging time was reduced by
21 %. This discharging capacity fading phenomenon can be viewed as one of the
main indication of battery aging effect. Furthermore, the nominal voltage for the
401st cycle was also smaller than the one for the 1st cycle. This phenomenon can be
physically described by film resistance increment on the surface of electrode par-
ticles. The long-term capacity fade and film resistance increment will be further
discussed later.

0 5 10 15 20 25 30 35 40

3.4

3.5

3.6

3.7

3.8

3.9

4

4.1

Time [min]

V
ol

ta
ge

 [V
]

 

 

Measured Voltage
Estimated

Noise filter

Fig. 3 Short term voltage estimation

574 Y. Lou et al.



The result of short-term voltage and SOC estimation in one discharging cycle is
shown in Figs. 4 and 5. In Fig. 4, the estimated voltage by using DEKF is compared
with the measurement. It can be observed that the estimate converges to the
measurement and the noise variant is reduced by implementing Kalman Filter. In
Fig. 5, the SOC estimation is further compared with coulomb counting (CC)
method. It can be observed that the estimated SOC converges to the CC results.
During our experiment, the current was precisely controlled at 1.5 A and the SOC
determined by CC method is a linear line with no noise. We noted that the noise of
SOC estimated by DKEF is introduced by measured voltage. Here, we use the CC
method conducted in ideal experimental environment to verify the DEKF method.
It can be inferred that when there is noise in the current measurement in real
applications, the DKEF SOC estimation will be more effective than CC SOC
estimation due to its noise filtering capability.

The discharging capacity for each cycle determined based on CC methods and
DEKF SOC changes are shown in Fig. 6. Though some large battery capacity
recoveries are observed due to experiment interruption and variants, it can be
concluded that the discharging capacity determined based on DEKF is valid and
effectively monitor the degradation process.

In order to understand the cell degradation effects on the film resistance, we use
DEKF to estimate the long-term film resistance change. Since there is no way to
directly measure the film resistance, an alternative method, film growth rate method
(FGRM) [i] based on a first-principal battery model is used to compare and verify
the estimation performance of the proposed DEKF method. FGRM has been
considered as the most efficient method in determining the film growth at solid
electrolyte interphase (SEI) which is one of the main contributors to capacity fade
and battery age [20]. The single cell film resistance growth is determined by
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Rfilmðx; tÞ ¼ RSEI þ dfilmðx; tÞ
�
j ð28Þ

odfilmðx; tÞ
ot

¼ �aJðx; tÞ ð29Þ

where RSEI, κ and α are the battery parameters. δ is the thickness of the layer. The
comparison of per unit area film resistance determined by DEKF and the FGRM is
shown in Fig. 6. The film resistance is averaged in each cycle to better demonstrate
our result. In Fig. 6, we observe that the film resistance growth estimates have
similar values and same pattern as the FGRM. However, there is limitation by
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applying FGRM to verify our simplified battery model due to some assumptions in
the simplified electrochemical model. It is assumed that the maximum solid con-
centration is constant over the battery life cycle and the SOC is determined based on
the 1st cycle of the battery. Due to the degradation effects, the speed of voltage drop
during discharging will actually increase along its life cycle. The voltage drop
effects involve several parameter changes including film resistance, diffusion
coefficient, material thickness and lithium concentration changes, but only the film
resistance is considered in our simplified electrochemical model. Therefore, the film
growth rate estimated upon the assumption might overestimate the film resistance.
It is also shown that the estimation by DKEF has larger values than FGRM. One
possible reason is that the first dynamic model embedded in the DKEF involves
many parameters other than film resistance. Some of the parameters will also
change though the cell life time, instead of keeping constant in the present model.
This simplification could affect the accuracy of estimated parameter.

One advantage of the proposed DEKF over the FGRM is that DEKF can also be
applied to estimate other cell parameters, even if we don’t know the parameter
aging mechanism, such as lithium ions concentration reduction [14]. In other
words, this comparison envisions that the DKEF is a useful technique for param-
eters tracking in the long run throughout the cell aging process, especially when the
fundamental aging mechanisms of the parameters are not clearly understood.

6 Conclusions and Future Work

This chapter investigates a method for estimating both the state of charge and cell
parameters of a Li-ion battery cell over its lifetime using Dual Extended Kalman
Filters. To determine the state of charge accurately, the electrochemical model is
developed to represent the cell dynamics, which is more advanced than equivalent
circuit model. The experimental results and simulation results show an efficient
estimation and quick convergence of the SOC and robust estimation of parameters
changing in the long run. Experiment results and estimation results show that the
discharging capacity and film resistance determined based on DEKF is valid and
effectively represent the degradation process. It can also be inferred that if there is
noise in the sensor measurement and battery system itself, the estimations based on
DEKF will be more accurate than that based on CC method due to the noise
filtering capability and long-term parameter tuning function.

Future work might investigate more cell parameters other than the film growth
rate, provided that we have a better understanding of complicated aging effects on
different parameters. A future study might also consider abrupt changes of
parameters for accurate battery performance prognostics. The accuracy of the
battery state and parameters estimation by applying DKEF can be further improved
at the cost of increased model complexity and computational effort.
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Segregation of Close Frequency
Components Based on Reassigned Wavelet
Analysis for Machinery Fault Diagnosis

Ahmed M. Abdelrhman, M. Salman Leong, Lim Meng Hee
and Salah M. Ali Al-Obaidi

Abstract Vibration signals of rotating machinery often contain many closely
located frequency components. While Fast Fourier Transform (FFT) analysis of the
signals can identify exact frequency components in the vibration spectrum easily,
conventional wavelet analysis is generally incapable of discriminating closely
located frequency components in vibration signals due to overlapping and inter-
ference appearing in wavelet results. Wavelet transforms based on wavelet reas-
signment algorithm to improve time-frequency resolution display is presented in
this chapter. The proposed reassigned (modified) Morlet wavelet was tested using
simulated signal and experimental data obtained from a multi-stage blades rotor test
rig. This study showed that this method was capable of segregating close BPF
components which were otherwise lumped together in conventional wavelet anal-
ysis display. The reassigned Morlet wavelet analysis was shown to be useful for
multi stage blade rubbing diagnosis as well as other general condition monitoring
applications such as those for gear and bearing faults diagnosis.
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1 Introduction

Vibration analysis is widely used in machinery diagnosis; of which the most
commonly used signal processing method involves transformation of the vibration
signal from time domain to frequency domain to determine fault signatures in the
FFT spectrum. The vibration signals often contain many closely located frequency
components which can be easily seen in the conventional vibration FFT spectrum.
A short coming with examination of the vibration spectrum is the loss of time
information of the signal. Wavelet analysis technique in this case provides an
alternative in the representation of the signal’s contents with time-frequency dis-
play. Wavelet analysis however has its own pitfall as it is difficult to analyse signals
with close frequency components which would appear completely overlapped in a
wavelet map. Close frequency overlapping caused by frequency interference and
spectral smearing in the results representation can lead to interpretation difficulties
[1–3]. Minimizing overlapping and spectral smearing is therefore very important for
clear and precise signal representation; as well as increasing the time and frequency
resolution for enhancing fault detection capability. Wavelet reassignment technique
has been widely used to improve the wavelet analysis resolution in time frequency
plane. Peng et al. [4] for example used reassigned wavelet scalograms for better
modal parameter estimation; while Sun et al. [5] used the reassigned wavelet sca-
logram for close vibration mode identification in structural system. In this chapter
reassigned Morlet wavelet analysis is proposed to segregate close frequency
components of vibration signals with an intent to achieve better concentration of
signals energy distribution in both time and frequency planes.

2 Wavelet Transform

One of the shortcomings of Fourier transform technique is that the analysis of
signals with a constant resolution and a single window used for all frequencies.
Wavelet transforms was introduced to overcome these limitations by using multi-
resolution approach with different window functions (son wavelets) for each
associated frequency in the signal. Wavelets in general can be categorized into two
types: discrete wavelet transforms (DWT) and continuous wavelet transforms
(CWT). For machinery vibration type fault diagnosis, CWT is often used [6]. As
stated above, wavelet transforms differ from the FFT technique as it analyze the
signals in a more flexible way with a variable window width. This feature allows
wavelet to have high signals localization in the time-frequency plane. The flexibility
of the wavelet function allows it to change the mother wavelet shape in the time
frequency plane becoming tall and thin at high frequencies and short and wide at
lower frequencies. Another important distinction between wavelet and FFT analysis
is that wavelet analysis is not limited to the use of sinusoidal analyzing functions
only, but also employ a large selection of localized waveforms or wave function as
long as they satisfy the predefined mathematical criteria [7].
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2.1 Continuous Wavelet Transform

The continuous wavelet transform for any signal x(t) is given by Eq. (1)

W a; bð Þ ¼ \wa;b tð Þ; x tð Þ� ¼ aj j�1=2Z
x tð Þw�

a;bdt ð1Þ

where, W(a, b) is the wavelet transform, a is the scale parameter and b is the time
location parameter. Both parameters may vary continuously, wa;b mother wavelet,

factor a�1=2 is used to ensure energy preservation during transformation.
The wavelet transformW (a, b) is a function which provides detailed information

for the signal x(t) at different levels of resolution by shifting the parameter b for
each scale a. It can also determine how much the signal x(t) is similar to the
daughter wavelet function wa;bðtÞ at different scales [8]. CWT has two magnificent
advantages: the absence of any artificial cross-components, and is easy and simple
to be adapted to any time and frequency resolution [9]. On the other hand, the basic
design of continuous wavelet normally produces fine frequency resolution and
coarse time resolution at low frequencies; and fine time resolution with coarse
frequency resolution at high frequencies. It is deemed to be impossible to achieve
both high resolutions in time and in frequency at the same window defined in the
time-frequency plane [10]. It is always a balance between both time and frequency
resolutions. The generated result of some inspected signals such as those contains
close frequency components are therefore unreadable and difficult to be interpreted
correctly as the results is not detailed enough, and suffer from lack of sufficient
resolutions as close frequency components used to appear in the wavelet map
overlapped and interfere with each other.

2.2 Morlet Wavelet

There are many types of mother wavelet available that could be selected. The
selection of a proper and suitable wavelet function for specific signal thus is very
important as it is the key factor for successful and accurate results. The Morlet
wavelet function is frequently used [10–15] in machinery condition monitoring and
fault diagnosis, typically to extract out faults features. The literature has reported
Morlet having better similarity to vibration signals in comparison to many other
functions such as Daubechies (1–43), Coiflet, Symlet, Gaussian, complex Gaussian
and Meyer [16]. For many mechanical systems, impulses in the vibration signals are
often symptoms of faults occurrence. Morlet wavelet is usually used to analyse this
type of signals because it is very similar to this impulse components. Morlet
wavelet is defined as in Eq. (2) as:
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W tð Þ ¼ exp � b2t2

2

� �
cosðptÞ ð2Þ

The bandwidth parameter β of the Morlet wavelet can be adjusted to adapt to
those impulses with any decaying rate. In addition the time-frequency resolution of
Morlet wavelet can also be adapted to different signals of interest [11]. By dilation
with scale a and translation with b, a son wavelet can be acquired as in Eq. (3) as:

wa;b tð Þ ¼ exp � b2ðt � bÞ2
a2

" #
cos � pðt � bÞ

a

� �
ð3Þ

It could be seen from Eqs. (2) and (3) that the Morelet wavelet is a cosine signal
decaying exponentially on both sides having an impulsive shape. Figure 1 shows
the Morelet mother wavelet.

These three parameters a, b and β are controls the time-scale plane of the
computed wavelet. Different values for a, b and β correspond to different seg-
mentations. The scale a estimated using Matlab™ function SCAL2FRQ, The syntax
for this function is as in Eq. (4).

F ¼ scal2frq ðA;0 wname';DELTAÞ ð4Þ

where F is the desired frequency, A the calculated scale equivalent to the desired
frequency, ‘wname’ the wavelet name (Morl) and DELTA the sampling rate (1/
sampling frequency). The translation parameter b represents the data points or the
inspected signal length. Parameter β controls the shape of the mother wavelet and
balances the time resolution and the frequency resolution of the Morlet wavelet.

Fig. 1 Morelet mother wavelet
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When β decreased, the frequency resolution will increase accordingly. On the other
hand, the time resolution will decrease. The finest frequency resolution of Morlet
wavelet could be obtained when the bandwidth β tends to zero; as the Morlet
wavelet becomes a cosine function. The finest time resolution of Morlet wavelet
could be obtained when the bandwidth β tends to infinity, as Morlet wavelet
becomes a Dirac function (8, 11). For each certain signal there is always an optimal
value for the bandwidth β that exists for a best time frequency resolution.

Figure 2 shows Morlet wavelet shapes at two different centre frequencies
(0.8125 and 4) and four different values of β (1,0.5, 2 and 10). These two
parameters, centre of frequency and band-width efficiently control the shape of the
mother wavelet (dilation or compression) and the time-frequency resolution of the
Morlet wavelet. The Morlet wavelet can therefore be adapted to any signal by
adjusting these two parameters [17]. The Morlet wavelet with central frequency less
than 5 is more oscillatory, and allows for a better resolution of frequency compo-
nents [7]. In this work, β = 0.5 and centre of frequency 4 was found to be the
optimal values.

3 Signal Simulation Study

Signal simulation study was undertaken to investigate the effects of the reassign-
ment method on results of vibration analysis. Signals consisting of three frequencies
components (80, 110, and 150 Hz) with additive noise were generated using

Fig. 2 Morlet wavelet shapes for different centre frequency and β values
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MATLAB at sampling frequency of 1,024 and time duration of 0.05 s. The results
of simulated signal analyzed using Morlet wavelet and the reassigned Morlet
wavelet are shown in Fig. 3a, b. Figure 3c, d show the correlation between scales
and frequencies of these plots; while Fig. 3e shows the simulated time wave signal
and Fig. 3f show the corresponding FFT plot.

From results obtained from the simulated signal, Fig. 3a, b gives comparison
between the wavelet map of the reassigned Morlet wavelet (at centre of fre-
quency = 4 and β = 0.5) and the original Morlet wavelet (at centre of fre-
quency = 0.8125 and β = 1). The effects of the overlapping and interference could
be seen in the plot of original Morlet wavelet in Fig. 3a. It can be seen that these
three frequencies were indistinguishable and totally lumped together giving
ambiguous analysis results with no any further details of the signal frequency
components. On the contrary, the proposed method effectively separates the three
frequency components of the signal in time frequency plane as evident in Fig. 3b.
The reassignment technique dilates the mother wavelet to become more oscillatory
providing better frequency resolution. On the other hand, the frequency components
of 80, 110 and 150 Hz were located at very low scales of 20, 15 and 11 respectively

Fig. 3 Analysis results of the simulated signal. a Percentage of energy for each wayelet
coefficient, b Percentage of energy for each wayelet coefficient, c Correlation of scales and
frequencies, d Correlation of scales and frequencies, e Simulated signal, f Frequency spectrum
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when using the original Morlet wavelet as seen in Fig. 3c; while it is located at
higher scales of 100, 73 and 53 when using the proposed reassigned method, as
seen in Fig. 3c.

4 Experimental Study with Multi-stage Rotor

In a study for blade rubbing diagnosis in rotating machinery a multi stage rotor
system was fabricated. This test facility was used to examine the effectiveness of the
proposed method for multi-stage blade rubs. A general view of the experimental test
rig is shown in Fig. 4. The test rig consisted of three rows of rotor blades (with 8, 11
and 13 numbers of blades); with three additional rows of stator blade (with 12, 14
and 16 numbers of blades). The rotor is driven by an electrical motor via a variable
speed controller.

Vibration signals were measured using tri-axial accelerometers mounted on the
outer casing of the rotor system with sampling rates of 2 kHz using a multi-channel
data acquisition system (IMC cs-3008). A tachometer was used for speed detection
and once per revolution trigger.

Vibration signal measured from the rotor test rig at running speed of 1,200 RPM
(20 Hz) were analyzed using both Morlet wavelet and the reassigned Morlet
wavelet. Figure 5a, b illustrate the Morlet wavelet maps and reassigned Morlet
wavelet maps of the signal in one cycle of rotation. Figure 5c, d shows the cor-
relation between scales and frequencies. Figure 5e, f shows the time domain signal

Fig. 4 Experimental test rig setup
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and its corresponding frequency spectrum of the acquired signal. The running
frequency 20 Hz and the blade passing frequencies of the three stages 160, 220 and
260 Hz it can be seen clearly in the vibration spectrum.

It can also be seen from Fig. 5a, b that the proposed reassignment method was
effective in segmenting the closely located frequency components and thus the
individual blade passing frequencies of the rotor system could be seen easily as
evident in Fig. 5a. In addition to this it was clear in Fig. 5c that the inspected signal
and the BPF components were reconstructed in wider scale range as the three blade
passing frequencies located at scales of 50, 37 and 31. It was located at 10, 7 and 6
scale values when using original Morlet wavelet.

Although results of Fig. 5 illustrate only the healthy rotor system, it is believed
that any distortion in BPF due to blade fault could be seen from the reassigned
wavelet map. Further work and experimental studies need to be conducted to
confirm the above.

Fig. 5 Analysis results of the experimental signal. a Percentage of energy for each wavelet
coefficient, b Percentage of energy for each wavelet coefficient, c Correlation of scales and
frequencies, d Correlation of scales and frequencies, e Experimental signal, f Frequency spectrum
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5 Conclusion

Wavelet analysis is becoming a widely used tool for machinery faults diagnosis. Due
to the effects of frequency overlapping and interference, conventional wavelet
analysis is however incapable of discriminating closely located frequency compo-
nents. Amethod for closed vibration frequency components separation was proposed
based on Morlet wavelet reassignments. This proposed technique provided better
results for frequency segmentation of close frequency components when compared
with conventional wavelet analysis. The centre of frequency and parameter β were
found to be effective in adapting Morlet wavelet signals with increased wavelet
resolutions. With better frequency resolutions it was thus possible to segregate fre-
quency components of BPF for blade faults diagnosis in a multi-stage blades rotor.
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Feature Extraction of Rubbing Fault
Based on AE Techniques

Wenxiu Lu and Fulei Chu

Abstract The rotor-to-stator rub is one of the main serious malfunctions that often
occur in rotating machinery. The acoustic emission (AE) signal is very sensitive to
rubbing occurrence and development. However, it is still very difficult to identify
the rubbing AE signal from other faults AE signals such as crack AE signal,
corrosion AE signal and so on. Rubbing AE signal is nonlinear and non-stationary,
and Hilbert–Huang transform is powerful in processing nonlinear and non-sta-
tionary signals. Then Hilbert–Huang transform is used to extract the instantaneous
frequency of the AE signal of rubbing fault. The experiment results show that the
Hilbert–Huang transform has a good potential for the acoustic emission signal
processing in rubbing fault diagnostics.

Keywords Rubbing fault � Acoustic emission signal � Hilbert–Huang transform �
Instantaneous frequency

1 Introduction

Rotor-to-stator rub is a serious malfunction in rotating machinery. It often causes
catastrophic failure and subsequent economic loss. It is very important and nec-
essary to early detect and diagnose the rub-impact of rotating machinery timely and
accurately, avoiding severe damage and expensive repairs.

A comprehensive research has been performed on the vibration of a rubbing
rotor system. Muszynska [1] made a comprehensive review on this problem and
gave a list of previous papers on the rub-related vibration phenomena during
rubbing. Chu [2, 3] discussed the bifurcation and chaotic motion of a rub-impact
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rotor system, and designed a rub-impact test stand and observes very rich forms of
periodic and chaotic vibrations through experimental verification. However, when
the rub is slight, the vibration behaviour of rotor system is almost the same to the
normal rotor, that is, the vibration is not sensitive to slight rub. Acoustic emission
technology is suitable technology to diagnose the slight fault. Acoustic emissions
are defined as transient elastic waves generated from a rapid release of strain energy
caused by a deformation or damage within or on the surface of a material [4].
Recent years, application of Acoustic emission technique has been growing in fault
diagnostics of rotating machinery, especially in bearing defect diagnosis [5], gear
fault detection [6] and rubbing fault diagnosis [7–9].

Sato [7] reported that AEmeasurement can provide a valuable complementary tool
for diagnosing rubbing in fast rotating plant such as turbine generators.Wang andChu
[8] extracted the rub fault feature through AE signal waveform analysis technology,
and developed the AE rubbing positioning method based on wavelet decomposition.
Hall and Mba [9] proposed that modelling the cumulative distribution function of
rub-induced AE signals with respect to appropriate theoretical distributions, and
quantifying the goodness offit with the Kolmogorov–Smirnov (KS) statistic, offers a
suitable signal feature for diagnosis. These researches indicated that the AE technique
may be used to detect rotor-stator rubbing and find the rub location. However, the
time-frequency of AE wave is very complex. AE wave is a non-stationary stochastic
signal, and the traditional data processing techniques such as Fourier Transform,
Short-time Fourier Transform, Wavelet Transform and so on, may not be suitable for
such non-stationary signal. Hilbert–Huang Transform (HHT) [10] is empirical, direct
and adaptive, which is particularly suitable for non-stationary signal.

In this paper, a special stator is designed to simulate the rubbing fault, and the
AE signal was recorded with the development of rubbing. Then HHT is used to
extract the instantaneous frequency of the AE signal of rubbing fault. The exper-
iment results show that the Hilbert–Huang transform has a good potential for the
acoustic emission signal processing in rubbing fault diagnostics.

2 AE Analysis Technique Based on HHT

The Hilbert–Huang Transform was developed by Huang et al. in 1998 and the
essence of HHT is to identify the intrinsic oscillation modes of time series through
empirical mode decomposition (EMD). Generally, the components of shortest
period at each instant will be identified and decomposed into the first Intrinsic Mode
Function (IMF). And the components of longer periods will be identified and
decomposed into the following IMFs in sequence. The IMFs have both variable
amplitude and frequency as functions of time.

The IMF is defined as the following:

(1) In the whole data set, the number of extrema and the number of zero crossing
must either equal or differ at most by one.
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(2) At any point, the mean value of the envelope defined by local maxima and the
envelope defined by local minimal is zero.

The instantaneous frequency and amplitude of IMF can be easily derived by
Hilbert transform, and thus the Hilbert spectrum of IMF can be obtained.

The main idea of EMD is to determine the instantaneous equilibrium position by
averaging the upper and lower extrema envelope, thereby to extract the IMF. The
main steps can be the following:

(1) Identify the entire local extrema of original signal x(t), and then connect all the
local maxima by a cubic spline line as the upper envelope. Repeat the pro-
cedure for the local minimal to produce the lower envelope. The upper
envelope and lower envelopes should cover all the data between them.

(2) The mean of the upper envelope and lower envelope is designed as m(t)
(3) The new time series h(t) can be difference between the original signal and the

mean value

h tð Þ ¼ xðtÞ � mðtÞ ð1Þ

(4) If h(t) is an IMF, then h(t) is the first IMF of signal x(t). If h(t) is not an IMF, h
(t) is treated as the original signal x(t) and repeat (1), (2) and (3) until h
(t) reaches an IMF. Therefore, the first IMF can be designated as:

c1ðtÞ ¼ h tð Þ ð2Þ

c1ðtÞ should contain the high frequency component of original signal.
(5) Separate c1ðtÞ from x(t)

r1ðtÞ ¼ xðtÞ � c1ðtÞ ð3Þ

(6) Treat r1ðtÞ as the original signal and repeat above processes. The second IMF
component c2ðtÞ of x(t) can be obtained. Repeat above processes n times, then
the n-IMFs of signal x(t) can be obtained:

r2ðtÞ ¼ r1ðtÞ � c2ðtÞ
r3ðtÞ ¼ r2ðtÞ � c3ðtÞ
� � �
rnðtÞ ¼ rn�1ðtÞ � cnðtÞ

ð4Þ

The decomposition process can be stopped when rnðtÞ becomes a monotonic
function from which no more IMFs can be extracted. By summing up the extracted
IMFs and rnðtÞ, the original signal can be expressed as:
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xðtÞ ¼
Xn

i¼1

ciðtÞ þ rnðtÞ ð5Þ

Thus, the original signal x(t) is decomposed into n-empirical modes and a res-
idue rnðtÞ which is the mean trend of x(t).

The IMFs c1ðtÞ; c2ðtÞ; . . .; cnðtÞ include different frequency bands ranging from
high to low. The frequency components contained in each frequency band are also
time-varying, which are very suitable for Hilbert transform. For one IMF ciðtÞ, its
Hilbert transform is as:

c_iðtÞ ¼ 1
p

Z1

�1

ciðsÞ
t � s

ds ð6Þ

With this definition, an analytic signal is expressed as:

ziðtÞ ¼ ciðtÞ þ ic_iðtÞ ¼ aiðtÞeiUiðtÞ ð7Þ

In which

aiðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2i ðtÞ þ c_

2
i ðtÞ

q
ð8Þ

UiðtÞ ¼ arctan
c_iðtÞ
ciðtÞ ð9Þ

The instantaneous frequency can be obtained as following:

xiðtÞ ¼ dUiðtÞ
dt

ð10Þ

After performing the Hilbert transform to each IMF component, the original
signal can be expressed in the following form:

xðtÞ ¼
Xn

i¼1

aiðtÞeiUiðtÞ ¼
Xn

i¼1

aiðtÞei
R

xiðtÞdt ð11Þ

Equation (11) enables us to represent the amplitude and the instantaneous fre-
quency as functions of time in a three-dimensional plot, in which the amplitude can
be contoured on the time-frequency plane. The time-frequency distribution of the
amplitude is designated as the Hilbert spectrum Hðx; tÞ.
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3 Experimental Set-up

The experimental rig is driven by a direct current shunt motor as shown in Fig. 1.
The rotor speed can be adjusted from 0 to 10,000 rpm rapidly by the voltage speed
controller. The experimental setup consists of the rotor kit with two supports and
some disks, and a set of data acquisition system including AE sensors and key-
phase sensor. The two bearings are oil film bearings and the length of the bearing
house in axial direction is 25 mm. The diameter of the shaft is 9.5 mm with the
length 500 mm. Any position along the shaft can be selected as bearing point.

The key-phasor is a closing sleeve with an axial slot and the key-phase signal is
obtained by eddy current transducer. The AE sensors used for this experiment were
broadband type sensors with a relative flat response in the region between 20 and
200 kHz (Physical Acoustic Corporation). The AE sensors are usually placed on the
non-rotating member of machine, such as the bearing house or the pedest. All the
signals from sensors were pre-amplified, filtered, and connected directly to a com-
mercial data acquisition card, where a sampling rate of 1 MHz per channel was used
during the test. The output signal from the AE sensors was pre-amplified at 40 dB.

4 Experimental Results and Discussion

A special structure of stator is designed as shown in Fig. 2 to simulation the rubbing
fault. It is easy for the stator to be installed or detached. The clearance between the
rotor and stator is adjustable to meet different experiment conditions. The rotor was
started up from still to a certain speed, at which the rubbing had not occurred; then
the speed was increased until the rubbing occurred; Keeping increasing the speed
up to its first natural frequency, the rubbing was becoming severe, and the obvious
impact voice could be heard. The severe rubbing state was kept for about 10 s, and
then the speed was decreased to non-rubbing. The sample data was analyzed with
MATLAB.

1. Bearing house 2. Stator 3.Eddy current transducer 
4. Key-phasor 5.Shaft coupling 6.Motor 7. AE sensor 8. Rotor

Fig. 1 Rotor rig. 1. Bearing
house, 2. Stator, 3. Eddy
current transducer, 4. Key-
phasor, 5. Shaft coupling, 6.
Motor 7. AE sensor 8. Rotor
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The energy of AE signal above the threshold (the threshold is set as 0.04 V) are
observed as the rotating speed changes, as shown in Fig. 3. It can be clearly seen
that the rub-impact occurs at ω = 1,870 r/min according to the AE signal. The rub-
impact becomes severe with the increasing speed. At ω = 2,980 r/min, the rub-
impact becomes the most severe. Subsequently, rub-impact becomes slight with the
decreasing speed. Last, no rub-impact occurs when the rotor is away from the stator.

The waveform and spectrum of pulse AE signal of rubbing fault is shown in
Fig. 4. HHT is applied to the pulse AE signal, and the signal is decomposed into 5
IMF components c1–c5, as shown in Fig. 4, which include different components
from lower to high frequency. We can observe that the frequency of peak value in
the spectra of c4 and c5 IMF is less than 20 k, which means the IMF component is
distorted because the AE signal is filtered with a bandpass filter with passband
20–200 k. Then c1, c2 and c3 IMF components are further analyzed through Hil-
bert–Huang spectrum, as shown in Fig. 5. At about 0.5 ms, the frequency from 0 to
200 kHz is visible from Fig. 5, which means the rub occurs at this instant. From the
Hilbert–Huang spectrum of IMF c3, it can be also seen that the AE events (rub)
occur at time 1.5 and 1.9 m. From 0.6 to 1.5 m, the AE wave is propagating
between the shaft, bearings and other components of rotor system. From the
spectrum of IMF c3, the propagation characteristics of rubbing AE signal can be
more clearly observed. As indicated by the arrows, the interval time is about 0.1 m,
which means the propagating time in the shaft is about 0.1 m. Then we can compute

Fig. 2 Stator structure
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Fig. 4 The waveform, EMD components and spectra of rubbing AE
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the propagating velocity of AE signal in the shaft is 500 mm/0.1 ms = 5000 m/s,
which is very close to the longitudinal wave propagation velocity

v ¼
ffiffiffiffi
E
q

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2:11e11
7:85e3

r
¼ 5184:5m/s ð12Þ

However, when the second and more rub-impacts occur, the AE signal is cou-
pled and aliasing. This leads to the complexity of the AE signal, and it is difficult to
analyze the AE signal in details.
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5 Conclusions

In this paper, a special stator is designed to obtain the AE signal of rubbing fault.
And the Hilbert–Huang Transform is applied to analyze the AE signal. The results
show that the IMF component with peak frequency 58.5 k can be used to analyze
the rubbing occurrence and the propagating characteristics in the shaft, which is
helpful to diagnose the rubbing fault.

Acknowledgments This research is supported financially by National Natural Science Founda-
tion of China (Grant No. 51175279) and Beijing Natural Science Foundation (Grant No.
3112013).

References

1. Muszynska A (1989) Rotor-to-stationary element rub-related vibration phenomena in rotating
machinery—literature survey. Shock Vib Digest 21:3–11

2. Chu F, Zhang Z (1998) Bifurcation and chaos in a rub-impact Jeffcott rotor system. J Sound
Vib 210:1–18

3. Chu F, Lu W (2005) Experimental observation of nonlinear vibrations in a rub-impact rotor
system. J Sound Vib 283:621–643

4. Mathews JR (1983) Acoustic emission. Gordon and Breach Science Publishers Inc., New
York

5. Li C, Li SY (1995) Acoustic emission analysis for bearing condition monitoring. Wear
185:67–74

6. Toutountzakis T, Tan CK, Mba D (2005) Application of acoustic emission to seeded gear fault
detection. NDT&E Int 38:27–36

7. Sato I (1990) Rotating machinery diagnosis with acoustic emission techniques. Electr Eng, Jpn
110:115–127

8. Wang Q, Chu F (2001) Experimental determination of the rubbing location by means of
acoustic emission and wavelet transform. J Sound Vib 248:91–103

9. Hall LD, Mba D (2004) Acoustic emissions diagnosis of rotor-stator rubs using the KS
statistic. Mech Syst Signal Process 18:849–868

10. Huang NE, Shen Z et al (1998) The empirical mode decomposition and the Hilbert spectrum
for nonlinear and non-stationary time series analysis. Proc Roy Soc Lond 454:903–995

Feature Extraction of Rubbing Fault Based on AE Techniques 599



Use of Condition Monitoring
in the Proactive Maintenance Strategy

Stanislaw Radkowski and Marcin Jasinski

Abstract The objectives of the presented paper are to better understand the
mechanism of failure development in the dynamic mechanical systems. It is
important to consider carefully the present changes in technical conditions of ele-
ments of the system when planning the requirements to a proactive risk manage-
ment’s strategy. While a dynamical system traditionally is modeled by structural
decomposition, in the paper the dynamic behavior of system is modeled by
decomposition of the behavior flow into events and errors accompanying occur-
rence of failure. From this point of view the nonlinear model of failure occurrence is
analyzed to realizing long term benefits of a proactive maintenance strategy. The
models describe the effect on the evolution at the process variables for each
hypothesized fault failure. In the paper it is also analyzed the impact of nonlinearity
of the sub-section on the behavior of the whole system.

1 Introduction

ProactiveMaintenance Strategy (PMS) is discipline consisting of means andmethods
to the actual life cycle conditions to determine the advent of failure and mitigate
system risks. The system incorporate PMS for number of reasons as: life cycle cost
reduction, failure avoidance, future design improvement of system and its availability.
When PMS is effectively implemented it means that safety, reliability and availability
of system will be improved and the overall maintenance cost will be reduced.
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Development of mechantronic systems, especially the development of mea-
surements and analysis of dynamic quantities, resulted in a situation in which a
constructor is able to account for a product’s evolution, caused by wear and tear
processes during a product’s operations, already during the design phase. Effective
use of this knowledge will in many cases decide about the adopted operational
strategy, the level and the extent of diagnostic resources involved, the method of
achieving the desired safety level during each phase of a product’s life, especially
during the maintenance and repair phases.

As a result of finalization of a conceptual, construction or implementation
designs, we reach, step by step, various variants which are subjected to valuation
based on specified technical and economic criteria which enable objective decisions
to be taken.

The issue of determining the criterion for selecting the relevant methods and
means of diagnosis continues to remain an unsolved problem in such an approach.
Let us note that the right selection of diagnostic procedures is the decisive factor in
shaping the ease of diagnosis of the designed product.

The value of diagnostic information can be expressed in the form of a measure
which accounts for change of the decision-makers’ efficiency. In other words, the
ability to provide information of relevant quality resulted in lower uncertainty as
regards the right action to be taken and hence it enabled the right decisions to bemade.

Let us note that while assessing the utility value of the information provided at a
product’s design phase, we deal not so much with the volume of information but
with the impact it has on change of a decision maker’s efficiency in respect of
maintenance activity.

2 Proactive Maintenance

Idea of proactive maintenance system algorithm was presented in literature [3, 8, 9]
(Fig. 1).

Let us note that estimation and modeling of the degradation process is one of the
most effective methods of defect development anticipation and maintenance of
system operation in terms of nominal parameters. In reality such an approach
denotes compilation of several conventional methods of forecasting – probabilistic
behavioral models and event models in particular. Probabilistic behavior and
degradation models enable analysis of the type and extent of uncertainty which
conditions forecasting reliability. Event models are a kind of a combination
between the contemplated models and the actual system and they make up the basis
for constructing and analyzing causal models which enable assessment of degra-
dation and determination of the optimum scenario of maintenance-and-repair work.

As a result, the process of defect origination can be analyzed and included in
new structural solutions while maintenance of existing machines can be corrected
accordingly. In this latter case the main task involves diagnosis of the defect ini-
tiation period (Fig. 2).
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From the point of view of relevance of diagnostic information in the contem-
plated pro-active maintenance strategy, it is the adoption of a relevant diagnostic-
and-prognostic model that is one of the basic problems to be solved. Publications on
the topic discuss a whole spectrum of proposed models: starting from the models
which enable qualitative description and understanding of the analyzed processes
only, though the models which give insight into the general trend of diagnostic
parameters’ changes, to the models which have the form of a virtual laboratory
which simulates actual maintenance processes.

A separate group consists of models which enable examination of the potential
behavior of the monitored object on the basis of a relevantly selected vector of
diagnostic parameters.

Assessment of an analyzed diagnostic parameter or of a method of diagnosis
should be carried out while using relevant criteria of usefulness of diagnostic
information in valuation and decision-making processes. It is the systematic anal-
ysis of diagnostic goals, accounting for all the essential features of the diagnosed
system and enabling comprehensive assessment of alternative solutions that should
decide about the adoption of a specific solution.

The basis of reliability and rationality of a diagnostic system is made up by the
correctly formulated and solved task of diagnostic parameters’ selection.

Monitoring and 
diagnosis 
process

Prognosis 
process

Aided-decision 
making process

Functioning and 
monitoring data

Current state of the process
Current technical state

Current functioning condition

Object state evolution
Past parameter of process
Past functioning conditions

Operating knowledge
Expected functionig 

conditions

Future state of the process
Mean time before/between 

failure
Remaining life of object

Direct/indirect 
maintenance 

cost

Level of 
technical risk

Selected maintenance 
activity

Fig. 1 Architecture of the proactive maintenance system
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Let us note that while implementing a proactive maintenance strategy the
examined system may not reviewed and modeled only while using the structural
decomposition rules. We should account for the dynamic behavior of the system.
Accordingly, the sub-systems and units should be decomposed while accounting for
the behavioral influence of errors, events and decisions. At the same time this type
of decomposition should serve as the basis for indentifying the activity and the
involvement of respective elements in fulfillment of the tasks as well as preser-
vation of the quality of their fulfillment. It is also for that reason that description of
the tasks should include not only the sequences of activities but also the possibility
of selecting a relevant solution and the degree in which the selection depends on the
quality of fulfillment of functional tasks, level of threat and level of potential
minimization of uncertainty regarding the effects of the decisions taken in the
system itself and with regard to the system.

3 Modeling of Vibroacoustic Signal of Low Energy Failures

In accordance with the assumption of the need to analyze the energy dissipation
process, for the problem of diagnosis of origins of toothed wheels defects that was
presented here, the author proposes a model, the basis of which is the relationship

Fig. 2 Diagnostic tasks in proactive operation
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describing power of the friction caused by mating of a pair of toothed wheels along
the path of contact:

NT ¼
Z

FRmg
dt
t
¼

Z
m2g
mg
�� ��kRF

dt
t

ð1Þ

Where according to [11]:

F � MR

rR
; kR ¼ l

1þ mg
mgj j lctgj

ð2Þ

where:
μ Friction coefficient,
λR Friction factor refereed to path of contact,
νg Sliding velocity,
FR Friction force

j ¼ p
2
� ay � angle of shift ð3Þ

The angle of shift can be defined with the use of the following relationship:

j ¼ p
2
� arccos

rb
ry

ð4Þ

The thus constructed model enables a separate analysis of disturbances of the
sliding velocity the force working between the teeth, and the analysis of the
resultant structure of the vibroacoustic signal’s spectrum. At the same time,
the introduction, after Roth, of the dependence of friction coefficient upon the
location on the path of contact enables us to take into account the qualitative change
of the disturbance in the point of rolling contact, and as a result to exhibit the
significance of the 1st harmonic of meshing in the diagnosis of the general con-
dition of a toothed gear [1].

On the other hand the proposal of such modeling of the vibroacoustic signal’s
disturbances has the traits of a more general solution of the problem. To stress this
fact, let us assume that the signal generated according to relationship (1) is trans-
mitted to the measuring point by a linear transmission channel which corresponds to
the process model with linear elements and multiplying elements, which can be
defined by means of a Volterra series [12].

After including the linear part of the signal, for which the dynamic part of the
system will be responsible in this case, and the earlier defined non-linear part of
the process (Fig. 3), we will obtain the following relationship in accordance with
the procedure proposed by Eykhoff [2]:
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z tð Þ ¼
Z t

0

h1 s1ð Þx t � s1ð Þds1 þ
Z t

0

Z t

0

h2 s1; s2ð Þx t � s1ð Þx t � s2ð Þds1ds2 ð5Þ

where:

h1 s1ð Þ ¼ hQ1 s1ð Þ � hP1 s1ð Þ ð6Þ

h2 s1; s2ð Þ ¼ hQ22 s1 � s3ð Þ � hQ21 s2 � s3ð Þ � hP2 s3ð Þ ð7Þ

As was showed in [10] it is possible to use the simplified model, which reduces
the number of coefficients required for a Volterra series representation. The second-
order Volterra kernel will be reduced to:

h2 s1; s2ð Þ ¼ h1 s1ð Þ � h1 s2ð Þ ð8Þ

Knowing the linear impulse response and the input, we can get the second order
Volterra operator:

H2 xðtÞð Þ ¼
Z1

�1
h02 sð Þ � x1 t � sð ÞdT

2
4

3
5
2

ð9Þ

Its mean, we are interested in diagonal of bispectral plane (Fig. 4).

Fig. 3 Diagram of generation of linear and non-linear parts of the process

Fig. 4 Bispectral plane
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This model was tested to descript the phenomenon of failure nucleation.
A nonlinear feedback system due to failure development was presented at Fig. 5.

Where:

P1 ¼ H1 � R1 ð10Þ

P21 ¼ H1 � R2 þ H2 � R1 ð11Þ

R1 ¼ 1
1þ H1 � K1

; K1 ¼ 1
H1ðsÞ ð12Þ

R2 ¼ �R1 � ½H2 � K1 þ H1 � K2� � R1 ð13Þ

K2 ¼ �K1 � H2 � K1 ð14Þ

XðtÞ ¼ P½yðtÞ� ¼
Xn

k¼1

Pk½yðtÞ� ð15Þ

For second order Volterra series (15) we got [12]:

XðtÞ ¼ P1½yðtÞ� þ P2½yðtÞ� ð16Þ

4 Results of Laboratory Experiments

The experiment was conducted at the FZG back to back test-bed [6, 7]. The test-bed
consists of two toothed gears operating in a revolving power setup and it enables
examination of both toothed wheels as well as gear lubricants.

The shaft connecting the pinions is divided, which enables rotating one of its
sections versus the other and thus introducing relevant meshing forces. Strain
gauges are affixed to the shaft and they enable measuring the torque. Wheels with
straight teeth are installed in the examined gear, while wheels with helical teeth are
installed in the closing gear. Thanks to such a set up it was the examined toothed

Fig. 5 Feedback system
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gear that was subject to defect-development during the experiment. Parameters of
the test-bed:

• Maximum tensioning torque 1,200 Nm (or 1,500 Nm for shafts with bigger
torsional rigidity):

• Motor speed: 1,460 rpm;
• Gear ratio in both toothed gears: 1.296;
• Module of test specimen wheels and counter-test specimen wheels 4 mm;
• Number of teeth in test specimen wheels: 27;
• Number of teeth in counter-test specimen wheels: 35;
• Axle base for wheels: 125 mm.

Toothed wheels made of 20H2N4A carburized steel, hardened to 60 HRC
hardness were used for the research. They were subjected to accelerated fatigue test.

Figure 6 present the changes of subsequent mesh harmonics of a vibroacoustic
signal registered on the toothed gear’s casing during the whole experiment.

The changes which accompany the subsequent phases of development of fati-
gue-related defects are observable in a bispectrum [5]. Particularly interesting
results have been obtained for a diagonal bispectral measure, for a maximum bi-
spectral measure and for measure created from vector of maximum values of tri-
angular matrix separated from bispectrum matrix by removing main diagonal of this
matrix [4]. As a result, the phase reactions defined by the dominant non-linear effect
become blurred. The results point to high sensitivity of bispectral measures to
changes of the signal’s frequency structure and to the possibility of using these
relations while constructing models of development of degradation-and-fatigue-
related processes which are required while creating the procedures of proactive
maintenance strategies.
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Fig. 6 The changes of subsequent mesh harmonics (no. 1–7)
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Next step was to create a new measure which is able to predict the moment of
fatigue tooth crack. Integral of bispectral noise from bispectral maximum diagrams
and integral of bispectral noise from bispectral residual maximum diagrams (Fig. 7)
were calculated with maximum level 0.5E8 (everything higher than maximum level
was equalize to this maximum level) for full life time of this wheel. At Fig. 7 we
can see that calculated derivative of this diagrams (applying a smoothed curve) we
can build effective and sensitive diagnostic parameter of quality changes of fatigue
process of toothed wheel damage.

5 Conclusion

While planning a proactive maintenance strategy, we in reality analyze the system
of proactive risk management in a system. This means the necessity of under-
standing how threats are generated at all levels of the system and having the ability
to make relevant decisions.

It is indispensable to understand the necessity of identification of the decision-
makers’ information-related needs, both as regards the actual situation as well as
identification of the aspects which are essential to improve the quality of fulfillment
of tasks and achievement of goals. As a result, proactive risk management in a
transport system calls for the following activities to be undertaken:
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Fig. 7 Integral of bispectral noise from bispectral residual maximum diagrams, full investigation
of wheel no. 7
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• analysis of normal activity of the system while examining the properties having
the biggest influence on the system’s behavior in the future;

• examination of interactions and changes in a system’s structures from the point
of view the control systems’ theory;

• monitoring the possibilities of information flow, access to relevant information
sources, selection of relevant methods of detection and identification as well
aggregation of information from the point of view of implementation of the
tasks associated with technical risk management;

• formulation of recommendations of actions aimed at improving the quality of a
system’s operation, minimize the number of errors and reduce the hypothetical
consequences of undesirable events.

• To recapitulate, the proactive maintenance strategy is not an attempt to eliminate
the reasons of errors, especially human errors, but it rather focuses on designing
the strategies of use of machines in a way enabling:

• identification of the limits of safe system functioning while making these limits
legible and visible in the decision-making process;

• minimization of influence of the factors which are conducive to the decisions to
exceed the assumed limits of safe system operation.
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Diagnostic Model of Hysteresis
for Condition Monitoring of Large
Construction Structures

Szymon Gontarz and Stanisław Radkowski

Abstract The conception of diagnostics, based on passive magnetic field mea-
surements is being presented. It was shown that the transformation of the signal to
the appropriate form of hysteresis, creates new potential for identifying changes in
signal parameters that correspond to specific physical phenomena. Model supported
analysis of changes in the magnetic field, made it possible to obtain diagnostic
parameters characterizing magnetomechanical hysteresis, which can be used in
determining the state of the material strain on the object structure subjected to
variable loads. Suitable model of hysteresis was elaborated and conditions in which
it could be applied were stated. Obtained by authors diagnostic parameter confirm
the validity of the hysteresis model used for this case. The chapter concludes that
state of polarization of the magnetic structure (the distribution of magnetization) is
carrier of diagnostic information about the level of effort and the progressive
degradation of the material structure. It is possible to obtain the diagnostic infor-
mation through a remote, non-contact measurement of magnetic field near the test
structure.

1 Introduction

Materials that run a high risk of damage due to material fatigue, exceeding maxi-
mum stress or plastic deformations have magnetic properties, which allowed to
develop a group of magnetic methods in technical diagnostics. Currently, a group of
passive diagnostic methods is developing dynamically in parallel to active diag-
nostic methods [1, 2]. The group of passive diagnostic methods has all the
advantages of active diagnostic methods group, and additionally it does not require
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the application of artificial source of magnetic field that needs sophisticated and
expensive equipment.

Owing to this quality, passive methods offer a possibility to be applied not only
in temporary diagnostic tests, but also on a permanent basis e.g. in condition
monitoring.

The utility of the methods can be observed in SHM system. In addition, passive
magnetic methods work primarily on the basis of interaction with the Earth’s
magnetic field. Although it has low strength values, when the stress factor in
materials with magnetic properties has been changed, the material changes into
magnetic state that may also be analyzed from a distance. Generally it may be stated
that the characteristic properties of passive diagnostic methods described above
may be used for large construction structures monitoring.

2 Application of Earth’s Magnetic Field in Diagnosing
Stress Condition

From the perspective of construction structures diagnostics it is evident that all
types of steel constructions will have magnetic properties. It was noticed that
changes in ferromagnetic object’s own magnetic field may occur due to geometric
discontinuities of the material, e.g. ruptures or high concentration of dislocations in
the structure of material, but they may also be caused by the change of stress
conditions. The following phenomena take place in the presence of the Earth’s
magnetic field and they may be interrelated with magnetic state of an object
(magnetization). Taking into account magnetic properties of steel construction
materials and values of the Earth’s natural magnetic field, the resultant of volume
magnetic susceptibility Mvol may be omitted. Therefore, the current degree of an
object’s (material) magnetization can be expressed as the resultant of reversible
directional magnetization process and irreversible magnetization:

M r; tð Þ ¼ Mdir r; tð Þ þMirr r ¼ 0; tð Þ ð1Þ

Hence, own magnetic field of the object H measured by e.g. a magnetometer
depends on the object’s magnetization and its distribution in the space. Addition-
ally, taking into account scientifically recognized magneto-mechanical phenomena
[3], namely the Villary effect, the Matteuci effect, the Naganka-Honda effect or the
phenomenon of austenite transforming into martensite in fatigue loads, it turns out
that the change of stress degree in an object will be reflected by a corresponding
change of magnetic field [4, 5].

Let us then verify telediagnostic possibilities in case of analyzing magnetoelastic
effects in stretching a steel specimen in laboratory conditions. A specimen of a
circular cross section (fi = 6 mm) was designed and in theory, the distribution of its
own magnetic field around this specimen should be regular. The following type of
steel was used to design the specimen: C45 (PN-EN 10083-2:1999). In order to
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identify the Villary effect, the generated signal of local magnetic field’s strength
changes was registered without additional artificially generated magnetic field
sources, in standard laboratory conditions with regular work of electrical installa-
tion. The specimen was loaded with a force that guaranteed specimen’s deforma-
tions in elastic range. In order to perform the measurement, a magnetometer type
fluxgate APS536 was used.

The distribution of magnetic field in space was measured for three states:
measurement at a laboratory stand without the specimen, measurement at a labo-
ratory stand with the specimen and measurement of the specimen loaded with 4 kN
force. The results were registered by a magnetometer that changed its position
towards the specimen depending on the state. The following graphs present the
results (Fig. 1).

The graphs present several interesting effects. When no specimen is present, a
certain value of the background magnetic field strength was registered and it was
certainly formed by a universal testing machine. The distribution of this field in the
distance function definitely resembles the theoretical relation. The shift of initial
and final values of magnetic field for the same distance from the stand results from
the lack of accuracy in the movement of the sensor towards the stand (the lack of
the sensor caused problems with defining an adequate point of reference). The
applied specimen brought about an interaction with the universal testing machine’s
own magnetic field and a change of the received value. The distribution of such
resultant field in the space practically remained unchanged. The fact that the
specimen was loaded and magneto-elastic effects were generated drastically chan-
ged the view of magnetic field. The effect was so strong that it changed the sense of
a vector of the magnetic field’s strength and additionally, it was visible at a distance
of about 80 mm. Above this distance all three lines are going in the direction of a
common asymptote, which proves a correct interpretation of the object’s own
magnetic field.

Telediagnostic possibilities in case of analyzing magnetoelastic effects in
stretching a steel specimen in laboratory conditions were also verified in [6]. The
results obtained allow us to state that the Earth’s magnetic field influence on a
loaded object may be observed from a certain distance. Additionally, it may be
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observed that for the same degree of stress showing magneto-elastic effects, dif-
ferent values of own magnetic field signals may be registered. This may occur due
to natural reasons, e.g.—geographical location in case of local anomalies caused by
the structure of the crust, or for artificial reasons, e.g. neighbouring objects that are
sources of strong magnetic field. It has to be taken into account though, that as the
distance increases, the risk of receiving magnetic field from another source arises.
This may be a problematic situation, however the application of e.g. differential
measurement with at least two sensors should solve the problem. Another observed
fact is that the distance has a direct influence on quantity change, whereas quality
change in the object’s magnetic field may still be visible and detectable indepen-
dently from the distance.

3 Hysteresis in Passive Magnetic Method

Taking into account the possibility to identify magneto-elastic effects from a dis-
tance one should consider how to measure, analyze and interpret the results. We can
notice that the phenomenon of hysteresis depends on various factors proper for the
problem analyzed. The goal of the analysis proposed in the present chapter is to
present the possibilities of applying hysteresis model for passive diagnostic method.
Based on the analysis performed so far one can propose a hypothesis saying that an
adequate model of hysteresis will describe the change of the registered magnetic
field’s signal depending on the load and deformation of the construction’s material.

Hysteresis may be generalized to a system generating an input signal and a
system causing the input transformation in such a way that it is possible to register
hysteresis. The input signal is a signal of magnetic field strength. The output signal
is the registered signal that has gone through the transformation system with given
parameters. An adequate adjustment of the system transforming the signal and
related with magnetic effects should provide access to information about the
operation of the system generating the signal.

Analyzed phenomena that caused registered change of own magnetic field [6]
are of a magneto-static nature. Theoretically this fact excludes the possibility of
hysteresis because the prerequisite for its occurrence is an input signal of an
oscillatory character—like in case of typical magnetic hysteresis. Let us mention,
however, the idea of the changes of an object’s own magnetic field under the
influence of magneto-elastic effects and in view of the possibilities to observe the
hysteresis loops. The magnetic anomalies measured stand for the change of mag-
netic field’s induction in the presence of the assumed constant external magnetic
field H = const. This external field is identified with the Earth’s magnetic field that
—for the purposes of the present chapter—may be regarded as constant, according
to the results presented above. If we use an additional, already verified hypothesis
saying that magnetic permeability of a given object’s material depend on the degree
of its stresses, we may draw the conclusion that the shape of hysteresis will be
obtained during cyclic changes of the examined object’s loads. Introducing the
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cycle of dynamic loads as an input signal into a hypothetical model of hysteresis,
we will get an output signal that represents forming of a hysteresis loop at the level
of input/output (Fig. 2).

It may be observed that after each full cycle of loading is completed a hysteresis
loop appears. The introduction of dynamic load that will definitely be the case when
real objects are analyzed, exposed the occurrence of hysteresis process. However,
the above mentioned situation is more complex as other conditions (factors, rela-
tionships) that result from the specificity of own magnetic field’s changes
depending on the loads must be taken into account.

Based on the analysis presented above it may be concluded that the characteristic
behaviour of a ferromagnetic material, namely its non-linear magnetization under
the influence of external alternating magnetic field (classic magnetic hysteresis)
may also occur in the presence of constant magnetic field (even a weak one).
However, this is only possible under the condition of the change of ferromagnetic
stress state.

The hysteresis area in case of periodic change of the magnetic induction in one
cycle and one material volume depends on the frequency of changed and may be
described by the following formula:

DEd ¼ C0 þ C1xþ C2x
1
2 ð2Þ

where C0, C1 and C2 are material constants, whereas ω is the frequency of input
signal changes.

However, our particular case allows to omit C1 and C2 factors for very low
velocities of input signal changes (input by load factor). Additionally, the induction
of eddy currents should also be expected, however this effect may also be omitted
for low frequency of inputs.

Based on the analysis presented above it may be concluded that the characteristic
behaviour of a ferromagnetic material, namely its non-linear magnetization under
the influence of external alternating magnetic field (classic magnetic hysteresis)
may also occur in the presence of constant magnetic field (even a weak one).

Fig. 2 Example of hysteresis loop forming after dynamic input signal

Diagnostic Model of Hysteresis for Condition Monitoring … 615



However, this is only possible under the condition of the change of ferromagnetic
stress state.

Let us attempt at defining the nature of magneto-mechanical hysteresis. We may
generally state that certain phenomena of a magneto-static character occur under the
influence of mechanical forces. An identified hysteresis is related to a specific
character of ferromagnetic material magnetization, in constant Earth’s magnetic
field, with alternating loads: B ¼ lðrÞ � H þMð Þ, H, M = “const”→ B ¼ f rð Þ
because µ = f (F). The shape of hysteresis depends strictly on the character of the
material’s load that defines characteristic points of the loop. Performing a constant
loading of a ferromagnetic from the value σmin to σmax and back from the value σmax

to σmin, we obtain a closed loop (proper for a given material). If the hysteresis does
not reach maximum values for a given material in given conditions, then the shape
of the loop will resemble an elongated ellipse (a situation when final points of the
hysteresis loop will not be part of magnetic saturation area). However, each change
of the value of stress in the material in form of the elastic deformation will bring
about the changes of the shape and the field and will tend to achieve a classic shape
of hysteresis. The increase of the magnetic field induction current will be expressed
by the following formula: dU ¼ d BSð Þ, where B stands for the induction of fer-
romagnetic material’s magnetic field that depends in a hysteretic way on the
alternating degrees of stresses in the material. Considering the character of the
hysteresis loop formed, let us assume that f ¼ 1

T. Accordingly, when f ! 0, then
T ! 1. The examination and the analysis of the phenomenon show that when
f ! 0 the loop of hysteresis does not disappear, because HT uð Þ ! H1 uð Þ for
T ! 1, hence H1 uð Þ has u; y1ð Þ, u; y2ð Þ and y1 6¼ y2, which confirms the defini-
tion of the system with hysteresis. This means that the loop of hysteresis was
formed as a result of the system’s properties with the assumption of a periodic input
signal of C0 class.

4 Experimental Verification of Hysteresis

Development of a full diagnostic model, while using and modifying the general
hysteresis model, requires an experiment which verifies the described theoretical
considerations. An experiment was planned which registered and analyzed the
distributions of own magnetic fields of objects made of magnetic materials. Mea-
surements concerned dynamic responses of the examined samples. The measured
anomalies are intended to present change of magnetization which reflects the
operation of major stresses, generated by the loads which were in turn caused by
degradation or operation of a structure. The observed signals, having the form of
change of own magnetic field, will emerge during actual deformations, leading to
structural changes in the examined object.

A measurement track, consisting of an APS536 FluxGate-type magnetometer
(Fig. 3), a National Instruments data acquisition card and a measuring computer,
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was used to carry out the experiment. The examined objects were cylindrical
samples made of a material with ferromagnetic properties, namely the C45 steel,
which are visible on the photo (Fig. 3). The shape and the dimensions of the sample
were designed from the point of view of using them in a machine with a specific
type of a shoe and while accounting for the dynamic nature of the loads to which
the sample was exposed. Load could be applied to the sample thanks to using a
testing machine manufactured by MTS Systems Corporation—Material Testing
System MTS 810 (Fig. 3).

The program of the tests accounted for the impact that the sample’s deformations
had on the behaviour of the sample’s own magnetic field under regularly applied
stress in the presence of the Earth’s natural magnetic field H. The initial load was
0.5 kN while the nature of the deformations was a regular (sinusoid) change of the
force, from the value of the load to a predefined value of the force, increasing in
steps by respectively 3, 6, 9 and 12 kN (Fig. 3). The system subjected to a load
responded with an induction signal of the sample’s magnetic field, measured in
three directions. Apart from that, it was the growth of the sample’s length as well as
the value of the force exerting the load that were measured. The load-exerting force
was controllable during the experiment while its change was realized for two
frequencies: 0.5 and 1 Hz.

In accordance with earlier considerations, the chance of observing a magneto-
mechanical hysteresis loop exists when a load (e.g. a deformation force) is pre-
sented as a function of change of a magnetic field’s induction. Figure 4 shows that
the characteristic loops emerge in this very domain for the subsequent load cycles.
The next Fig. 4 presents selected loops which emerge in the case of an input having
the frequency of 0.5 and 1 Hz, and amplitude of respectively 3, 6, 9 kN.

First, let us note that a cyclic change of load results in the growth of the mean
value of magnetization of a sample, which is visible in the examined case as a
growing level of emergence of the loop (Fig. 4). As it turns out, it is this very
phenomenon, registered and identified in a different way, that serves as the basis for
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operation of the most popular passive magnetic method, namely the magnetic metal
memory method (MMM). Coming back to the experiment, the analysis of the
hysteresis loop seems more interesting here. In this case it emerges in the area
flexible deformations. In the situation of the magnetic field’s induction and the
sample’s deformation we observe how the area of the loop’s surface changes
depending on the cyclic exciting force. For small loads (3 kN) there emerges a loop
which increases and takes the classical shape of hysteresis as the load increases. In
accordance with the nature of magneto-elastic phenomena related to elastic
deformation, growth of the size of the area of the hysteresis is proportionate to the
load-exerting force and is approximately linear. Each emerging loop requires a full
cycle of the exciting force to be completed.

The observed condition of the sample’s own magnetic field has magnetostatic
nature (similarly as the nature of Villari’s phenomenon), however the oscillation of
the input signal (e.g. of the force or of the stretching) introduces the required
“dynamics” thanks to which there emerge sufficient conditions for creation of a
relevant shape of the hysteresis. Under cyclic, regular loads the hysteresis loop was
emerging in the plane defined by the value of own magnetic field’s induction and
the value of the exciting force, while the area of its surface could have been treated
as a parameter indicating the loads prevailing in the examined object.

5 Diagnostic Model of Hysteresis—Proposal and Its
Verification

Currently we are observing a great progress in the development of non-linear
models [7] especially the ones which are characterized by hysteretic behaviours
[8–10]. However, the presented proposals are rather complex and often require
additional selection algorithms and optimisation of their parameters. As an alter-
native, we propose our original hysteresis model for the purposes of the issues
discussed in the present chapter.
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The model is based on the transformation of the energy carried by the input
signal. The algorithm used in the model calculates a certain equivalent of an integral
that is the area under the curve. However, contrary to the integral it adds up
rectangles, whose sides’ lengths are the distances from the next point where the
graph crosses zero to the current argument and the value of the function in the point
corresponding to the argument. The sums of rectangles above the OX axis are
considered as positive and the ones below the axis as negative. By definition, the
input signal should have the graph of a sinusoidal signal curve, and that is why
according to the assumption (paragraph 3) there is a possibility to form a charac-
teristic hysteresis loop. The hysteresis is produced because of two reasons, firstly
the sum of surfaces below the OX axis is gradually subtracted from the complete
sum above the curve and secondly because of the fact that the length of one of the
rectangle’s sides is zeroed when crossing the zero point of the signal. The whole
phenomenon is described by the graph below (Fig. 5) and the following formula:

Xk

i¼1

xi � yi �
Xn

i¼k

xi � yi ð3Þ

This way the described model has been provided with an additional function,
allowing for the model’s behaviour to change from ‘rate dependent’ into ‘rate
independent’, that is making the model reaction independent from variable fre-
quency input signal. It has been achieved by applying variable step sampling in
such a way that every variable period of signal has a constant number of samples
for a cycle. In other words the signal sampling is carried out in dynamic way (that
varies in time) in a form of linear increase of the step complying with the change of
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the received frequency. According to the presented assumptions we can proceed to
the mathematical algorithm description.

The number of samples in subsequent periods has to be constant and it equals:

n ¼ T1
dt1

¼ T2
dt2

¼ � � � ¼ TN
dtN

¼ const ð4Þ

hence:

T1
dt1

¼ T2
dt2

and
T2
dt2

¼ T3
dt3

hence :
TN�1

dtN�1
¼ TN

dtN
ð5Þ

after transforming we get:

dt2 ¼ T2 � dt1
T1

and dt3 ¼ T3 � dt2
T2

;

hence:

dtN ¼ TN � dtN�1

TN�1
ð6Þ

the general form will be the following:

dti ¼ Ti � dti�1

Ti�1
ð7Þ

which corresponds to:

dti ¼ dt1 � T2
T1

� T3
T2

� T5
T4

� T7
T6

� � � � � Ti
Ti�1

ð8Þ

after reducing suitable periods in formula (8) we finally receive:

dti ¼ dt1 � TiT1 ð9Þ

In order to receive new arguments’ vector for the input signal of the calculated
lengths of the steps it is necessary to calculate the cumulated sum of elements dti.
This way we will obtain arguments and corresponding values of the function for
which the described model will create a hysteresis loop resistant to variable fre-
quencies of the input signal.

The operational characteristics of the proposed model require us to consider the
optimisation of the step which digitize the analysed input signal. Assuming that the
measurement of this signal has been made with appropriate parameters it is nec-
essary to select a step that allows for possibly the most precise signal mapping in
each case. This will make the created hysteresis loop equally precise. Taking into
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account the character of the input signal the number of steps will be directly
proportional to its growing frequency.

If the conditions concerning the input signal and resulting from the assumption
of hysteresis are met then the model will generate hysteresis loop dependent on/
independent from the frequency of the input signal and always dependent on the
value of the input function.

Having defined the magnetostatic hysteresis, which emerges as a result of
magnetoelastic effects and whose nature and diagnostic usability have been also
verified experimentally, one can move to testing the possibilities offered by the
proposed model of hysteresis in terms of the description of its characteristic
behavior. In this case one ought to present the characteristic behavior of hysteresis
loop during stretching of the sample in the range of elastic deformations. As has
been proven experimentally, in the case of this range there occurs change of the
area of the loop’s surface as the amplitude of the exciting input signal changes. The
simulation of such behavior, while using the verified model, is presented in Fig. 6.
The loops emerge in the plane of the input (the run of the exciting force) and the
output (changes of a sample’s own magnetic field).

The equation was made for two different load amplitudes, respective equal to 4
and 8 kN. Application of the model for this specific case required a scale factor to
be introduced. This factor defined the extent of the change of the areas of a loop’s
surface proportionately to the amplitude of the input.

We have presented above the quality profile of the model’s functioning.
Quantity description will depend on internal parameters of model. It is also possible
to introduce mathematical rules into this original model and they will additionally
provide corresponding values for each of hysteresis loop’s arguments.

The developed model has the capability of performing the modelling of the
hysteresis’ characteristics. These characteristics may be used for interpreting
magneto-mechanical effects. The model functioning in the form presented herein is
ready for the introduction and verification of physical correlations, which will lead
to a better representation of real behaviors.

Fig. 6 Simulation of the hysteresis loop for various amplitudes of the force in the range of elastic
deformations
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6 Conclusion

Basing solely on the influence of the weak Earth’s magnetic field, it was established
that it is possible to represent stresses by means of the measurement of magnetic
field’s changes generated around the object made of materials of ferromagnetic
properties. On the basis of the information gathered and the analysis directed
towards the application of the hysteresis diagnostic model in diagnosing the states
of stress, it was found that it is possible to transform a signal to a given shape of
hysteresis that has the potential of identifying signal’s parameters changes.

The developed model turned out to be capable of reflecting the physical nature of
observed phenomena, by demonstrating the properties of hysteresis which can be
used for interpreting magneto-mechanical effects. The model, in the presented,
operating form, is ready for inputting and verifying the physical relations, which
will result in better representation of actual behavior. Generally a concept has been
presented here of using hysteresis as the base for a diagnostic model. The results
point to high potential of such an approach to diagnosis of objects which are
characterized by dynamic response.

The idea of using hysteresis in diagnostic and prognostic procedures of the
material’s (construction) stress state analysis seems to be an interesting proposal for
SHM systems. An exemplary procedure of a construction’s diagnosis could consist
in using magnetic measurement system for finding the critical object’s nodes, and
then constant monitoring of borderline stresses while taking into account the range
of permanent and elastic deformation, which would allow for early detection of
threats. A series of magneto-mechanical and other phenomena occurring during
construction/operation of a machine as well as the actual magnetization conditions
of the object which was examined in an external magnetic field (Earth’s field or the
field derived from adjacent elements) will be taken into consideration in SHM data
analysis. This approach enforces collaboration with a correspondent mathematical-
physical model. The proposed model could meet this challenge.

The issues discussed in the present chapter give hope for development of a
passive magnetic method of diagnosis which exploits the change of an object’s own
magnetic field to provide new opportunities for detecting the stress which could
damage construction objects made of ferromagnetic material.
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Online Monitoring of Steel Constructions
Using Passive Methods

Szymon Gontarz, Jędrzej Mączak and Przemysław Szulim

Abstract In the chapter the possibilities of development of distributed diagnostic
system capable of online structural health monitoring of civil engineering structures
are discussed. Instead of commonly used methods of determining the technical state
of the construction that are usually focused on searching for cracks, material het-
erogeneities and assessing concrete or steel degradation, the methods proposed for
the system are based on the comparative strain gauge, acceleration and passive
magnetic measurements. All this measurement methods are used for stress
assessment in critical fragments that are vital for stability and durability of the
structure. Evolution of defects in the construction causes measurable changes of
stress distribution in critical joints of the construction. Additionally, materials that
could cause threat of the catastrophic accident caused by fatigue wear, exceeding
stress limits or emerging of plastic deformations have magnetic properties that
could affect the local magnetic field. Stress limits could be then constantly super-
vised taking into account the range of permanent and elastic deformation, which
would allow for early detection of threats. SHM data analysis is taking into con-
sideration a series of magneto-mechanical and other phenomena occurring during
the construction/machine’s operation and also actual magnetization conditions of
the object examined in exterior magnetic field (Earth’s or derived from adjacent
elements).
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1 Introduction

Distributed diagnostic systems are widely used in machine diagnostic for monitoring
condition of critical machines e.g. power units, fans, etc. allowing for on-line moni-
toring and performing exploitation decisions according to the current state of the
monitored objects [1–3]. The main advantage of this approach is the possibility of
simultaneous monitoring technical state of many objects distributed on a large area
from one place thus limiting costs and manpower. Especially it affects cases when
there are long distances between diagnosed objects and a diagnostic technician. This
distance is thus limited only by the network availability and its performance. This
concept could be adopted for on-linemonitoring of civil infrastructure objects (Fig. 1).

Usually, online diagnostic systems monitoring structural health of civil engi-
neering structures are focused on stress assessment in the construction. For this
purpose various methods of technical state assessment could be used based on the
comparative dynamic, tensometric (strain gauges), magnetic and optic fibres (FBG)
measurements. All this measurement methods allowed for stress assessment in
critical fragments that are vital for stability and durability of the structure.

Exemplary topology of the distributed SHM system was shown on Fig. 2. The
system shown is built around cRIO (National Instruments) controllers that are
monitoring critical parts of the construction. Controllers are used for signal
acquisition from sensors (magnetic, strain gauge and optic FBG sensors), pro-
cessing data and evaluating stress in the elements of the construction.

Evolution of defects in the construction, specifically exceeding the yield point of
the material, causes measurable changes in the dynamic properties along with
evolution of stress distribution in critical construction joints. Additionally, materials
that could cause threat of the catastrophic accident caused by fatigue wear,
exceeding stress limits or emerging of plastic deformations have magnetic prop-
erties that could affect the local magnetic field [4–6].
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Fig. 1 General layout of the distributed diagnostic system [3]
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2 Description of the Passive Magnetic Method

The idea of using passive magnetic method in diagnostic and prognostic procedures
of the assessment of the material’s (construction) stress seems to be an interesting
proposal for SHM systems [3]. Materials that have a high risk of damage due to
material fatigue, exceeding maximum stress or plastic deformations have magnetic
properties, which allowed developing a group of magnetic methods in technical
diagnostics. Currently, a group of passive diagnostic methods is developing
dynamically in parallel to active diagnostic methods [6, 7]. The group of passive
diagnostic methods has all the advantages of the group of the active diagnostic
methods, and additionally it does not require the application of artificial source of
magnetic field that needs sophisticated and expensive equipment.

An exemplary procedure of a construction’s diagnosis consists in using magnetic
measurement system for finding critical object’s nodes, and then constant moni-
toring of stress limits that take into account the limits of permanent and elastic
deformation, which would allow for early detection of threats. SHM data analysis
shall take into consideration a series of magneto-mechanical and other phenomena
(e.g. the Villary, Matteucci and Naganka-Honda effects) occurring during the con-
struction/machine’s operation and also actual magnetization conditions of the object
examined in exterior magnetic field (Earth’s or derived from adjacent elements).
This forces collaboration with a corresponding mathematical-physical model.

Fig. 2 Topology of the distributed diagnostic system for monitoring the construction
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In contrary to the strain gauge sensors that are measuring stress in the particular
point of the construction magnetic sensors are measuring changes in the magnetic
field of the construction node from a certain distance. Therefore the obtained results
correspond to the total stress in the node or the part of the construction. A com-
parative test of the results obtained for stress assessment in the constructions, with
the use of different passive methods (optical, strain gauge and magnetic), could be
find in [8].

3 Sensors for Magnetic Field and Acceleration
Measurements of the Construction

Sensors typically used for the magnetic field measurements (e.g. Applied Physics
Systems APS-536 fluxgate transducers) are rather expensive so they could be used
sporadically in the online diagnostic system or for other magnetic sensor calibration.
APS-536 is a small magnetic sensor that allows for measuring all three perpendicular
components of the magnetic field vector simultaneously. It could be used for mea-
suring magnetic field in the range of 3 × 10−7 to 1 G (Gauss).

On the market many general purpose, low budget, magnetic OEM single chip
transducers could be found. They could be used for developing magnetic field
sensors dedicated for online diagnostic system of the construction. Below short
characteristics of the selected transducers is presented.

MAG3110 transducer is an integrated, digital, three axial 16 bit transducer
produced by Freescale [10]. It has a single measuring range of ±1000 µT with
resolution of 0.03 µT and eight sampling rates ranging from 0.63 to 80 Hz. It
should also be noted that the signal-to-noise ratio of the transducer is very low.
Integrated electronics takes care of sampling the analogue signal at the programmed
frequency. Measurement data can be accessed via the I2C bus. Noteworthy is the
fact that of the power separation of the analogue and digital part of the sensor. With
this separation the level of noise in the measured signal could be greatly reduced.
Additional integrated temperature sensor provides data for temperature correction
parameters, like sensitivity, or the zero level, which are more or less susceptible to
temperature changes.

Another notable transducer is an analogue transducer codenamed AAH002
produced by NVE Corporation Company that is using magneto-resistance giga-
effect [11]. It has a relatively high sensitivity and is working in the unipolar con-
figuration. This is undoubtedly a shortcoming and also a characteristic feature of
this type of transducers. The sensor can correctly measure only negative (from
negative values to 0) or positive (from 0 to positive values) magnetic field, the
feature that is impractical in automatic measuring system. The transducer contains a
bridge composed of measuring elements (Fig. 3). Bridge output voltage varies in
proportion to the value of the applied magnetic field. The fact that it is an analogue
transducer allows application of a set of external antialiasing amplifiers and filters.
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Therefore it should be possible to obtain a much higher sensitivity and a better cut
off from the noise measurements. What’s more, in theory it becomes possible to
build lower-cost differential magnetic field sensor.

Another interesting option are the RM3000 and RM2000 transducers produced
by the PNI Sensor Corporation company [12]. These relatively cheap sensors are
based on the hysteresis effect occurring in the ferromagnetic core. The company
provides a single analogue sensors and ASICs circuits that integrated analogue and
digital parts. For these sensors worth considering is a selection of a ready-integrated
solution, because analogue sensors require a fairly complex control system in order
to obtain the measurement. The measuring range is similar to the previously
mentioned transducers. An important advantage of the transducer is relatively high
resistance to temperature changes. This is a very important feature, since in many
applications, sensors have to operate in an environment of changing parameters
such as temperature, humidity sensor, etc. Insensitivity to changes in these
parameters helps to reduce measurement errors.

In order to test the possibility of using the passive construction diagnostics based
on the measurement of the magnetic field sensors a new sensor capable of mea-
suring magnetic field and acceleration of the construction was developed (Fig. 4).
The sensor consists of several key components. The main measuring element is an
integrated three-axis magnetic field transducer LSM303 produced by STMicro-
electronic. This transducer also provided three-axis acceleration sensor. Basic
technical parameters of the transducer could be found in [13].

The signal from the bridges is subjected to pre-amplification and processed with
12-bit A/D converter. This signal is available to host computer/microcontroller via
I2C bus. This bus is a typical bus for communication between two devices oper-
ating in close proximity. It is not suitable for the transmission of data over a long
distance. Therefore the developed sensor controller, in addition to communication
with the LMS303 sensor also performs the function of sending measurement data

Fig. 3 Electric layout of the
AAH002 transducer [11]
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over the CAN bus. The magnetic sensor uses 7 sensitivity levels. In a variant of
maximum sensitivity the measuring range is ±1.3 gn and the measurement reso-
lution is of 1 mgn. The maximum range of the sensor is ±8.1 gn. An important issue
in this type of measurement is the frequency of measurement. Developed sensor
allows for 7 different sample frequencies ranging from 0.75 to 70 Hz.

During the tests it was discovered that the antialiasing filter of LMS303 could
cause problems especially with filtering disturbances caused by the power systems.

An important feature of LSM303 transducer is that it has been calibrated at the
factory. This calibration refers to the sensitivity axis and the influence of temperature
on the sensitivity and the offset of the sensor. Offset in this case is understood as a
certain DC component that appears in the measured signal. It must be remembered
that the factory calibration relates only to LSM303. The sensor is built into the
device and, due to the presence of ferromagnetic materials, requires re-calibration.
It should also be noted that the sensor axes need not be perpendicular to each other
and the axis position errors can be as high as several degrees. These parameters are
also a subject to calibration.

An interesting feature of the constructed device is the ability to measure
acceleration. The built-in three-axis accelerometer sensor LSM303 was made in
MEMS technology. It has sampling frequency of 1 kHz, three measurement ran-
ges: ±−2, ±4 and ±8 gn (standard acceleration due to gravity), and quite good
temperature parameters. Fairly narrow range causes that it is impossible to use the
sensor for measuring vibration of the structure. An interesting application is,
however, to use the sensor for measuring the deformation of the structure. Sensors
made with this technology allow measuring of earth gravity. This measurement is
similar to other types of sensors and is performed indirectly by measuring the force
acting on a reference mass due to the presence of acceleration. Because the sensor

Fig. 4 Sensor for magnetic and acceleration measurements based on LSM303

630 S. Gontarz et al.



measures the value of the DC component of acceleration, assuming that the sensor
is fixed, you can measure the acceleration of gravity. Since its value may be treated
as a constant, the measurement of the acceleration vector can be used to determine
the angle of rotation of the sensor. Transducer arranged in the measuring device,
attached to a test structure can easily be used to detect deformations (for example by
buckling) of its elements. The following figure (Fig. 5) is an example of the sensor
coordinate system with the selected acceleration vector and two angles describing
the deviation vector and thus a rotation of the sensor line, perpendicular to the
ground.

It is worth noting that the resolution of the ADC 12 bits and sensitivity of 2 gn,
obtained acceleration measurement resolution is about 1 mgn. With such a reso-
lution, for small values of the angles α and β, the obtained angle measurement
resolution is of 0.05°. The usual problem is the measurement noise, so in order to
achieve a more accurate measurement it is suggested to use the analogue sensors
and refined analogue measurement path.

4 Test Results

In this section the results obtained during the experiment of truss loading will be
presented. A force was applied to the steel truss structure [9] and the strain in the
selected joints of the construction as well as its deflection using LVDT sensor was
measured. The truss was equipped with a set of 8 low cost sensors as of Fig. 4
measuring changes of the magnetic field and accelerations in selected points of the
construction (Fig. 6). During the experiment the load was gradually increased
several times using two hydraulic jacks from 0 to 35 kN on each jack. In the end of
the experiment the structure was damaged by buckling after applying load of 35 kN
(on each jack).

Figure 7 presents a graph of changes in the angle β in the three measurement
nodes during the experiment. On the top graph the truss loading is presented.
Simultaneously with magnetic field and acceleration the strain in the selected points

Fig. 5 Coordinate system for
measuring rotation angles
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of the construction was measured. Figure 7 shows that in the first part of the
experiment when the force varied in the range from 10 to 30 kN, the rotation angle
recorded in the nodes practically did not change.

The buckling of the truss was first visible on Node 2 after 4,000 s of the start of
the experiment (force 45 kN) as a sudden change of the indications. During the next
loading cycles this effect was visible even better as the truss was already weakened.

Figure 8 shows a graph of the registration of angles α and β in the Node 6. It
shows that the angle α has not changed substantially during the experiment. Due to
the nature of the buckling angle α changes were small because omitted from the
presentation of the results.

Figures 9 and 10 shows the changes of the modulus of the magnetic field vector
in Nodes 1–3 and Nodes 5–7. Clearly visible are changes of magnitude of the
magnetic field in the moment of buckling

Node 1 Node 2 Node 6Node 4 Node 8Node 3

Load Load

Node 5Node 7

Fig. 6 Location of sensors

Fig. 7 Influence of loading
on changes of angle β
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Fig. 8 Change of angles α
and β in the Node 6

Fig. 9 Changes of the
modulus of the vector of the
magnetic field for Nodes 1, 2
and 3

Fig. 10 Changes of the
modulus of the vector of the
magnetic field for Nodes 5, 6
and 7
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In Figs. 9 and 10 can be seen a clear correlation of the measurement signal
derived from a magnetic field sensor with a value set by the actuator force. Closer
analysis shows an almost linear relationship until the point of buckling, which
occurred about 4,000 s of the experiment. Then there was a sudden change in the
magnetic field recorded in all measurement nodes. After buckling and the removal
of the loading from the structure, the value of the magnetic field in measurement
nodes did not return to its original state but remained on some specific levels. It is
closely related to the strain that resulted from buckling. After buckling the biggest
differences of the magnetic field were observed in measurement nodes located near
the points where the plasticity of the material was greatest. Because the strut
structure was permanently deformed, another load cycle caused the different
behaviour of the structure and thus different magnetic response to the changing
load. In Fig. 10 the course of changes of the magnetic field recorded in the node 7
varied slightly with increasing load in a first cycle (0–4,000 s). The second load
cycle (from 6,000 to 10,000 s) shows an increase of the modulus of the magnetic
field with similar loading force.

The geographic location in which the experiment was carried out an average
absolute value of the vector Earth’s magnetic field is about 440 mG. Figures 9 and
10 shows that the value of the magnetic field measured on the structure at the
beginning of the experiment were very different from each other and from the
Earth’s field. It is related to the magnetization of a typical structure for this kind of
heat-treated steel with additional mechanical treatment. Figure 9 shows that at some
nodes the magnetic field has reached a value of 1,500 mG while in the other nodes
it has much lower value. In some nodes the loading applied to the structure caused
an increase or decrease of the magnetic field which was associated with a number of
phenomena taking place in the steel structure eventually causing not only increased
of the magnetic field vector associated with the effects of magneto elastic but also
its rotation. The resultant magnetic field vector which is the vector sum of the fields
coming from the construction and the Earth’s field can both decrease and increase
due to increase of the magnetic field of the construction. This requires taking into
account of the many initial conditions.

5 Conclusion

Adaptation of the distributed diagnostic systems technology widely used for
diagnosing mechanical systems for the purpose of monitoring critical elements of
the infrastructure objects is very promising as it could improve the safety of that
objects and will lower the probability of catastrophic events.

The idea of using passive magnetic method in diagnostic and prognostic proce-
dures of the material’s (construction) stress state analysis seems to be an interesting
proposal for SHM systems. In the chapter some preliminary results of using low-cost
magnetic field and acceleration transducers were shown. An exemplary procedure of
a construction’s diagnosis could consist in using magnetic measurement system for
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finding critical object’s nodes, and then constant monitoring of stress limits that take
into account the range of permanent and elastic deformation, which would allow for
early detection of threats. SHM data analysis shall take into consideration a series of
magneto-mechanical and other phenomena occurring during the construction/
machine’s operation and also actual magnetization conditions of the object examined
in exterior magnetic field (Earth’s or derived from adjacent elements).
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Experimental Research on Misfire
Diagnosis Using the Instantaneous
Angular Speed Signal for Diesel Engine

Yu-hai He, Jian-guo Yang, Cheng’en Li and Fu-song Duan

Abstract Built a test bench for WP10.240 high-speed diesel engines, the normal
and misfire faults were simulated, the Top Dead Centers (TDC) signal and
Instantaneous Angular Speed (IAS) signal were measured; The IAS signals of the
diesel engine were processed by the period average, tooth average and smooth
handling methods, the IAS signals were analyzed in both conditions of normal
and single cylinder misfire, the feature parameters were abstracted, and the fault
diagnosis criteria using the IAS signal for misfire were obtained.

Keywords Misfire diagnosis � Instantaneous speed � Diesel engine

1 Introduction

As high-speed diesel engines are widely used as power plants in engineering
machines, generators and trucks, the high requirements of the safety and reliability
should be satisfied. Due to the complicated structure, various and serious working
conditions, and the long-term continuous operating of high-speed diesel engine, it is
easy to cause a economic loss and to put staff’s safety in danger once fault occurs.
With the fast development of the computer science and the information technology,
the diesel engines develop in the direction of automation and integration, and the
monitoring and diagnosis methods is improving better. Timely potential failure
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information of the diesel engine is monitored and the measures are taken. So the
safety and reliability of the diesel engine is improved and economy is assured.

Instantaneous speed is an important parameter to evaluate the power perfor-
mance, torque characteristics and reliability performance for the diesel engine.
During operation of the diesel engine, the dynamic performance of each cylinder is
basically the same. Although there are differences between instantaneous speed
fluctuations, this difference is always in a small range and presents some regularity.
However, when a cylinder fails, the engine power of each cylinder balance is
destroyed [1] and the instantaneous speed signal will be distorted, which can
determine the operating condition of the engine cylinder. Measurement of the
instantaneous speed signal is convenient, the sensor installation is simple, moni-
toring the instantaneous speed does not affect the normal operation, and it can
identify the faulty cylinder [2, 3], especially for online monitoring and diagnosis.

In the thesis, WP10-240 diesel engine selected as the research object, experi-
mental research on misfire diagnosis using the instantaneous angular speed signal
for diesel engine was carried out, the fault criteria of the instantaneous speed for
misfire is obtained.

2 The Measuring Principle of the Instantaneous Speed

The 360-degree crank angle (crank rotation one week) is divided into equal space
interval, which can be measured by the sensor to get the time-domain waveform of
every space interval. Calculating the elapsed time you can get the instantaneous
speed. Currently, the instantaneous speed measurement methods are mainly mag-
neto-electric method and photoelectric method [4]. In photoelectric method, for
example, a reflective tape is generally arranged on the shaft or flywheel, the pho-
toelectric encoder will convert optical signals into electrical signals, which is
usually a rectangular pulse. During operation of the engine, the photoelectric sensor
output pulse signals, and each pulse signal corresponds to one of the teeth on the
flywheel space interval. Shown in Fig. 1, the instantaneous speed corresponding to
current space interval is Vi.

mi ¼ 60 � fs
½z � ðpiþ2 � piÞ� ð1Þ

Ti

Pi Pi+2

Fig. 1 The measuring principle of the instantaneous speed
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Where fs is the sampling rate, z is the number of pulses per revolution, Pi is the
intersection between the original instantaneous speed and the zero line.

In Fig. 1, Pi and Pi+2 represent intersection between the original instantaneous
speed and the zero line. Ti is time interval of a period.

3 Fault Diagnosis Mechanism and Fault Feature Extraction

Through analysing the instantaneous speed waveforms of the four-stroke engine,
we can find there are two instantaneous speed peaks corresponding in each cylinder
working area. The first peak corresponds to the instantaneous speed’s inertia peak,
the second peak corresponds to the instantaneous speed’s work peak [4]. If a
cylinder’s work ability decreased because of the fault, the second instantaneous
speed peak is accordingly reduced, which can determine the type and extent of the
fault resulted in the power drop, and according to TDC signal, we can locate the
fault cylinder.

Instantaneous speed fluctuations is the result of gas pressure, reciprocating
inertia force and so on [5]. Analysed the waveform of instantaneous speed, the
speed difference is to be taken as a fault characteristic parameters. The difference
between the instantaneous speed’s work peak and the inertia peak, is defined as the
speed difference (Ins_Dif_Cyl.i) corresponding to i# cylinder. The speed difference
is calculated as follow formula, shown in Fig. 2.

Ins Dif Cyl:i ¼ Average:i2� Average:i1

Where: Average.i2 is the mean value of work peak around the NO. i# cylinder
within a certain crank angle; Average.i1 is the mean value of inertia peak around
the NO. i# cylinder within a certain crank angle.

Fig. 2 The speed difference
of NO. 3# cylinder under
normal operating conditions
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4 Data Processing

Since the structure and working characteristics of diesel engines, there will be
fluctuations in the operating state as the speed, load and other conditions change,the
instantaneous speed signal will fluctuate in the face of the same conditions. In order
to eliminate the random measurement error [6], and improve the accuracy of cal-
culation, the instantaneous speed curve would be more smooth and continuous
manner, it’s essential for instantaneous speed signal to signal process, such as tooth
average [7], multi-cycle average [8], and digital filtering [9].

Instantaneous speed signal processing was shown in Fig. 3. First, to measure the
instantaneous speed signal under normal operating conditions, and then measure the
instantaneous speed signal under fault condition (simulation). For comparative
analysis, it is necessary for average speed under fault condition to process, and so
its value equal to the average speed under the normal operating conditions, i.e., the
instantaneous speed signal waveform under fault condition will pan up and down.

5 Experimental Research on Misfire Diagnosis

5.1 The Object of Test

Based on the current laboratory conditions of School of Energy & Power Engi-
neering, Wuhan University of Technology, the WP10-240 diesel engine was chosen.
The details of the diesel engine are listed in Table 1.

Instantaneous speed signal

Determine the position of each 
cylinder and ignition sequence

Calculate the mean within 
a certain crank angle

Calculate the difference

The speed difference of 
instantaneous speed

TDC signal

The instantaneous speed 
waveform arranged in order 

according to ignition sequence

 Work peak and inertial peak 
of instantaneous speed

Fig. 3 Instantaneous speed
signal processing
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5.2 Artificial Faults of the Diesel Engines

The artificial faults created in Cyl.6 of WP10-240 diesel engine for testing are
specified in Table 2.

5.3 Working Conditions

The WP10-240 diesel engine worked at 2,100 r/min with no load. The diesel
engines will be tested at above case respectively.

5.4 The Location of Measuring Points

In order to acquire the basic parameters related to the condition of diesel engine,
many signals have been measured, such as TDC, crank angle etc. and the speed
sensor is selected the optical encoder(1,024 pules per cycle, DC5 V). According to
the acquisition system setup, the locations of the measuring points for WP10-240
diesel engine were shown as Fig. 4 and Fig. 5.

Table 1 WP10-240 diesel engine parameters

Cylinder number 6 Firing order 1–5–3–6–2–4

Cylinder bore 126 mm Piston stroke 130 mm

Rated power 175 kW Rated speed 2,200 r/min

Maximum torque 1,000 N·m Compression Ratio 17:1

Table 2 artificial faults Test no. Simulation of fault type

1 Normal

2 Cly. 1 misfire

3 Cly. 2 misfire

4 Cly. 3 misfire

5 Cly. 4 misfire

6 Cly. 5 misfire

7 Cly. 6 misfire
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Fig. 4 The location of TDC
measuring points

Fig. 5 The location of optical
encoder measuring point
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6 Test Results

The single-cylinder misfire fault simulation tests have been done in WP10.240
diesel engine, the instantaneous speed signals have been acquired, and compared
with the normal working conditions, the test results are shown in Figs. 6, 7, 8, 9, 10
and 11.

The difference of speed difference between single-cylinder misfire condition and
normal condition is shown in the following Table 3.

Fig. 6 The instantaneous
speed comparison between
normal condition and 1#
misfire fault

Fig. 7 The instantaneous
speed comparison between
normal condition and 2#
misfire fault

Fig. 8 The instantaneous
speed comparison between
normal condition and 3#
misfire fault
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From the above figures of the instantaneous speed waveform and table of speed
difference, it shows when a cylinder misfired, compared with the normal working
conditions, its work peak of instantaneous speed would reduce and inertial peak of
instantaneous speed would increase, while the other cylinders did not change sig-
nificantly. In this experiment, the cylinder which speed difference is absolute
minimum may have misfired. Therefore, the speed difference of instantaneous
speed can be used to monitor and diagnose whether a cylinder misfired, which can
be judged using the following criteria:

Fig. 9 The instantaneous
speed comparison between
normal condition and 4#
misfire fault

Fig. 10 The instantaneous
speed comparison between
normal condition and 5#
misfire fault

Fig. 11 The instantaneous
speed comparison between
normal condition and 6#
misfire fault
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(1) The speed difference is absolute minimum;
(2) The speed difference is less than or equal −3.5 r/min.

7 Conclusion

It is practicable for instantaneous speed method to diagnose single-cylinder misfire
fault. The cylinder misfire fault will influence the engine’s work ability, such as
reducing the work peak of instantaneous speed. Speed difference can be used to
describe and judge the instantaneous speed fluctuation.
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Design and Implementation of Integrated
Monitoring and Diagnosis System
for Marine Diesel Engine

Nao Hu, Jianguo Yang and Yonghua Yu

Abstract Marine diesel engine is the main power source of ship. Its safety and
reliability can be improved by monitoring and diagnosing engine’s running status.
A kind of Integrated multi-method multi-parameter Monitoring and Diagnosis
(IMD) system for marine diesel engine is presented in the paper for the purpose of
meeting the application in real ship environment. Test and information technology
are fully reflected in the design of IMD system which can monitor the running
status and diagnose a variety of common faults of marine diesel engine. IMD
system contains six sub-monitoring systems which are Thermal Parameter Moni-
toring (TPM) system, Instantaneous Speed Monitoring (ISM) system, Cylinder
Pressure Monitoring (CPM) system, Shaft Power Monitoring (SPM) system, Valve
Leakage Monitoring (VLM) system and Piston Ring Monitoring (PRM) system.

Keywords Marine diesel engine � Integrated monitoring and diagnosis (IMD)
system

1 Introduction

The marine diesel engine is the main power source of a ship. Once it break down, it
would bring huge threaten to the ship and cause detrimental effect on the ship’s
operational efficiency since it has complex structure, interactional components and
works in a severe circumstance. Therefore, it is imperative to research on the
monitoring and diagnosis system which can master the engine’s running states to
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avoid the tremendous accident. There are some sorts of foreign monitoring and
diagnosis systems such as MAN B&W Company CoCos-EDS system, EUB
research Institute EUB-CDS system, Kyma Company Kyma Diesel Analyzer sys-
tem and so on are now available in the market. These systems are mature in
technology but have downsides of high prices. The domestic ones have defect of
single-function, they can diagnose a certain fault without locating it precisely. Thus
it takes a long period to troubleshooting. An integrated monitoring and diagnosis
system for marine diesel engine is on researching to solve the problems above.
Except the combination of software and hardware, the automatic test technology
and computer information technology are fully used in the design, which allows it
to fusion analysis and process a variety of faults together to realize the monitoring
and diagnosis of marine diesel engine in all aspects.

2 Integrated Monitoring and Diagnosis Principle

2.1 Thermal Parameter Monitoring and Diagnosis Principle

Thermo parameter method uses engine working medium and engine operational
parameters to monitor and diagnose engine components or the whole engine’s
working conditions. Engine working medium include air, combustion gas, lubri-
cating oil and engine coolant, etc. the working conditions and status of lubricating
oil, fuel oil, coolant, inlet air and exhaust, turbocharger system affect directly or
indirectly the engine combustion temperature, pressure, power output and effi-
ciency. Thus, the working condition and status of engine components and systems
can be monitored and analysed through the thermo parameters of an engine. As the
development of digitization and information technology, those engine thermo-
parameters nowadays can be measured and monitored by sensors installed on the
engine. Therefore, online monitoring and diagnosis of engine faults is practical
now.

Figure 1 shows the logics of thermo-parameters method. A, B, C and F are
defined as set functions, where A ¼ fa1; a2; a3; . . .; ang represents measurement
parameters; B ¼ b0 ¼ 0; b1¼ 1f g is type of diagnosis. When B ¼ 0, it indicates
direct diagnosis, is able to reflect a fault directly. When B ¼ 1, it represents indirect
diagnosis, requiring an integration of several parameters to diagnose faults; C ¼
fc1; c2; c3; . . .; cmg represents fault characteristics; F ¼ ff1; f2; f3; . . .; fkg is iden-
tification of faults set which is corresponding to a single parameter or multiple
parameters.
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2.2 Instantaneous Speed Monitoring and Diagnosis Principle

From diesel engine working principles, the change of engine instantaneous speed is
mainly due to the resultant force of cylinder gas force, engine reciprocating force
and the total shaft torque, thus, for a multiple-cylinder engine [1], there is,

I0 þ
Xn

i¼1

mR2f1ðhiÞ
" #

d _h
dh

x ¼
Xn

i¼1

piAR� mx2R2f2ðhiÞ
� �

f1ðhiÞ ð1Þ

where, θ is engine crankshaft angle; pi represents cylinder pressure; A is piston
cross-section area; R is radius of crankshaft; I0 is the moment of inertia of shaft and
fly wheel; _h ¼ x is shaft instantaneous angular speed (IAS); m represents the
reciprocating mass; λ is ratio of crank radius to connecting rod length; n is number
of cylinder.

ai
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Alarm?Data
integration

Alarm?

Normal

fi

Normal

If correlative Fault
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ci cj
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Yes
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Fig. 1 Principle of thermo-parameter method
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f1ðhÞ ¼ sin hþ k sin 2h

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2sin2h

p ; ð2Þ

f2ðhÞ ¼ cos hþ k cos 2hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2sin2h

p þ k3 sin2 2h

4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2sin2h
� �3q ; ð3Þ

Instantaneous speed ω is mainly relative to cylinder pressure. Speed fluctuation
reflects the working balance in an engine working cycle and is sensitive to the faults
which result in working ability decline. Therefore, diesel engine running state can
be monitored online by researching on instantaneous speed and its fluctuation rate.

2.3 Cylinder Pressure Monitoring and Diagnosis Principle

The cylinder pressure of diesel engine contains a wealth of information related
to the engine performance, it can reflect the diesel engine cycle working conditions.
The area of cylinder pressure stands for how much work it does in a work
cycle. The inner cylinder combustion process, heat release rate, heat transfer
between gas and cylinder wall, inhale and exhale process and fault information can
be researched through cylinder pressure. For example, the peak cylinder pressure
can reflect injection timing and the quality of air and fuel mixing; the reasons for a
reduced compression pressure may be due to gas leaking, insufficient of inlet air or
valve leaking; a fluctuation in the peak pressure on an indicating diagram may
be caused by a blockage of injection nozzle or other problems associated with
nozzle [2, 3].

2.4 Shaft Power Monitoring and Diagnosis Principle

Torsion would occur when the marine shafting system is running with load. Torque
and power can be calculated through measuring the torsion extent of shafting
system. The running state of marine shafting system contains much healthy
information. The matching relationship between the ship, engine and propeller can
be mastered via measuring the shaft power in a variety of working conditions.
When it is bad, engine can’t reach the rated power or run over load heavily. It will
affect ship’s general energy efficiency and power plant reliability greatly. The
operating efficiency, condition and performance of ship can also be estimated by
shaft power, which provides proofs for the fault diagnosis of diesel engine.
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2.5 Air Valve Leakage Monitoring and Diagnosis Principle

When the diesel engine’s cylinder head is knocked by air valve, it radiates acoustic
emission signal, which reflects elastic wave feature of cylinder head material after
impacted. The common faults such as air valve leakage and abnormal air valve
interval would lead to the acoustic signal generated by cylinder head changes with
cylinder head impact force. Its frequency varies from several Hz to hundreds Hz. It
is proved that acoustic signal contains abundant information and can be easily used
in the situation of monitoring air valve condition [4].

2.6 Piston Ring Wear Monitoring and Diagnosis Principle

Contact free magneto-resistive sensors are used for measuring the wear of piston
ring. Wear occurs due to the friction between piston ring and cylinder liner when
the engine is running. Characteristic parameter value output of magneto-resistive
sensor changes with the magnetic field intensity which is decided by wear extent
when piston ring goes through magneto-resistive sensors. Base on output charac-
teristic parameter value, wear extent can be estimated, so as to monitor piston ring
state and make maintenance advice.

3 Integrated Diagnosis Model and Strategy Design

There are many sorts of monitoring and diagnosis methods for marine diesel
engine. Each method has its adaption and limitation. How to make full use of their
merits and avoid their downsides is the key problem. TPM monitors a variety of
parameters, which have features of good qualities and wide scope. But it has some
defects such as thermal parameter can easily be affected by the interactions among
cylinders and can’t be used for recognize engine state when many different kinds of
faults occur at the same time. IPM method is convenient to use. Its signal can be
easily measured and fault criterion has Strong Commonality. However, its measure
precision is influenced greatly by flywheel tooth indexing accuracy and sensor
sampling frequency. Although it reflects the fault information, it can’t diagnose out
the reasons which cause the decline of cylinder power output. CPM plays an
important role in researching the combustion process, combustion release rate and
etc. However, because of the hostile working circumstance inside cylinder, CPM
method measurement can’t be continuous monitoring for a long time. SPM can
monitor torque and power output of diesel engine on line in a long period, but it
only can appraise the diesel’s overall condition without figure out the reasons. VLM
use acoustic emission signal to monitor the state of air valve. Acoustic emission
signal can be recognized in an early stage of material damage. According to its
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features and intensity, not only its source present state can be inferred, but also its
history can be revealed and growing trend can be predicted. In an actual monitoring
situation, there are many disturbs in acoustic emission signal due to the complex
surroundings, which will leads to some misjudges. PRM use contact-free magneto-
resistive sensors to measure the wear state of piston ring. This method has an
inconvenience that it has to punching a hole on cylinder wall to install the sensors.
The hole usually on the position where influence least to the tightness of com-
bustion chamber.

From what have discussed above, select the proper monitoring and diagnosis
methods to be adopted together according to the demand of real marine diesel
engine can make a more precise judge of faults so as to improve ship economy and
safety.

3.1 Integrated Monitoring and Diagnosis Strategy

Integrated monitoring and diagnosis system strategy is shown in Fig. 2.
IMD system adopts modular mounting and using style, integrates with off-line

and on-line means to realize integrating diagnosis. The detail flow path is as fol-
lows: when engine works in a stable condition, in the first place, TPM,IPM and
SPM methods are used for monitoring the whole engine’s running state. To be more
precise, TPM method monitors some components of engine and running condition
of system; ISM method monitors and diagnoses diesel engine’s dynamic balance
while SPM method monitors the change of engine power output in real time. If
faults were detected, CPM method is used for doing further diagnosis. It needs to
measure a certain cylinder or all cylinders to locate the fault positions precisely. In
order to reduce maintenance cost, VLM method and PRM method can be adopted.
VLM method appraises each exhaust valve’ state and provide diagnosis suggestion.
PRM method estimates each piston ring in cylinder and thus used as basis for
maintenance. All monitoring and diagnosis results are saved to database and
managed efficiently.

4 Integrated Monitoring and Diagnosis System Structure
Design

4.1 Hardware Design

Integrated monitoring and diagnosis system combines computer networks and
database management technology. Its overall structure is shown in Fig. 3. It is
mainly consist of engine room part and central control room part.
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(1) Devices in engine room

A. Sensors: 2 magneto-electric speed sensors, which are used for measuring
Top Dead Central (TDC) signal and Crankshaft Position (CKP) signal,
shown as ① and ② in Fig. 2; Each cylinder has a magneto-resistive sensor
used for piston ring monitoring, shown as ③. A cylinder pressure sensor is
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shown as ④. An acoustic emission sensor is shown as ⑤; Two couples of
magneto-resistive sensors used for shaft power measuring are shown as⑥.

B. Other devices: A TDC and CKP signal conditioning module⑦ is mounted
beside the diesel engine. It is used for changing sine wave signals outputted
by two magneto-electric speed sensors into TTL pulse signals. The por-
table cylinder pressure measurement controller ⑩ is used for obtaining
cylinder pressure signal in equal crank shaft interval and doing data pro-
cess. Data is transmitted to industrial computer in central control room. The
cylinder pressure acquisition system and associating sensor and cables are
disconnected and stored after the measurement of cylinder pressure in
connection box ⑧ nearby engine. The same rule is suitable to acoustic
emission controller and its associating sensor and cables. Torque signal
conditioning box ⑪ is used for conditioning the outputs of magneto-
resistive sensors in order to meet the demand of AD card.

(2) Devices in central control room

Connection box ⑫ contains wire connector and DC module, which are used for
integrating signals from engine room. Industrial computer ⑭ contains Ethernet
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communication card used for obtaining thermal parameter and high performance
data acquisition card used for measuring instantaneous speed signal, shaft power
signal and acoustic emission signal. Besides that, a RS485 communication card is
used for gathering cylinder pressure data.

4.2 Software Design

4.2.1 TPM Module

Thermal parameters are acquired via the engine room alarm systems normally
transmitted with a series port connection or an Ethernet connection. Thermal
parameter diagnosis is mainly according to diesel engine manual. Engine state can
be judged and alarm can be generated via lube oil pressure and temperature, exhaust
temperature, speed and etc.

4.2.2 ISM Module

Applying a PCI-7833R data collection card of a field-programmable gate array
(FPGA), the IAS module measures the crankshaft angle pulse periodically to cal-
culate the engine IAS according to Eq. 2. If the total number of tooth on fly wheel is
Z, the engine IAS ni can be expressed as,

ni � �ni ¼ Du
Ti

g
60
360

¼ Du
6Ti

¼ 360
Z

g
1
6Ti

¼ 60
ZTi

ð4Þ

where Ti is TTL pulse period (s), Z is the total number of teeth on fly wheel, Δφ is
the crank angle (deg) corresponding to Ti. The measured data needs to be processed
by digital filtering and cycle averaging before the calculation of the instantaneous
angle speed is conducted.

Instantaneous speed fluctuation rate e is adopted as criterion which is:

e ¼ v� �v
�v

� 100 ð5Þ

In formula: v stands for instantaneous speed, �v is average speed.
Instantaneous speed fluctuation reflects on the deviation of instantaneous speed

and average speed. Its absolute value is meaningless. When a certain cylinder has
oil leak fault, instantaneous speed fluctuation rate e declines distinctly. Based on
that, instantaneous speed fluctuation rate e is used as characteristic parameter to
judge the fault of cylinder and find the fault cylinder number according to fire-order.

Design and Implementation of Integrated Monitoring … 655



4.2.3 CPM Module

The module processes the measured TDC and cylinder pressure data by averaging
the data of multiple cycles, data shifting to make the crankshaft signal with an equal-
interval and data smoothing. Combined with engine structure data, the module
evaluates engine performance by a synthetic analysis of the engine indicating
pressure, compression pressure, expansion pressure, pressure increment, peak
combustion pressure and indicating power calculated from the P − φ diagram [5].

Module of indicating diagram diagnosis: The measured indicating diagram is
analyzed off-line by comparing with a troubleshooting list. At the same time, the
analysis also incorporates with the measured thermal parameters. The following
criteria have been used in identifying the faults: pm—max. peak combustion
pressure, it reflects the quality of air and fuel mixing and the correctness of injection
timing; pd—pressure at 5° before top dead center (BTDC), indicating the ignition
timing; pc—compression pressure, it can be used for identify problems associated
with gas leaking; V-pm—mean square deviation of pressure from 5° BTDC to 5°
ATDC, it can show the pressure fluctuation at top of the indicating diagram; Tr—
exhaust temperature, reflecting the slope of expansion line and post combustion
phenomena. This module is able to identify some common faults by comparing the
measured data with a model data base.

4.2.4 SPM Module

A couple of magnetic steel belts of same distribution are mounted at two sides of
drive shaft. Magnetic steel belts rotate with drive shaft and the frequency of
magneto-resistive sensor output changes with speed. Signal phase relationship is
constant in two measure points and only affected by the relative installation position
of magnets and magneto-resistive sensors. In another word, the initial h0 is a
constant value. Drive shaft transforms due to torsion when engine is working with
load. Measure the relative torsion angle h between point A and point B. Its torsion
angle is Dh ¼ h� h0. From formula (6) we can know that torque can be calculated
via Dh. Combined with speed calculated through point A or point B, shaft power
can be obtained.

T ¼ GðD4 � d4Þ
584L

� ðh� h0Þ ð6Þ

According to the torque and speed, shaft power P can be calculated:

P ¼ T � n
9550

ð7Þ
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In formula, θ0 is initial phase angle (°), θ0 is initial phase angle (°), D is shaft
external diameter (m), d is shaft inner diameter (m), L is the distance between two
belts section(m), T is torque (N.m), P is shaft power(kW), n is speed (r/min).

FPGA board card PCI-7853R is used for measuring the signals of two couples of
magneto-resistive sensors. Before collecting data, zero setting must be done. Phase
difference method is adopted to extract time difference of two couples of sensors
output. Base on principle above, the engine output power is monitored and recorded
on line in real time. Combined with history data, it can analyze fault development
trend.

4.2.5 VLM Module

FPGA board card PCI-7853R is used for measuring and analyzing the leakage of air
valve. When acoustic emission signal are collected, time domain analysis and
wavelet packet analysis methods are used for analyzing and processing it. Time
domain analysis method obtains information of acoustic emission source through
the parameters of acoustic emission sensor output. Its characteristic parameters
include peak to peak value, RMS value, ring numbers, event count and energy. As a
general rule, diesel engine fault can be diagnosed via comparison of acoustic
emission signals in normal state and in fault state. But sometimes many kinds of
fault signals superposition, which will impede the fault diagnosis via acoustic
emission. Because acoustic emission signal has features of high time and space
resolution and wide frequency band. Wavelet packet decomposition is adopted to
do the multi-level classification of signal. High-frequency signal is decomposed
to each frequency band so as to extract and analyze the signal including fault
characters [6, 7].

4.2.6 PRM Module

FPGA board card PCI-7853R is used for monitoring piston ring signal of each
cylinder. Time domain analysis method is adopted to analyze collected data. Sensor
output signal amplitude has a corresponding relative with piston ring wear.
Thereby, its amplitude can be used as characteristic parameter of piston ring wear.
Data process is divided into two steps. First, signal population mean is removed by
DC component de-mean; second, magnetic field shift is eliminated via filtering. In
order to reduce random error, piston ring wear signal during 0°CA–180°CA in a
work cycle is chose to do equal crank angle process. The data processed is stored
into data base for the purpose of analyzing piston ring wear trend.
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4.2.7 Display and Print Module

The main screen displays engine running state, diagnosis results and alarms. TPM
module displays thermal parameter values and alarms. ISM module displays the
speed fluctuation rate and maximum speed deviation. CPM module displays the
main performance parameters of each cylinder in list and histogram comparison,
and also P–V, P − φ diagrams. SPM module displays the output power of marine
propelling engine and analyzes the trend development by comparing to history data.
VLM module indicates air valves working conditions while PRM module displays
piston ring signals and history data comparison. The results can be reported in a
word file for crew to check and fill except TPM module. Software overall structure
design is shown in Fig. 4.

4.2.8 Database Module

Based on the overall consideration of store and query efficiency, data size and
operating stability, SQL2000 platform is adopted. It realizes data store and analysis
via establishing basis information table, measurement data table, diagnosis state
table, criterion table and etc. Data management method is divided into normal state
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and fault state. Temporary data form and historical data form are used during data
management. Temporary form only saves data in 2 h where data was written
automatically every 15 min and managed in the way first in first out.

5 Conclusion

1. The diagnosis strategy is designed while marine diesel engine fault recognition
rate and trouble-shooting accuracy are improved efficiently with multi-parameter
multi-method integrating technology, virtual instruments technology and data
base management technology.

2. Modular Design is used in every monitoring system, which has Strong adapt-
ability and flexibility and can be optional selected according to monitoring and
diagnosis demand of a variety of marine diesel engines.

3. The integrated monitoring and diagnosis structure is designed in detail. The
feasible plan of applying to real ship is analyzed. It can monitor the fault of
engine in time and improve ship operating economy.
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Universal Wireless System for Bridge
Health Monitoring

Mehdi Kalantari Khandani, Farshad Ahdi, Amirhossein Mirbagheri,
Richard Connolly, Douglas Brown, Duane Darr, Jeffrey Morse
and Bernard Laskowski

Abstract Since August 2010, Resensys wireless SenSpot tilt and strain sensors
were deployed to monitor a highway bridge in Maryland. Similar installations were
performed in bridges in the US, Canada, and Indonesia. Signal analyses concluded
important observations about the response of the bridge bearings to change of
temperature. In some instances, the change in the strain exceeded 30 microstrains,
e.g., due to the bridge rehabilitation work. The decision parameters about the state
of a structure were fused to produce the structural integrity knowledge to be used
for predictive diagnostics. Using this method, the monitoring system can predict
rupture, crack, yielding or generally any signals before the collapse of a structure or
any member damage before it happens. Finally, Resensys is working with Anal-
atom, Inc, and other third-party OEMs in the development of an Onboard SHM
Data Aggregator Module (OSDAM) platform to manage and control access to
multiple SHM Sensor Systems.

1 Introduction

Deterioration of critical infrastructure—such as bridges, pipelines, buildings, and
railways—is a common, yet complex problem. Currently, manual expert inspection
is the most common practice used to monitor the structural integrity of bridges and
other civil infrastructures. However, manual inspections have proven to be insuf-
ficient to ensuring safety. Such inspections do not provide enough information to
prevent catastrophic failures. In the US only, the magnitude of the bridge safety
problem has been highlighted by the Federal Highway Administration, which
determined that 71,429 bridges in the United States are rated as structurally defi-
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cient [1, 2]—the same rating assigned to the Minneapolis I-35 W Bridge before its
collapse [3]. The global scale of this problem is significantly larger.

Beyond manual inspections, other existing techniques for structural health
monitoring suffer from non-scalability due to the high cost of instrumentation
devices, large installation costs (e.g., due to wiring needs), or high maintenance
costs. To ensure public safety and the continuous serviceability of bridges and other
infrastructure systems, it is imperative to develop cost effective, easy to use, and
reliable technologies that regularly assess their structural health and integrity.

2 Structural Health Monitoring Using SenSpot Sensors

To protect highway bridges and other high values structures, Resensys offers a
solution that combines a number of recent and emerging technologies—micro-
structured sensing, ultra-low-power wireless communication, and advanced
microelectronics—into a novel, small, and light-weight wireless device known as
SenSpot [4]. The SenSpot sensors offer high performance for large-scale sensing,
wireless synchronization, and ultra-low-power wireless communication. Due to
their small size and light weight, Resensys’s SenSpot sensors can be applied easily
to as many points on a structure as needed, with minimal installation effort.
Additionally, the sensors are self-calibrated and execute self-diagnostics if neces-
sary within a few seconds.

The SenSpot sensor is powered using a prime lithium-ion battery that is designed
to supply the required energy. In most applications, such as the long-term moni-
toring of structures that do not need frequent sampling, the sensor is designed to
work for several years (typically up to 20 years), due to ultra-low-power energy
consumption. The device uses Resensys’s proprietary sensing, synchronization, and
ultra-low-power wireless communication technology. A picture of a conventional
SenSpot installed on a bridge bearing is shown on the right of Fig. 1. In this
installation, the sensor reports the vibration, inclination, and strain of a bridge
bearing, and monitors changes in these parameters as the bridge expands or con-
tracts in response to temperature variations.

Resensys SenSpot sensors have a number of unique features that significantly
distinguish them from existing solutions for structural collapse prediction.

These features include:

Fast and easy installation: SenSpot sensors are very lightweight (40–50 g) and
small size.
Low cost: The sensors are low cost (in volume, $40–50 per device); the low
cost, combined with the ease of installation, enables their large scale use.
Long lifetime: Resensys’s proprietary ultra-low-power sensing and wireless
communication technology enables SenSpots to operate for relatively long time
(up to 20 years).
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Strong software tools: Resensys offers a complete solution: not only the
SenSpot sensors but also the base display unit which can be attached to hand-
held devices for interoperability. Also, a powerful software package analyzes
the data to predict structure collapse time and display the results to incident
commanders in real-time.

Currently, SenSpot sensors offer a variety of features that meet the needs for
monitoring bridges: strain, tilt, inclination, moisture and humidity, vibration, tem-
perature, pressure, instantaneous displacement, maximum/minimum displacement,
crack activity, deformation, etc. A number of these SenSpot sensors are shown in
Fig. 2.

In addition to the SenSpot sensors, a complete Resensys structural health
monitoring system includes software and hardware components for (1) reliable
collection of SenSpot data, (2) aggregation of data, (3) addition of timestamps, (4)
communication of data to a remote server, and, finally, (5) data visualization and the
identification of structural issues. (More details about the Resensys solution is
provided in Sect. 4, Related Research/Research and Development).

In addition to the SenSpot sensors, a complete bridge health monitoring system
based in the proposed approach includes software and hardware components for (1)
reliable collection of SenSpot data, (2) aggregation of data, (3) adding timestamps,
(4) communicating the data to a remote server, and, finally, (5) visualizing the data
and detecting structural issues. Figure 3 shows a picture of a practical structural
health monitoring system, which includes the following components:

Fig. 1 Resensys SenSpot (left) and installed sensor on a bridge bearing (right) for tilt and loading
monitoring
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SenSpot sensors attached to structure (average 10–100 per bridge, depending on
design and monitoring needs).
A data collector (known as SeniMax), which collects data on site of SenSpot
and sends it to a remote server (1 per bridge).
Software (known as SenScope) that analyzes data and generates alerts.

3 Bridge Monitoring Case Studies

SenSpot tilt sensors can gather changes in the tilt of the bearing by angles as small
as 12 arc s (or approximately 0.003°). Tilt changes happen as a result of daily
temperature variations. Such changes can be monitored by the installed tilt sensors.
The installed tilt sensor on a rocker bearing is shown in Fig. 4.

The tilt data gathered by the sensor is wirelessly transmitted to a wireless data
collector (SeniMax) at the bridge, which in turn transmits data wirelessly to a remote
server for processing, visualization, and archiving. Installation is straightforward,
and for best performance, it is recommended to install the sensors on the side of
bearing as shown in Fig. 4. Figure 5 shows a bearing’s tilt readout provided by the
installed SenSpot during 24-h period from July 28th 2011 until July 29th 2011. As
shown in the figure, the SenSpot reported tilt measurements ranging from 1.70 to
2.45°. In other words, the change in tilt of the bearing was 2.45−1.70 = 0.75°.

In this case, the theoretical tilt change can be calculated by considering the
temperature variation of the mentioned day. During this 24-h period, the minimum
temperature was 69 °F and the maximum was 89 °F. Therefore, the variation of the
temperature that day was 20 °F.

Fig. 2 Left to right: Samples
Resensys SenSpots sensors
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The main words in all headings (even run-in headings) begin with a capital letter.
Articles, conjunctions and prepositions are the only words which should begin with
a lower case letter.

Figure 6 shows the drawing of the rocker bearings on the bridge (from bridge
design sheets). To calculate the dependence of the tilt of the bearing on the tem-
perature, we use the following data:

Fig. 3 Illustration of a complete bridge health monitoring system based on SenSpot sensors

Fig. 4 Wireless tilt sensor on
a rocker bearing of a highway
bridge
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R The radius of the bearing = 1′ 6″ = 18″ = 0.4572 m (shown in Fig. 6)
D the expandable portion of bridge deck = 150′ = 45.75 m
λ Thermal expansion coefficient of the bridge: 12 × 10−6

Therefore, per degree Celsius change of temperature, the change in the expandable
portion of the bridge is:

DL ¼ k� D ¼ 12� 10� 6� 45:75 ¼ 0:00055 m ¼ 0:55 mm:

As a result, the change in the tilt per degree Celsius is:

Dh ¼ tg� 1 DL=Rð Þ ¼ tg� 1 0:55 mm=0:4572 mð Þ ¼ 0:0012 radian ¼ 0:068�

¼ 248 arc s:

In other words, the theoretical change in tilt of the rocker bearing per degree
Celsius is 0.068°, which is equivalent to 248 arc s. Equivalently, the amount of
change in the tilt of the bearing per degree Fahrenheit can be calculated by dividing
the above numbers by 8. Therefore, the theoretical change is 0.038° or 139 s per
degree Fahrenheit. As a result, the theoretical tilt change is calculated to be 139 s
change per degree Fahrenheit. Therefore, the theoretical change in tilt is calculated
as: 139 × 20 = 2780 arc s.

To summarize, the theoretical and measured tilt can be compared as follows:

The measured tilt variation using SenSpot: 2734 s = 0.7594°.
The theoretical tilt variation: 2780 s = 0.7722°.
Error: 46/2780 = 1.6 %.

Fig. 5 Bearings tilt variation during 24-h period
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3.1 Bearing Change Versus Temperature

As an interesting observation, the graph in Fig. 7 shows the tilt of bearing versus
temperature reported by the SenSpot sensor on the bearing during a 3-week period
(from March 20, 2012 until April 9, 2012). The green graph in the figure shows tilt
while the purple graph shows the deck’s temperature measured by a different
SenSpot. As shown in the picture, the change in temperature of deck affects the tilt
of the bearing. An increase in the deck’s temperature results in a decrease in tilt, and
conversely decreasing temperature of the deck increases the tilt. The shown
behavior indicates a healthy behavior of the bearing. As an interesting observation,
the temperature of the deck during this time period was reported to be around
78–25 = 53 °F; therefore, the expected change in the bearings tilt should be
53 °F × 139 s/ °F = 7367 s = 2.04°. This expected change is consistent with the
readout of the SenSpot, which reported approximately 2° of change in the bearing
tilt (from −1.0° to +1.0°) as can be seen in Fig. 7.

3.2 SenSpot for Strain Measurement on Bridge Deck

In this case, we study measurement of strain using the Resensys SenSpot on a
bridge deck. The installed SenSpot is shown in Fig. 8. Due to rehabilitation work,
there were numerous instances where the sensor detected sudden shifts or increases

Fig. 6 The schematic of
rocker bearings, per design
sheets of the bridge
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Fig. 7 A 3-week trace of bearing tilt measured by SenSpot versus temperature

Fig. 8 SenSpot under the
deck of the Bridge
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in strain readouts. In some instances, the change in the strain some exceeded 30
microstrains, which, under general conditions, could be a sign of significant
structural change. However, all of the changes were revealed to have been caused
by the rehabilitation work, such as the presence of heavy machinery on the bridge
the placing of a large portion of concrete deck in median area (which was detected
as a significant strain shift on October 31st 2011).

As one particular example of detection by the system, Fig. 9 shows an instance
in which a steady increase in strain readout (by approximately 30 microstrains) was
detected between Tuesday January 24th 2012 at 14:06 and Wednesday January
25th 2012 at 07:02. Generally, such an increase is an indication of severe change in
loading pattern. In this case, it was confirmed that the increase in strain was due to
the presence of heavy machinery on the bridge deck (as shown in the photo) during
the mentioned hours. By using SenSpot data, the system detected many other events
similar to this one, and all were verified with ground truth data.

Fig. 9 SenSpot under bridge detects a sudden increase on 1/24/2012. The confirmed cause of
increase was operation of heavy bridge rehabilitation machinery on the bridge deck
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4 Interoperability and Open Interface with Other SHM
Systems

Flexible and universal access to structural health monitoring (SHM) data is
important requirement of remote monitoring system. To achieve this goal, Resensys
has been working with Analatom, Inc. and other third-party OEMs in the devel-
opment of an Onboard SHM Data Aggregator Module (OSDAM) platform to
manage and control access to multiple SHM Sensor Systems. OSDAM contains
RS-485 and RS-232 wired serial interfaces combined with a dynamic, adaptive
low-power ZigBee compatible wireless interface allowing its intelligent controller
to coordinate, collect, and integrate multiple independent SHM sensor data streams
[5]. Dynamic adaptive ZigBee interfacing provides OSDAM the unique capability
to communicate with any ZigBee wireless sensor Personal Area Network (PAN)
supporting the ZigBee PRO standard; thereby, enabling inter-PAN data transfer
between independent ZigBee networks—a feature currently not supported by
ZigBee standards. An example of an OSDAM in proximity to the SHM sensor
systems is provided in Fig. 10. In this configuration, the OSDAM unifies the data
streams for each SHM sensor system and distributes it to a local data recorder or
ground station using a ZigBee wireless interface. The OSDAM connects the host to
multiple SHM systems (up to 16 in total). To achieve this, a set of commands and
responses are sent between the host and OSDAM and relayed through a set of
commands sent between the OSDAM and SHM system. A common API was
developed to communicate between the OSDAM and each SHM system to initiate
remote data logging, real-time data logging, data download, and retrieve the system
status. An example showing an Analatom AN110 SHM system connected wire-
lessly to a base station via an OSDAM is shown in Fig. 11.

Fig. 10 Block diagram of OSDAM in proximity to the SHM sensor systems
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5 Conclusion

SenSpot sensors provide a wireless, easy to use, cost effective, and reliable solution
for health monitoring of bridges and similar structures. The evaluation of SenSpot
sensors on highway bridges showed that the devices provide a very good accuracy,
a high reliability, and a good consistency in monitoring correct operation of bridge
rocker bearings and loading on the bridges structural components. In addition to tilt
and strain monitoring, other variations of SenSpot are available to monitor quan-
tities such as moisture and humidity, vibration, temperature, pressure, instantaneous
displacement, maximum/minimum displacement, crack activity, deformation, etc.
SenSpot sensors and complete bridge health monitoring based on them are com-
mercially available through Resensys LLC (www.resensys.com).
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Corrosion Detection on Buried
Transmission Pipelines with Micro-Linear
Polarization Resistance Sensors

Richard J. Connolly, Douglas Brown, Duane Darr, Jeffrey Morse
and Bernard Laskowski

Abstract This paper presents an experiment adapting linear polarization resis-
tance-based corrosion sensors, originally developed for aerospace applications, to
measure the corrosion rate of API 5L ERW grade-B steel natural gas line pipe using
micro-sized linear polarization resistance (µLPR) sensors made from the same alloy
and grade steel. Sensors were installed under a 15 mil coating of fusion-bonded
epoxy, at various proximities to a 1/8 inch defect introduced at a weld joint and
along the pipe seam. After sensor installation the pipe was buried in an controlled
environment with soil amended to a pH of five. This environment was held at a
temperature above 35 °C while soil moisture content was modulated between wet
and dry cycles, each lasting 7 days. LPR and environmental measurements were
sampled at 5 min intervals. Post processing was performed to convert the LPR
measurements to a surface-loss. Comparisons made in the data showed API 5L
ERW grade-B steel natural gas pipelines were highly susceptible to corrosion along
the seam, with all sensors showing activity in this region early in the experiment.
Sensors adjacent to a weld joint began to display evidence of corrosion more
slowly. These results verify the ability of µLPR sensors to measure corrosion
activity under protective coatings in underground environments.

Keywords Corrosion � Diagnostics � Health management � Linear polarization
resistance
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1 Introduction

Degradation of natural gas pipelines can result in costly maintenance and repairs, in
addition to the presence of potential safety hazards. As such, there is a need to
develop technologies in areas such as damage prevention, pipeline integrity, leak
detection, and plastic pipe innovations. An efficient way to extend the life and lower
maintenance costs associated with natural gas pipelines is to detect surface coating
defects by measuring surface loss rates on corrosion sensors placed under coatings.
Analatom, a structural health monitoring (SHM) company, has developed an
innovative corrosion sensor system providing a holistic solution for monitoring
high value structures. This system is low-cost, simple to install, and uses an easy to
operate interface. It is built around a low-powered generic interface node capable of
wirelessly communicating with a myriad of common SHM sensors. In this manner,
structures can be fitted with sensors in any desired or designated location and
format without the need for expensive communications and complex to route power
lines.

The presence of oxidation reactions on natural gas pipelines requires corrosive
species gain access to metal surfaces through protective organic coatings. Access to
metal surfaces occurs through coating defects, such a mechanical damage or
through erosion of protective coatings. This corrosion spreads to consume adjacent
metals, where coatings remain intact. The mechanism responsible for this corrosive
activity is diffusion of electrolytes, oxygen, and water molecules along the metal-
coating boundary [1, 2]. This concentration driven process transports corrosive
species along the interface causing surface metal loss and further separation of the
organic coating. This process represents a significant cost for corrosion control and
integrity management programs in the natural gas pipeline industry. Presently there
are over 528,000 km of natural gas pipelines, 119,000 km of crude oil transmission
pipelines, and 132,000 km of hazardous liquid transmission pipelines. This repre-
sents a consolidated infrastructure investment of $63.1-billion for all natural gas
companies [3]. Replacement cost of these transmission and gathering pipelines is
estimated to be approximately $643,800 per km with corrosion contributing as the
primary factor in controlling asset life. Annual corrosion-related costs are estimated
at $7.0-billion. Typically, corrosion operation and maintenance cost natural gas
companies between $3,100 to $6,200 per km, which costs the industry between
$2.4-billion to $4.8-billion [4]. Major pipeline companies have indicated these
corrosion related cost are commonly due to cathodic protection failure resulting
from coating deterioration or inadequate cathodic protection current.

SHM systems aim at reducing the cost of maintaining high value structures
through the application of condition based maintenance (CBM) schemes [5]. These
systems must be reliable, low-cost, and simple to install with a user interface
designed to be easy to operate. To reduce the cost and complexity of such a system
a generic interface node that uses low-powered wireless communications has been
developed. In this manner a structure such as a bridge, aircraft, or ship can be fitted
with sensors in any desired or designated location and format without the need for
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communications and power lines that are inherently expensive and complex to
route. Data from these nodes is transmitted to a central communications personal
computer (PC) for data analysis.

Corrosion monitoring under coatings has been accomplished with Analatom’s
micro-sized linear polarization resistance (μLPR) sensor. This direct measurement
technique utilizes a small form-factor sensor, shown in Fig. 1, to provide real-time
measurements of metal loss and corrosion rate in remote and hard-to-access areas.
A variety of methods are capable of experimentally determining instantaneous LPR
such as potential step or sweep, current step or sweep, impedance spectroscopy, as
well as statistical and spectral noise methods [6]. Analatom’s SHM system uses the
potential step (or sweep) approach to measure LPR. Direct measurements of LPR
using the potential step method can be used to indirectly measure the corrosion
current occurring between the two electrodes. Relating this to Faradays’ Law with
knowledge of the oxidation-reduction reactions and material properties, the amount
of accumulated mass loss, and thereby surface loss, can be inferred.

2 Methods and Procedures

Analatom µLPR sensors were used to monitor environmental corrosion occurring
on a buried section of line pipe. To perform this feasibility experiment a section of
pipe was obtained, coated with fusion-bonded epoxy, sensors were installed at
predetermined locations, defects were applied to the protective coating, and the pipe
was placed in an environmental chamber. Accelerated corrosion was achieved by
modulating temperature, moisture content, and pH of the soil. LPR data were
collected and analyzed to determine the corrosion rate and surface loss that had
occurred.

2.1 Pipeline Materials and Coatings

To perform this experiment a 3-ft section of API 5L ERW Grade-B D.R.L. schedule
40 steel line pipe with a 6-in diameter was utilized. The inside of the pipe was
sealed from the external environment with welded end caps. After obtaining this
pipe, it was coated with 15-mils of fusion-bonded epoxy.

Fig. 1 Comparison of (a) the µLPR sensor with a flex-cable and (b) a postage stamp
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2.2 Sensor Fabrication and Attachment

Analatom’s µLPR sensors were fabricated from a section of API 5L Grade-B steel
line pipe, which was cut down to make shim stock. Sensors were chemically etched
to produce 300 µm wide interdigitated electrodes with a 300 µm spacing between
electrode pairs and thickness of 10-mils. After etching, sensors were placed on a
sheet of 2-mil Kapton film with 1-mil of adhesive.

After fabrication, sensors were mounted onto 18-in long flex cable assemblies
and installed on the coated test pipe. Sensors were installed at eight predetermined
locations: three sensors were installed adjacent to a weld joint; three were installed
on the pipe seam; and two were installed on the midsection of the pipe. To attach
each sensor, fusion-bonded epoxy was first buffed off of 2-in2 rectangular areas to
expose the bare pipe. Industrial strength epoxy was applied to uncoated areas and
µLPR corrosion rate sensor assemblies were attached to the pipe at room temper-
ature. After curing the areas were sealed using 3 M Scotchkote Liquid Epoxy 323 at
room temperature. This process is illustrated in Fig. 2.

Fig. 2 a Area where FBE was buffed off to attach corrosion sensors, b µLPR sensor attached to
the pipe surface with industrial strength epoxy, and c sensors coated with field patch epoxy
material
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2.3 Defect Installation

Blemishes were placed in the field patch material bordering two sensors to initiate
corrosion. These defects were installed with a 1/8-in drill bit and completely
removed the field patch material to expose the underlying bare pipe. Defects sites
were chosen along a weld joint and on the pipe seam, which are both areas highly
susceptible to oxidation. In both cases these discontinuities were located 3/8-in
away from the midline of the nearest sensor. The next sensor in the immediate
location of the defect was 1.25-in away. The final sensor in the vicinity of the defect
was 3.75-in inches away from the sensor adjacent to the 1/8-in hole. Figure 3
illustrates the location of the defect relative to the surrounding sensors.

Fig. 3 Defect location relative to nearest sensors
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2.4 Environmental Chamber

Accelerated corrosion testing required fabricating an environmental chamber
capable of efficiently changing the conditions experienced by the buried pipeline. A
50-gal chemically resistant plastic container was utilized to contain the soil and
section of pipe. After having a suitable container for the system, a wooden exo-
skeleton was fabricated to provide structural rigidity and support for the heating
system, air sparging system, wetting components, and chemical recycling system.
These subsystems are shown below in Fig. 4.

2.4.1 Wetting Subsystem

Increasing the soil moisture content was achieved with a misting nozzle assembly
attached to the bottom of a modified tub lid. This system was plumbed to a 1/4-in
water supply spigot through a normally closed water supply solenoid. A pro-
grammable multi-event digital timer controlled the solenoid through a power
interface adapter.

2.4.2 Heating Subsystem

A 750 W infrared heat lamp system was used to increase the temperature of the
environmental chamber. The infrared lamp fixture was mounted above the exo-
skeleton and contained three 250 W infrared lamps. These lamps were connected to

Fig. 4 The environmental chamber contained (a) wetting, (b) heating, (c) air sparging, and
(d) chemical recycling subsystems
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a programmable multi-event digital timer through a 5 V power controller signal
interface adapter. In addition to providing heat for the soil this system was an
integral component of the drying cycle, along with the air sparging system.

2.4.3 Air Sparging Subsystem

To accelerate soil drying a system was installed to flow dry air through the soil to
stripping away moisture. This sparging system was constructed from a 1/4-in
diameter air hose mounted to a 1/2-in PVC pipe frame at the bottom of the envi-
ronmental chamber. Perforations measuring 1/16-in were placed at 6-in intervals
along the length. Compressed air was provided at 10 l/min. Airflow was actuated by
a programmable multi-event digital timer connected to a 120 V normally closed 2-
way solenoid valve.

2.4.4 Chemical Recycling Subsystem

A sump system to facilitate chemical recycling was fabricated and installed in the
plastic container. This sump system was constructed from a PVC pipe with a 1-in
diameter. A standard 1-in PVC cap was perforated with 37 holes with a 1/8-in
diameter and affixed to the end of the pipe. To prevent these holes from clogging
two layers of a mesh material were wrapped around the bottom of the cap to act as
filters. The outermost layer was wrapped with polyester screen and the inner layer
with spunbound polypropylene. Water containing leached chemicals was extracted
from this pipe by aspirating with a vacuum pump.

2.5 Environmental Chamber Operation

Once the subsystems were installed, the pipe was placed inside the container and
buried with amended soil. To increase the corrosion potential 1 g of aluminum
sulfate was added per liter of soil, which lowered the pH to 5. Prior to the
experiment, and weekly after starting, the soil pH was verified with a soil acidity
tester. Figure 5 shows the orientation of the sensors and defect locations when the
pipe was placed in the environmental chamber.

Operational conditions for accelerated corrosion testing during this experiment
were selected based on modifying soil moisture content and temperature. At the
beginning of the experiment soil moisture content was held between 40–50 % for a
period of 7 days and then dried down to 25 % over a 7 day period. As the
experiment progressed it was discovered these conditions were inadequate to ini-
tiate corrosion activity on the sensors under the fusion-bonded epoxy coating. After
this time the temperature of the soil was raised with the infrared heat lamp system
and the moisture content remained elevated.
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2.6 Data Collection and Analysis

The Analatom AN101 corrosion monitor and data logger shown in Fig. 6 was used
to monitor and record corrosion rates of the eight µLPR sensors on the test pipe. In
addition to LPR data, the unit recorded relative humidity and temperature directly
above the soil. Each AN101 node consists of a microprocessor controlled PCB with
sensor signal conditioning electronics, data storage, and RS-232 serial communi-
cation capability. This unit is internally powered by a 3.6 V lithium thionyl chloride
cell battery, which provides monitoring lifetime of 5–7 years depending on duty
cycle and temperature conditions. Prior to collecting corrosion data the AN101 was
calibrated for API 5L ERW Grade-B µLPR sensors and a burn in was performed for
a period of a month. During the experiment data was collected at 5 min intervals.

In addition to monitoring corrosion activity occurring on the pipe, data was
collected concerning the moisture content, temperature, and salinity of the soil. This
data was acquired at 5 min intervals with a 4-level soil moisture, temperature, and
salinity probe placed along the vertical axis of the pipe. Data from the soil sensor
was logged with an SDI-12 interface to a laptop computer and plotted in MATLAB.

Fig. 5 Orientation of pipe section in the environmental chamber
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3 Results and Discussion

Data collected and analyzed during the first month of dry and wet cycles indicated
no significant corrosion had taken place on the sensors under the protective fusion-
bonded epoxy coating of the mock natural gas pipeline. However, sensor 4, which
was placed on top of the protective coating and exposed to the soil indicated within
the first few days of the experiment, showed a modest amount of corrosion. This
rate accelerated during the first wetting cycle which was initiated on day 7. As this
sensor was directly exposed to the corrosive environment a fast response was
anticipated. The total surface loss on sensor 4, the bare sensor, in Fig. 7 is
approximately 25 µm or 10 % of the surface. At this point the interdigitated
electrodes began to bridge, causing future LPR data collected from this sensor to
become unreliable. This figure demonstrates the effect moisture content has on the
corrosion rate.

After day 17, there was still no activity detected on sensors 1–3 and 5–8. During
the start of the third wetting cycle on day 35, experimental parameters were
modified to accelerate the corrosion process. To increase the rate of corrosion it was
necessary to increase the temperature of the environmental chamber, which
increased the diffusion coefficient and reduced the activation energy required for

Fig. 6 Analatom’s AN101
corrosion monitoring node
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electrochemical reactions to take place. To initiate this process the soil was held in a
wet cycle with the infrared heat lamp system on, which had previously only been
used to dry the soil. After a period of 14 days the average soil temperature began to
approach 40 °C. At this point sensors five, six, and eight began to show LPR
activity. All of these sensors were positioned along the pipe seam and were 18-in, 4
1/8-in, and 3/8-in away from the seam defect, respectively. All environmental and
surface loss data collected is shown in Fig. 8.

Analysis of the period over which corrosion has been occurring for sensors
under fusion-bonded epoxy provides more quantitative information pertaining to
the surface loss of sensors. These data show over the 12 day period plotted in Fig. 9
that sensor six, the sensor 4.125-in away from the seam defect loses 7.0 × 10−2 µm
or 0.028 % of its surface. Sensor eight, located 0.375-in from the seam defect lost
approximately 3.9 × 10−2 µm or 0.015 % of its surface. Sensor seven, located 1.25-
in from the seam defect lost approximately 1.2 × 10−2 µm or 0.005 % of its surface.
Finally, these data show activity as far as 18-inches from the defect site, where
sensor five lost 0.6 × 10−2 µm or 0.002 % of its surface.

Closer analysis of the sensors adjacent to the weld defect indicates these sensors
are also experiencing surface loss. These data show over the 12 day period that
sensor one, which is located 0.375-in from the weld defect lost 0.88 × 10−6 mm of
its surface. Additionally, these data indicate corrosion activity is beginning on
sensor two, which is located 1.25-in from the weld defect. A plot of the sensors
adjacent to the weld is shown in Fig. 10.

Fig. 7 Bare sensor surface loss and moisture during the first 17 days
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Fig. 8 Environmental and surface loss data for sensors under fusion-bonded epoxy

Fig. 9 Surface loss data for sensors under fusion-bonded epoxy from day 48 to 60
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4 Conclusions

Data gathered from sensors over the course of this experiment indicates pipe seams
are highly susceptible to rapid infiltration of corrosive species. This is evident by all
sensors along the seam showing surface loss, even as far as 18-in away from the
defect. Oxidation occurring over such a large distance indicates undercutting of
fusion-bonded epoxy occurs more readily along the seam, allowing species to
rapidly diffuse along this boundary. Additionally, LPR activity observed on the
sensor adjacent to the weld joint defect supports these conclusions, as the surface
loss rate is orders of magnitude smaller than along the seam.

This experiment also indicates Analatom’s µLPR sensors can be installed on
natural gas pipelines without compromising the integrity of the surrounding fusion-
bonded epoxy coating. While removal of the fusion bonded epoxy was necessary
for sensor placement, the 3 M Scotchkote Liquid Epoxy 323 served as a viable
alternative and prevented undercutting where wiring exited the coating. Failure of
this coating material would have been evident by all sensors indicating surface loss
from direct diffusion of corrosive species onto LPR sensors. These conclusions are

Fig. 10 Surface loss data for adjacent to weld defect from day 48 to 60

Fig. 11 Flexible tape design for µLPR sensors
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critical as one application of this technology involves placing µLPR sensors on
pipes that are excavated for repair. This application would enable remote moni-
toring of the repair site and would serve as a critical indicator in corrosion hotspots,
where soil properties are known to accelerate degradation of protective coatings. An
additional application of this technology involves placing sensors in areas where
pipes commonly corrode, such as the seam and near weld joints, prior to coating
with fusion-bonded epoxy. To accomplish this a polyimide backing material with a
higher melting point has been identified that would survive the high temperatures
used in the application of fusion-bonded epoxy. Sensors installed in these hotspots
during pipe fabrication will minimize the number of coating intrusion points by
encompassing multiple sensors on one flexible circuit, shown in Fig. 11.
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Experimental Research on Diagnosis
of Valve Leakage for Diesel Engines Based
on Acoustic Emission

Yonghua Yu, Pengfei Ji and Jianguo Yang

Abstract The fault diagnosis mechanism of valve leakage for diesel engines based
on acoustic emission signal is analyzed through a series of static and dynamic
experiments in this work. Charging the cylinder with compressed air when the
diesel engine is at the standby state, acoustic emission signals under normal and
different degrees of valve leakage conditions were tested, characteristic frequency
stimulated by valve leakage was found out. Then dynamic tests on diesel engine
were further carried out, and the sensitive fault characteristic parameters were
extracted. Finally, a method of identifying fault of valve leakage based on SVM
model was presented according to these features.

Keywords Diesel engine � Acoustic emission � Valve leakage � SVM

1 Introduction

The cylinder valves are probably the most critical parts of diesel engines, because
they must open and close automatically at every cycle, but they are subject to
corrosion and wear due to their severe working condition of high temperature gas
and combustion products as well [1]. As a result, the leakage of exhaust valve is
likely to take place, which will have a very serious influence on the performance of
diesel engines.

Acoustic emission (AE) measurement techniques can be used to detect internal
and external leaks of process plant equipment like valves, steam traps, pipelines,
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and tanks. Compared with other means of detection, AE signal contains more
information about the leakage sources due to its wide operating frequency and high
signal-to-noise ratio. It has been mentioned by a number of authors that AE method
is one of the most effective tools for detecting the ultrasonic high frequency
emissions generated by a fluid leaks through a restricted orifice [2, 3].

The vibration monitoring and diagnosis research shows that the ultrasonic
generated by valve leakage will produce a specific band width frequency in the
cylinder head, which is always higher than the frequency produced by the explosion
pressure. Therefore, valve leakage will force the vibration energy transfer to higher
frequency band [4]. It is apparent that AE signals have a similar or the same
characteristics once the leakage occurs. In order to investigate the diagnosis
mechanism of valve leakage based on AE signals, a series of static and dynamic test
scheme are put forward in this work.

2 Static Experiment

2.1 Experimental Apparatus

Experiments were carried out on the cylinder head of a 44.1 kW four-stroke
4120SD1 diesel engine. In the state of engine shutdown, valve stems and the rocker
arm were demounted, and the piston was regulated to the BDC position before
charging the cylinder #1 with 25 bar compressed air. Then AE signals under five
different valve conditions were tested. All those work were done to make sure that
the leakage AE source was isolated from other interference sources.

Figure 1 shows the data acquisition (DAQ) system used for the static experi-
ment. A Physical Acoustic Corporation (PAC) Micro-80D AE sensor was coupled
to the cylinder 1# surface by means of magnetic hold-downs(cylinder 1 and 2#

25bar

Cylinder
#1

AE sensor
28V DC

IPC

Amplifier 2/4/6C

Air bottle

Exhaust valve

Compressor

Pipeline

PCI-6115 DAQ cardBNC 2090

Fig. 1 Experimental
apparatus
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share one cylinder head). The 4-channel National Instruments (NI) PCI-6115 DAQ
card installed in an industrial personal computer (IPC) was used to acquire raw data
with a sampling frequency of 2 MHz. AE signals under normal valve and four
different conditions of leakage valves (Fig. 2b) were tested when the air bottle was
opened.

2.2 Results and Discussion

A typical raw AE signal obtained from the experiment such as two orifices valve
can be seen in Fig. 3. The time domain signal can be decomposed into three parts:
the first part, signal before aeration; the second one, signal during aeration during
the cylinder pressure was increased gradually to balance with the air bottle; the
third one, signal after aeration while the cylinder pressure was equal to 25 bar.

Fig. 2 a AE sensor installation. b Four kinds of leakage valves

Fig. 3 A raw AE signal of a valve with two orifices
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The impact generated by leakage will results in a typical AE source, which is
constant at the third part of the whole signal. Therefore, the third part was focused
to analyzed and processed.

Figure 4 shows PSD of the third part of AE signal under different valve
conditions. It is concluded that:

1. The frequency of AE signal generated by valve leakage is mainly within the
range of 20 * 30 kHz and associated with the form and the degree of leakage.

2. In the state of normal valve, the AE signal energy is much small because there is
theoretically no leakage at all.

3. The new valve without grinding does not show strong incentive frequency of
leakage, not only because of its mild leakage form but also the limited pressure
of static experiment.

4. The rest of three valves showed strong incentive frequency of leakage, but the
main frequency distribution is slightly different, the frequency of one orifice
valve mainly concentrated in the 20 * 30 kHz as well as three orifices valve,
however the excitation frequency of two orifices valve was mainly within the
scope of 15 * 20 kHz.

3 Test on Running Engine

To gain a greater understanding of valve leakage events it is necessary to further
investigate the feature of the AE signals. A dynamic test research on running engine
is indispensable. In this section, a dynamic test in various valve states was carried
out on a running 4120SD1 diesel engine.

Fig. 4 PSD of AE signal under different valve conditions at static state
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3.1 Experimental Scheme

A Micro-80D AE sensor, a Kistler 7013C cylinder pressure sensor and two mag-
netoelectric sensors were installed on the 4120SD1 diesel engine. The NI PCI-6115
DAQ card was used to acquire raw data with sampling frequency of 2 MHz, as
shown in Fig. 5. AE signals under normal valve and four different conditions of
leakage valves (same as Fig. 2b) were tested at load characteristic curve, five load
conditions ranging from 0 to 90 % at 1,500 r/min.

3.2 Power Spectral Analysis

For a running engine, it is expected that the acquired signal will be a combination of
mechanical impacts and fluid excitation coming from injectors, intake valves Open/
Close (IVO/C), Exhaust Valves Open/Close (EVO/C), combustion and also
ancillary equipment. The TDC signal and cylinder pressure signal were used as a
trigger to start acquiring data from the AE sensor and the timing signal. The valve
timing of the diesel engine can be used to identify all those exciting sources, as
shown in Fig. 6. A typical raw AE signal in a cycle on the cylinder head can be seen
in Fig. 7.

The valve leakage mostly influences AE signals in combustion process when all
valves are closed and the pressure inside the cylinder is particularly high. Thus a
part of the AE signal from 347 to 380 °CA was selected to calculate PSD in
different valve and load conditions, as shown in Fig. 8.

It can be concluded that:

1. The frequency generated by explosion pressure in normal valve state was
mainly within the scope of 18.5 * 22 kHz and less affected by different load
conditions.

Cylinder
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AE sensor
28V DC

IPC

Amplifier 2/4/6C

Magnetoelectric

 speed sensor

Exhaust valve

PCI-6115 DAQ cardBNC 2090
TDC sensor
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Kistler 5018A 

Amplifier
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Disel engine
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Fig. 5 a Test apparatus b Sensor positions
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2. Variations of PSD will appear when valves leaking. The energy of AE signal
transfers to a higher 22 * 30 kHz frequency band under valves leakage
conditions.

3. The results of frequency-domain analysis at running test are consistent with
those of static experiment.

Cyl1#

compressionintake exhaust
θ4θ2 θ3 θ1

power

Cyl2#

Cyl3#

Cyl4#

TDC BDC TDC BDC TDC
θ1—IVO Angle 15°CA   θ2—EVC Angle 15°CA

θ3—IVC Angle 42°CA   θ4—EVO Angle 43°CA

power intakeexhaust

intakeexhaust power

exhaustpower intake

θ2 θ3 θ4θ1

θ2 θ3θ4 θ1

θ2θ3 θ4 θ1

compression

compression

compression

Fig. 6 Valve timing of the 4120SD1 diesel engine

Fig. 7 Raw signals in a cycle
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3.3 Feature Extraction

Two sensitive AE characteristic parameters P1/P and PSD2/PSD1 were extracted
according to the previous analysis, as shown in Fig. 9.

As shown in Table 1, P1/P become less, while PSD2/ PSD1 become larger than
that of normal condition when valve leak. An optimal criterion can be established
to detect the valve leakage condition using these two parameters like these: (1)
P1/P > 85 %; (2) PSD2/PSD1 < 10 %.

Fig. 8 PSD of AE signal under different valve conditions at 1,500 r/min, 90 % load

Fig. 9 Definition of AE characteristic parameters
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4 Fault Recognition Based on SVM

4.1 Feature Extraction

Two frequency domain parameters P1/P and PSD2/PSD1 were extracted in Sect. 3.
3 cyclic parameters and 1 maximum PSD are added in order to improve the clas-
sification accuracy. A Support Vector Machine (SVM) model is used to classify the
experimental AE data as shown in Table 2.

4.2 Results

There are 250 testing samples under normal and different valve leakage at each
work condition, 150 samples are chosen as the training samples of SVM model, that
is, 30 samples for each valve condition. Target samples of normal valve, new valve,
one orifice valve, two orifices valve and three orifices valve are labeled 0,1,2,3,4
respectively. After the SVM model has been trained by the 150 samples, it has
capability of identifying valve leakage. Another 100 testing samples are chosen to

Table 1 Values of AE characteristic parameters under different valve and load conditions

Load
(%)

Parameter Valve conditions

Normal
(%)

New (%) One
orifice (%)

Two
orifices (%)

Three
orifices (%)

0 P1/P 89.2 66 83.9 73 71.9

PSD2/PSD1 4.9 18 10.4 20.3 24.2

25 P1/P 90.4 74.6 65.7 69.4 73.3

PSD2/PSD1 5.6 14.4 19.4 24.2 18.4

50 P1/P 92.5 62.3 69.5 74.6 73.9

PSD2/PSD1 2.5 24.3 19.7 10.9 16.3

75 P1/P 87.9 61.1 83.8 75.4 63.7

PSD2/PSD1 4.8 23.4 7.6 12.9 49.8

90 P1/P 87.2 62.6 74.6 70.4 53.5

PSD2/PSD1 4.2 31.6 12.8 10.8 42.6

Table 2 AE feature vectors for SVM model

Vector Definition

Rms1 Rms value of AE signal in combustion period (332 * 400 °CA)

Rms2 Rms value of AE signal in EVC (0 * 30 °CA)

Rms3 Rms value of AE signal in a cycle (0 * 720 °CA)

P1/P The ratio of AE enerey in 18.5 * 22 and 15 * 30 kHz

PSD2/PSD1 The ratio of the max PSD value in 15 * 18.5, 22 * 30 and 15 * 30 kHz

PSDmax The max PSD value in 15 * 30 kHz
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verify the SVM model. Some testing results in load 90 % are illustrated in Table 3
as an example (* represents a wrong result in Table 3). The whole classification
accuracy under different valve and load condition are listed in Table 4.

It is shown that most testing samples are identified well except in some isolated
cases such as new valve in 50 % load and one orifice valve in 90 % load. As a
result, the average rate of successfully identifying is about 90 %. It means that the
model designed possesses the capability of identifying valve leakage. There is
actually no need to identify so many valve leakage conditions, therefore, the
classification accuracy of this SVM model is accurate enough for detecting whether
a valve has leakage or not.

5 Conclusions

1. As a specific AE source, valve leakage stimulates a particular frequency
bandwidth in the cylinder head which associated much with the form and the
degree of leakage.

Table 3 Testing samples of eigenvector at 1,500 r/min, 90 % load

No. Actual state Label Feature vector Identifying
result

1 Normal 0 (1.017 0.978 0.453 0.889 0.036 0.402) Normal

2 Normal 0 (0.980 0.959 0.450 0.868 0.046 0.454) Normal

3 New 1 (1.055 1.245 0.494 0.673 0.351 0.209) New

4 New 1 (1.069 1.257 0.486 0.731 0.134 0.392) New

5 One orifice 2 (1.071 0.874 0.507 0.861 0.116 0.329) One orifice

6* One orifice 2 (1.028 0.828 0.503 0.851 0.140 0.249) Normal*

7 Two orifices 3 (0.811 0.762 0.371 0.785 0.217 0.115) Two orifices

8 Two orifices 3 (0.842 0.744 0.400 0.786 0.201 0.153) Two orifices

9 Three orifices 4 (0.677 0.450 0.393 0.660 0.305 0.067) Three orifices

10 Three orifices 4 (0.668 0.426 0.380 0.655 0.233 0.064) Three orifices

Table 4 Classification accuracy

Valve State Load (%)

0 (%) 25 (%) 50 (%) 75 (%) 90 (%)

Normal 95 90 95 95 90

New 85 80 75 80 100

One orifice 100 100 100 80 75

Two orifices 95 100 90 100 90

Three orifices 80 75 100 100 100

Average 92 89 92 91 91
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2. Experiment test on running 4120SD1 diesel engine shows that the plot of PSD
in combustion period changes distinctly when a leakage take place, two fre-
quency-domain parameters P1/P and PSD2/PSD1 can be used as criterion to
detect whether there is any leakage.

3. It is feasible to use SVM classification technique to achieve intelligent diagnosis
for small AE samples. The testing result shows that the SVM model established
by six-dimensional AE feature vectors which consist of Rms1, Rms2, Rms3,
P1/P, PSD2/PSD1 and PSDmax is effective to identify valve leakage mode.
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Development of Safety, Control
and Monitoring System for Medium-Speed
Marine Diesel Engine

Qinpeng Wang, Yihang Qin, Jianguo Yang, Yonghua Yu
and Yuhai He

Abstract A local safety, control and monitoring system designed and implemented
for medium-speed marine diesel engine is presented in the paper. The system
consists of a control and monitoring sub-system, a safety sub-system and an online
monitoring sub-system. The data exchange among the sub-system is conducted
with the communication link of RS-485 interface. The hardware circuits and logical
algorithm of the system are developed to achieve the functionalities in terms of
diesel engine staring, stopping, fault shutdown protection, etc. The operating data of
the diesel engine are captured in real time and the vital operational parameters and
alarm messages are displayed with the nixie tubes and LED. As well, depending on
the online monitoring sub-system, the control instruction and operational parame-
ters could be monitored, analyzed and recorded. Additionally, a test platform is
established to verify and validate the function of the system. Finally, the matching
test between the system and the diesel engine is carried out via the experiment
bench of MAN16/24 medium-speed diesel engine. The results show that the local
safety, control and monitoring system works stable and the functions of the con-
ventional control, parameter monitoring and alarming for the diesel engine meet the
design requirement.
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1 Introduction

Intelligence is the development tendency of the marine automation control tech-
nology, based on the rapid technological development and the reduction of ship’s
operational costs. The digitization, network, and modular are the points of the control
system for maritime applications [1–3]. A local control and monitoring system is the
significant component of the control systems of marine diesel engines. The paper
reports on the design and implement of a local safety, control and monitoring system
for medium-speed marine. Depending on a modular system philosophy, the system is
composed of control and monitoring sub-system, safety sub-system and online
monitoring sub-system. The functionalities are achieved including the engine star-
ing, stopping, operational parameters display, alarms and security protections.

2 Structure and Function of the System

The local safety, control and monitoring system is an integrated control system with
the functions of monitoring, control, protection and alarm. A modular concept of
components which can be applied flexible according to different functions, builds
the basis. An identical communication is available for data exchange among
functional modules, and at the hardware and software levels each modules are
separated. The structure of the entire system is illustrated on Fig. 1.

3 Control and Monitoring Sub-system

The control and monitoring sub-system is the core part, and is consisted of master
control module, operation module and display module.

Fig. 1 System architecture

698 Q. Wang et al.



3.1 Master Module

STM 32 microcontroller chip of ST Corporation based on the ARM Contex-M3
kernel is adopted for the master module [4]. Specific peripheral circuits are
designed for the functionalities of signals acquirement, driving and communication.
The circuits mainly include various measure circuits, signal modulating circuit,
isolating driver circuit, communication circle and electrical source.

Signals from sensors assembled on the diesel engine are collected by the master
module in real-time for monitoring the operating states of diesel engines. Addi-
tionally, some of the operating parameters and warming signals are transferred to
display module via RS-485 bus. The acquiring signals contain the revolution speeds
of the diesel engine and the turbocharger, lubricating oil temperature, exhaust gas
temperature, fuel pressure and so on. The conversion from sensor signals to
physical quantities is calculated as follows.

1. Rotational speed

Depending on the crankshaft rotation, an approximate sinusoidal signal is gen-
erated from the speed sensor, and the signal is converted to pulse signal by means of
the speed measurement circuit. The rotational speed is deduced in the Eq. (1).

n ¼ 60C
Z � T ð1Þ

where n is the diesel engine speed; C is the plus number in the count cycle; T is the
count cycle; Z is the Tooth plate number.

2. Temperature calculation

Temperature calculation is mainly used for resistance temperature and thermo-
couple sensors. Temperature is taken as a function of the voltage signal by indexing
the reference tables of resistance and thermocouple sensors, and temperature values
are obtained with the linear interpolation method.

Tpt ¼ f ðXÞ ð2Þ

Ttc ¼ f ðvtcÞ ð3Þ

where Tpt and X are the value and signal of the resistance temperature sensor;
Ttc and vtc are the value and signal of the thermocouple sensors.

3. Pressure calculation

The output currents are the standard 4–20 mA, and the current signal has a linear
proportional relationship with the pressure value. The physical pressure value can
be expressed as:
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P ¼ I
Hmax � Hmin

20� 4
ð4Þ

where P is the pressure value; Hmax the maximum rang of the sensor; Hmin is the
minimum range of the sensor; I is the output current signal.

The logical function for judging operating parameters out-of-limit, is designed
in the master module. When some parameter is exceeded the normal range, the
announciator will be active according to the hysteresis principle. The logical flow is
presented on Fig. 2.

In accordance with the commands from the operation module, the control of the
starting electromagnetic valve, the stop solenoid valve, the fuel limit valve and
others is achieved by the master module. The control flow is illustrated on Fig. 3.

3.2 Operation and Display Module

The operation module and the display module are the human-computer interaction
devices, and the data exchange with the master control module.is through the
RS-485 bus. The commands such as starting, stopping, remote/local switch and
alarm reset, are sent out from the operation module. Besides, all the operating

Fig. 2 Alarm logical flow chart
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parameters collected by the master module can be shown in the liquid crystal
display. The display module is mainly composed of LED lights, and is used for
displaying the essential temperature and pressure parameters. Simultaneously, the
off-limit alarm and disconnection alarm of sensors are also in effect.

4 Safety Sub-system

The safety sub-system is a dependent protection system of diesel engines for
emergency stop. It is regarded as a secondary protection device due to lower
thresholds. The programmable logic controller (PLC) is selected as the control core
and is dedicated to data acquisition. The function of the sub-system is to identity the
emergency situation of the diesel engine and stop the diesel engine from crashing.
The diesel engines will be enforce to stop in the following conditions:

(1) Over speed.
(2) Low pressure of lubricating oil.
(3) High temperature of cooling water.
(4) Emergency stopping.

5 Online Monitoring Sub-system

Based on the LabVIEW software, an online monitoring sub-system is developed for
monitoring the instructions and the operating data from other sub-systems via
RS-485 bus, and it has the abilities of data analysis and files recording. The
overview of the software is described on Fig. 4.

Fig. 3 Control function flow
chart

Development of Safety, Control and Monitoring System … 701



6 Development of Test System

For the functional validation of the whole system, a test system is established
depending on the NI hardware and software platform. The hardware consists in a
NI-PXI 8176 controller, a NI-PXI 7853 data-acquisition card and C-series I/O
modules. In terms of Mean-value model principle [5], a diesel engine is modeled
with the experimental data maps. The key working parameters of a diesel engine are
simulated for providing the necessary boundaries of the whole system. The con-
struction of the test system is introduced on Fig. 5.

7 Matching Test

The functionalities of the developed system are validated with the help of an
experiment bench of a MAN.B&W L16/24 diesel engine. The control and moni-
toring sub-system, and the safety sub-system are integrated in a box installed on the
diesel engine. The scene is shown on Fig. 6.

The testing items cover the function of emergency stop, starting interlock, fault
shutdown, restarting, failure stop and so forth. In addition, the load characteristic
testing of the diesel engine is accomplished with the typical operating points, and
the experimental data are filed by the online monitoring sub-system.

Fig. 4 Program architecture
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8 Conclusion

The local safety, control and monitoring system is designed and implemented. The
system is composed of control and monitoring sub-system, safety sub-system and
online monitoring sub-system. RS-485 bus is used for data exchange among the
sub-systems. The function of the routine control, parameters monitoring and
alarming is implemented. The matching experiment is completed with the experi-
ment bench of MAN16/24 medium-speed diesel engine. The results show that the
system works stable and is available for the engineering application.

Fig. 5 Structure of the test platform

Fig. 6 Testing site
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Research on Magnetism Monitoring
Technology of Piston Ring Wear
for Marine Diesel Engine

Jian-guo Yang and Qiao-ying Huang

Abstract As the key parts of marine diesel engine, the working state of the piston
rings affects the performance of the marine diesel engine directly. Therefore, it is
significant to research on the monitoring piston rings wear method for the marine
diesel engine. The three-dimensional finite element calculation magneto-resistive
model of piston rings wear was developed based on RTA52U marine diesel engine
in the paper. There is a single corresponding relationship between the piston ring
wear and magnetic field changes on the monitoring point by theoretical calculation
results. The sensor used for monitoring piston rings wear and a sensor calibration
equipment were developed. The piston rings wear monitoring sensor is developed
and reliable through calibration test. The correction of the calculation magneto-
resistive model is verified by experiments on board.

Keywords Marine diesel engine � Piston ring wear � Magneto-resistive sensor �
Three-dimensional magnetic field simulation

1 Introduction

A large low-speed marine diesel engine is the power source of a ship and its
working fault has been threatening the ship’s safety. Due to the poor working
condition of the diesel engine, there is a great possibility of diesel engine working
fault [1, 2]. As the key parts of diesel engine, piston rings operation state affects the
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performance of the diesel engine directly. However, it is difficult to monitor piston
rings wear on-line accurately considering those sealing working environment. The
diesel engine faults caused by the piston rings wear of diesel engine occupy a large
proportion of the shipping faults. Therefore it is significant to research the moni-
toring of the marine diesel engine piston rings wear [3, 4].

The RTA52U type Marine diesel engine is treated as the research object in this
paper, and the magnetic three-dimensional finite element calculation model is
established. The corresponding relation between the piston ring wear and the
characteristic value of the monitoring magnetic field is analyzed through the finite
element calculation model. Besides a sensor for piston ring wear monitoring and its
calibration device is developed, then the sensor is calibrated through calibration
device. Then actual ship test is banded to confirm the accuracy of the 3D calculation
model and the diagnostic of the monitoring technology.

2 Piston Ring Wears Monitored Principle of Magnetic
Resistance Sensor

Piston ring wear monitored principle of magnetic resistance sensor is through
monitoring the changes of magnetic field strength, then the monitoring and diag-
nosis of piston ring wear conditions is achieved. Monitoring mechanism of mag-
netic resistance sensor is analyzed in the section.

2.1 Monitoring Mechanism of Magnetic Resistance Sensor

Magnetic resistance sensor is Wheatstone bridge circuit composed of four same
permalloy thin film, as shown in Fig. 1. When external magnetic field is acted on

Fig. 1 Internal bridge of magnetic resistance sensor
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the membrane, permalloy anisotropic magneto resistance effect occurs in the film,
its internal resistance value changes, namely the bridge resistance in the circuit
changes, the sensor output voltage value is changed, the output voltage equation is
as follows [5, 6]

Uout ¼ DR
R

Vb ¼ kBbV ð1Þ

with Vb as the Bridge work voltage, R as bridge arm resistance, DR=R as the relative
rate of change of magnetic resistance, k as the sensitivity of sensors, B as the
external magnetic induction intensity of magnetic field.

By formula (1), the sensor output voltage is proportional to the intensity of the
external magnetic field, the magnetic resistance sensor output voltage is consistent
with the external magnetic field changes, and so magnetic change can be monitored
by magnetic resistance sensor.

2.2 Piston Ring Wears Electromagnetic Field Finite Element
Analysis

This study takes 6RTA52U type diesel engine as the simulation object, the mag-
netic three-dimensional finite element calculation model of the 6RTA52U diesel
engine is established with the finite element analysis software ANSOFT MAX-
WELL, as shown in Fig. 2, the model includes diesel engine piston, cylinder liner,
piston ring, and magnetic sensors. The sensor consists of a permanent magnet,
sensor chip and shell. Material properties of the model is set according to the
characteristics of the diesel engine parts, the cylinder liner and piston set for iron
material, piston ring and the sensor shell material as steel. The sensor chip monitors
the change of the magnetic field intensity, and through the extraction of charac-
teristic parameters as the basis of piston ring wear judgment. So the magnetic field
intensity of the calculation point (monitoring) is taken as the output value of the
magnetic sensor.

For the analysis of the effect of piston ring wear on output signal of the sensor,
different wear condition of piston rings (different thickness) are generated into the
magnetic three dimensional finite element model to calculate, using 3D static
magnetic field solution parametric method the impact of the piston wear on the
output signal is solved. Piston ring thickness is parameterized, by setting the
amount change the thickness of the piston ring wear, in the process of calculation
the external surface of the piston ring has always been close to the cylinder liner
inner surface.

When piston ring wear, the amplitude of the magnetic field intensity of the
monitoring point has a one-to-one correspondence relationship of piston ring wear
quantity, magnetic field intensity amplitude declined with the increase of the piston
ring wear. Because the magnetic resistance sensor monitoring of the magnetic field
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intensity, magnetic resistance sensor output voltage has a linear relation with the
monitoring point magnetic field intensity, considering the sensitivity of the sensor,
the simulation results is converted to sensor output voltage and the corresponding
relation of piston ring wear as shown in Fig. 3. The piston ring wear and sensor
output voltage amplitude is also one-to-one related, so the piston ring wear quantity
can be monitored through the magnetic sensor.

Fig. 2 The finite element
calculation model

Fig. 3 Piston ring wear and the output of sensor
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3 Development of Piston Ring Wear Monitoring Sensor

The monitoring piston ring wear mechanism based on magneto-resistive is to verity
the corresponding relation between the degree of wear of the piston ring and the
characteristic parameter of magnetic field strength at the monitoring point. Then the
wear condition of piston ring can be judged by the different of characteristic
parameters value. Under the same condition of external factors,change of charac-
teristic value of magnetic field strength, which is caused by piston ring wear, is
derived from magnetization of piston ring. The magnetization of piston ring is
bought out by the permanent magnet inside the sensor. Magneto-resistive sensor
chip monitors the magnetic field which is generated by the magnetized ring and
judges the degree of wear of the piston ring [7, 8].

In determining the internal structure of the sensor, we take following into main
consideration: choice of magneto-resistive sensor chip and permanent iron and
determination of distance from permanent magnet to magneto resistive sensor chip.
Consider the characteristics of wide range and high resolution of piston ring wear of
actual marine diesel engine; we need to select magneto resistive sensor chip and
permanent magnet according to the simulation result of piston ring wear and the
requirements of range and sensitivity. The distance from magneto-resistive sensor
chip to permanent magnet need adjustment in the actual test so that the magnetic
field which generated by the permanent magnet ring can magnetize piston ring and
in the scale range of the magneto-resistive sensor chip. The diagram of sensor is
shown in Fig. 4. The Magneto-resistive sensor chip in the sensor is bridge circuit.
In order to reduce magnetic interference from outside, the peripheral circuit of
designed sensor is shown in Fig. 5.

Fig. 4 Piston ring wears monitoring sensor
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3.1 Monitoring Piston Ring Wear Sensor Calibration

The result of the FEM magnetism simulation model of piston ring wear is the
relation between ring wear and the magnetic field, while the actual test output is
voltage. Therefore, it is necessary to ensure the relationship between the output
voltage and the magnetic field. It means the calibration of the measurement system.

The standard magnetic field which is generated through calibration device is
provided to calibrate the piston ring wear monitoring system. The calibration device
using he magnetic field from the position of the axis of the Helmholtz coils. There is
relation between the magnetic field the coil current as follows [9]:

Bo ¼ 8
53=2

l0 � N � I
R

ð2Þ

with R is the radius of the coil, N is coil turns, l0 is vacuum magnetic permeability,
I is electric current.

Fig. 5 External electro circuit of sensor
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In the calibration test, sensor install position is asked to meet the reaction surface
of sensor aligning with the central axis of the calibration device. The magnetic field
at the axis of the calibration device is treated as known values. Output values of the
sensor are recorded.

The correspondence between output voltages of the sensor and he magnetic
fields is acquired through matching method, shown in Fig. 6. It means that the slope
of the straight line is the sensor sensitivity, and the figure show that the sensitivity
of sensor’s is 6.402Gs/mV, linear range is (−62Gs–62Gs). It knows that the
developed sensor has high sensitivity and wide linear range. It can meet a wide
range of marine diesel engine piston ring wear and high resolution of technical
requirements.

4 The Real Ship Test and the Verification of the Piston
Ring Wear Monitoring

The real ship experimental is ask to verify correct and accuracy of calculation
model. The piston ring wear of magnetic monitoring technology of marine diesel
engine at the experimental point is studied in this section.

4.1 Measuring System and Ship Tests

A real ship trial is done in the Daqing 454 tanker, and the type of main engine is
6RTA52U. Fig. 7 shows the sensor actual installation diagram, it installed in the
cylinder bore, fixed by bolts. Sensor install hole locate near the engine scavenging
port, where the gas pressure is small and the temperature is relatively low. So there
is little effect to the sealing of the combustion chamber and the sensor. The sensor

Fig. 6 The relation between output voltage and magnetic field
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acquire the piston ring wear signal depend on the reciprocating of piston ring. Due
to the real ship test conditions, the teat is done only under normal conditions of
piston rings.

4.2 Comparison with the Experiment and the Results

Calculation condition setting with the same test conditions, the monitoring of the
magnetic field strength is calculated by multiplying the obtained calibration of the
sensitivity of each sensor, the simulation results can be converted to a voltage
change. The simulation results were compared with the measured waveform. Sensor
output voltage curve shown in Fig. 8a, the curves represent four piston moves past
the sensor output voltage changes; Comparison Fig. 8a, b, the output signal
waveforms found consistent calculation of the theoretical analysis and experimental
testing the same law to verify the accuracy of the simulation model. Both the
voltage waveform is not exactly the same numerical size that mainly because the
actual test voltage amplification factors of the tune and calibration experiments vary
the voltage magnification. And in the actual test engine piston rear wear rings, finite
element modeling process in order to reduce the amount of computation, only
established a piston head model.

Experiments of the real ship show that: modeling realistic, validated simulation
models, methods and conclusions are correct. Using the model, it can be calculated
that the relationship between the output voltage signals by theoretical models can be
instead of the actual test. From the simulation we can get the relationship between
different marine diesel piston ring wear and the sensor output voltage. Thereby a

Fig. 7 Installation drawing of sensor
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large number of piston ring wear tests can be reduced. It provided technical support
for the realization of the state of marine diesel engine piston ring wear line mon-
itoring project.

5 Conclusions

In this paper, for the study of marine diesel engine, the calculation of magnetic field
three-dimensional finite element calculations, the development and calibration of
the sensor, and the combination of the real ship research. Studies show that here is
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Fig. 8 Simulation result and test result of sensor
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single corresponding relationship between the amount of wear of piston rings and
monitoring point field strength; The calibration tests of the piston ring wear
monitoring sensor shows it the high sensitivity to meet technical requirements of
the wide range of marine diesel engine piston ring wear and high resolution ratio;
the finite element model, the correctness of calculation methods is verified, it shows
that the calculation model can replace the different real ship tests. Binding studies of
theoretical calculations and the actual hardware development provide technical
support for realization on line monitoring piston ring wear of marine diesel engine.
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Criteria and Performance Survey
in Applying PAS 55 to Hong Kong
Buildings and Plants

Samuel K.S. Fung and Peter W. Tse

Abstract Following the global trend of escalating customer expectation of services
and products in the trade of Engineering Asset Management (EAM), a systematic
and international engineering management system was developed within the Pub-
licly Available Specification: Asset Management in Year 2004 (PAS 55:2004) by
British Standard Institution (BSI). The International Standards Organization (ISO)
has adopted its subsequent edition [1] for development of asset management series
of international standards. This article highlights an application research served to
conduct a tentative sampling survey on about 31 building and plant practitioners in
EAM. On following their management systems mapped according to the PAS 55
framework, their O&M performances can be evaluated by an artificial intelligence
based method, which is designed according to PAS 55 criteria, and used to establish
models. The intelligent method makes use of the survey information to model the
benchmarking levels of PAS 55 and the requirements for different categories of
EAM practitioners. Section 4.4.6 Information Management of PAS 55:2008 was
selected in this study. A questionnaire was designed to survey the performance of
the local 31 building practitioners in EAM. The survey result has been adopted as a
reference to virtual adoption levels at PAS 55. Practical means have also been
revealed so that the building O&M practitioners can find their ways to accomplish a
full recognition in EAM and vital references in benchmarking their performance
with the world recognized EAM performance.
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1 Introduction

The management framework of PAS 55 is compatible to interface with Plan-Do-
Check-Act (PDCA) approach commonly adopted in ISO Management Systems.
Whereas the technical elements of the 28 criteria as listed in Sections 4.1–4.7 of
PAS 55:2008 may be elaborated in the use of various BSI, EN, IEC and ISO
publications which are readily available for technical application in EAM trade.
Variance of Engineering Asset Management requirements at various sites and
countries on certain focus on local needs may develop even though they are dif-
ferent from the international standards developed under a common framework as
PAS 55: 2008 which will be adopted as ISO 55000 in 2014. Resolutions of local
professionals and international expertise for coordinated applications in meeting
both the local and international management requirements may adopt mapping
skills to be developed locally in any country wherever it demands.

EAM performance assessment substantially depends on relationship between
terotechnology and various professional activities [2], that was made to definitions
in BS3811 subsequently BS EN 60300:2011 as combination of engineering,
management, financial and other trade practices applied to physical assets in pursuit
of economic life-cycle cost. For those managers of non-EAM professionals,
mathematical calculation of assessment scores on the EAM performance are sug-
gested to be enhanced by Fuzzy Logic Averaging which applies to use of fuzzy sets
and applications [3]. Linguistic variables of the EAM stakeholder assessments of
non-EAM professionals on the EAM performance may thus be processed with
linguistic modifiers with fuzzy sets and patterns of fuzzy memberships for com-
putation of Fuzzy Logic Averaging, and this computation result will serve as the
performance scores under the PAS 55 management framework. For simplicity to
carry out modeling in this research in Hong Kong, EAM professional practitioners
were invited to attend interviews and give answers directly to our questionnaire
survey on their EAM cases instead of conducting a general survey which may need
use of such Fuzzy Logic Averaging technique.

2 Method of Applied Research

An applied research is based on a Small-Medium-Enterprise (SME) consulting
engineers services company (Karson Engineers Services Co Ltd) operating in the
EAM sector in Hong Kong, and served to conduct a sampling survey on his company
clients of 31 building and plant practitioners selected in the EAM. Selection of the
sampling size was made in reference [4] that the size of 30 will be considered
adequate for expected correlation greater than 0.5 which was the case in our super-
vised data mining. Details of 31 sampled EAM practitioners are listed in Table 1:

Due to time limitation of this application research, the tentative artificial intel-
ligence mechanism used dedicated software of IBM SPSS (Statistics)® and MS
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Table 1 The nature of the surveyed buildings and plants

ID
no.

Details of reply maker (EAM practitioners) Portfolio

1 Government related offices buildings (regional A&A) Public
services

2 Government related offices buildings (regional O&M works) Public
services

3 Government related housings (regional O&M works) Public
services

4 Government related housings (local estate and shopping arcade) Public
services

5 Government related housings (district estates and shopping arcades) Public
services

6 University campus buildings Public
services

7 University laboratories Public
services

8 International banking corporation 1—regional banking headquarters
buildings

Commercial

9 International banking corporation 2—regional banking headquarters
buildings

Commercial

10 International banking corporation 3—HK (retails and regional offices) Commercial

11 International properties developer—commercial complex Commercial

12 Local enterprise properties developer 1—commercial complex Commercial

13 International banking corporation 1—Data centres and comms rooms Commercial

14 International banking corporation 2—data centres and comms rooms Commercial

15 Local enterprise properties developer 2—DATA CENTRES Commercial

16 Telecom ISP corporation—data centres Commercial

17 International banking corporation 3—data centres Commercial

18 SME commercial building Commercial

19 International banking corporation 1—regional staff residences Residential

20 Residential court 1 (residential owners under Government subsidy
scheme)

Residential

21 Residential court 2 (residential owners under Government subsidy
scheme)

Residential

22 Residential development (private estate) Residential

23 Residential building (residential owners from asset sale of international
banking corporation)

Residential

24 Shopping arcades—real estates investment Composite

25 Local properties group 1—retail shops Composite

26 Local properties group 2—group offices and shops Composite

27 Local caterers restaurants and fast food shops Composite

28 Venue provider- centers and hotels Composite

29 Industrial practitioner- local dockyards Industrial

30 International industrial group-factory building Industrial

31 SME industrial centre Industrial
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EXCEL® as demonstration on a selected part of Information Management (i.e.
Section 4.4.6 Part a, b, c, and f) of PAS-55: 2008 for the modeling and moderation
of levels of adoption of PAS-55. Surveying answers of Questionnaires Form
containing 60 questions, i.e. Q1-Q60 were sought from the 31 IDs in between
October 12 and March 13 as per the survey scheme as follows.

2.1 Focus Pattern of Questionnaires in This Application
Research

Clause 4.4.6 Information Management of PAS 55:2008 for Engineering Asset
Management (EAM) is selected for demonstration purpose of assessing 1 of 28
criteria which are adopted as Key Performance Indicators on complying PAS 55 as
a base for future benchmarking development to the similar assessment for other 27
criteria. The Information Management is typically required as common in PAS 55,
ISO 9001, ISO14001 and OHSAS 18001. This demonstration elaborated details
according to the 4 of 6 Sub-Clauses in PAS 55:2008, i.e. 4.4.6(a)–(c) and 4.4.6(f) to
conduct an application survey from 31 EAM practitioners on the following:

PAS-55 Clause 4.4.6(a) Adequacy of Information Authorized for Use of Asset
Management

Q1–Q16 are survey on: Information Manager assignment; Information
Structure establishment; Information essentials such as Asset Registers,
Drawings, Contracts, Licenses, Legal Regulatory and Statutory Documents,
Policies, Standards, Guidance Notes, Technical Instructions and Procedures,
Operating Criteria, Performance and Condition Data, Tacit Knowledge, T&C
and O&M Records; Control of information accuracy; Information to enable
optimization and prioritization, assess financial benefits, determine opera-
tional and financial impact on unavailability or failure of the major opera-
tions, compare life cycle costs among alternatives, monitor details and expiry
dates of licenses, warranties and certifications, etc., determine with costs of
activities and replacements with track record of market prices, determine end
of economic life of the major engineering asset with track records of paid
rates, allow for performing financial analysis of planned income and
expenditures, determine financial and resource impact on availability and
performance over a contingency period if contingency plan is taken place,
assess overall financial performance of the engineering assets, allow to per-
form risk analysis for operation and maintenance works, assure performance
of statutory compliance with track records with respect to the rules.

PAS-55 Clause 4.4.6(b) Periodic Review and Revision to Maintain Adequacy of
the Information Management System
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Q17–Q34 are survey on: Consistent coded names of asset items information;
Information to manage asset life cycles their legal and regulatory manage-
ment requirements, describe assets, functions and systems being served,
access planning and work O&M schedules; Information to give unique asset
identification and asset registers, locations and spatial layout of assets,
engineering data, design parameters, and drawings, vendor data for assets,
testing and commissioning dates and data of assets, task risk assessments and
control measures, task details of the last maintained /inspected and when they
are next due, listing of overdue /outstanding tasks, historical record of
planned and unplanned maintenance tasks performed, operational data
including performance characteristics and design limits, financial data of
available cost, cost of historical pm tasks, operating cost, downtime impact,
replacement value, initial cost, etc., working programmes and schedules of
works and settings (long and short terms), planning of asset possession,
shutdown and outage, operating details of condition monitoring systems.

PAS-55 Clause 4.4.6(c) Allocation of Appropriate Roles and Responsibilities
and Authorities in using the Information Management System

Q35–Q50 are survey on: Information accessible and available to all relevant
personnel under monitoring and controls; Allocation of responsibilities and
authorities for maintenance, access, archiving and disposal of information;
Information maintenance, version control and assurance activities, generation,
capture or importing of the identified items, ownership and maintenance
demarcation where assets interface across a system or network of assets;
Asset service requirements, conditions, and performance targets or standards;
Requirements of key performance indicators; Criteria of non-conformance
and the actions to be taken; Details of emergency plans, responsibilities and
contacts; Information of asset build-up conditions and duty use, current tasks
and planned works, materials, inventory, purchasing management systems,
decision-supporting systems for optimization and life cycle costing models,
service performance reporting systems, staff locations, scheduling and dis-
patch systems, capital expenditure planning and condition monitoring
systems.

PAS-55 Clause 4.4.6(d) Assurance against Unintended Use of Obsolete Infor-
mation in using the Information Management System, and Clause 4.4.6(e) Assur-
ance of Archival Information retained for Legal or Knowledge Preservation in the
Information Management System are dealt as political issues under a separate
cover.
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PAS-55 Clause 4.4.6(f) Assurance of Information Security with Back-up
Recovery in the Information Management System

Q51–Q53 are survey on: Storing information items according to integrity,
security and confidentiality; Performing management cycles of establishment,
implementation, retention, and disposal of records; Monitoring effectiveness
of record procedures, access controls and storage facilities and disposal.

The answering scores of Q1–Q53 are those the EAM Practitioner agrees or
disagrees with the questionnaire statements by selecting scoring boxes of the fol-
lowing 5 scales, namely: 1 = Totally Adopted (91–100 %); 2 = Mostly Adopted
(90–75 %); 3 = Generally Adopted (74–41 %); 4 = Slightly Adopted (40–11 %) and
5 = Not Adopted (0–10 %).

2.2 Conclusion Questionnaires for the 4 Clauses of 4.4.6
(a)–(c) and (f) of PAS 55:2008

(A) What Damages if Any if Part of the Information Management System of PAS-
55 Not in Use for the O&M of the Engineering Asset

Q54–Q57 are survey on: Damages if any when PAS-55 Clause 4.4.6(a)
Information Authorization for Use not adopted (Q54); if any when PAS-55
Clause 4.4.6(b) Periodic Review on Revision to Maintain Use not adopted
(Q55); if any when PAS-55 Clause 4.4.6(c) Allocation of Roles and
Responsibility on Use not adopted (Q56); if any when PAS-55 Clause 4.4.6
(f) Assurance and Back-up Recovery on Use not adopted (Q57).

More significant damages are regarded as higher importance to the ID EAM
practitioners. The answering scores of Q54–Q57 are those the EAM Practitioner
agrees or disagrees with the questionnaire statements by selecting scoring boxes of
the following 5 scales, namely: 1 = Most significant; or 2, 3, 4, reducing towards
5 = Least significant.

(B) Overall Management Performance of the O&M of the Engineering Asset
Management
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Q58–Q60 are survey on: Evaluation of good practice in Cost engineering
(Q58), Quality/Reliability Management (Q59), and Time /Efficiency Man-
agement (Q60).

The answering scores of Q58–Q60 are those the EAM Practitioner agrees or
disagrees with the questionnaire statements by selecting scoring boxes of the fol-
lowing 5 scales, namely: 1 = Most satisfactory; or 2, 3, 4, reducing towards
5 = Least satisfactory.

2.3 Analysis of the Result of the Questionnaire Survey

For higher accuracy of the questionnaire answers collected, most of the sampled
EAM Practitioners (ID Nos. 1–31) were interviewed by Q&A process upon
availability of meetings within the period of 6 months ended in March 2013. All
questionnaires were answered and analyzed as per the following sections.

3 Data Analysis of Application Research

The key data of questionnaire answers (Q1–Q60) of 31 sampled EAM practitioners
(ID Nos. 1–31) were divided by 4 sets of SPSS analysis and input into IBM SPSS®

for Standard Multiple Linear Regression as follows:

3.1 Use of SPSS for Standard Statistical Inference

For those managers of EAM professionals, survey of EAM performance ratings in
linguistic variables are directly applicable in this Project under the PAS 55
framework. As variance of EAM performance ratings in auditing survey in form of
questionnaire replies among EAM professionals are to be scientifically processed,
engineering statistics, Multiple Linear Regression for the EAM performance eval-
uation and statistical modeling are adopted as typically described in text books of
the following:

(a) Applied Linear Regression Models [5];
(b) Statistics Concepts and Controversies [6].

The performance assessment ratings may then be formulated as follows:
For Y = Score of satisfaction level of the overall sub-section of the PAS 55

criteria (dependent variable);
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X Q1 = Score of adopting effective use of the sub-sectional requirement of the
PAS 55 criteria (independent variable Q1);
↕
X Q n = Score of adopting effective use of sectional requirement of the PAS 55
criteria (independent variable Qn);

then

Y ¼ A þ b1 �XQ1 þ . . . þ bn �XQn þ e ð3:1Þ

where A is the regression constant; β1,…, βn are regression coefficients; and ε is
residual of regression. When sampling of the regression reach significant level of
confidence, ε would be considered as null and so Y will approximately become Ŷ
as the expected value of Y in the sampling of regression and modeling.

In questionnaires of surveys on auditing performance assessment for statistical
inference and modeling, vast numbers of dependent variables and independent
variables are too difficult for human calculations of matrices, and so statistical
software computation is required in practice. The popularly available statistical
software for questionnaire surveying is found as “Statistical Package for the Social
Science (SPSS)” which can be readily sought for this project application research as
IBM SPSS ® for MS Windows. Thus the statistical inferences and modeling
analysis for this research of PAS 55 applications adopts the SPSS with the refer-
ences [4] and [7].

SPSS Analysis 1 (Q54 vs. Q1–Q16 for performance of PAS 55 Section 4.4.6
(a)—Adequacy of Information Authorized)

The Performance Output (Dependent Variable) is Q54;
The Performance Predictors (Independent Variables) are Q1, Q2,…, Q16
The computation report on Explore and Regression (full report available on

request) was discussed as follows:

Variables Median
values

Outliers IDs (respect to
individual Qs) which
need individual modeling

Significant correlations (overall
Q54 to Q1–Q16) or (Q54 to
individual Qs)

Q54 2 – 0.9 (Overall Q54 vs Q1-Q16)

Q1–Q16 3, 2, 2, 2, 3, 3,
3, 3, 2, 2, 3, 3,
2, 2, 3, 2.

2, 27 (Q1); 23 (Q4); 23,
29 (Q5); 9 (Q13); 23
(Q14).

0.5 (Q2); 0.4 (Q3); 0.5 (Q4); 0.4
(Q5); 0.3 (Q6); 0.5 (Q7); 0.4
(Q9); 0.5 (Q10); 0.3 (Q11); 0.4
(Q12); 0.6 (Q13); 0.7(Q15); 0.5
(Q16).

Significant coefficient(s) of the linear equation: β4 = 0.615 for Q4
None of Independent Variables are mutually affecting on collinearity
Hypothesis tested as Associated with the Population at 95 % confidence level

SPSS Analysis 2 (Q55 vs. Q17–Q34 for performance of PAS 55 Section 4.4.6
(b)—Periodic Review and Revision of Information Adequacy)

The Performance Output (Dependent Variable) is Q55;
The Performance Predictors (Independent Variables) are Q17, Q18,.., Q34
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The computation report on Explore and Regression (full report available on
request) was discussed as follows:

Variables Median values Outliers IDs (respect to
individual Qs) which need
individual modeling

Significant correlations (over-
all Q55 to Q17–Q34) or (Q54
to individual Qs)

Q55 2, – 0.9 (Overall Q55 vs Q17-Q34)

Q17–Q34 2, 2, 3, 2, 2, 2,
2, 2, 2, 2, 2, 2,
2, 3, 3,2, 2, 2.

29 (Q19); 7, 9 (Q25) 9, 23
(Q26); 7 (Q27); 7 (Q28); 6,
9, 23, 29 (Q31); 9 (Q32).

0.7 (Q17); 0.3 (Q20); 0.4
(Q21); 0.5 (Q22); 0.3 (Q24);
0.4 (Q26); 0.4 (Q29); 0.4
(Q30); 0.4 (Q34).

Significant coefficient(s) of the linear equation: A = 1.1, β17 = 0.4 for Q17, β19 = 0.6 for Q19,
β25 = −0.8 for Q25, β31 = −0.3 for Q31
Independent Variables Q22, Q24, Q25, Q27 and Q28 are mutually affecting on collinearity
Hypothesis tested as highly Associated with the Population at 95 % confidence level

SPSS Analysis 3 (Q56 vs. Q35–Q50 for performance of PAS 55 Section. 4.4.6
(c)—Allocation of Roles and Responsibilities and Authorities in using
Information)

The Performance Output (Dependent Variable) is Q56;
The Performance Predictors (Independent Variables) are Q35, Q36,.., Q50
The computation report on Explore and Regression (full report available on

request) was discussed as follows:

Variables Median
values

Outliers IDs (respect to
individual Qs) which
need individual modeling

Significant correlations (overall
Q56 to Q35–Q50) or (Q56 to
individual Qs)

Q56 2 – 0.9 (Overall Q56 vs Q35-Q50)

Q35–Q50 2, 2, 3, 3, 2, 3,
3, 2, 2, 2, 2, 2,
3, 2, 2, 2.

5, 12, 13, 23, 28, 29
(Q35); 18, 31 (Q37); 7,
29 (Q50).

0.5 (Q35); 0.5 (Q36); 0.5 (Q37);
0.5 (Q38); 0.4 (Q39); 0.5 (Q40);
0.6 (Q41); 0.6 (Q42); 0.3 (Q43);
0.5 (Q44); 0.6 (Q45); 0.3 (Q46);
0.6 (Q47); 0.5 (Q48); 0.7 (Q50).

Significant coefficient(s) of the linear equation: A = 1.0, β50 = 0.6 for Q50
Independent Variables Q38 and Q39 are mutually affecting on collinearity
Hypothesis tested as highly Associated with the Population at 95 % confidence level

SPSS Analysis 4 (Q57 vs. Q51-Q53 for performance of PAS 55 Section. 4.4.6
(f)—Assurance of Information Security and Back-up Recovery of Information)

The Performance Output (Dependent Variable) is Q57;
The Performance Predictors (Independent Variables) are Q51, Q52, Q53
The computation report on Explore and Regression (full report available on

request) was discussed as follows:
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Variables Median
values

Outliers IDs (respect to indi-
vidual Qs) which need indi-
vidual modeling

Significant correlations (overall
Q57 to Q51–Q53) or (Q57 to
individual Qs)

Q57 2 18, 19, 21, 23 0.4 (Overall Q57 vs Q51-Q53)

Q51–Q53 2, 2, 2. 23 (Q52); 0.3 (Q51); 0.4 (Q52); 0.4 (Q53).

Significant coefficient(s) of the linear equation: A = 1.1
None of Independent Variables are mutually affecting on collinearity
Hypothesis tested as Not Associated (non-consistence) with the population at 95 % confidence
level

SPSS Analysis 5 (Q58 vs. Q54-Q57 for Cost satisfaction vs Information
Management performance of PAS 55 Section. 4.4.6(a)–(c) and (f))

The Performance Output (Dependent Variable) is Q58;
The Performance Predictors (Independent Variables) are Q54, Q55, Q56 and Q57
The computation report on Explore and Regression (full report available on

request) was discussed as follows:

Variables Median
values

Outliers IDs (respect to
individual Qs) which need
individual modeling

Significant Correlations (overall Q58
to Q54 – Q57) or (Q58 to individual
Qs)

Q58 2 – 0.4 (Overall Q58 versus Q54–Q57);

Q54–Q57 2, 2, 2,
2.

18, 19, 21, 23 (Q57). (null on Q54), (negative 0.7 at sig-
nificant level of 0.07 on Q55); (neg-
ative 0.7 at significant level of 0.07
on Q56); (null on Q57).

Significant coefficient(s) of the linear equation: A = 1.3
None of Independent Variables are mutually affecting on collinearity
Hypothesis tested as Associated with the population at 95 % confidence level

SPSS Analysis 6 (Q59 vs. Q54–Q57 for Quality satisfaction vs Information
Management performance of PAS 55 Section. 4.4.6(a)–(c) and (f))

The Performance Output (Dependent Variable) is Q59;
The Performance Predictors (Independent Variables) are Q54, Q55, Q56 and

Q57
The computation report on Explore and Regression (full report available on

request) was discussed as follows:

Variables Median
values

Outliers IDs (respect to indi-
vidual Qs) which need indi-
vidual modeling

Significant Correlations (overall
Q59 to Q54 – Q57) or (Q59 to
individual Qs)

Q59 2 – 0.6 (Overall Q59 versus
Q54–Q57)

Q54–Q57 2, 2, 2,
2,

18, 19, 21, 23 (Q57) 0.4 (Q54); 0.5 (Q55); 0.5 (Q56);
0.4 (Q57).

Significant coefficient(s) of the linear equation: none
None of Independent Variables are mutually affecting on collinearity
Hypothesis tested as Associated with the population at 95 % confidence level
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SPSS Analysis 7 (Q60 vs. Q54–Q57 for Time satisfaction vs Information
Management performance of PAS 55 Section. 4.4.6(a)–(c) and (f))

The Performance Output (Dependent Variable) is Q60;
The Performance Predictors (Independent Variables) are Q54, Q55, Q56 and

Q57
The computation report on Explore and Regression (full report available on

request) was discussed as follows:

Variables Median
values

Outliers IDs which
need exclusion in need

Significant correlations (overall Q60 to
Q54–Q57) or (Q60 to individual Qs)

Q60 2 – 0.4 (Overall Q60 vs Q54-Q57)

Q54–Q57 2, 2, 2,
2.

18, 19, 21, 23 (Q57). 0.4 (Q54); 0.4 (Q56).

Significant coefficient(s) of the linear equation: A = 1.4
None of Independent Variables are mutually affecting on collinearity
Hypothesis tested as Not Associated (non-consistence) with the population at 95 % confidence
level

3.2 The Use of Least Square Euclidean Distance for Data
Mining and Moderation

To find moderated operating points in supervised clusters of assessed performance
levels of surveyed models, target performance of building plants within the same
cluster will be moderated by Artificial Intelligence. In practice of application
research, finding the moderated operating points by computing averaged Euclidean
Distance of operating points of several similar buildings within supervised clusters
are introduced. On taking the reference [8] that use of supervised data may perform
linear discrimination of data mining as basic operation of support vector machine
on k-nearest neighbor algorithm. On use of k-means clustering by taking the initial
averaged point as the first centroid for the first round least square Euclidean Dis-
tance calculation. Then take the usually admitted value of K = 3 for seeking the
least square distance of the nearest centroid which is the recommended optimized
operating point among the existing surveyed points. For a trial operation of this
algorithm, Use of ID Nos. 1–7 (Public Sector of EAM Practitioners) for seeking the
optimum point with respect to Q54 versus Q1–Q16 is illustrated in Figs. 1, 2 and 3
on using K-distance computation procedures shown below:

(a) List all scores of Q1–Q16 for Q54 with respect to ID 1–ID 7 (Public Services
EAM Practitioners, selected as a Supervised Learning Cluster for this
demonstration);

(b) Compute K-Distance (Sum of Squares of Q1–Q16 scores) for individual IDs
that is for overseeing relative correlations among IDs;
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Fig. 1 Least square euclidean distance calculation (K = 3) for moderation

Fig. 2 Plot of moderated operating point (centroid no. C2) on K-distance of ID 1–7 and C2
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(c) Attempt an initial Centroid ID (labeled as C1) by taking averaged scores of
Q1–Q16 and Q54 among ID1–ID7;

(d) Compute relative K-Distance (Sum of Square difference) of Q1–Q16 and Q54
between Centroid ID–C1 and individual IDs (ID1–ID7);

(e) For K = 3, look for the first three minimum relative K-Distance (in this
demonstration, ID 2, 5 and 7, for further computation (i.e. Go back to (c) until
the minimum relative K-Distance remains for the same ID);

(f) Attempt the 2nd Centroid ID (labeled as C2) by taking averaged scores of Q1-
Q16 and Q54 among ID2, ID5 and ID7;

(g) Compute relative K-Distance (Sum of Square difference) of Q1–Q16 and Q54
between Centroid ID–C2 and individual IDs of K = 3 (ID2, ID5 and ID7);

(h) As it was found that ID 2 has the first minimum relative K-Distance to
Centroid C1 and remains the same position with Centroid C2. This least
square distance constitutes that ID2 should be the selected model among
Public Services EAM practitioners and Centroid ID C2 may be regarded as the
targeted Public Services EAM practitioners in trade.

4 Conclusion and Further Research Opportunities

The outcome of this research is demonstrated by use of PAS-55 Plan-Do-Check-
Act management framework that part of O&M performance of EAM practitioners
in trade are typically able to be evaluated according to the PAS-55 criteria as Key
Performance Indicators with mapped weighting survey factors for benchmarking to
be developed in categorized use. An artificial intelligence mechanism such as
statistical software and vector data mining computation can be used to determine
tentative models and moderated benchmarking levels based on adoption of common
PAS-55 criteria for guidance applications. Whereas further computation may adopt
MatLab and LS-SVM Lab [9] to operate the Fuzzy Logic Averaging and Support
Vector Machine in future research for fully automated artificial intelligence man-
agement systems with accumulating EAM data and different weighting factors for
modeling and optimization of O&M operations and maintenance for desired out-
come of different categories of EAM practitioners in trade.

Fig. 3 Plot of moderated operating point (centroid no. C2) on aimed score of Q1–Q16 and Q54
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Competency Enhancement Model
of Physical Infrastructure and Asset
Management in Compliance with PAS-55
for Hong Kong Automotive
Manufacturing Engineers

K.K. Lee, Raymond M.Y. Shan, Horace C.H. Leung
and Joseph W.H. Li

Abstract To cope with the pitfall induced by the quick growth rate in asset
management of automotive components manufacturing, an industry-wide profes-
sional competence development programme was initiated by SAE-HK and imple-
mented by HKPC to upgrade the production and engineering asset management
capability of Hong Kong automotive manufacturing engineers in order to boost the
overall operation quality and efficiency of the industry. Through the comprehensive
programme including the formulation of a human resources competence model for
the industry, identification of major facility engineering and optimization tools in
PAS-55 including Condition Assessment Technique (CAT); Machine Capability
Index (MCI), Maintenance Analysis and Management (MAM) and Facility Man-
agement Information System (FIMS); PAS-55 system trial run and tools application
at pilot companies; and the compilation of a best-in-class training and PAS-55
system implementation manual, local automotive component engineers are practi-
cally equipped with appropriate tools to understand the risks their businesses face,
and the factors associated with facility optimization and prioritization.

Keywords PAS 55 � Human resources development � Hong Kong automotive
manufacturing engineers
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1 Introduction

1.1 The Chinese and Hong Kong Automotive Manufacturing
Industries

Through years of double-digit expansion, Mainland China surpassed Japan to
become the largest car producer in 2009 and the current Chinese market size is
almost twice the size of the USA or Japan, far larger than any European country.
Yet, the growth potential is still enormous as still less than 5 people in 1000 own an
automobile. According to the China Association of Automobile Manufacturers, the
overall automobile sales in Mainland China is expected to increase by 7 % to
20.6 million in 2013, safely securing her rank No. 1 in the world [1].

While the Chinese automotive industry and market grows by leaps and bounds,
Hong Kong automotive components manufacturers have grasped a golden chance
of enhanced special access to the high potential market in the light of CEPA and
WTO commitments. The strong growth of the Chinese market has been leading the
growth of the Hong Kong automotive industry, giving to the rise of a number of
Hong Kong automotive manufacturing enterprises through the advancement in
technological competence and the business scale.

1.2 More Than Fundamentals—Physical Infrastructure
and Asset Management

According to Mr. Gordan Chan [2], ex-president of the Hong Kong Auto Parts
Industry Association, in 2007 the Hong Kong automotive manufacturing industry
consisted of 400-odd enterprises, of which about 30 were considered as “tier-one”
which directly deal with high-end car manufacturers, while the remaining “tier-two”
and “tier-three” operated in an OEM capacity. However, no matter the size and
position of automotive manufacturers along the automotive supply chain, all sup-
pliers have to get over dozens of stringent technical requirements on safety, reli-
ability and product quality set by the automotive manufacturers and the upper tier
customers to gain the entry ticket within the automotive manufacturing industry.

Through traditional engineering training, Hong Kong engineers are technically
fit in automotive engineering, manufacturing engineering and facility design.
However, inadequate training on equipment and machinery maintenance in tradi-
tional engineering disciplines could lead to incredibly increase in tools replenish-
ment and equipment maintenance cost, extraordinary quick deterioration of
working environment and potential pitfall in non-compliance with the requirement
on Infrastructure Management and Work Environment Management stated in ISO/
TS 16949, also the expectation of automotive manufacturers and upper tier
customers.
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1.3 PAS 55 and Asset Management Under the Spotlight

PAS 55 has been widely recognised as a significant step on the road of asset
management. Many organisations and companies worldwide showed their interest
in developing the specification and are actively wide spreading its use within the
organizations. With the help and guidance of PAS 55, the Hong Kong based China
Light and Power reported a 90 % reduction in system losses, while meeting a 20 %
growth in demand and reducing customer charging tariffs by 40 %. Due to the ever
success of PAS 55, the International Standards Organisation (ISO) has accepted
PAS 55 as the basis for the development of the series of international standard ISO
55,000, which turns the best practice on asset management internationally for
global excellence enhancement.

PAS 55 is a general standard for managing physical assets which is particularly
relevant. It is deliberately structured to follow the design of other international
standards including ISO 9000 and the Deming Plan-Do-Check-Act cycle of con-
tinual improvement. It also introduces the need for a number of essential tools to
ensure alignment, integration and sustainability of efficient and effective asset
management activities.

In 2008, PAS 55 was updated with input from 50 organizations in 10 countries,
representing 15 industry sectors. It is increasingly recognized as a generically
applicable definition of good practices in the whole life cycle, optimized man-
agement of physical assets. Comprising two parts, Part 1—Specification for the
optimized management of physical infrastructure assets and Part 2—Guidelines for
the application of PAS 55-1, it offers a 28-point checklist of requirements for an
effective asset management system, defined terms and practical guidance on the
implementation of the standard [3, 4].

2 Industry-Wide Human Resources Analysis
and Enhancement

2.1 Urgent Needs of the Hong Kong Automotive
Manufacturing Industry

ISO/TS 16949 has not been new to the Hong Kong automotive components
manufacturers since 2002. The Hong Kong automotive manufacturing sector grows
very quickly due to the growth of the Chinese market with the tangible support
from the HKSAR Government. To keep the ball rolling, automotive components
manufacturers must have effective management processes to maintain the high
quality and reliable automotive components at a competitive cost, which is pri-
marily dependent on the effective function of their manufacturing facilities and the
stewardship of the physical assets such as production equipment, manufacturing
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plant, auxiliary peripheral equipment, testing facilities, logistic facility, software
programmes and system back up, etc.

According to the requirement of ISO/TS 16949, manufacturers shall determine,
provide, and maintain the infrastructure needed to achieve product conformity and
require a formal approach for infrastructure and facility management including
contingency plan. Therefore, formal approach is explicitly required to infrastructure
and facility management for automotive component manufactures in order to meet
industry expectation. With a formal facility management system in place, auto-
motive components manufacturers would be able to better understand the risk that
their businesses face and factors associated for facility optimisation and prioriti-
sation in order to achieve mutual benefits.

2.2 Human Resources Analysis and Modeling

To satisfy the industry’s needs and to cope with the abovementioned problems,
SAE-HK proposed an industry-wide professional competence development pro-
gramme with Hong Kong Productivity Council (HKPC) to seek governmental
funding support through the Professional Services Development Assistance Scheme
(PSDAS) from the Commerce and Economic Development Bureau (CEDB). The
proposed professional competence development programme targeted mainly on
automotive manufacturing engineers; starting with the desktop search and analysis
of the capability of human resources on asset management, and following by
sample forms and tools design, train-the-trainers programme, practical on-site
implementation trials, industry-wide enhancement training and training manuals
compilation.

The human resources capability desktop search and analysis indicates the
direction and the framework of the entire project. The aim of this phase is to
identify the skillset of engineers within the automotive manufacturing sector based
on the traditional engineering training at universities and technical colleges. Based
on the results, the main targets of the professional competence development pro-
gramme are identified. The results of the study of skillsets possessed by engineers
from different engineering disciplines within this sector are shown in Fig. 1.

The automotive manufacturing sector is very closely linked with manufacturing
engineering and mechanical engineering which focus on automotive parts and
components design and manufacturing processes. These were the major revenue-
generating areas where Hong Kong manufacturers focused on. Computer engi-
neering and information engineering serve mainly as a business supporting role in
the field of information technology within the sector, while civil engineering and
electrical engineering and for the construction of manufacturing infrastructure and
plant construction. Electronic engineering is the least relevant as the production of
automotive signaling systems or other electronic automotive control systems are not
typical to Hong Kong automotive manufacturers.
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Therefore, the main participants of our programme were automotive manufac-
turing engineers from the manufacturing and mechanical engineering background
who had extensive exposure to expensive production equipment and necessary
physical infrastructure. The programme structure was then formulated in accor-
dance to their skillset they built up from traditional engineering training and the gap
between the world class asset management best practice.

2.3 Comprehensive Series of Professional Competence
Development Programmes

In the traditional manufacturing engineering and mechanical engineering training,
the provision of courses on asset management and other similar subjects is com-
paratively generic and theoretical. There is no practical training on asset manage-
ment for the automotive manufacturing sector offered by any local engineering
institutions. Seeing this, 13 topics were chosen based on the human resources
capability analysis to provide a comprehensive understanding on PAS 55 for the

Fig. 1 Technical knowledge and skillset profile analysis for engineers from different engineering
disciplines within the automotive manufacturing sector
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automotive manufacturing engineers. The details of the training series are shown in
Table 1.

The first part of the training series was to train the trainers. 25 local engineers
were identified and selected as the participants in the train-the-trainer section to
learn the theories behind the asset management tools and to obtain practical
knowledge on the application of asset management tools. The participants were
then required to trial apply the facility engineering and optimization core tools on-
site in their own factories so as to obtain hands-on experience. Then the 25 local
engineers held the training sessions, with all 13 modules inclusive, in Mainland
China to transfer their knowledge and share their experience to 75 Hong Kong
engineers stationed in Mainland China.

Sample forms and tools were provided to facilitate the lectures and a practical
session was arranged so that they could use the tools and knowledge in actual
situations. All the course contents and the sample tools were compiled in the
implementation manual to enhance the efficiency and effectiveness of knowledge
transfer. One of the sample designed is shown in Fig. 2 and the cover of the
implementation manual is shown in Fig. 3.

Table 1 The training series within the professional competence development programme

Module Topic

M1 Understanding of PAS-55 optimized facility management

M2 Facility engineering and optimization tool on life-cycle cost analysis (LCCA)

M3 Facility engineering and optimization tool on demand forecasting and management
(DF&M)

M4 Facility engineering and optimization tool on machine capability index (MCI)

M5 Facility engineering and optimization tool on condition assessment and performance
monitoring (CAPM)

M6 Facility engineering and optimization tool on risk assessment and management (RAM)

M7 Facility engineering and optimization tool on optimised decision-making (ODM)

M8 Facility engineering and optimization tool on maintenance analysis and management
(MAM)

M9 Facility engineering and optimization tool on facility management information system
(FMIS)

M10 Facility engineering and optimization tool on internal audit of risk-based management
system of PAS55

M11 Facility engineering and optimization tool on facility management information
system (FMIS)

M12 Facility engineering and optimization tool on documentation Development for
facility management system

M13 Facility engineering and optimization tool on continual improvement
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Fig. 2 Sample form for MFMEA [5]

Fig. 3 The cover of the
implementation manual [6]
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3 Discussion

3.1 Effectiveness of the Professional Competence
Development Programme

After the 28.5-day training series, the local automotive manufacturing engineers
participated in the programme had shown their competence on PAS 55 through the
successful application of various technical tools on asset management and the holding
of teaching sessions in the PRD region. Apart from the direct beneficiaries at a size of
25 locally trained trainers and 75 Hong Kong engineers stationed in Mainland China,
over 1300 engineers were benefitted by the implementation manual which contained
the implementation guide, the set of sample facility engineering and optimisation
tools as well as the set of PAS 55 process-based procedures.

3.2 Seed Driving Force of the Application of the Best Practice

Before the local trainers held their sessions in the PRD region, they had to trial
implement PAS 55 according to the tools and skills taught during the lectures held
by overseas speakers. The application skills were well proved to be practical and
applicable through the two training sessions, which was commented as a very good
arrangement for the local trainers to practice the newly learnt skills in the industry.
From the attained performance of the local automotive manufacturing engineers,
they could surely become the driving source to fasten the advancement of the
industry through local knowledge sharing.

4 Conclusion

Within the automotive manufacturing industry, it has been conjoining, banding to
pool resources since 1996 [2] The extensive growth in size and technology level
requires high level on asset management, which is exactly addressed by PAS 55. In
the foreseeable future, the development trend within this industry will drive a
ballooning need for talents with PAS 55 or relevant asset management knowledge.
The professional competence development programme showed successful knowl-
edge transfer not only from the overseas speakers to the Hong Kong automotive
manufacturing engineers, but also from these trainers to those engineers stationed in
Mainland China. Through the provision of sample forms and tools specified in PAS
55, the trained engineers could pick up the skills on asset management quickly and
able to apply those skills in actual situation. It is hoped that programmes in similar
structures could be held in other industries so that the professional asset
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management knowhow could widely be spread amidst Hong Kong industries, well
supporting the growth of the industries grasping the golden chance provided by the
Mainland market.
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Evaluation of Engineering Asset
Acquisitions in EAM Based on DEA

Wei Liu, Wen-bing Chang and Sheng-han Zhou

Abstract This paper focuses on the process of acquisition of the engineering asset
life cycle management and uses DEA (Data Envelopment Analysis) Model to
evaluate the alternatives (decision making units, DMU). Firstly, based on the
principles of the fuzzy clustering and rough set, we give an introduction to the
object-weight-constrained DEA model. Then, Given the life cycle cost and taking
the civil aircraft as an example, we take the cost of the acquisition, the cost of
operation and maintenance, the cost of retirement disposal as the input variables and
main performance parameters of the civil aircraft which include Wind Loading and
Thrust-to-weight Ratio as the output variables, then, with the DEA linear pro-
gramming and the use of LINGO, we can easily get the efficient DMUs and provide
optimization suggestions for the inefficient DMUs. Also, we can get the scale
benefit and technology availability of the DMUs respectively. Finally, we analyse
the results and get the conclusion that the results meet the fact in the airlines.

1 Introduction

Engineering asset management which is to manage the tangible assets through its
lifetime [1] including the Acquisition, Operation and Maintenance and the
Retirement can make the assets more supportable for the realization of the orga-
nization’s delivery strategy. Asset acquisition undoubtedly plays a vital role in it
which will lay a solid foundation in the whole process. Many models can be used
for the evaluation of the acquisition alternatives such as the Analytic Hierarchy
Process (AHP), the Grey Model, the Fuzzy Model etc., but some of them are
dependent on the subjective judgement and can only be used for the evaluation.
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With the Object-Weights-Constrained DEA model, we can not only get an object
view of the weight sequence but also evaluate the acquisition alternatives from
quantitative aspect, also, some optimizations may be made for the alternatives.

2 DEA Model

With the principles of the fuzzy clustering and rough set, we get the object weight
constraint of the output/input variables, and then, we integrate the constraints with
the C2R Model and get the Object-Weights-Constrained DEA model.

2.1 Weight Constraints Setting

With the fuzzy clustering and the importance principles of the rough set, we can get
make full use of the original data and get the sequence result from that without any
subject factors [2].

2.1.1 Data Calibration

In this step, we mainly get the fuzzy equivalent matrix from the original data.
Suppose that the set of influential factors is ðx1; x2; . . .xnÞ, and we can get the

original data matrix.

X ¼
x11 x12 . . . x1m
x21 x22 . . . x2m
. . . . . . . . . . . .
xn1 xn2 . . . xnm

0
BB@

1
CCA ð1Þ

After data standardization (0–1), we can get the below data matrix for analysis.

Y� ¼
y11 y12 . . . y1m
y21 y22 . . . y2m
. . . . . . . . . . . .
yn1 yn2 . . . ynm

0
BB@

1
CCA ð2Þ

Then, with Max/Min Method (see 3), we can get the fuzzy similar matrix
R ¼ ðrijÞn�n.
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rij ¼
Pn

k¼1
ðyik ^ yjkÞ

Pn

k¼1
ðyik _ yjkÞ

ð3Þ

With the self-squared method, we can change the fuzzy similar matrix into the
fuzzy equivalent matrix R� ¼ ðrijÞn�n which shows the fuzzy equivalent relation-
ships among the entities and meets the characteristics conditions of self-reverse,
symmetry and transfer.

2.1.2 Fuzzy Clustering

Firstly, with the different fuzzy confidential level α set, we can set tij to 1 (If rij � a)
or 0 (if rij\a) and get the new matrix Tk ¼ ðtijÞn�n for each specific α. By dis-
tributing the same value into the same cluster, we get the result set Ci; i ¼ 1; 2; . . .k
including the cluster group and member of each group for different values of α.

Then, by deleting a single factor from the all influential factors and repeating the
previous step, we can get the result set C

0
i; i ¼ 1; 2; . . .k

0
.

2.1.3 Grading

The resulting cluster only gives a group of entities with similar or the same char-
acteristics, referring to the principles of the rough set, we can decide the importance
of a specific factor ria by following the below principles.

ria ¼ jPOSCiðC
0
iÞj � C

0
i \ Ci

jUj þ
jPOSC0

i
ðCiÞj � C

0
i \ Ci

jUj ð4Þ

In which, jPOSCiðC
0
iÞj is the number of positive region of C

0
i referring to Ci for a

specific α and U is the total number of the sample. And then, we can get the
importance of an factor with the below equation.

�r ¼ 1
n

X
ria ð1:5Þ

In which, n represents the number of the classification for the α. Finally, we get
the importance sequence of all the influential factors.
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NoteWhen there’re many DMUs whose efficiency are 1, �r can also be used to
decide the best DMU by calculating the Euclidean distance between the real
weights of the DMU factors and the �r.

2.2 Modelling

In this paper, we build the object-weights-constrained C2R Model and BC2 Model
to analyze the productive efficiency and scale efficiency of the civil aircraft
respectively. It can be represented as follows [3]:

ðPI
C2RÞe

max h1 ¼ lTy0
xTxj � lTyj � 0; j ¼ 1; . . .n
xTx0 ¼ 1
xi �xj; 1� i; j� n
li � lj; 1� i; j� n

x� ee; l� eê

8
>>>>>>><

>>>>>>>:

ð6Þ

ðPI
BC2Þ

max h2 ¼ ðlTy0 � l0Þ
xTxj � lTyj þ l0 � 0; j ¼ 1; . . .; n
xTx0 ¼ 1
xi �xj; 1� i; j� n
li � lj; 1� i; j� n

x� 0; l� 0; l0

8
>>>>>><

>>>>>>:

ð7Þ

2.3 Efficiency Analysis

(1) If h�1 ¼ 1 and S��
i ¼ Sþ�

r ¼ 0, the DMU is both scale-effective and technique-
effective;

(2) If h�1\1 or S��
i 6¼ 0; Sþ�

r 6¼ 0, the DMU is inefficient in scale efficiency or
technical efficiency;

(3) For the h�1\1 or S��
i 6¼ 0; Sþ�

r 6¼ 0, the productive efficiency = θ1, the tech-

nical efficiency = θ2, and scale efficiency [4] = h1
h2
;

(4) If the DMU is inefficient, we can provide optimization suggestions for the
alternatives with the premise of unchanged input or unchanged output [5]:
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x
0
0 ¼ ð1� h�1Þx0 þ S��

y
0
0 ¼ Sþ�

�
ð8Þ

S�i ; S
þ
i are slack variables during the solving of the dual programming to be

estimated.

3 Case Study

In this case, we use the DEA model to evaluate different choices of a civil aircraft
purchasing.

3.1 Variable Selection

With regards to the life cycle cost of the military airplane and the definition of the
life cycle management of the EAM, we divided the life cycle of the civil aircraft
into 3 stages, the asset Acquisition, the asset Operation and Maintenance and the
asset Retirement Disposal.

Because the indirect cost of the civil aircraft differs from airline companies in a
great sense, so we just take the direct cost here. See for Fig. 1.

Given the life cycle cost of the civil aircraft, we take the cost of Acquisition, the
cost of Operation and Maintenance and the cost of Retirement Disposal as the input
variables and the Wind Loading and Thrust-to-weight Ratio as output variables [6].

The cost of the Acquisition (CACQ) includes the cost of the demonstration and
development and test and evaluation of the scheme (CRDTE) the manufacture
(CMAN) and the profit of the manufacturer of the airplane (CPRO).

The cost of the Operation and Maintenance refers to the cost generated during
the actual operating and maintaining of the civil aircraft.

The cost of the Retirement Disposal is the disposal cost after the airplane is
retired (Table 1).

3.2 Modelling Results

In the process of the modeling, firstly, we set the weights of the input variables free
and then, with the fuzzy clustering and importance calculation, we make the
weights of the output variables constrained. Then, with the use of LINGO, we get
the below results (Table 2).

We can make some optimizations for the inefficient DMUs as well referring to
the Eq. 8.
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3.3 Data Analysis

From the previous results, we can know that first choice is the least efficient and the
second is the most efficient. There is much work to be done for the aircraft 2 and 3
to be more competitive as shown in Table 3. In fact, the aircraft in Scheme 1 has
been gradually eliminated because of its low competency. The aircraft in the second
and third ones are once the most popular models but between their competitions,
previously in the 13th Asian Aerospace, the second has won more and more
advantage for its high reliability and low operation cost.

Fig. 1 Direct operation cost
of the civil airplane

Table 1 Data comparison of different acquisitions [1]

Items 1 2 3

Input CACQ (107 dollar) 7.29 6.01 6.61

COPS (107 dollar) 8.78 6.14 7.34

CDISP (million dollar) 4.97 3.76 4.31

Output Wind loading (kg/m2) 525.11 600.49 634.11

Thrust-to-weight ratio 0.29 0.33 0.31

Data source The 22nd of the Handbook of the Aircraft Design: The design of the Technical
Economy; The 5th of the Handbook of the Aircraft Design: The overall design of the civil aircraft

Table 2 Efficiency of the DMUs

Items Productive efficiency Technical efficiency Scale efficiency

1 0.7244877 0.8244170 0.8787871

2 1 1 1

3 0.9601340 1 0.9601340

Table 3 Optimizations for the inefficient DMUs

Items CACQ (107 dollar) COPS (107 dollar) CDISP (106 dollar)

1 2.01 3.38 1.67

3 0.26 0.84 0.33
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4 Conclusion

With the Object-weights-constrained DEA model and taking the life cycle man-
agement into consideration, we can get a clear overview of the engineering asset
acquisition in aircraft industry. Also, with DEA model and LINGO, we can sim-
plify the multi-objective programming and get the best choice through the com-
parison among the relative efficiency.
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Method of Measuring Mechanical
Properties for Semi-Infinite Coating
Materials

Guorong Song, Hongshi Liu, Zimu Li, Cunfu He and Bin Wu

Abstract At present coating materials are widely used in the field of aerospace,
machinery, petroleum, chemical, nuclear power. The strength and failure analysis of
coating is more and more important, at the same time the coating mechanical
properties are critical for guiding the industrial electroplating. The elastic constant
is one of the most important mechanical properties of parameters that are needed to
be evaluated. The paper presents the measurement method of elastic constants for
coating material based acoustic microscopy technology. The elastic constants of
different thickness semi-infinite nickel coating materials are test by the V(f, z) ana-
lytical method, it’s a frequency domain method; which is to obtain the experimental
dispersion curves. The mechanical properties of the nickel coating can be inversed
by changing the longitudinal wave velocity and shear wave velocity of nickel
coating to fit the theoretical dispersion curves with the experimental dispersion
curves. The experimental results show the method is feasible, this study lays a
foundation for evaluating mechanical properties for semi-infinite coating materials.

1 Introduction

Coating technology is regarded as a technology for the preparation of materials. It
maintains the inherent feature of the base material, while also makes the surface of
the material get characteristics such as anti-corrosion, antifriction and anti-oxida-
tion. This technology is well-used in lots of fields. Coating strength and failure
analysis become more and more important with the development of the coating
technology and increasing requirements for modern equipment reliability, espe-
cially for testing mechanical properties of materials. Testing mechanical properties
of metal coating is much more difficult compared with bulk materials. On one side,
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substrate and the coating interface have a great influence on the coating test results;
on the other side, the methods applied on the block are often not applicable to the
coating, so we are eager to establish new methods to achieve mechanical properties
by non-destructive testing technology [1–3]. In order to analyse mechanical prop-
erties of coating materials, the representative testing methods are nano-indentation,
bulge testing, micro-beam bending testing, etc. Above all, the method to test
ultrasonic propagation characteristics and wave velocity is regarded as a focus
recently.

In this paper, the frequency-domain a V(f, z) analytical method, which is a kind
of the ultrasonic velocity methods, is applied to inverse the mechanical properties of
coating materials [4]. The mechanical properties of 10 mm aluminum substrate with
15, 35, 55, 60, 95 μm nickel coating layer semi-infinite samples are measured by
the ultrasonic non-destructive testing system with a PVDF line-focus transducer
developed by ourselves. The measurement result is quite satisfactory with high
precision, and this system is reliable to obtain characterization and measurement of
the coating semi-infinite material mechanical properties [5, 6].

2 Measurement Method

The measurement experiment for acoustic characteristics of nickel coating semi-
infinite materials is based on acoustic microscope technology, using the ultrasonic
non-destructive testing system for limited-size samples with a PVDF line-focus
transducer developed by ourselves to complete defocus measurement [7]. The
ultrasonic waves are excited and received by the continuously defocus short steps
between line-focus transducer and the tested sample in order to get different echo
signals at different positions.

The test dispersion curves can be got by two-dimensional Fourier transforming
the received signals with V(f, z) analytical method [3]. Firstly, the V(f, z) oscillating
curves can be obtained by Time-domain Fourier transform from the V(t, z) echo
signals, then, the Vðf ; 1=zÞ oscillating curves can be got by Spatial-domain Fourier
transform. Lastly, the period of defocusing distance Δz is the reciprocal of fre-
quency peak, which is extracted from the Vðf ; 1=zÞ oscillating curve. Take them
into the formula:

VR ¼ VW 1� 1� VW

2fDz

� �2
" #�1

2

ð1Þ

The test dispersion curves can be got, and VW is the velocity of ultrasonic waves
in the water.

A PVDF line-focus ultrasonic transducer developed by ourselves is applied, its
parameters is: 20 mm focal distance, 5 MHz center frequency, 150° aperture angle.
Figure 1 shows the PVDF line-focus ultrasonic transducer. Fixing the transducer on
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the Z-axis of the Four-axis moving framework, this is an important part of ultra-
sonic non-destructive testing system. The transducer can automatically defocus
with precise positioning by short steps (that is step = 10 μm).

There is a water tank with measured sample, it is put on a Three-axis adjust seat
to keep PVDF line-focus transducer vertical with the surface of the measured
sample [8, 9]. Nickel layers is widely used in functional coatings, the dimension
parameters in this paper as shown in Table 1, All are semi-infinite samples for
aluminum substrate with nickel coating layer.

When testing 10 mm aluminum substrate with 35 μm nickel layer semi-infinite
sample, the defocus distance is 4 mm and step interval is 0.01 mm. So 401 groups
echo signals can be got. The Time-domain V(t, z) echo curves are showed as Fig. 2.

V(f, z) analytic method is used to get the oscillating period by two-dimensional
Fourier transform, because we can just get the oscillating curves from one-
dimensional Fourier transform as in Fig. 3. Figure 3 is a frequency-domain
waveform based on the composed oscillating curves of different frequency, each
oscillating curve has a period at its optimum oscillation place [10].

The reciprocal of frequency peak can be regard as the period on z, so the defocus
distance Δz is the reciprocal of the frequency peak of the acquired V f ; 1=zð Þ
oscillating curves(shown in Fig. 4) after two-dimensional Fourier transform on
defocus position z. Then, put them into the wave velocity formula to acquire the

Fig. 1 PVDF line-focus
ultrasonic transducer

Table 1 Dimension parameters of semi-infinite sample

Number of samples Thickness of substrate (mm) Thickness of nickel coating layer (μm)

1 10 15

2 10 35

3 10 55

4 10 60

5 10 95
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frequency dispersion curves of 10 mm aluminum substrate with 35 μm nickel
coating layer semi-infinite sample, as showed in Fig. 5.

The velocity changes with the frequency, as its wavelength changes with fre-
quency. The wavelength decreases accompany with the frequency increases, so the
wave will penetrate to the substrate at the beginning, then to the coating layer.
Figure 5 shows the relationship between frequency and velocity, an inflexion
appears at 10 MH. This inflexion generate at the boundary of the substrate and
coating layer, which indicates neither the wave velocity of two parts. It could be a
method to get the thickness of coating layer by tracing the inflexion.
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Fig. 2 Time-domain
waveform of nickel coating
layer (thickness 35 μm)
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Fig. 3 Frequency-domain
waveform of nickel coating
layer (thickness 35 μm)
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3 Measurement Result

The theory acoustic dispersion curve will be acquired by changing the longitudinal
wave velocity and shear wave velocity, which involve acoustic wave propagation
characteristics and theory modelling in the coating material. If the substrate density
ρ, longitudinal wave velocity CL, shear wave velocity CT and nickel coating layer
density q0 are all given out, the theoretical values of nickel coating layer longitu-
dinal wave velocity C0

L, shear wave velocity C0
T and its thickness d are those

parameters make theory acoustic dispersion curve match test acoustic dispersion
curve the best.

When inverse elastic constants of nickel coating layer semi-infinite materials,
coating layer longitudinal wave velocity CL range 5610–5810 m/s, shear wave
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Fig. 4 V f ; 1=zð Þ oscillating
waveform of nickel coating
layer (thickness 35 μm)
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Fig. 5 Frequency dispersion
curve of nickel coating layer
(thickness 35 μm)
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velocity range CT 2930–3080 m/s can be used as a reference. The substrate density
ρ is 2740 g/cm3, and nickel coating layer density q0 is 8300 g/cm3. After several
time testings, the 15, 35, 55, 60, 95 μm thickness fitting curves of coating layer are
showed in Fig. 6a–e. The solid line is theory curve from changing parameters, while
the dotted lines is our test curves obtained by V(f, z) analytic method.

According to elastic mechanics theory, the mechanical properties are related to
the velocity of the acoustic waves, when the velocity is given, as the following
formula:

t ¼ 0:5C2
L � C2

T

C2
L � C2

T
ð2Þ

E ¼ C2
L � q 1þ tð Þ 1� 2tð Þ

1� t
ð3Þ

Poisson’s ratio υ, Young modulus E can be obtained. ρ is the coating material
density.

The coating layer thickness d can be directly obtained, other theoretical values
are took into formula (2) and (3) to obtain Poisson’s ratio υ, Young modulus E.
Table 2 list the thickness of the test nickel coating layer, theoretical values for
longitudinal wave velocity CL, shear wave velocity CT and Poisson’s ratio υ, Young
modulus E obtained by the measurement.

Figure 6 shows five different thicknesses nickel coating layer dispersion curves;
they all have an inflexion at different frequencies. The inflexion moves to lower
frequency with the layer gets thicker. Because the transducer is limited below
30 MHz, curves for the coating layers thinner than 15 μm are difficult to fit out. A
high frequency transducer is needed to practise for thin layers.

In the Table 2 Poisson’s ratio υ has a trend of decline and Young modulus E has
a tread of increase, while thickening the coating layer. It means the mechanical
properties of the nickel coating layers semi-infinite samples are closer to nickel,
with thickening their coating layers.

Table 2 Comparison of results

Number
of
samples

Thickness of
nickel coating
layer μm

Longitudinal
wave velocity
CL m/s

Shear wave
velocity CT

m/s

Poisson’s
ratio υ

Young
modulus
E GPa

1 15 5830 2830 0.346 178.8

2 35 5830 2900 0.334 187.6

3 55 5820 2910 0.333 187.7

4 60 5810 2980 0.321 194.5

5 95 5800 3040 0.311 200.8
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4 Conclusion

The ultrasonic nondestructive testing system can realize the automatic measurement
of the coated specimen acoustic characteristics. The measurement of echo signal is
accuracy, and signal to noise ratio is high. In this paper, five aluminum substrates
with nickel coating layer semi-infinite samples are measured by the V f ; zð Þ ana-
lytical method. The experimental results indicate that fit theory curve with test
curve by changing the theoretical values based on V f ; zð Þ analytical method can
help to inverse the mechanical properties and thickness of the nickel coating layers
for semi-infinite sample. This study also lays a foundation for evaluating
mechanical properties for semi-infinite coating materials.
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The Design of a MRE-Based Nonlinear
Broadband Energy Harvester

Peter W. Tse and M.L. Wang

Abstract In this article, a conceptual design with its architecture of a broadband,
vibration-based, nonlinear energy harvester is reported. Its non-linear behavior and
its functionality are presented. Compared to that provided by conventional linear
beam type of energy harvesters, this nonlinear harvester can provide widen the
resonance frequency ranges. Hence, it can collect more vibration energy generated
at various dominant rotational frequencies of a rotary machine. A smart material,
called Magneto Rheological Elastomer (MRE), was added to the usual beam
structured energy harvester. Since MRE is one of the magnetic smart materials, of
which their stiffness can be tuned by precisely controlling the applied magnetic
field, the stiffness of the combined piezoelectric beam with MRE becomes
adjustable. Because of the adjustable stiffness, the resonance frequency of the new
beam type energy harvester can be adaptively changed to match with a particular
dominant rotational frequency generated by the monitored machine so that maxi-
mum vibration energy can be harvested. Moreover, due to the nonlinearity of the
new composite beam structure, the range of resonance frequency range can be
widened to make it easier to adapt a slightly varying dominant rotational frequency
due to the monitored machine has small speed variation. Besides the presentation of
design and its with its architecture in the article, the simulated and experimental
results of the new non-linear harvester are also reported here. From the comparison
study of the bandwidth and the output power generated by the new nonlinear energy
harvester against that generated from conventional harvester, the result shows that
new non-linear harvester is functioning superior to that of the conventional
harvesters.

Keywords Energy harvesting � Vibration analysis � Smart materials � Nonlinear
analysis
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1 Introduction

Energy is one of the important topics that attracted increasing attention from aca-
demics and industry. Vibration based micro-generator is a promising energy
scavenging method in collecting harmful energy and providing power supply to the
mechanical health monitoring sensors. MRE is made up of carbonyl iron particles
(ISP. grade S-3700) that embedded in natural rubber thus whose dynamic charac-
teristic is reversely controllable by varying the external magnetic field [1]. Existing
MR elastomers can be divided into two classes, isotropic and anisotropic, and the
magneto-elastic effect partly dependent on the portion of carbonyl iron particles in
the mixtures which maximized at about 33 % [2]. Kallio et al. also studied the
dynamic properties such as the young modulus and damping ratio of the MRE.
Since it is a soft material and its main characteristic is the damping which deter-
mined that it is mostly used as damper for vibration control [3, 4].

Currently, most researches of energy harvesting are carried out by basing on the
piezoelectric effect and mechanical resonance including linear and nonlinear energy
harvesters. Reviewing the existing linear and nonlinear energy harvester could
provide insight to the design of the MRE based energy harvester. Erturk et al. [5]
proposed a linear harvester which was an L-shaped beam-mass structure which is
more stable and productive than the traditional one when subject to the random
vibration. Zhou et al. [6] introduced a 2 DOF (degree of freedom) vibration mag-
nifier, the relay beam, to enhanced the vibration of the attached piezoelectric
materials. Huang and Lin added a moving support to the traditional 1DOF energy
harvester which made the effective length of the vibration beam is tunable
and hence the tunable resonance frequency [7]. Soliman et al. composed the
micro-generator based on electromagnetic induction instead of piezoelectric and
developed it by introducing a stiffness tuning stopper which broadens its resonance
band [8].

Stanton et al. analytically solved the nonlinearity that introduced by a bras with
PZT-5H attached on both sides (Stanton, [9, 10]. Sebald et al. analytically and
experimentally validate the Duffing oscillator which lightened the structural non-
linearity to energy harvesting [11]. Stanton el al. also proposed a resonance mag-
nification methods to enhance the output of energy harvester analytically and
experimentally validate the Duffing oscillator which lightened the structural non-
linearity to energy harvesting. Cottone et al. showed a Piezoelectric buckled beams
for bi-stable energy harvesting and the resonance frequency could be tuned by the
degree to which the beam was buckled [12]. The bulked configuration presents a
superior power generation over a large interval of resistive load when compared to
the un-bulked ones. Abdelkefi [13] analytically solving the structural nonlinearity
of the double-layer energy harvester which quit similar to this article. But the global
model is suitable for objects that with strong stiffness instead of the viscoelastic
material such as MRE. Zhou and Wang studied the sandwiched beam with MRE
core [4, 14]. But, the face-plates are nonconductive and no electromechanical
coupling effect. Hu et al. introduced the sandwich beam to energy harvesting and
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make the resonance frequency tunable as well as raised many more time by adding
one preload to the end of the beam [15].

In this article, the MRE was used to composite the laminated beam for vibratory
energy collection. The influences of parameters in the proposed designs are
experimental study. In addition, by comparison of the bandwidth and the output
power generated from the proposed generator with traditional ones, its superiority is
showed in this article.

2 Proposed Design of Energy Harvester

The proposed design of broad band energy harvester is illustrated in Fig. 1. The
design adopts adjustable magnet field strength by the changeable magnetic distance.
As the distance of the magnet to MRE decrease, the magnet field strength increase
and so do the storage modulus of the MRE accordingly. We assume the magnetic
field density is constant in the gap of two magnets when they are at specific
distance.

The deformation of MRE patch that attached to the piezoelectric materials
mostly considered being the shear strain and regarded as viscoelastic material. The
dynamic motion of MRE is mainly contributed by the complex modulus.

3 Experimental Studies

3.1 Experimental Settings

Figure 2 shows the experimental set up. The shaker was excited by a sweeping
signal. The QP20 N is the piezoelectric material (PZT) based harvester. The MRE is
the Magneto Rheological Elastomer, which is obtained from Ioniqa Technologies
B.V. (Eindhoven, The Netherlands). Figure 3 shows six different configurations of

Fig. 1 Prototype of the MRE-based energy harvester
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the tested harvesters. These configurations include the PZT material along (con-
figuration 1), the PZT with a tip mass attached (configuration 2), the PZT and MRE
with the tip mass (configuration 3), the PZT, MRE, the tip mass and two magnets
located apart at a distance, d1 (configuration 4), and the same configuration but with
different distances, d2 and d3 for configurations 5 and 6 respectively. Configuration
6 has the shortest distance, d3. The dimensions of harvester in different configu-
rations are tabulated in Table 1. Their important parameters are tabulated in Table 2.

Fig. 2 The experimental
setup

Fig. 3 Harvesters with 6
different configurations for
comparison purpose

Table 1 Dimensions of the proposed design

Dimensions Value Unit

Thickness of the QP20 N h1 0.0006 m

Thickness of the MRE h2 0.003 m

Length of the QP20 N and MRE 0.0493 m

Width of the QP20 N and MRE 0.0254 m
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3.2 Experimental Validation of Intended Effectiveness

The curves in the Fig. 4 are the voltage response when the prototype excited in a
same sweeping sine signal with 0.5 V amplitude and 1 MΩ resistance circuits. In
order to compare the voltage response in different frequency range, we use the time

Table 2 Important parameters

Parameters Value Unit

Young’s modulus of QP20 N 55 GPa

Area moment of Inertia of QP20 N 4.57e-13 m4

Density of QP20N 7700 kg/m3

Distance from magnet to MRE d1 0.05 m

Distance from magnet to MRE d2 0.03 m

Distance from magnet to MRE d3 0.01 m

Magnetic strength B Adjustable Teslas

Mass of the tip mass (Al) M 1.5 g

Density of the MRE 2.5 g/ml

Magnetization of the MRE 160 KA/m
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as horizontal axis, and the sweeping rates are all at 0.2 Hz/s. The green curve is the
voltage response of configuration 1 and blue for 2, black for 3, magenta for 4 and
red for 5. As illustrated in Fig. 4, the green and blue curves present a sudden
increase near their resonance frequency while in frequencies far from resonance the
amplitude of voltage is considerable low. However, the amplitudes of the config-
uration 3–5, 1.35, 2.05 and 1.94 v, are much larger than the configuration 1–2, 1.25
and 1.45, which proves the proposed prototype is quite effective in increasing the
energy collection.

Though the dynamic nonlinearity of the QP20 N could slight increase its res-
onance band, the band still quit narrow. As shown in Fig. 4, the areas enclosed by
green, blue curve and red dash straight lines are about 4.9 and 6 VHz, while the
areas enclosed by green, blue curve and black dash straight lines are about 0.5 and
0.04 VHz. So adding the tip mass to the end of QP20 N not only increases the
response amplitude but also increases the resonance band. In this article, the res-
onance band means the frequency range adjacent to the resonance frequency point
where the voltage response is relatively higher than the excitation frequency.

Configurations 3–5 are the prototype vibrating under various magnetic fields.
The areas enclosed by the corresponding curve and red and blank straight line area
about 9.89, 30, 28.35, 1.45, 9.6, 8.83 VHz. In the whole frequency band illustrated
in Fig. 4, the total band energies (areas enclosed with the axis) of the different
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configurations are 14.9, 16, 19.89, 40, 38 VHz. Compared with the resonance band
of configurations 1 and 2, we can see there is a significant enhancement in harvested
energy.

3.3 Parameters Studies

When the prototype excited at different vibration amplitude, the resonance frequency
varies as presented in Fig. 5. When the excitation becomes larger, the stain in the
MRE increases accordingly. This leads to a decrease in its Young modulus. The
complex modulus of the MRE can be formulated as defined in Eqs. 1 and 2 [16].

GðxÞ ¼ GRðxÞ þ jGIðxÞ ¼ GRðxÞ½1þ jDðwÞ� ð1Þ
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GR ¼ a0 þ a1xþ a2x
2;DðxÞ ¼ b0 þ b1xþ b2x

2 ð2Þ

Since the shear modulus of MRE increases with the external magnetic field, so
the resonance frequency of the under different magnetic field and vibration
amplitude are studied as illustrated in Fig. 6. As the increase of magnetic field
strength, amplitude of voltage increases to a maximum then decrease. As the
excitation amplitude increases, the deformation of the MRE became larger which
lead the steepening of the response curve. It should be noted that as the enhance-
ment of excitation, the resonance frequency decrease which is clearly showed in the
sub figures of Fig. 6. However, when the excitation is large enough, then the
resonance frequency would not decrease any more. The asymmetric of the voltage
response is due to the geometric nonlinear of the proposed structure.

4 Conclusion

The effectiveness of the new nonlinear harvest with added MRE for vibration
energy harvesting has been experimentally validated. The design has largely
broadened the resonance band which is also a new scale in measuring the band-
width. The bandwidth of the new nonlinear harvester is twice larger than that from
the traditional energy harvesters. The output of the electric energy density has also
proved to be largely improved. The success of designing such novel nonlinear
harvester with smart material provides a new perspective in the design of future
energy harvesters.
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Feature Selection Approach Based
on Physical Model of Transmission System
in Rotary Aircraft for Fault Prognosis

Cheng Zhe, Hu Niao-Qing and Zhang Xin-Peng

Abstract A majority of the mishaps of rotary aircraft are caused by the faults in
drive train which is composed of some complex rotary mechanical systems.
Planetary gear sets are common mechanical components and are widely used to
transmit power and change speed and/or direction in rotary aircrafts. Planetary gear
sets are epicyclical gear drive that is more complex compared to ordinary gear train,
so the features of planetary gear sets is quite different from traditional features and
hard to extract. This research focuses on the physical-model-based approach to
extract features for planetary gear set. Physical model will be established for
planetary gear set with fault. Then, the features suitable for severity estimation is
selected based on the simulation signals of physical models. After that, the tests
with faults seeded are carried out, and the validation has a promising result.

Keywords Planetary gear sets � Physical model � Feature extraction � Feature
selection � Prognostics

1 Introduction

The majority of mishaps in helicopters are caused by engine and drive train failures.
To reduce these mechanically induced failures and excessive maintenance, it is vital
to accurately identify and diagnose the developing faults in the mechanical system.
Planetary gearbox is a common mechanical component and is widely used to
transmit power and change speed and/or direction in rotary wing aircraft. One of the
most common causes of planetary gear set failure is tooth fatigue crack of the sun
gear due to excessive stress conditions. This failure causes progressive damage to
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gear teeth and ultimately leads to the complete failure of the planetary gear set. This
fault is particularly challenging as it is located deep inside the main transmission,
suggesting it would be difficult to detect earlier. As a result, the feature extraction
for damage detection and severity estimation of planetary gear set is a challenge in
the health management of helicopter.

In this paper, a physical-model-based feature selection approach for planetary
gear set is proposed. Physical model will be established for planetary gear set with
fault. Then, the features suitable for severity estimation is selected based on the
simulation signals of physical models. After that, the tests with faults seeded are
carried out to validate the features extracted above.

2 Physical Model of Planetary Gear Set with Defect

Although the modelling of healthy gear systems nowadays is extensively carried
out, failure modelling is still the subject of many research papers. The finite ele-
ments method is the most frequently used technique to assess gear tooth failures by
their meshing stiffness reduction, but it requires mesh refinements and then much
computation time in certain applications [1–4]. Thus, this research is based on the
analytical method, which focuses on the tooth stiffness reduction due to damage by
considering qualitative proportional reduction [5–7].

2.1 Physical Model of Healthy Planetary Gear Set

A lumped parameter, pure torsional dynamical formulation is employed to develop
the physical model of the 2 K-H planetary gear set. Kspi denotes mesh stiffness
between sun-gear and planet gear; Krpi denotes mesh stiffness between planet gear
and ring gear; Cspi denotes mesh damping between sun-gear and planet gear; Crpi

denotes mesh damping between planet gear and ring gear.θs, θpi and θc denote the
rotation angle of sun-gear, planet gear and carrier respectively. TD, and TL denote
driving torque and loading torque respectively. The subscripts s, r, pi and c denote
sun-gear, ring gear, the ith planet gear and carrier. By ignoring mesh errors and
defining internal meshing side clearance and external meshing side clearance as
2bspi and 2brpi, respectively, the adhesive engaging force D and the elastic engaging
force P are represented as:

Dspi ¼ Cspið _hsrbs � _hpirbpi � _hcrc cos aÞ
Drpi ¼ Crpið _hpirbpi � _hcrc cos aÞ
Pspi ¼ KspiðtÞf ðhsrbs � hpirbpi � hcrc cos a; bspiÞ
Prpi ¼ KrpiðtÞf ðhpirbpi � hcrc cos a; brpiÞ

8
>>>><

>>>>:

ð1Þ
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where K (t) is time varying mesh stiffness, C is mesh damping constant, and rb is
radius of basic circle. The nonlinear clearance function f(x, b) is defined by:

f ðx; bÞ ¼
x� b ðx[ bÞ
0 ð�b� x� bÞ
xþ b ðx\� bÞ

8
<

: ð2Þ

where b is the clearance constant.
Dynamical differential equations of the 2 K-H planetary gear set could be

deduced from Lagrange equations:

Is€hs þ
PN

i¼1
ðDspi þ PspiÞrbs ¼ TD

Ipi€hpi � ðDspi � Drpi þ Pspi � PrpiÞrbpi ¼ 0

Ic þ
PN

i¼1
mpir2c

� �
€hc �

PN

i¼1
ðDspi þ Drpi þ Pspi þ PrpiÞrc cos a ¼ �TL

8
>>>>><

>>>>>:

ð3Þ

where m is mass, I is rotational inertia of the subcomponents (for planet gear, sun
gear and carrier, I ¼ 1

2mr
2
b), α is mesh angle and N is the number of planet gear.

The equations above are positive semi-definite, nonlinear equations, which have
N + 2 degrees-of-freedom (dof’s), with angle displacements of rigid bodies in a
coordinated system. For translating angle displacements of rigid bodies into relative
linear displacement, the relative displacements between sun-gear and planet gear
xspi, and the relative displacement between sun-gear and carrier xsc are defined as:

xspi ¼ hsrbs � hpirbpi � hcrc cos a
xsc ¼ hsrbs � 2hcrc cos a

�
ð4Þ

After this, equivalent mass is supposed asM, for planet gear and sun gear,M = I/rb
2,

for carrier, Mc ¼ Ic
r2bc

þPN
i¼1

mpi

cos2 a.

Substituting Eqs. (1) and (3) into Eq. (4) and simplifying the equations, then the
dynamic model of planetary gear sets is represented as:

xspi þ
PN

i¼1

1
Ms

þ 1
Mc

� �
Cspi _xspi þ 1

Mc
Crpi _xsc � _xspi

� �h i
þ 1

Mpi
Cspi _xspi �Crpi _xsc � _xspi

� �	 


þPN

i¼1

1
Ms
þ 1

Mc

� �
Kspi tð Þf xspi;bspi

� �þ 1
Mc
Krpi tð Þf xsc � xspi;brpi

� �h i

þ 1
Mpi

Kspi tð Þf xspi;bspi
� ��Krpi tð Þf xsc � xspi;brpi

� �	 
¼ TD
Msrbs

þ TL
Mcrc cosa

;

x
��
sc
þ 1

Ms
þ 2

Mc

� �PN

i¼1
Cspi _xspi þ 2

Mc

PN

i¼1
Crpi _xsc � _xspi

� �þ 1
Ms

þ 2
Mc

� �PN

i¼1
Kspi tð Þf xspi;bspi

� �

þ 2
Mc

PN

i¼1
Krpi tð Þf xsc � xspi;brpi

� �	 
¼ TD
Msrbs

þ 2TL
Mcrc cosa

: ð5Þ

8
>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>:
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2.2 Physical Model of Planetary Gear Set with Defect

In this section, tooth fatigue crack in sun gear of planetary gear set is modelled. The
common causes of this damage include cyclic stressing of the gear tooth material
beyond its endurance fatigue limit. Bending fatigue crack starts in the root section
and progresses until the tooth or part of it breaks off. Fatigue crack always occur in
the usual tooth root fillet section, as can be seen in Fig. 1a.

To simplify the model of damage, at each section of the tooth, the shape of tooth
root crack is approximated with straight line which is defined by the length l and the
direction angle 1 of the crack, as shown in Fig. 1. The tooth crack level is defined as
s, which is determined by l and 1, s ¼ sðlj; 1Þ. For simplifying the dynamical model
of planetary gear set, the crack size and its threshold value are defined as cj and cf,
cj ¼ 2m cot n� lj sin 1, ~cj ¼ cj=cf , j = 1, 2, 3…. And then sj ¼ sðlj; 1Þ ¼ sð~cjÞ,
sj 2 0 %; 100 %½ �. Referred to Literature [5, 6], the gear mesh stiffness of the gear
pair, which is composed of sun-gear and planet-gear, is calculated by taking into
account the geometric change due to the tooth crack. The details on the exact
relationship between the crack size and the stiffness reduction can be referred to [4].

The gear mesh stiffness variation caused by sun gear tooth crack is defined as
DKðfd; tÞ, so the time varying mesh stiffness with sun gear tooth crack can be
expressed as

KspiðtÞ ¼ K0ðf0; tÞ þ DKðfd; tÞ ð6Þ

where K0(f0, t) is the mesh stiffness of gear pair in healthy case, f0 is the mesh
frequency, and fd is the meshing frequency of sun gear tooth with damage. fd is the
function of the rotary frequency of sun gear fs, the rotary frequency of carrier fc and
the number of planet gears N, fd ¼ Nðfs � fcÞ. The time vary mesh stiffness is
illustrated in Fig. 1b. The dynamical model of 2 K-H planetary gear set with sun
gear tooth crack is acquired by substituting Eq. (6) into Eq. (5).

Fig. 1 Gear-mesh stiffness variation of gear pair with tooth crack
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2.3 Simulation of the Physical Models

The parameters in the physical models above should be set up according to Table 1,
for the faulty case, s is varied as [0:5:100 %]. The simulation is executed in Matlab,
and four-order Runge-Kutta method is selected for the solution of models. The
duration size and the sampling frequency in solving the equations are set up as 10 s
and 10 k respectively.

Figure 2 shows the dynamic responses in the frequency domain for a healthy
planetary gearbox (s = 0 %) and 3 different levels of crack (s = 20, 40, 80 %). The
healthy model is characterized by the dominance of the gear mesh frequency,
denoted by 1X and its harmonics of 2X * 6X, and etc.

For the damage seeded models, amplitude modulation in time domain of the gear
mesh signal can be clearly observed. As a consequence, many new frequency
components appear at the left side of the dominant frequency (near 1/2X). The
amplitude of new frequency components increases with the growth of crack level,
but the amplitude of dominant frequency and its harmonics decreases at the same
time.

2.4 Validation of the Physical Models

The data sets of health condition and damage seeded condition, which are obtained
from test rig of planetary gear set, are utilized to validate the physical model above.
As the dominant frequency (1X) and its harmonics (2X * 7X) are the main
components in frequency domain, therefore these components are normalized, the
results of which are listed in Table 2. The frequency vector is created based on
normalized frequency components (1X * 7X). After that, for validating the

Table 1 Parameter value in the models

Parameter (Unit) Value Parameter (Unit) Value

Modulus (mm) 2.5 rc (m) 0.108

Tooth number of sun gear 28 Driving torque (N∙m) 100

Tooth number of planet gear 32 Loading Torque (N∙m) 200

Tooth number of ring gear 92 Kspi (N/m) 1.806 × 109

Number of planet gear 4 Krpi (N/m) 2.212 × 109

Tooth width (mm) 12 Cspi (N∙s/m) 4.474 × 103

Pressure angle (Deg) 20 Crpi (N∙s/m) 5.764 × 103

ms (kg) 1.144 bspi, brpi (m) 0.0001

mpi (kg) 1.757 Ipi (m) 0.0016

mr (kg) 3.016 Is (m) 0.0011

rbs (m) 0.046 Ic (m) 0.032

rbpi (m) 0.057 Material 40Cr
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physical models above, two- sample Z test, which is used to analyze the statistical
dependence of two data sets quantitatively [8, 9], is carried out between two fre-
quency vectors of test data and simulation data. The equation of two-sample Z-test
is as bellows:

Z ¼
�X1 � �X2j jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S2
X1
n1

þ S2
X2
n2

r ð7Þ

where X1and X2 are the frequency vector of simulation data and test data, SX and �X
are the standard deviation and mean of X, respectively. And n is the element
number of frequency vector. This algorithm is used here to calculate the statistical
difference of simulation signal and test data, the results are shown in Table 2. As
can be seen in Table 2, the Z-test results are 0.2389 and 0.2586 for the health
condition and the damage seeded condition, which show that simulation data and
test data have no obvious difference on statistic, so the dynamical models above are
validated to be effective.

Fig. 2 Dynamic responses of physical models in the frequency domain
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3 Feature Selection Based on Simulation Signal

From our literature review [8–13], 27 features have been used in different cases of
gearbox condition monitoring as lised in Table 3. In this study they are all explored
to obtain an optimal subset for the detection and estimation of damage level in
planetary gear sets and assigned with serial numbers. The simulation data sets
generated by the dynamical models are used to calculate all these feature parameters
in Table 3.

The approach of damage level estimation consists of two stages: damage
detection and damage level identification. An optimal feature suitable for damage
level estimation should have two merits: the first one is sensitivity, which means
that the feature has a wider classification distance; the next one is relational, which
means the feature is closely related to the fault. The target features will be selected
based on the simulation data sets of the physical models developed above.

3.1 Sensitivity Analysis

In this research, the algorithm of two-sample Z-test is applied as the sensitivity
analysis algorithm directly, and then it is modified to analyze the relational of the
features. According to Eq. (7), the classification distance Z of the healthy samples

Table 3 Feature parameters for selection

Serial
number

Feature
parameter

Serial
number

Feature
parameter

Serial
number

Feature parameter

1 Root mean
squared (RMS)

10 FM0 19 M8A*

2 Crest factor
(CF)

11 FM4 20 Mean frequency (MF)

3 Energy ratio
(ER)

12 NA4 21 Frequency centre (FC)

4 Kurtosis 13 M6A 22 Root mean square fre-
quency (RMSF)

5 Standard
deviation

14 M8A 23 Standard deviation fre-
quency (STDF)

6 Energy operator 15 NB4 24 Intra-revolution energy
variance (IREV)

7 Absolute mean
value

16 NA4* 25 Spectrum kurtosis (SK)

8 Clearance
factor

17 NB4* 26 Local spectrum kurtosis
(LSK)

9 Impulse factor 18 M6A*
27 NSR
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and the fault seeded samples is calculated by two samples Z-test procedure. In the
sensitivity analysis, X1 and X2 are the parameter vectors calculated based on
healthy sample set and the fault seeded sample set respectively. And n is the sample
number for each sample set. As the value of Z increases, the sensitivity of the
feature parameter will grow, that means this feature parameter will have an obvious
change while there is damage.

3.2 Relational Analysis

Whether a feature is a suitable indicator for crack level estimation is based on its
performance to track crack propagation, which is called relational in this research.
Only the feature curve is monotonic and close to the crack propagation curve, it can
be considered that the feature has optimal relational. For quantitatively analyzing
the feature performance on tracking crack evolution, the crack level vector is
defined as a step curve.

In this section, two-sample Z-test is modified to make sure that the value of
R can indicate the relational performance of feature parameter. Thus we exchange
the numerator and the denominator in Eq. (7) each other to obtain Eq. (8). After
that, the feature vector (real line) and damage level vector (imaginal line) are used
as two samples respectively. The featuer vector is [a1, a2, a3, a4, a5], and the
damage level vector is [s1/100, s2/100, s3/100, s4/100, s5/100]. Then the relational
value Rk of the kth feature can be calculated following Eq. (8),

Rk ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S2
Xk
nxk

þ S2
V

nV

r

�Xk � �Vj j : ð8Þ

where Xk is the kth feature vector calculated based on damage propagation data,
V is the damage level vector, nxk and nV are the element number of Xk and V,
respectively. �Xk and �V are the mean of Xk and V, respectively.

3.3 Feature Weighting

While the feature vector includes more than one element, feature weighting is
necessary to fuse the estimation results of all parameters in feature vector and
achieve more reliable results. In this research, the weighting is determined based on
the relational performance of feature parameter. And also note that the weighting
sum of all the feature parameters is equal to 1. So the parameters in the feature
vector can be weighted as follows,
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W1=R1 ¼ W2=R2 ¼ � � � ¼ Ri=Ri ¼ � � � ¼ Rn=Rn

W1 þW2 þ � � � þWi þ � � � þWn ¼ 1

�
ð9Þ

3.4 Feature Selection

c weighting has been carried out with simulation data of dynamical models. The
feature selection results show that only a few very important features are kept and
used, as can be seen in Fig. 3. As there is no prior knowledge of the threshold
setting, a median value is used as selection criteria. In this research, we have
selected [25, 1] to be the threshold vector to illustrate the proposed methodology.
As shown in Fig. 3, parameters #11, #24 and #27 have been selected to be the
remaining features. These features are labelled as F1, F2 and F3 in this paper for
convenience.

4 Validation with Test Data

A number of damage seeded experiments with different crack levels have been
conducted on the test rig. The characteristics of the planetary gear set are given in
Table 1. The vibration signal generated by the planetary gearbox was picked up by

Fig. 3 Feature selection results
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four accelerometers bolted on the planetary gearbox casing and the electrical signal
was transferred to the data acquisition system, which has a fore-charge-amplifier.
The sampling frequency fs is 10 kHz. The signal was low-pass filtered at 5 kHz
through a 4th order Bessel type filter, in order to limit aliasing distortion and retain
waveform integrity as much as possible. Data was stored for post processing to a
PC. A data set has been acquired in all experiments corresponding to a time-history
length of 10 s as shown in Fig. 4.

The results of damage level estimation are shown in Fig. 5. It can be seen that
the result curves are corresponding to the related crack levels. To confirm the result
precision, we check the test record and obtain the crack levels of the 4 test data sets
above as s1 = 5 %, s2 = 10 %, s3 = 22.5 %, s4 = 35 %. The test records agree well
with the results of crack level estimation.

Fig. 4 Configuration of sun
gears with different damage
seeded

5 10 15 20
0

5

10

15

20

25

30

35

40

Sample Number

D
am

ag
e 

Le
ve

l

s1
s2
s3
s4

Fig. 5 Test validation results
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5 Conclusion

This research focused on the physical-model-based approach to select features for
planetary gear set. Some feature parameters were selected and weighted based on
the simulation signals of physical models and some statistical algorithms. Finally,
the tests with faults seeded are carried out to validate the performance of feature
parameters extracted above.
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Machinery Fault Signal Reconstruction
Using Time-Frequency Manifold

Xiangxiang Wang and Qingbo He

Abstract Machinery fault signals generally represent as periodic transient impul-
ses, which often associate with important measurement information for machinery
fault diagnosis. However, the existence of much background noise in practice makes
it difficult to detect the transient impulses. Thus, it is very necessary to de-noise the
measured signal and extract the intrinsic machinery fault signal for a reliable fault
diagnosis. In this chapter, a novel de-noising method based on the time-frequency
manifold (TFM) is proposed. This method mainly includes the following several
steps. First, the phase space reconstruction (PSR) is employed to achieve a group of
high-dimensional signals. For each dimensional signal, the short-time Fourier
transform (STFT) is then conducted. Third, a suitable band carrying fault informa-
tion is used for learning the TFM. Finally, the TFM is used to reconstruct the fault
signal based on time-frequency synthesis and PSR synthesis. As the TFM has the
merits of noise suppression and resolution enhancement to represent the inherent
time-frequency structure, the reconstructed fault signal also has satisfactory
de-noising effect, as well as good effect of inherent transient feature keeping. The
proposed method has been employed to deal with a set of bearing data with rolling-
element defect and outer-race defect, and the results show that the method is rather
superior to two traditional methods in machinery fault signal de-noising.

1 Introduction

Signal de-noising has always been an important task in signal processing, and it is
also increasingly significant in the field of electronic measurement and instrument.
For machinery fault signals, such as vibration signals from defective rolling element
bearings, they generally represent as periodic transient impulses due to the rotating
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nature. Research has shown that these periodic transient impulses often associate
with important physical information related to the machine dynamics, so effective
analysis of this kind of signals is the basis of machinery fault diagnosis. However,
there always exists much background noise in collected signals in practice, which
will corrupt the fault-induced transient impulses. Thus, it is always an important
aim to de-noise the measured signal and extract the intrinsic machinery fault signal
for a reliable fault diagnosis.

Generally, signal de-noising can be conducted in time domain, frequency
domain, and time-frequency domain. The former two approaches can’t take time
and frequency information into account simultaneously, so the information of
transient impulses will always be lost or the noise will not be removed completely.
On the contrary, time-frequency representation can combine time and frequency
information together, which can benefit de-noising with a synthetic consideration of
both kinds of information [1]. Due to this merit, the time-frequency domain de-
noising approaches have been widely developed [2–6]. Typical approaches are
mainly based on the wavelet transformation (WT) and the short-time Fourier
transform (STFT).

TheWThas the characteristic ofmulti-resolution analysis, which is very suitable to
detect a transient state anomaly that is embedded in normal signal. Hence, de-noising
based on the WT is a hot spot of research. Wavelet threshold de-nosing method is
very popular at present. However, there are also some problems. It is hard to select
optimal wavelet basis for signal de-noising [2, 3] to avoid the loss of useful compo-
nents in signal, and there is not a unitive and effective method to choose the threshold
value [3–5].

The time-frequency analysis has the merit that it can intuitively represent the
time-frequency information in a two-dimensional domain. The STFT threshold de-
noising (also called spectrum subtraction) method is a typical one, especially for
speech signal de-noising [6]. There are still some remained issues for this method,
which makes that the de-noising effect is often not satisfactory. One of the most
important issues is how to correctly distinguish noise in the time-frequency domain.
This problem is hoped to be solved by the time-frequency manifold (TFM) tech-
nique, which is proposed by our group [7]. The TFM combines the benefits of time-
frequency analysis in representing the non-stationary information and manifold
learning in extracting intrinsic nonlinear structure of high-dimensional data, so it
has the merits in noise suppression and resolution enhancement in the time-fre-
quency domain. These merits benefit signal de-noising based on the time-frequency
analysis approach.

This chapter intends to derive a novel signal de-noising method, which is to
apply the TFM in noise reduction of measured noisy signals for a better machinery
fault signal reconstruction. The basic idea of this method is to reconstruct the clear
fault signal from the TFM of raw signal. As the TFM is a time-frequency structure
with a high resolution for representing interesting impulse components and
excellent suppression for the noise, theoretically the signals reconstructed from the
TFM will have satisfactory de-noising effect. In the rest of the chapter, the signal
reconstruction theory using TFM is introduced in Sect. 2 to derive the de-noising
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method. Then, the effectiveness of the proposed method is verified by applications
to a set of practical bearing signals in Sect. 3. Finally, conclusions are drawn in
Sect. 4.

2 Signal Reconstruction Using TFM

The proposed signal de-noising method is motivated by the TFM’s merits. As
manifold learning can keep the nonlinear structure from high-dimensional data
matrix, the TFM is a time-frequency structure with noise suppression, which can
also represent the nature of original signal. This study introduces TFM to signal
de-noising field. By combining with the technique of time-frequency synthesis and
PSR synthesis, the de-noised signal can be constructed from the TFM. It aims to
reduce background noise of signals effectively, and at the same time keep the
essence of transient signals to the maximum extent. The following introduces the
details of the TFM reconstruction theory and the steps of the proposed de-noising
method.

2.1 Phase Space Reconstruction

The TFM learning requires reconstructing a data matrix in the phase space from the
observed time series by the Phase Space Reconstruction (PSR) technique. Denote
the signal to be analysed by x(t) with N data points. The ith phase point vector in the
m-dimensional phase space is given as

Xm
i ¼ xi; xiþs; . . .; xiþðm�1Þs

� � ð1Þ

where xi is the ith data point in the signal x(t), m is the embedding dimension, and τ
is the time delay. The embedding dimension is calculated by the Cao’s method [8].
In order to keep a high time resolution, the time delay is set to be one [7]. When
aligning the vectors {Xi

m | i = 1, 2,…, n} in the order of time, a time-dependent data
matrix P ∈ Rm×n (τ = 1, n = N−m + 1) constructed in the phase space is shown as
below:

P ¼

Xm
1

Xm
2

� � �
Xm
i� � �
Xm
n

2
6666664

3
7777775

T

¼

x1 x2 � � � xm
x2 x3 � � � xmþ1
� � �
xi
� � �

� � �
xiþ1

� � �

� � �
� � �
� � �

� � �
xiþðm�1Þ
� � �

xn xnþ1 � � � xN

2
666664

3
777775

T

ð2Þ

In fact, the elements of P and the data points of x(t) has the following relationship:
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P j;kð Þ ¼ xkþ j�1ð Þs ð3Þ

where j 2 1;m½ �; k 2 1;N � ðm� 1Þs½ �.

2.2 TFM Analysis and Synthesis

The following problem is calculation and synthesis of the TFM in phase space.
Firstly, each row (with the time sense) of the data matrix P is analysed by the STFT
to provide a time-frequency representation for the constructed data P in the phase
space. The STFT is formulated as bellow:

Sjðk; vÞ ¼
X1

l¼�1
Pj l½ �w k � l½ �e�i2pMvl; j ¼ 1; 2. . .;m ð4Þ

where k and v are the location of time axis and frequency axis, respectively,M is the
discrete frequency points number in STFT, w(k) is a short-time analysis window,
and Pj is the jth row of matrix P with length n. The result S(k, v) can be written
in two parts: amplitude and phase. The amplitude part is generally called time-
frequency distribution (TFD). Therefore, we can generate m TFDs from the con-
structed data P. To improve computation efficiency of the TFM, these m TFDs will
receive a process of frequency band selection. That is to say, only the frequency
band of interest (e.g., the fault characteristic band) will be kept to form an updated
TFD for each one. The m updated TFDs are denoted by TFDx

m(t, v) with the size of
L × n, where L is the selected frequency points, n is the time points. The updated
TFDs will be the input of manifold learning.

The manifold learning algorithm, Local Tangent Space Alignment (LTSA) [9],
is then employed to calculate the d TFMs, which are conveniently denoted by
TFMx

d(t, v) also with the size of L × n. For the details of the TFM learning, please
refer to [7]. Generally, d is far less than m. We can usually take the first TFM as the
final TFM result. In order to achieve a better effect, a simple zero threshold pro-
cessing is employed to the TFM. The TFM has the merit that it can keep the
intrinsic time-frequency structure, while the random noise can be restrained.

For the TFM synthesis, the TFM result is used to replace each ofm selected TFDs
while keeping the relative amplitude. At the same time, the part of TFD without
selection for manifold learning is set to be zero. In this way, we can re-generate
m TFDs in whole frequency band. Combining the re-generated m TFDs with the
m original phase part of Sj(k, v), j = 1, 2,…, m, then m updated STFT results, denoted
by Ŝjðk; vÞ; j ¼ 1; 2; . . .;m, can be generated.

Then time-frequency synthesis is employed to calculate a new data matrix P̂ in
phase space by the m updated STFT results. As each STFT result can generate a
time series by time-frequency synthesis, m time series could thus construct a data
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matrix with the same size of original data matrix P. The time-frequency synthesis of
STFT can be expressed as follow:

P̂j k½ � ¼ 1
Mw 0½ �

XM�1

v¼0

Ŝj k; vð Þei2pMkv; j ¼ 1; 2; . . .;m ð5Þ

By organizing all of the obtained time series, a updated data matrix P̂ with the
size of m × n in phase space is formulated.

2.3 PSR Synthesis

After obtaining the updated data matrix P̂ in phase space, the PSR synthesis is
employed to reconstruct the signal which has de-noising effect. During the process
of reconstruction, we should consider the situation that every element of the original
time series may appear at several places in the original data matrix in the phase
space. The time series reconstructed from the updated data matrix in phase space by
PSR synthesis is given as:

x̂i ¼

P
q2 Ii j;kð Þf g

P̂q

Ci
; i ¼ 1; 2. . .;N; j ¼ 1; 2; . . .;m ð6Þ

where Ii j; kð Þf g is the subscript set of all the elements of the original time series
which meet the requirement of k þ ðj� 1Þs ¼ i; k 2 1;N � ðm� 1Þs½ �, and Ci is
the number of elements in Ii j; kð Þf g. The final result of the de-noised signal can be
thus represented as x̂ðtÞ with N data points.

2.4 Summary of the Proposed de-Noising Method

In summary, the procedure of the proposed de-noising method can be described
briefly as follows:

1. Given a signal x(t) with N data points, calculate the data matrix P of size
m × n (n = N−m + 1) by PSR.

2. Calculate the STFT of each row of matrix P, Sj(k, v), j = 1, 2,…, m, and get its
amplitude and phase parts.

3. Select the frequency band of interest to get m TFDs, TFDx
m(t, v), with the size of

L × n.
4. Calculate the TFM of size L × n by manifold learning, and conduct a zero

threshold processing for the TFM.
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5. Update the STFT result to get Ŝjðk; vÞ; j ¼ 1; 2; . . .;m, using original phase and
the TFM as new amplitude.

6. A new data matrix P̂ of size m × n in phase space is calculated by time-
frequency synthesis.

7. The de-noised signal x̂ðtÞ is reconstructed by PSR synthesis.

3 Application to Bearing Fault Signal Reconstruction

To confirm the effectiveness of the proposed method, the bearing data with rolling-
element defect and outer-race defect are analyzed. Two traditional de-noising
methods are also employed for a comparison. They are band-pass filtering method
and discrete wavelet transform-based de-noising method. The set of bearing data
are from the Case Western Reserve University (CWRU) Bearing Data Center
Website [10]. They were acquired by using an experimental setup as shown in
Fig. 1. The test stand consists of a 2hp motor (left), a torque transducer/encoder
(center), a dynamometer (right), and control electronics (not shown). The test
bearings support the motor shaft. Vibration data were collected using accelerom-
eters, which were attached to the housing with magnetic bases, with the sampling
frequency of 12 kHz for driving end bearing experiments. The bearings used in this
test are the deep groove ball bearings with the type of 6205-2RS JEM SKF. Single
point defects were set on the test bearings separately at the rolling element and outer
raceway using electro-discharge machining. Accelerometers were placed at the 12
o’clock position when the defects were at the rolling element, and at the 6 o’clock
position for the outer raceway defect.

3.1 Application to Rolling-Element Defective Signal

The signal with rolling-element defect is firstly analyzed. Figure 2 shows the
waveform, power spectrum and the TFD of the defective signal. It can be seen that
the waveform indicates a series of similar periodic impulses with the time, but these

Fig. 1 The bearing test stand
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periodic impulses cannot be identified directly from the waveform. In the spectrum,
the fault characteristic band is roughly estimated around 3,200 Hz. Then we make
the frequency band of interest from 2,200 to 4,200 Hz. As shown in Fig. 2c, the
TFD presents a combination of time and frequency information. It can be seen that
there are a series of impulses along the line of 3,200 Hz. However, there exists the
issue of noise corruption.

Firstly, the data matrix in the m-dimensional phase space is constructed from the
original signal by the technique of PSR. Then the TFD of each row of the data
matrix is calculated by STFT. To improve computation efficiency, the parts of the
obtained m TFDs from 2,200 to 4,200 Hz are remained. Figure 3a displays the TFD
of the first row of time series in the selected frequency range. Then an organized
2-D matrix is constructed by all these selected TFDs, and the TFM is obtained by
inputting this data matrix to LTSA algorithm. To further improve the effect of the
TFM, zero threshold processing is employed. The TFM after threshold processing
is displayed as Fig. 3b. By comparing Fig. 3a, b, it can be seen that the situation of
noise corruption in Fig. 3b is greatly improved referred to the situation in Fig. 3a.
By constructing m new amplitude matrixes according to the TFM, and combining
them with the m original phase matrixes, m new STFT results are obtained. After
processing the m new STFT results with time-frequency synthesis, a new data
matrix in m-dimensional phase space is generated. At last, a time series is con-
structed from the new data matrix in phase space by PSR synthesis. The final result
as displayed in Fig. 4b presents a series of periodic impulses with the time without
noise nearly. The average time period of these impulses is around 0.008 s, which
nearly equal to the theoretical value of 0.0071 s. The result confirms that the
proposed de-noising method can reduce noise effectively and keep the natural
structure of fault signals.

The results of band-pass filtering method and discrete wavelet transform-based
de-noising method are displayed as Fig. 4c, d, respectively. Figure 4a is the wave-
form of original signal. The result in Fig. 4c nearly has no noise reduction effect as
compared to original signal. Although the result in Fig. 4d has certain de-noising

Fig. 2 The rolling-element defective signal: a waveform; b power spectrum; c TFD
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effect, it does not keep the natural impulse characteristic of original signal. By
comparing the four pictures in Fig. 4, it can be found the de-noising effect of the
proposed method is obviously superior to the other two methods.

3.2 Application to Outer-Race Defective Signal

Figure 5 shows the waveform, the power spectrum and the TFD of the outer-race
defective signal to be analyzed as follows. It can be seen that the existence of noise

Fig. 3 a The TFD of the first dimensional time series in the frequency range; b the TFM after
threshold processing

Fig. 4 aThewaveform of original signal; b the result of the proposed de-noisingmethod; c the result
of band-pass filtering method; d the result of discrete wavelet transform-based de-noising method

784 X. Wang and Q. He



in the waveform makes it hard to confirm the signal nature. According to the
characteristic band in the spectrum displayed in Fig. 5b, the frequency band is
determined as [2500, 4500] Hz. Figure 5c shows the TFD, where we can see a
series of impulses along the frequency line of 3,500 Hz, but the existence of strong
background noise make it hard to confirm the period of these impulses.

After the data matrix in the m-dimensional phase space is obtained, the TFD of
each row of the data matrix is calculated by STFT. Figure 6a shows the TFD of the
first row of time series in the selected frequency range. The obtained TFM with zero
threshold processing is displayed in Fig. 6b. It can be seen that the impulses in
Fig. 6b are much clearer than those in Fig. 6a. By conducting the time-frequency
synthesis, a new data matrix in m-dimensional phase space is obtained. The final
de-noised signal constructed from the new data matrix by PSR synthesis is pre-
sented as Fig. 7b. It can be seen that there are a series of clear periodic impulses.
The average time period of these impulses is around 0.01 s, very close to the

Fig. 5 The outer-race defective signal: a waveform; b power spectrum; c TFD

Fig. 6 a The TFD of the first
dimensional time series in the
frequency range; b the TFM
after threshold processing
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calculated theoretical value of 0.0096 s. Therefore, the proposed de-noising method
is also verified to be able to reduce noise effectively, as well as keep the nature of
fault signals.

Two traditional de-noising methods, band-pass filtering method and discrete
wavelet transform-based de-noising method, are also used to process this signal.
The results are displayed in Fig. 7c, d, respectively. In order to compare conve-
niently, Fig. 7a, b show the original signal and the result of the proposed method,
respectively. By comparing these four pictures in Fig. 7, the de-noising effect of the
proposed method is proved to be much more effective than the traditional methods.

4 Conclusion

This chapter presents a novel de-noising method which employs TFM to recon-
struct fault signal from the noisy raw signal by combining with the technique of
time-frequency synthesis and PSR synthesis. The TFM is introduced to reduce
noise for the first time in this study. Thanks to the merits of noise suppression and
resolution enhancement of the TFM to display an intrinsic time-frequency structure,
the proposed de-noising method can not only reduce background noise effectively,
but also keep the intrinsic time-frequency structure of the machinery fault signal,
which is significant for a reliable fault diagnosis. The performance of the proposed
method has been verified by processing the bearing data with outer-race defect and
rolling-element defect in comparison with two traditional de-noising methods
including the band-pass filtering method and the discrete wavelet transform-based
de-noising method. The results show that the proposed method is rather superior to
the two traditional methods in machinery fault signal de-noising.

Fig. 7 a The waveform of original signal; b the result of the proposed de-noising method; c the
result of band-pass filtering method; d the result of discrete wavelet transform-based de-noising
method
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A Bearing Fault Detection Method Base
on Compressed Sensing

Zhang Xinpeng, Hu Niaoqing and Cheng Zhe

Abstract For bearing fault detection in frequency domain, traditional methods
estimate bearing fault condition based on mass data sampled by Nyquist sampling
theorem, which will burden the storage. A new bearing fault detection method
based on compressed sensing will be proposed in this paper in allusion to the
problem mentioned above. The method presented here carried out compressive
sampling and get a small set of incoherent projections, often the number of pro-
jections can be much smaller than the number of Nyquist rate samples. Then based
on matching pursuit, the bearing condition will be estimated finally using these few
measurements directly without ever reconstructing the signals involved. Sparsity of
original signal is not demanded since the signal does not need to be recovered
completely, which will also helped to expanded the method to other signals with
similar characteristics in frequency domain. Related test will be achieved to verify
the effectiveness of the method proposed in this paper.

Keywords Bearing fault detection � Nyquist sampling theorem � Compressed
sampling � Matching pursuit

1 Introduction

The bearing is one of the most commonly used but also the most vulnerable part of
mechanical equipment, whose working conditions are extremely abominable in
addition to high speed and heavy load, and which is a failure-prone component.
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Once failure, it will threaten the safe operation of the equipment, so it is very
necessary to monitor the bearings status and identify the fault in time. The vibration
caused by bearing faults is characterized by the existence of the shock pulse in the
vibration signal. In the time domain, the signal mean and variance etc., will change
owing to the shock and in the frequency domain, the shock will level up the high-
frequency components so that the energy distribution of the signal changes.
Therefore, we can estimate the bearing status by analyzing the energy distribution
in frequency domain.

As to bearing fault detection, a relatively simple strategy is to analyze spectrum
of the vibration signal we monitored and realize the energy distribution of signals in
the frequency domain, then compare the current energy distribution with the energy
distribution of known normal state, if the current signal spectrum deviates signif-
icantly from the spectrum of normal state, then we can judge that the current
bearing condition is abnormal. Suppose h ¼ F � x, where x is the original signal in
time domain, F is DFT (discrete Fourier transfer) matrix, and h is the data sequence
after DCT. Figure 1 shows the data sequence (because h is a complex vector, Fig. 1
just shows its real parts) after DFT to normal state signal (a) and that of outer ring
fault state signal (b) of bearings (6205-2RS JEK SKF deep groove ball bearing,
12 K sampling frequency, 1000 data points, 1797r/min, 1 HP load, and data source
from [1]). As can be seen, the energy distribution of the normal state differs
obviously from the energy distribution of outer ring fault state, and the intervals
contained the data points with maximum amplitude of the normal state and that of
fault state are distinct, for example, for normal state, the point with maximum
amplitude falls into the interval [1 200] or [801 1000], while for abnormal state, the
point with maximum amplitude falls into the interval [201 800]. Therefore, we can
use this feature to achieve the bearing fault detection.

When using the ideology mentioned above to detect bearing fault, we have to
sample original signals with Nyquist sampling rate and then get all the data points
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after DFT to the original signal, and find the data point corresponding to the
maximum amplitude, and then combined with prior knowledge, we can finally
estimate the bearing condition. The prior knowledge are obtained by comparing the
distributions of the data sequence after DCT to original normal state signal and fault
signal on the same test condition, also can be described as a learning or training
process. Since we just care about the maximum amplitude of data sequence after
DCT, then if we use all the data points, the information contained will be redundant.
If the number of original data points is extremely large, then we have to save lots of
data to achieve fault detection, which will greatly burden the storage. For this
problem, we propose a new fault detection method combined with compressed
sensing to achieve fault detection using less data points. This new method does not
need to obtain large number of data with Nyquist sampling rate but according to
compressed sampling, far less data will be obtained, and then based on matching
pursuit algorithm, only one iteration will be enough to find the data point with the
maximum amplitude in the data sequence after DCT. It is not necessary to com-
pletely reconstruct the original signal using this method, and the fewer signals are
acquired only for the purpose of making detection. First, we will introduce com-
pressed sensing and matching pursuit algorithm we will use next, and then build the
bearing fault detection model based on compressed sampling. The validity and
practicability of this method proposed here will be verified by experiments at the
end of this paper.

2 Compressed Sampling

As we known, within the framework of traditional digital signal processing base on
Nyquist sampling theorem, if we want to recover the analog signal from the discrete
sampling signal without distortion, the sampling rate must be at least twice than the
signal bandwidth. Currently, most of the data acquisition systems are designed
based on the traditional sampling theorem, the data collected in this manner can
adequately represent the original signal, but they have great redundancy. Therefore,
these methods often result in the collected data proliferation and sensor waste. So it
is deeply significant to study how to achieve sampling below the Nyquist frequency
according to some characteristics of the signal to reduce the amount of data required
to collect.

In 2006, D Donoho, E Candes and T Tao et al. proposed Compressed Sensing
(CS) theory [2–6]: Describing the signal using transform space, collecting minority
selective linear observation data directly, which contained all the information of the
signal, and transferring the signal sampling into information sampling, recovering
the original signal from compressed signal by solving an optimization problem. In
this theory, the signal sampling rate is no longer dependent on the signal bandwidth,
but on the structure and content of information in the signal, so that when these two
conditions are satisfied: (1) compressibility of the signal, (2) irrelevance between
the representation system and observation system, it will become possible to
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recover the high-resolution signal from low-resolution observations [7]. CS avoids
the high-speed sampling, which means that the signal sampling and processing can
be executed at a very low rate. This will also reduce the data storage and trans-
mission costs significantly and save the signal processing time and computing cost,
which will bring new shocks to signal processing. On the other hand, the idea of
this compressed observation also leads a new direction for the high-dimensional
data analysis. The basic mathematical model of Compressed Sensing is as follows:

If we expand x 2 RN�1 on some orthogonal basis fwigNi¼1, where wi is an N-
dimension column vector, viz.:

x ¼
XN

i¼1

hiwi ð1Þ

where the coefficient hi ¼ x;wih i ¼ wT
i x, i.e. representing signal x using a group of

orthogonal basis, which can be transferred into a matrix form as:

x ¼ Wh ð2Þ

where W ¼ ½w1;w2; . . .;wN � 2 RN�N is as dictionary matrix with orthogonal basis
satisfying WWT ¼ WTW ¼ I, and expansion coefficient h ¼ ½h1; h2; . . .; hN �T .

Suppose that coefficient vector h is K-sparse in basis W, i.e. there has K non-zero
elements in h and K ≪ N. Using another measurement matrix U (M � N and M ≪
N)which is irrelevant to W, where each row of matrix U can be regarded as a sensor
who multiplies with the signal and acquires parts of information of the signal, we
can achieve compressed measurement as,

y ¼ Ux ð3Þ

Then we can acquire linear measurement (or projection) y 2 RM which contains
enough information to recover signal x, as Fig. 2 shows,

Fig. 2 Matrix representation
of compressed sensing
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There exists a problem of solving linear equations to recover x from y. While
Eq. (3) shows that this seems impossible, because this is morbid equation that has
more unknowns than equations and has infinite solutions. However, taking Eq. (2)
into (3), while we denote ACS ¼ UW, then we can get,

y ¼ UWh ¼ ACSh ð4Þ

Now, although this is still a morbid problem, while coefficient h is sparse and
then the number of unknowns will greatly decrease, then it can be possible for
signal recovery.

Therefore, when signal is or can be represented as sparse and the measurement
matrix U and the dictionary matrix W is irrelevant, by solving a nonlinear opti-
mization problem, we can reconstruct x from observed y with measurement matrix
U and dictionary matrix W nearly perfectly. Figure 3 shows the process of Com-
pressed Sensing.

Now we consider the aforementioned problems, for bearing fault detection in
frequency domain, the traditional method must collect all the data points in the data
sequence after DCT to find the point with maximum amplitude. Based on the
principle of Compressed Sensing, we can execute compressed sampling for the
original signal to get a small quantity of data points which contained most of
information of the original signal. If we can find the location with the maximum
amplitude we interested directly using these few data, then the bearing fault
detection also can be achieved. In our proposed method, we use DCT matrix as the
dictionary matrix W. In fact, we do not need to reconstruct the original signal
completely, but only acquire the maximum amplitude information, so we do not
demand the original signal is sparse strictly. Then a question emerges that how to
get maximum amplitude information from these few data points by compressed
sampling. To facilitate the analysis and description later, in the rest of this paper, we
denote N as the number of the original data points in time domain, and M as the
number of compressed observations (M << N). Then the process of compressed
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sampling can be expressed as y ¼ Ux, where y 2 RM is the observed signal and
x 2 RN is the original signal, U is the measurement matrix. In our method, we carry
out DCT as h ¼ F � x, where F is the DFT matrix, then we can get
y ¼ Ux ¼ U � F�1 � h ¼ ACS � h. So we can describe the problem mentioned above
as how to locate the maximum of h from y directly without recovering original
signal x. Matching Pursuit Algorithm provides us a method to solve this problem.

3 Matching Pursuit Algorithm

Matching Pursuit (MP) [8] algorithm is the simplest pursuit algorithm, which is
namely as pure greedy algorithm in the estimation theory [9]. The essential idea of
this algorithm is selecting the columns of matrix A by greedy iterative approach,
viz., every column we selected in each iteration has the highest correlation with
current error vector, and then calculating the approximate estimation and the new
iterative error using the selected column, repeating the iteration until the number of
iterations reaches the threshold we set or the iterative error meet the default error, in
which case stop the iteration. Steps of this algorithm are as follows:

Input: observation y, measurement matrix A and sparsity k
Initialization: x_

½0� ¼ 0, r½0� ¼ y
FOR i = 1; i = i + 1; till stopping criterion is met do

Step 1: Calculate the inner product, g i½ � ¼ ATr i�1½ �;

Step 2: Locate the most important element of g i½ �, j i½ � ¼ argmax
j

g i½ �
j

���
���= Aj

�� ��
2;

Step 3: Update the estimation x_
½i�
j i½ � ¼ x_

½i�1�
j i½ � þ g½i�j i½ �= Aj i½ �

�� ��2
2
;

Step 4: Update the residual error r i½ � ¼ r½i�1� � Aj i½ �g
½i�
j i½ �= Aj i½ �

�� ��2
2
;

END FOR

Output: residual error r½i�, estimation x_
½i�

From geometric perspective, MP algorithm first calculates the projections of
current residual r to each atom (viz., each column of A), and then find the atom that
has the maximum projection, which denoted as j-th column, then this j-th atom is
the closest matching atom with the current residual r. Suppose the norm of each
atom equals to one, viz., Aik k2¼ 1 (i = 1, 2, …, n), then the projection of current
residual r to j-th atom is equal to the absolute value of j-th element of x. That is, the
following conclusion exists:
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If

AT
j � r

���
���= Aj

�� ��
2¼ max

i¼1;2;���;n
f AT

i � r�� ��= Aik k2g; j 2 f1; 2; . . .; ng ð5Þ

Then

xj
�� �� ¼ max

i¼1;2;���;n
f xij jg ð6Þ

This conclusion is easy to prove, because of Aik k2¼ 1, substituting into Eq. (5)
we obtain

AT
j � r

���
��� ¼ max

i¼1;2;...;n
f AT

i � r�� ��g; j 2 f1; 2; . . .; ng ð7Þ

by the definition of x, we obtain xi ¼ AT
i �r
Aik k22

, and also because of Aik k2¼ 1, then we

obtain xi ¼ AT
i � r, substituting into Eq. (7) we can obtain (6), then conclusion

proved.
For our proposed method, here we should set A ¼ U � F�1 and h as the x above.

Therefore, the position we located at the first iteration is the same as the location
corresponding to element of hwhich has the maximum absolute value. Applying MP
algorithm, we select the right matrix A, set sparsity of h as k = 1, then the element
with largest absolute value can be located after only one iteration, and for other
locations, as we set k = 1, the algorithm will set all the element of h as zeros except
the location with largest absolute value. Although the original signal x can’t be
reconstruct in this case, what we are intended to is not reconstructing the original x,
but only to find the location corresponding to the largest element in h. So now a
method detecting the bearing fault from compressed observation y directly can be
summarized as setting the sparsity of h as k = 1, and then applying the MP algorithm
with one iteration to locate the maximum absolute value of h, then determining
whether the bearing has fault according to the information of the location with
maximum absolute value of h combined with prior knowledge. We will build
bearing fault detection model based onMP algorithm, and then verify the model with
experimental data in the rest of this paper.

4 Experimental Tests

Based on the foregoing analysis, we can build bearing fault detection model based
on Compressed Sensing, which is shown in Fig. 4,

And the procedure of fault detection corresponding to the model above is as
follows:
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Step 1: Estimating the h distribution of normal state based on prior knowledge and
set the interval (denote as T) corresponding to normal state;

Step 2: Selecting appropriate measurement U;
Step 3: Getting observed signal y based on compressed sampling;
Step 4: Finding the location with maximum amplitude in h applying MP algorithm

based on DFT matrix F and measurement matrix U;
Step 5: Detecting the bearing fault by the position of maximum amplitude in h,

viz., if the location corresponding to maximum amplitude in h falls out of
the interval T we set based on prior knowledge, we determine the bearing
fault occurs; otherwise, is normal.

We collected vibration data of different states from 6205-2RS JEK SKF deep
groove ball bearings in experiments while bearing rev is 1797 rpm and signal
sampling frequency is 12 K, 1HP load. Test data contained 960 samples, including
480 normal state samples and 480 fault samples, each of which constituted by 1000
data points. The test data sources are from [1] which is the same as the data we use
in part 1. Based on prior knowledge, we set the interval T corresponding to normal
state as T ¼ ½1 200� [ ½801 1000�. If the bearing condition is normal, then the point
with maximum amplitude should fall in the interval T, and if the fault occurs, the
point with maximum amplitude will fall out of the interval T. So we can estimate
the bearing condition according to the position with maximum amplitude in data
sequence h. In our tests, we used Gaussian random measurement matrix [10, 11],
and considering sparsity k = 1, according to the principle selecting the number of
observational data points [6, 12], we observed 50 points, 100 points and 150 points
separately, that is, using measurement matrix U of 50 × 1000, 100 × 1000,
150 × 1000 separately.

Now we review the performance of the proposed fault detection method.
According to the aforementioned steps, we built the fault detection model based on
matching pursuit algorithm to execute detection for the 960 samples. To avoid the
instability caused by the randomness of measurement matrix U, the tests were
repeated 1000 times respectively and used the average value as the final detection
result, which is shown in Table 1.

We can see from Table 1 that, with the number of observations increasing, the
detection rate increases. The performance of the method we proposed will improve
using more observations. That is to say, we just use fewer data points, like 100

Compressed 
Sampling

MP algorithm
Location with maximum     

amplitude in     Normal Fault

deviate

Distribution 
of normal state 

YesNo

Orginal signal x
in time domain

Prior knowledge

Observed 
signal y

DFT matrix F 

Measurement 
matrix Φ

θ

θ

Fig. 4 Bearing fault detection model based on compressed sensing
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points to achieve fault detection. In practice, for example, we just need to get and
save 100 observations based on compressed sampling to achieve bearing fault
detection, while with Nyquist sampling rate we have to get and save 1000 points to
achieve the detection on the same test condition. So, for detection problem, the
method proposed here can well alleviate sampling pressure facing high frequency
signals and storage pressure facing mass data.

5 Conclusions

According to the fact that spectral energy distributions differ between normal
bearing signals and fault bearing signals, a bearing fault detection method based on
compressed sampling and MP reconstruction algorithm was proposed, and the test
results showed that the proposed method can reduce the number of necessary data
points significantly while ensuring a well detection rate. In the process of com-
pressed sampling, we used the Gaussian random measurement matrix with different
observations. In fact, we can also choose other measurement matrix such as Ber-
noulli random matrix, etc., so one of the further works will focus on using different
measurement matrices and taking different number of observations, in which cases
the performances of fault detection algorithms proposed here will be researched. In
our proposed method, we only used the information of maximum amplitude, and
because the bearings we used in the test has relatively serous fault feature, so we
can get a well detection rate. While in the condition without obvious fault feature,
the detection result may be instable using only the maximum amplitude information
of h. So in our future work, we will try to use the information of several important
amplitudes to achieve detection. Meanwhile, the proposed method is based on the
fact that spectral energy distributions differ between different bearings conditions,
considering the further application of this method, sparse representation to vibration
signal will be also a direction for future work.
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Table 1 Fault detection result

Observations State Object samples Detected samples Detection rate (%)

50 Normal 480 356 74.17

Fault 480 343 71.46

100 Normal 480 458 95.42

Fault 480 406 84.58

150 Normal 480 478 99.58

Fault 480 418 87.08
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Implementing IVHM on Legacy Aircraft:
Progress Towards Identifying an Optimal
Combination of Technologies

Manuel Esperon-Miguez, Ian K. Jennions and Philip John

Abstract The aim of Integrated Vehicle Health Management (IVHM) is to
improve the management of maintenance operations through the implementation of
health monitoring tools on key components either by diagnosing deterioration or by
estimating Remaining Useful Life (RUL) so as to effect timely, and cost effective,
maintenance. Regarding the use of IVHM technology in legacy aircraft, one has to
keep in mind that hardware modifications to improve the reliability of components
is not normally considered a viable alternative to diagnostic and prognostic tools
due to high certification costs. At the same time, the data and expertise gathered
over years of operating the aircraft help to estimate much more accurately how
different health monitoring tools could impact maintenance activities. Conse-
quently, selecting the optimal combination of health monitoring tools for legacy
aircraft is significantly easier than for a new design. While computer simulations of
the maintenance process are essential to determine how different IVHM tools
generate value for the stakeholders, it is not practicable to simulate all possible
combinations in order to select which tools are to be installed. This paper describes
a process to reduce their number of toolsets to be simulated starting with the
identification of those components that present a higher potential to reduce main-
tenance costs and times in case their faults could be detected and/or predicted. This
is followed by the definition of the minimum required accuracy of diagnostic and
prognostic tools for each component. This enables designers to determine which
tools—available or still being developed—can be implemented to achieve the
expected improvement in maintenance operations. Different combinations of IVHM
tools are then subjected to a preliminary risk and cost-benefit analysis. A signifi-
cantly reduced number of combinations are then simulated to select the optimal
blend of technologies.
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1 Introduction

Integrated Vehicle Health Management (IVHM) aims to maximise the use of an
asset and reduce its through life maintenance cost through the implementation of
health monitoring tools that generate information regarding the condition of mul-
tiple components. This information is generated by either diagnostic or prognostic
tools. Diagnostic tools reduce the time necessary to detect and isolate a fault, and
can be used to avoid human error in the identification of faulty components.
Prognostic tools estimate the Remaining Useful Life (RUL) of the component
which, at least, helps to avoid a failure during a flight, allowing for the mission to
be completed successfully and avoiding any secondary damage. If an accurate
prognosis can be generated with enough time in advance (a.k.a. prognostic window
or lead time), the replacement of the component can be scheduled at a time and
location that minimises—or avoids—any disruption in the operation of the vehicle.

The implementation of IVHM technology has traditionally followed a reactive
approach according to which a health monitoring tool is developed individually
and, once its performance has been tested, it is put into service. There are two
explanations for this approach: on one hand diagnostic and prognostic algorithms
and the hardware necessary to implement them are normally developed indepen-
dently by teams with expertise in the component/system being monitored; on the
other hand, organizations lack a high level IVHM policy or program that requires a
comprehensive analysis of the optimal combinations of tools to be developed and
implemented. Consequently, aircraft end up with an eclectic set of IVHM tools that
improve the maintainability of each part, but may have a negligible effect on the
availability of the fleet.

However, it must be noted that the lack of a systems approach to IVHM
implementation is not caused by lack of competence or vision. The use of several
tools on a given aircraft results in interactions that must be carefully studied to
ensure objectives are reached and their performance not undermined by overseeing
critical interdependencies. From a maintenance perspective it is essential that the
selection of components to be monitored takes into account their failure/replace-
ment frequency, replacement time, delays and how IVHM can affect them. Given
the complexity of maintenance operations this problem must be studied using
computer-based simulations. From an implementation perspective, the interactions
between tools can result in unforeseen problems with the hardware and/or the
software. Thus, implementing and IVHM system that comprises diagnostic and
prognostic tools that monitor several component becomes an engineering project
that requires a significant investment and involves a great uncertainty.

Some methodologies to approach this problem do exist, but they normally focus
on individual parts or a limited number of components or subsystems. It has been
proposed to use Failure Modes, Effects and Criticality Analysis (FMECA) as the
main basis for the design of full IVHM systems [1, 3, 9]. However, these meth-
odologies, while applicable to a limited number of components, are not suitable for
the analysis of a complete aircraft since it would be impractical to carry out a
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FMECA for each individual part, not to mention the analysis of all possible
interactions between components and between their potential monitoring tools. As
it is explained in the following sections, in the case of legacy aircraft, their unique
combination of abundant historical maintenance data and constraints that rule out
significant modifications of their systems, allow for a series of quantitative analyses
leading to an optimal combination of diagnostic and prognostic tools.

Although IVHM can include the use of tools to improve the management of
logistics, maintenance and operations, this paper discusses a methodology to select
the optimal combination of diagnostic and prognostic tools by performing different
quantitative analyses before defining the final set of tools based on the results
obtained from a computer-based simulation of maintenance activities. Conse-
quently, in this text the use of the terms “health monitoring tools” or simply “tools”
makes reference to diagnostic or prognostic tools.

2 IVHM and Legacy Systems

Retrofitting IVHM into legacy platforms presents a very specific set of challenges
that must be acknowledged from the beginning. While some of these issues affect
all kinds of aircraft, they are more acute for aircraft that have been operated for
years but are no longer being manufactured. A short list and discussion are pre-
sented bellow to show the breadth and depth of these issues.

Technical constraints: Geometric and weight constraints can result in the need to
make changes to the structure or other components to accommodate new sensors,
wires, electronics, etc. However, the cost of certifying the new tools and any
changes required can exceed that of the design, manufacturing and installation of
the necessary hardware. The need to ground the aircraft to install and test any new
IVHM tool can disrupt normal operations and result in a loss of revenue, making
these modifications even more difficult to justify. Software faces similar challenges
given the critical role it plays nowadays both on-board and off-board [4]. The cost
of certifying major hardware modifications and the uncertainty of potential benefits
undermine the implementation of IVHM technology on legacy aircraft [2]. Con-
sequently, for health monitoring tools to be implemented they must require very
small or no modifications of existing systems.

Role of organizations: The implementation of IVHM has a significant impact on
each stakeholder’s organization and vice versa. Aircraft will have to remain
grounded for a significant amount of time resulting in significant disruptions in
normal operations [4]. Moreover, in order to maximise the benefit of this tech-
nology maintenance practices have to change to be able to act based on the
information provided by the new health monitoring system. Cultural barriers such
as lack of understanding of the real benefits of IVHM and insufficient management
support can jeopardize its development and put in service [7, 11].

Regulations and standards: Maintenance organizations normally have some
Condition-Based Maintenance (CBM) policies already in place. Depending on the
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aircraft, the organization it belongs to and its area of operation some of these
procedures can be regulated and made compulsory. As a consequence, a prognostic
tool that monitors a component for which CBM is compulsory is not likely to be
justifiable from an economic stand point since the investment will not be translated
into a significant saving [5]. Therefore, special attention must be paid to mainte-
nance regulations and standards.

Historical Maintenance Data: What sets legacy aircraft apart is the amount of
information regarding the reliability of their components, operational environment,
maintenance processes and failure modes. While new aircraft rely on estimates
based on their design characteristics or a few tests, legacy aircraft present much
more comprehensive datasets with information gathered in real operational condi-
tions. As a result, not only is there more information available, but also it is much
more accurate.

Although there is a lot of information recorded in maintenance and mission logs
it can be difficult to transform it into useful data for the development of an IVHM
system. Analysing records kept in handwritten documents or early databases can
become an arduous task. Nevertheless, this still represents a significant advantage
over new aircraft and, as will be discussed in the following sections, proves crucial
in the selection of the optimal combination of health monitoring tools to be ret-
rofitted on a given aircraft.

2.1 Identifying the Role of Stakeholders

Given the complexity of the aviation industry nowadays, the role of different
stakeholders must be identified from a very early stage. Whereas in the past the
owner, operator and maintainer of a fleet were the same entity, outsourcing and
leasing have generated all sort of different sources of revenue, but also makes it
difficult to pinpoint who should pay for the development of IVHM technology.
Furthermore, health monitoring technology can underpin the transformation of
manufacturers to service providers, meaning any CBA for IVHM must take into
account the effect it can have on current and future contracts as well as the company’s
mid and long-term strategy [8]. Wheeler et al. [13] identified the goals for different
stakeholders according to their responsibilities: logistics, mission operation, main-
tenance and fleet management. These goals are then divided into those which can be
achieved using diagnostic tools and those which need the use of prognostic tools.

2.2 Framing the Problem

The fact that major modifications of a legacy aircraft’s systems are too expensive
represents an advantage compared to new aircraft for which this is a viable option.
For legacy aircraft, the business case for an IVHM system to monitor a certain
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group of components is very easy to justify when faced with the option of modi-
fying such components to improve their reliability and maintainability to a level
that results in the same improvement in cost and availability. Consequently, these
limitations can be seen as the constraints for a mathematical problem in which
major changes in an aircraft’s systems are no longer an option. As a result, it can be
assumed that the performance of the aircraft is not going to be affected, nor will its
interdependencies between systems.

Computer simulation of aircraft maintenance systems can be used to study how
health monitoring technology affect maintenance activities and, consequently,
maintenance cost and availability at aircraft and fleet level. Unlike aircraft that are
being designed or have only been operated for a short period, legacy aircraft can
rely on historical maintenance data to provide all the information necessary for the
development of these models.

In summary, the use of historical maintenance data in combinations with the
constraints just mentioned helps to formulate accurate CBAs for IVHM systems for
legacy aircraft.

3 Quantifying the Benefits of IVHM

IVHM affects both maintenance costs and times. Consequently, the availability of
an aircraft—and the squadron and fleet to which it belongs—will depend on the
tools that form such an IVHM system. Not only does health monitoring reduce the
time necessary to replace a component by performing faster diagnoses or avoiding
secondary failures, but it can also affect the timing of, and location for, maintenance
actions. Taking into account that several tasks are performed simultaneously during
both scheduled and unscheduled maintenance stops, it is not possible to calculate
analytically the duration of each stop. Furthermore, delays play a major role in
maintenance and can be due to different logistic, administrative or technical causes.
The fact that maintainers organise maintenance tasks depending on operational
demands and the minimum equipment lists for future missions only increases the
complexity of the problem. It is only through the use of computer-based simulations
of maintenance activities that these complexities can be captured and the effect of
IVHM technology estimated quantitatively.

The development and validation of these models requires significant amounts of
data. To ensure the benefits of implementing IVHM are estimated correctly these
datasets must include, not only the average of variables such as Mean Time
Between Failures (MTBF) or Mean Time To Replace (MTTR), but also their
variances.

Evidently, the model must take into account the effect any potential diagnostic or
prognostic tool can have on maintenance costs and times as well as availability. In
order to do so it is essential to acknowledge that health monitoring tools are not
100 % accurate. Diagnostic tools can produce false positives (a.k.a. false alarms) by
indicating a healthy component has failed, or false negatives if a faulty component
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is not detected. Similarly, prognostic tools estimate the RUL of a component at
certain point in time and its replacement is scheduled according to that estimate, but
if the estimation is too optimistic it might have to be replaced at a less convenient
time and location or even fail during a flight. Being able to simulate the perfor-
mance of health monitoring tools is essential to compare tools with lower cost and
performance with more reliable and expensive ones.

3.1 Reducing the Number of Runs

Ideally, once the maintenance model has been developed and validated, different
combinations of diagnostic and prognostic tools can be tested on it. However, while
the computer model is the only way to carry out a solid CBA, it is not practical—or
even possible—to simulate the effect of all potential combinations. Taking into
account that aircraft comprise thousands of components, a comprehensive analysis
of all options should consider, at least, a few dozen components to be monitored,
even if the final number of tools to be implemented may be lower. For example, if
10 tools are to be chosen out of 50 possible options, this represents more than 10
billion possible combinations. Even taking into account incompatibilities between
tools due to conflicts caused by their hardware or software, it is unlikely that the
total number of toolsets is reduced significantly enough so all combinations can be
studied and compared thoroughly.

Consequently, there is a need for a methodology to reduce the number of
combinations of diagnostic and prognostic tools whose impact on maintenance cost
and availability is to be studied using a computer simulation of aircraft maintenance
activities. Such methodology must be based on a set of quantitative analyses to
avoid any bias. Several combinations must be generated with this methodology to
allow for sanity checks and to compare how they affect other factors apart from cost
and availability. This methodology has been developed taking into account the
constraints imposed on legacy aircraft, the availability and accuracy of historical
maintenance data and the information that can be gathered at the conceptual design
stage on the characteristics and performance of health monitoring tools. The main
steps, which will be discussed in detail in the following sections, are:

1. Identify components more likely to have their maintenance time and cost
reduced if monitored.

2. Select a preliminary list of health monitoring tools capable of detecting or
predicting the failure of the components previously selected.

3. Identify incompatible combinations of tools due to software or hardware
conflicts.

4. Preselect toolsets according to their expected Return On Investment (ROI) and
financial risk.
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3.2 Identifying Critical Components

The first step to reduce the number of simulations necessary for a comprehensive
comparison of all the alternatives for an IVHM system involves identifying which
components should be monitored. At this phase the number of components pres-
elected is larger than the number of parts that will finally be monitored to allow for
modifications in later stages. The objective is to identify which components are
more likely to reduce maintenance time and cost if they are monitored by a diag-
nostic or a prognostic tool.

It is easy to evaluate what is the cost of replacing each component per flying
hour as well as its corrective or preventive maintenance time per flying hour.
Diagnostic tools essentially reduce the time dedicate to fault identification and
isolation which will only affect labour costs. A prognostic tool affect the probability
of a component having to be replaced at different locations (affecting logistic delays
and shipping costs) and whether it will be an unscheduled task or part of a
scheduled maintenance stop (with different costs and delays).

A method proposed in the past consists of analysing the possible outcomes of
failure using Event Tree Analysis (ETA) [6] (Fig. 1). Using the probability of a
certain component failing as starting point, the tree forks based on the outcome of
using a certain type of IVHM tool. A long-term prognostic tool can provide a RUL
with a prognostic window long enough to schedule the replacement of the part so it
will not affect the inherent availability of the aircraft. However, the estimated RUL
can be incorrect. In that case there is the possibility to use a short-term prognostic
algorithm and replace the part during an unscheduled stop, avoiding a possible
mission loss or even secondary damages. Nevertheless, this recalculated RUL can

Detectability with IVHM
Cost Time

Long Term 
Prognosis

Short Term 
Prognosis

Diagnosis

1-PLP CLP tLP
SUCCESS

PF 1-PSP CSP tSP
PLP SUCCESS

FAILURE 1-PFN CD tD
PSP SUCCESS

FAILURE PFN CFN tFN
FAILURE

1-PFA 0 0
1-PF SUCCESS

PFA CFA tFA
FAILURE

Fig. 1 ETA for the use of health monitoring tools on a single component
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also be overly optimistic, meaning the failure will take place and will need to be
detected and isolated. If a diagnostic tool is fitted this can be performed automat-
ically, but there is always the possibility of a false negative resulting in a longer
time to diagnose the fault. The tree also includes the possibility of a healthy
component being flagged as faulty by a diagnostic tool.

The order in which these tools appear in the tree does not reflect how health
monitoring algorithms operate, it simply indicates in which order they will define
the final outcome. Additionally, the fact that three kinds of tools are included in the
tree does not imply that each component counts with all of them.

One of the advantages of this setup is that it accounts for the fact that some
components can utilise some diagnostic capability in the form of Built-In Test
Equipment (BITE) or be replaced according a preventive maintenance scheme,
which, for the purpose of the ETA, has the same effect as a prognostic tool. Since it
is possible to upgrade a health monitoring tool, there is no reason to exclude them
from this analysis.

Analytical equations for the maintenance time, T, and costs, C, incurred per
flying hour for each component are easy obtained based on this ETA [6]. Since they
are polynomial expressions the derivatives can also be calculated analytically quite
easily.

C ¼ PF 1� PLPð ÞCLP þ PLP 1� PSPð ÞCSP þ PSP 1� PFNð ÞCD þ PFNCFNð Þð Þð Þ
þ ð1� PFÞPFACFA

ð1Þ

T ¼PF 1� PLPð ÞtLP þ PLP 1� PSPð ÞtSP þ PSP 1� PFNð ÞtD þ PFNtFNð Þð Þð Þ
þ ð1� PFÞPFAtFA

ð2Þ

where the performance of long and short term prognostic tools is defined by PLP

and PSP, respectively; and the probability of false alarms and false negatives by PFA

and PFN respectively. If a long term prognostic tool works correctly the cost and
time of replacing the components are CLP and tLP respectively, and CSP and tSP in
case a short term prognostic tool is used. If the fault is detected by a diagnostic tool
the cost and downtime will be CD and tD. For false alarms costs and downtimes are
denoted by CFA and tFA, and by CFN and tFN for false negatives.

This ranking takes into account the maintenance time spent on individual
components. As it has been discussed previously, there is not a direct correlation
between the reduction of maintenance time of certain individual parts and the
availability of the aircraft. However, components with longer maintenance times
and higher sensitivities to the use of IVHM are more likely to have an important
role in the improvement of the availability of the fleet. Once the components have
been ranked the computer model can be used to verify which of those at the top of
the list are responsible for most of the unscheduled maintenance stops and delays.

Identifying which components are the best candidates to be monitored by
diagnostic and prognostic tools is useful, but it is not the kind of information that
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can be used to run computer simulations. The model uses the performance of health
monitoring tools, meaning tools capable of assessing the condition of these top
components have to found, as explained in the following section.

3.3 Performance Requirements for a Preliminary Selection
of Health Monitoring Tools

Once key components have been identified it is necessary to find which tools can be
used to monitor them. Original Equipment Manufacturers (OEMs), companies
specialised in health monitoring technology and universities can be contacted to
determine which tools are available or can be developed.

Even at such an early stage in the design of an IVHM system it is necessary to
define basic technical and economic requirements to be able to compare different
toolsets. Once again, the computer model is essential to define the minimum
expected reductions in maintenance times and costs for each component to achieve
the desired availability and total maintenance cost.

As shown in Eqs. (1) and (2), it is possible to define the maintenance cost, and
time of a component as a function of the performance of different health monitoring
tools. If cost and time become a design requirement (C* and T* respectively) these
equations can be used to define the required performance for a diagnostic
(Eqs. 3; 4–6) or prognostic tools (Eqs. 7–9).

The progress in health monitoring technology has not been homogeneous for all
kind of systems and it is possible that for certain components diagnostic or prog-
nostic tools that satisfy the performance requirements are not available yet. The
possibility of developing a new tool, or improving on an existing one, should be
studied at this stage. Conversely, it is also possible that for other components
several candidates can be identified. Rather than select a single tool for each
component by a process of elimination, all possible options should be considered.
The following sections illustrates how the interactions between tools can be studied
to identify which components should finally be monitored and by which tool.

Diagnostic Tools

PFA � 0; PFN � 0 ð3; 4Þ

PFA � C� � PF 1� PFNð ÞCD þ PFNCFNð Þ
ð1� PFÞCFA

ð5Þ

PFA � T� � PF 1� PFNð ÞtD þ PFNtFNð Þ
ð1� PFÞtFA ð6Þ

Prognostic Tools
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PLP � 0 ð7Þ

PLP �
C��ð1�PFÞPFACFA

PF
� CLP

1� PFNð ÞCD þ PFNCFN � CLP
ð8Þ

PLP �
T��ð1�PFÞPFAtFA

PF
� tLP

1� PFNð ÞtD þ PFNtFN � tLP
ð9Þ

3.4 Uncertainties and Their Effect on CBAs for IVHM

Most parameters in maintenance activities are normally random variables due to the
fact that even repetitive tasks seldom take the same amount of time or require the
same amount of attention and resources. It is possible to work with average values
for some basic analyses, but if the objective is to ensure availability stays above a
certain value and maintenance costs do not exceed a given limit working with
average values results in a 50 % chance of failing to reach the objectives.

The sources of uncertainty can be divided into two main categories. Epistemic,
or systemic, uncertainties are caused by inaccuracies in the measurement, recording
or modelling of a given parameter. These are the kind of uncertainties which affect
the accuracy of maintenance records. To begin with, recorded times are never
perfectly accurate but rounded to the nearest multiple of five, ten or 15 min.
Additionally, while the total maintenance time spent on each component is often
recorded, this is not always the case for the different steps involved (e.g.: prepa-
ration, diagnosis, check-out, etc.) or the delays. Even in those few cases when
records include this information values are most likely approximations written
down after the work has been completed.

The second group comprises the sources of aleatoric, or statistical, uncertainties
which are those caused by the random variation of parameters over time. Recurring
costs, time spent on different activities, delays and the performance of health
monitoring tools are the most prominent. While the amount a supplier charges for a
part can be fairly constant (this does not apply to expensive components with low
failure rates and low stock), shipping and storage costs can vary considerably. The
same can be said about the time dedicated to maintenance tasks, whose variability is
related to the complexity of the task.

The uncertainty of the performance of IVHM tools has been well documented.
Lopez & Sarigul-Klijn [10], showed how the reliability of an IVHM tool varies
depending on the characteristics of the fault, which are different on every occasion,
and this translates into uncertainty about its performance. Furthermore, Saxena
et al. [12] also analysed how the accuracy of prognostic algorithms evolves with
time, with the RUL becoming more accurate as the component approaches its point
of failure.
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As a result, engineers who define the performance requirements not only must
acknowledge that expected maintenance costs and times follow probability distri-
butions but also take into account that the variance of the performance of each tool
must be below a certain threshold. This threshold can be defined using Eqs. (1) and
(2) as a basis to determine the variances of performance parameters:

Var Cð Þ ¼ Var PFNPF CFN � CDð Þð Þ þ Var PFCDð Þ þ Var PFA 1� PFð ÞCFAð Þ ð10Þ

Var Tð Þ ¼ VarðPFNPFðtFN � tDÞÞ þ VarðPFtDÞ þ VarðPFAð1� PFÞtFAÞ ð11Þ

Figure 2 shows the effect diagnostic tools, short term prognostic tools and long-
term prognostic tools can have in the probability distributions of the maintenance
cost and time per flying hour of a component.

It would seem as if these uncertainties add complexity to our problem increasing
the difficulty of finding an optimal combination of diagnostic and prognostic tools.
However, as explained in the following section, these uncertainties can be used to
carry out a risk analysis of the different sets of tools and to reduce the number of
combinations that should finally be studied using computer simulation.

3.5 Balancing ROI and Risk

Comparing toolsets must take into account the possibility of sharing resources
between tools in their design, testing, manufacturing, implementation and opera-
tion. In other words, tools can share -among others- sensors, memory, flight test
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Fig. 2 Examples of the effect of IVHM tools on the PDF of maintenance (a) cost and (b) time of a
component

Implementing IVHM on Legacy Aircraft … 809



expenses, recurring costs, etc. This translates to a reduction in the investment
necessary to put a certain group of tools in service. Consequently, the ROI of each
toolset is not the weighted average of the ROIs of those tools it comprises, but the
ratio between the sum of their expected profits and the total cost of developing,
implementing and operating the complete IVHM system. This profit is essentially
based on the costs avoided thanks to the use of a certain health monitoring tool, but
other benefits can be included. In mathematical terms, for a toolset with n tools in
which the project budget for each tool has been divided into m phases or parts this
can expressed as:

ROI ¼
Pn

i¼1 PiPn
i¼1 Ci

¼
Pn

i¼1 PiPn
i¼1

Pm
j cij=aij

ð12Þ

where Pi is the expected profit from tool i; Ci the total cost of tool i; cij the cost of
tool i for part j of its budget; and aij the number of tools with which cij is shared.

However, sharing resources means that a deviation in their cost can effectively
raise the cost of several tools. For example, if algorithms are processed in a cen-
tralised unit whose costs exceeds the original budget this will also impact the cost of
each individual health monitoring tool. A federated IVHM system with algorithms
run in individual processing units may be more expensive, but its total cost is less
vulnerable to this kind of problems.

Comparing toolsets becomes even more complicated when options include tools
that are under development and not fully proven. Mature diagnostic and prognostic
tools are less likely to present problems and have significant cost variations, but
their performance can be lower than tools that are still being developed and employ
the latest technology. The cost of the latter, however, is more likely to deviate from
the budget.

This resembles a classic financial investment problem in which investors must
select the optimal combination of assets to maximise the return of their portfolio
while keeping risk within reasonable limits. As in the problem described in this
article, financial assets have some degree of correlation and this must be carefully
studied to avoid situations in which an investor can be severely affected by fluc-
tuations in the market (e.g.: stock prices of logistic companies are affected by the
fluctuation of oil prices in commodity markets, gold prices and the U$D are nor-
mally inversely correlated, etc.).

There are all sorts of financial analysis tools that can be applied to solve this
problem, but there is an important part of this financial analysis tools ignore: the
variation of the ROI of each health monitoring tool depending on how it is com-
bined with others. This is due to the fact that the return on a financial product is not
affected by how much one invests in other assets.

Figure 3a shows the result of using a tool known as the efficient portfolio frontier
to analyse combinations of IVHM tools. As toolsets include larger numbers of
diagnostic and prognostic tools the risk decreases because deviations in the cost of
individual tools have a smaller impact on the total investment. However, the ROI
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tends to the average ROI of all possible options because the savings are not taken
into account. Figure 3b shows how the ROI can increase significantly if IVHM
tools are combined appropriately taking into account Eq. (12).

Those toolsets that present a higher ROI and a lower variance of costs can be
tested on the computer simulation. This will determine which combination of tools
should be retrofitted on the aircraft and provide a much more accurate estimation of
the final outcome.

4 Conclusions

The methodology presented in this paper illustrates how it is possible to carry out
exhaustive quantitative analyses of the effect of retrofitting different IVHM toolsets
on legacy aircraft without being overwhelmed by the number of options to com-
pare. While computer simulations are essential to ensure CBAs for IVHM are
accurate, they cannot be the only tool available to define the optimal combination of
health monitoring tools.

Uncertainty plays a major role in the analysis and comparison of different
toolsets. Design teams must be aware of the main sources or uncertainty and to
what degree it affects the information generated at each stage of the process. Second
order uncertainties or “uncertainty of uncertainties” is a major area of research
IVHM developers cannot ignore. The trustworthiness of any CBA is directly
affected by the variance of the variables it uses and to be able to define them a deep
knowledge of aircraft design, maintenance and operations is required.

While financial analysis tools can be used to determine how risk changes
depending on how diagnostic and prognostic tools are combined, they must be
modified to take into account the effect potential savings have on the resulting ROI.
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Fig. 3 ROI versus variance of cost for IVHM toolsets using financial analysis (a) and including
shared costs (b)
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A New Method of Acoustic Signals
Separation for Wayside Fault Diagnosis
of Train Bearings

Ao Zhang, Fang Liu, Changqing Shen and Fanrang Kong

Abstract For the acoustic signal acquired by amicrophone is composed of a number
of train bearing signals and noises, single signal of failure train bearing should be
extracted to diagnose the fault type precisely in wayside fault diagnosis of train
bearings. However, the phenomenon ofDoppler distortion effect in the acoustic signal
acquiredwith amicrophone leads to the difficulty for signal separation. In this chapter,
a new method based on Dopplerlet transform, time-frequency filtering and inverse
generalized S-transform is proposed to separate different fault types of train bearing
signals from the acoustic signal. Firstly, search the parameters space to find the pri-
mary functions-Dopplerlet atoms which match the original signal best by matching-
pursuits-based Dopplerlet transform. According to the parameters, these Dopplerlet
atoms are divided into different groups corresponding to diverse acoustic sources.
Through extracting the data of Dopplerlet atoms in a group and its neighborhood in
time-frequency domain, the signal of corresponding train bearing can be reconstructed
by the inverse transformation of GST. To diagnose the fault type of the reconstructed
signal, re-sampling is carried out to remove the Doppler distortion effect in advance.
After that, we can identify the fault type of reconstructed signal corresponding to a
certain train bearing through the envelope spectrum. Finally, experiments with
practical acoustic signals of train bearings with a defect on the outer race and the inner
race are carried out, and the results verified the effectiveness of this method.

1 Introduction

The defect of the roller bearing is the dominant type of fault for a train, which lead
to serious accidents and significant costs for the rail transport industry [1]. The
wayside Acoustic Defective Bearing Detector (ADBD) system [1] was developed in

A. Zhang (&) � F. Liu � C. Shen � F. Kong
Department of Precision Machinery and Precision Instrumentation, University of Science and
Technology of China, Hefei 230022, China
e-mail: zhangao@mail.ustc.edu.cn

© Springer International Publishing Switzerland 2015
P.W. Tse et al. (eds.), Engineering Asset Management - Systems,
Professional Practices and Certification, Lecture Notes in Mechanical Engineering,
DOI 10.1007/978-3-319-09507-3_71

813



the 1980s to detect bearing flaws. It uses wayside rail-mounted wayside monitoring
microphones to collect the acoustic signal as the train passes by the detector [2–4].
However, there are some key techniques that need to be developed, one of which is
the acoustic signals separation. For the acoustic signal acquired by a microphone is
composed of a number of train bearing signals and noises, single signal of failure
train bearing should be extracted to diagnose the fault type precisely in wayside
fault diagnosis of train bearings.

There hasn’t been any published study addressing on the acoustic signal sepa-
ration in wayside fault diagnosis of train bearings. Blind Source Separation [5], a
traditional signal separation method in fault diagnosis of rotating machinery, makes
no use to the wayside train bearings acoustic signal separation, caused by the
Doppler Effect and the seriously underdetermined problem. Signal separation is
also a process of signal reconstruction for each acoustic source. However, the
classical method, ridge extracting and reconstruction [6, 7], is also disabled, as the
ridges extracted don’t contain any physical information that we can distinguish
which source they belong to. Meanwhile, ridges corresponding to different sources
may mix together affecting by the Doppler Effect. Hence, a new method based on
Dopplerlet transform [8], time-frequency domain filtering and inverse generalized
S-transform [9] is proposed here to separate acoustic signals, and applied in the
wayside fault diagnosis of train bearings.

2 Theory of the Acoustic Signal Separation Method

2.1 Doppler Effect

An assumption was made that an acoustic source moves with a constant speed
along a straight railway. The scheme of the modeled measuring situation is pre-
sented in Fig. 1.

According to the acoustic theory of Morse [10], the sound intensity acquired by
the microphone could be achieved, under the assumption that the acoustic source of
the train bearing with subsonic velocity was a monopole point source and the
medium was the ideal fluid. Moreover, the portion of high order with little effect

Fig. 1 Schematic diagram of
the acoustic source with
subsonic velocity
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was ignored and the acoustic source is given as harmonic with the intensity of
q ¼ q0 sinðx0t).

P ¼ q0x0 cosðx0ðt � ðR=cÞÞÞ
4pRð1�M cos hÞ2 ¼ q0x0

4pRð1�M cos hÞ2 � cosðx0ðt � ðR=cÞÞÞ ð1Þ

where P represents the sound pressure acquired by the microphone, R represents the
distance between the acoustic source and the microphone, θ denotes the angle
between the connection from source to microphone and the direction of movement,
c denote the sound velocity, v represents the moving speed of the source, and
M ¼ v=c is the mach number of the source.

The amplitude of the signal acquired depends on the left side of the multipli-
cation sign while the phase relies on the right side, with which the variation of the
frequency could be attained.

f ¼ f0
Mðx� vtÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� vtÞ2 þ ð1�M2Þr2

q

ð1�M2Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� vtÞ2 þ ð1�M2Þr2

q ð2Þ

where x represents the horizontal distance between the start point of the source and
the microphone, r denotes the vertical distance between the motion trail and the
microphone, f0 ¼ x0=2p is the stationary (base) frequency of the source, and
f represents the instantaneous frequency received by the microphone.

2.2 Matching-Pursuits-Based Dopplerlet Transform (MPDT)
for Signal Decomposition

The dilated and translated windowed Doppler functions (the Dopplerlets) is pro-
posed by Zou and Li [8] to characterize both the linear and nonlinear time-fre-
quency structures of a signal. However, the original Dopplerlet atom presented by
Zou ignored the amplitude modulation and the time delay that sound travels from
the source to the observer. So an improved Dopplerlet transform is proposed here to
estimate the actual motion parameters.

2.2.1 Improved Gaussian Dopplerlet Atom

According to the theory acoustic theory of Doppler Effect in the above section, the
improved Doppler signal (plural) is as follows
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d0x;f0;r;v;cðtÞ ¼ P � exp j2pf0 � ðt � RðtÞ=cÞf g ð3Þ

where j ¼ ffiffiffiffiffiffiffi�1
p

, and the variables are the same as those proposed in Sect. 2.1.
Using this signal to modulate a normalized Gaussian window function, then dilating
the modulated signal by a factor d 2 Rþ yields

dx;f0;d;r;v;cðtÞ ¼ ðpd2Þ�1=4
exp � 1

2
ðt � x=v

d
Þ2

� �
� P � exp j2pf0ðt � RðtÞ=cÞf g ð4Þ

which, for convenience, is called “Improved Gaussian Dopplerlet Atom” in
accordance with the common convention in nomenclature in the signal-processing
community.

2.2.2 Matching-Pursuits-Based Dopplerlet Transform

Once the Dopplerlets are used as atoms, the (complex) Dopplerlet transform of any
square-integrable signal sðtÞ 2 L2ðRÞ may be readily defined as

DTsðx; f0; d; r; v; cÞ ¼ sðtÞ;h dx;f0;d;r;v;cðtÞ
�

¼ ðpd2Þ�1=4
Z1

�1
sðsÞ exp� � 1

2
ðt � x=v

d
Þ2

� �
� P � exp j2pf0ðs� RðsÞ=cÞf gds

ð5Þ

where h; i denotes the Dirac inner product and the superscript “*” denotes the
complex conjugate operation.

Let c ¼ ðx; f0; d; r; v; cÞ denote the parameter set, then the (complex) Dopplerlet
transform can be written concisely in the form

DTsðcÞ ¼ sðtÞ;h dcðtÞ
� ¼

Z1

�1
sðsÞd�c ðsÞds ð6Þ

A matching pursuit algorithm [11, 12] is the one that adaptively decomposes any
signal under analysis into a linear combination of a set of atoms that are selected
from a large redundant dictionary of atoms in accordance with the criterion of
maximum projection energy. These atoms are chosen in order to best match the
signal’s local structures.

Let H denote a Hilbert space, D ¼ dc
� �

c2C be a dictionary of vectors in H with

dc
�� �� ¼ 1 (where the index c stands for the parameter set and C for the parameter
space). Let sðtÞ 2 L2ðRÞ; then, signal s(t) can be decomposed as Eq. (7) with
matching-pursuits-based Dopplerlet transform.
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s ¼ Rð0Þ
s

¼ Rð1Þ
s þ Rð0Þ

s

D
; dc0

�
dc0

..

.

¼ RðkÞ
s þ

Xk�1

i¼0

RðiÞ
s

D
; dci

�
dci

..

.

¼
Xþ1

i¼0

RðiÞ
s

D
; dci

�
dci ¼

Xþ1

i¼0

DTsðciÞ � dci

ð7Þ

where RðiÞ
s is its corresponding residual signal of each decomposition, and

limk!þ1 Rðkþ1Þ
s

���
���
2
¼ 0.

2.3 Generalized S-Transform (GST) and Inverse Generalized
S-Transform (IGST)

The S-transform [13] is a time-frequency spectral localization method, similar to the
short-time Fourier transform (STFT), but with a Gaussian window whose width
scales inversely, and whose height scales linearly, with the frequency. The
expression of the S-transform given by Stockwell is

Sðs; f Þ ¼
Z1

�1
hðtÞf fj jffiffiffiffiffiffi

2p
p � exp

�f 2ðs� tÞ2
2

" #
expð�2piftÞgdt ð8Þ

where, S denotes the S-transform of h, which is a continuous function of time t;
frequency is denoted by f; and the quantity s is a parameter which controls the
position of the Gaussian window on the t-axis. The scaling property of the Gaussian
window is reminiscent of the scaling property of continuous wavelets [14] because
one wavelength of the Fourier frequency is always equal to one standard deviation
of the window.

The generalized S-transform (GST) [9] is obtained from the original S-transform,
Eq. (8), by replacing the Gaussian window with a generalized window, denoted x:

Sðs; f ; pÞ ¼
Z1

�1
hðtÞxðs� t; f ; pÞ expð�2piftÞdt ð9Þ
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In Eq. (11), a set of parameters that govern the shape of x are collectively
denoted p. In practice, x is replaced with a specific window, and p is replaced with
an explicit parameter list enclosed in braces in subsequent usage. These parameters,
along with S and x, are assigned an identifying suffix. As an example, the Gaussian
window, as modified by Mansinha, is denoted xGS and has the functional form

xGSðs� t; f ; cGSf gÞ ¼ fj jffiffiffiffiffiffi
2p

p
cGS

exp
�f 2ðs� tÞ2

2c2GS

" #
ð10Þ

Here, cGS is the only element of p.
Hence, the inverse transformation of generalized S-transform (IGST) can be

expressed as:

hðtÞ ¼
Z1

�1

Z1

�1
Sðs; f ; pÞds

8
<

:

9
=

; expð2piftÞdf ð11Þ

2.4 Time-Frequency Filtering and Signal Reconstruction

According to the location of Dopplerlet atoms belong to its corresponding source in
the time- frequency domain of GST acquired by MPDT, a time-frequency filter is
designed to extract the component of signal that we interested in from the original
signal. The time-frequency filter Hfðs; f Þ can be defined as

Hfðs; f Þ ¼ 1 ðs; f Þ 2 f
0 ðs; f Þ 62 f

�
ð12Þ

where, f is the location of interested signal component in time-frequency domain.
Therefore the component of signal that we interested in can be deduced through

Eq. (13) as

hfðtÞ ¼
Z1

�1

Z1

�1
Sðs; f ; pÞHfðs; f Þds

8
<

:

9
=

; expð2pjftÞdf ð13Þ

3 Procedure of Acoustic Signal Separation and Fault Diagnosis

Acoustic signals separation is a process of signal reconstruction for each acoustic
source. The key techniques have been represented in the section mentioned above,
while the processing steps are as follows.

(1) Search the parameters space to find the k primary functions-Dopplerlet atoms
which match the original signal sðtÞ best via MPDT, meanwhile, the parameter
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sets xf ; f0; d; r; v; cg compose those best primary functions could also be
acquired.

(2) Judging from the parameter x, these Dopplerlet atoms are divided into different
groups corresponding to diverse acoustic sources.

(3) Design a time-frequency filter through Eq. (12) to extract the data of Doppl-
erlet atoms corresponding to an acoustic source we interested in and its
neighborhood in time-frequency domain.

(4) According to Eq. (13), reconstruct the signal of the acoustic source corre-
sponding to a train bearing with the IGST.

(5) Resample the reconstructed signal via the method proposed by Dybala [15],
and we will get the corrected signal yðtÞ without Doppler distortion.

(6) Analysis the envelope spectrum of corrected signal yðtÞ to diagnosis the fault
type of the original signal sðtÞ.

4 Applied in the Wayside Acoustic Signal

To demonstrate the effectiveness of the proposed acoustic signals separation
method for the wayside acoustic signals, an experiment was implemented with three
speakers fixed on a vehicle which is moving at a constant speed of 110 km/h. The
parameters of these loudspeakers are shown in Table 1. The instrumentations used
in the experiment are as below: Microphone, type 4944-A, B&K; Data acquisition
card, type PXI-4472, NI; PXI chassis, type PXI-1033, NI.

The multiple acoustic sources signal acquired by the Microphone is given in
Fig. 2a which shows that the three types of signals are mixed together. According to
the GST of the multiple acoustic sources signal shown in Fig. 2b, the phenomenon
of Doppler distortion is obvious. A large number of Dopplerlet atoms are obtained
via MPDT. Judging from the parameter x, the main Dopplerlet atoms of S1 are
distinguished. Hence, a time-frequency filter is designed to extract the data of
Dopplerlet atoms corresponding to S1 and its neighborhood in time-frequency
domain. The GST result of the multiple acoustic sources signal after filtering is
shown in Fig. 3a, which represents the main components of S1. Then, the recon-

Table 1 The parameters of loudspeakers

Acoustic source x(m) r(m) Sound type

Speaker 1 (S1) 5 2 Outer race fault

Speaker 2 (S2) 6.5 2 Double-frequency interference signal (1400HZ, 2200HZ)

Speaker 3 (S3) 8 2 Inner race fault
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structed signal of S1 obtained via IGST is given in Fig. 3b. After re-sampling, the
Doppler distortion effect of the reconstructed signal is eliminated, which could be
seen clearly in Fig. 3c. Finally, the envelop spectrum shown in Fig. 3d is carried
out, and the result fo = 138.1 Hz is very approximate to 138.4 Hz, its theoretical
value of outer race fault, which demonstrates that the reconstructed signal is indeed
the outer race fault signal separated from the multiple acoustic sources signal.

Similarly, the process of separating S3 from the multiple acoustic sources signal
is shown in Fig. 4a, b, c. In Fig. 4d, the inner race fault frequency fi = 188.7 Hz,
which is modulated by the rotational frequency fr = 22.89 Hz, is also very
approximate to its theoretical value 188.9 Hz. The result also demonstrates that the
reconstructed signal is indeed the inner race fault signal separated from the multiple
acoustic sources signal. Therefore, the method proposed in this chapter is effective
and feasible.
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5 Conclusion

Up to now, there hasn’t been any published study addressing on the acoustic signal
separation in wayside fault diagnosis of train bearings. In this chapter, a new method
based on the Dopplerlet transform, time-frequency filtering and inverse generalized
S-transform is proposed to separate different fault types of train bearing signals from
the acoustic signal. An experiment with practical acoustic signals of train bearings
with a defect on the outer race and the inner race is carried out in the end of this
chapter, and the results verified the effectiveness of this method. Hence, this work
could provide a technical reference for the wayside fault diagnosis of train bearings.
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Fault Detection and Diagnostics Using
Data Mining

Sun Chung and Dukki Chung

Abstract The purpose of data mining is to find new knowledge from databases in
which complexity or the amount of data has so far been prohibitively large for
human observation alone. Self-Organizing Map (SOM) is a special type of Artificial
Neural Networks (ANNs) used in clustering, visualization and abstraction. In
modern process automation systems, it is possible to collect and store huge amounts
of measurement data. In this paper, SOM is used successfully to discover the base
models from the automation system. Strategies based on data mining techniques are
further developed for efficient fault detection and diagnostics. A semi-supervised
anomaly detection technique is used with classification rules based on standardized
data and domain experts’ analysis to construct the condition monitoring system.

Keywords Data mining Self-Organizing map � Fault detection � Equipment
diagnostics � Decision tree

1 Introduction

In modern industry, equipment maintenance is an important factor to ensure con-
stant production. Manufacturing enterprises are facing increased maintenance,
repair, and operation (MRO) costs at their plants. They normally operate an Asset
Management system for the management of MRO. In order to reduce the MRO
costs, process and equipment performance need to be analysed in further detail.
Establishing efficient systems for fault diagnosis and condition monitoring of
machines is an important part of maintenance policies. In this paper data mining
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techniques are used to provide efficient asset management decision support
information derived from operations and maintenance data sources.

The purpose of data mining is to find new knowledge from databases in which
complexity or the amount of data has so far been prohibitively large for human
observation alone, and for which little prior understanding exists. Artificial Neural
Networks (ANNs) offer tremendous opportunities for performing data mining
activities, in particular problems pertaining to data classification and clustering.
ANNs learn how to solve problems from data as opposed to solving problems based
on problem specification. The Self-Organizing Map (SOM) is a special type of
ANN used in clustering, visualization and abstraction. In modern process auto-
mation systems, it is possible to collect and store huge amounts of measurement
data. In this paper, SOM is demonstrated successfully as a useful data mining tool
for the discovery of models from large data sets produced by actual manufacturing
lines in various plants.

The base model discovered by SOM is further enhanced by using a data mining
technique based on a decision tree. This semi-supervised approach using domain
experts’ analysis in the second phase is used to construct the condition monitoring
system.

2 Base Model Discovery Using Self-Organizing Map

Modern process automation systems daily produce huge amounts of data from
various sensors and many devices attached to the control systems. For example, a
particular plant line of interest produces about 1 million data points with many
sensor measurements daily. It is therefore necessary to automate the examination of
these data points to look for faults or failures. To filter out normal data points and
ease the task of finding more important data, e.g., process anomalies, upsets or
faults, a Self-Organizing Map (SOM) [1] is used.

SOM provides a way of representing multidimensional data in lower dimen-
sional spaces—two dimensions in this implementation. The process of reducing the
dimensionality of vectors is essentially a data compression technique known as
vector quantization. SOM creates a network structure that preserves topological
relationships between the training samples. A typical application of SOM is ana-
lysing complex vector data such as process states where data elements may be
related to each other in a highly nonlinear fashion.

A SOM consists of nodes or neurons. Each node is associated with a weight vector
of the same dimension as the input data vectors and a position in the map space. The
usual arrangement of nodes is a regular spacing in a hexagonal or rectangular grid.
The SOM describes a mapping from a higher dimensional input space to a lower
dimensional map space. The procedure for placing a vector from input data space
onto the map is to find the node with the closest weight vector to the vector taken from
input data space and to assign the map coordinates of this node to the vector pre-
sented. A typical rectangular topology of SOM is presented in Fig. 1.
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Like most artificial neural network, SOM operates in two modes: learning and
mapping. Learning builds the map using input samples. Mapping classifies a new
input sample. Learning causes different parts of the network to respond similarly to
certain input patterns. The training utilizes competitive learning. When a training
example is fed to the network, its distance to all weight vectors is computed. The
node with a weight vector most similar to the input is called the best matching unit.
The weights of the best matching unit and nodes close to it in the SOM lattice are
adjusted towards the input vector. This process is repeated for each input vector for
a usually large number of cycles or epochs. The network ends up associating output
nodes with groups or patterns in the input data set.

During mapping, there will be one single winning node: the node whose weight
vector lies closest to the input vector. This can be simply determined by calculating
the distance between the input vector and the weight vector.

One of the most important aspects of SOM is unsupervised learning. A SOM
learns to classify the training data without any external supervision. Once the
training samples are selected randomly from the collected data, the SOM learning
process handles these data without any human intervention. After the learning
process is finished, the input vectors will be mapped into specific regions of the
constructed two dimensional map.

2.1 Training Algorithm

The network is created from a 2D lattice of nodes or neurons, each of which is fully
connected to the input layer. Each node has a specific topological position (an x, y
coordinate in the lattice) and contains a vector of weights of the same dimension as
the input vectors.

Each weight vector w is updated by the following process

wiðt þ 1Þ ¼ wiðtÞ þ hcðxÞ;iðxðtÞ � wiðtÞÞ ð1Þ

Fig. 1 SOM (rectangular
topology)
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where t is the sample index of the learning step, and where the learning step is
performed recursively for each presentation of a sample of x. Index c is defined by
the condition

xðtÞ � wcðtÞk k� xðtÞ � wiðtÞk k 8i ð2Þ

Here hcðxÞ;i is called the neighbourhood function. It is a decreasing function of
the distance between the i-th and c-th nodes on the lattice grid. As a typical
example, the Gaussian neighbourhood function is defined by

hcðxÞ;i ¼ aðtÞ exp � ri � rck k2
2r2ðtÞ

 !
ð3Þ

where 0\aðtÞ\1 is the learning rate which decreases monotonically with the
learning steps, ri 2 <2 and rc 2 <2 are the locations in the lattice, and rðtÞ cor-
responds to the width of the neighbourhood which is also decreasing monotonically
with the learning step.

2.2 Initial SOM Mapping

SOM is a powerful algorithm for data visualization and dimension reduction, and
can also be very effective for analysing sensor data from complex industrial pro-
cesses. In this paper, SOM is used to build a base model of the automation process.
The actual process of interest produces continuous sensor readings from 32 different
sensors in every 0.1 s. A typical setup for the acquisition of sensor data from the
automation process is shown in Fig. 2. Due to sheer volume of data, it is very
difficult for a human to process and inspect all the sensor data at this rate.

To train SOM, 10,000 samples of sensor data are used. Each sample in the
training set consists of floating point measurements from 32 different sensors. The
training set consists of roughly 17 min of continuous sensor readings from the
process.

A six by six rectangular lattice is used with a Gaussian neighbourhood function
in the training phase. After training, SOM produced the map in Fig. 3. This map
shows how many samples are mapped into each unit. Brighter shades mean more
samples are mapped into that particular unit. By examining the mapping further, it
is determined that only 28 samples out of 10,000 training samples are mapped into
the two units in solid black. The remainder of the training samples are spread
among the other units.

After further investigation, two of the sensors from those 28 samples in the
training set exhibited unusual behaviours time to time, as shown in Fig. 4. These
patterns suggest certain fault conditions in the equipment or the process.
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Once the base model is constructed, it could be further enhanced with domain
knowledge from human experts. SOM organizes the sample data so that the sam-
ples are usually surrounded by similar samples. However, similar samples are not

Fig. 2 Typical automation
process line configuration for
sensor data acquisition

Fig. 3 SOM Mapping
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always near each other. Sometimes clusters get split into smaller clusters. By
incorporating domain knowledge from human experts, these shortcomings can be
overcome. The approach used in this paper is further explained in Sect. 3.

3 Data Mining Based on Decision Tree Algorithm

Data mining techniques are feasible not only for database analysis but also for
machine learning where high volumes of sensor data are prohibitively large for
human observation alone. Fault diagnostics is based on pattern identification and
classification. A data mining technology is introduced as a classification method for
fault diagnostics of machinery. A method based on a decision tree algorithm and
techniques to obtain a refined tree model that fits the machine fault data is devel-
oped in this section.

Among several types of classifiers, rule-based classifiers have a distinct
advantage of being easily interpreted. This is a critical advantage especially in a
data mining context where the overwhelmingly high volume of data often means
that very little is known in advance about the underlying meaning of data and the
mechanism which generates the data. Decision trees are the most popular form of
rule-based classifiers and prediction tools since they have good performance and the
rules generated from them are easily interpreted. The most widely used decision
tree algorithms are C4.5 [2] and its most recent version C5.0 that came out in 2012
[3].

In this paper, SOM provides an initial method to evaluate and recognize the
occurrence of machine faults. However, the knowledge is hidden in the network, so
the rules cannot be easily extracted and interpreted. Initial classification performed
by SOM is used by the decision trees algorithm as target classes. Decision trees can
be more effectively applied to machine fault diagnosis since not only pattern
classification, but also rule extraction and knowledge interpretation are required.

Fig. 4 Examples of unusual sensor patterns
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3.1 Decision Tree Approach

The Decision Tree algorithm is a classification and regression algorithm for use in
predictive modeling of both discrete and continuous attributes. For discrete attri-
butes, the algorithm makes predictions based on the relationships between input
variables in a dataset. It uses the values, known as states, of those columns to
predict the states of a target that is designated as predictable. Specifically, the
algorithm identifies the input columns (variables) that are correlated with the pre-
dictable column (targets). The Decision Tree algorithm builds a data mining model
by creating a series of splits in the tree. These splits are represented as nodes. The
algorithm adds a node to the model every time that an input column is found to be
significantly correlated with the predictable column. The way that the algorithm
determines a split is different depending on whether it is predicting a continuous
column or a discrete column.

The Tree Induction algorithm is based on a greedy strategy that splits the records
of a node (an attribute) based on the attribute test that maximizes information gain
on a target for prediction. For each distinct value (class) of an attribute, a frequency
for each class in the dataset is counted to measure the information gain on a node
using the count matrix to make decisions for the best node split. To determine the
best split for each node, the information gain for each node split is measured by
weighing each partition of the node with a scoring function. Entropy, Gini, and
Bayesian Dirichlet Equivalence (BDE) are the most widely used scoring functions.
C4.5 uses Entropy. The greedy approach prefers nodes with homogeneous class
distribution and larger and purer partitions.

Entropy is represented as measure of uncertainty. Entropy at a given node t is
defined as [4]:

EntropyðtÞ ¼ �
X
j

P(jjt)log2 P(jjt) ð4Þ

Note that p(j|t) is the relative frequency of class j at node t. Maximum is log nc
when records are equally distributed among all classes implying least information.
Minimum is 0.0 when all records belong to one class, implying most information
gain. The decision for best node splitting is based on Information GAIN as follows
[4]:

GAINsplit ¼ EntropyðpÞ �
Xk
i¼1

ni
n
EntropyðiÞ

 !
ð5Þ

where parent node p is split into k partitions; ni is the number of records in partition
i. GAIN measures reduction in entropy achieved because of the split. The algorithm
chooses the split that achieves most reduction, thus maximizes GAIN. The algorithm
tends to prefer splits that result in large numbers of partitions, each being small but
pure. This disadvantage is adjusted by penalizing higher entropy partitioning, that is,
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large numbers of small partitions. To overcome the disadvantage of entropy, the
algorithm can choose to use a different weighing function. Bayesian Dirichlet
Equivalence (BDE) is one of the more effective functions. Suppose that qðHDjGÞ
Dirichlet with equivalent sample size N’ for some complete directed acyclic graph G
in D, Then, for any Bayesian network B in D,

P B;Tð Þ ¼ P Bð Þ �
Yn
i¼1

Yqi
j¼1

CðN 0
ijÞ

CðNij þ N 0
ijÞ

 !
�
Yri
k¼1

CðNijk þ N 0
ijkÞ

CðN 0
ijkÞ

 !
ð6Þ

where N 0
ijk ¼ N 0 � P Xi ¼ xik;

Q
Xi ¼ wijjG

� �
. Equation (6) induces the likeli-

hood-equivalence Bayesian Dirichlet (BDe) score [5].
A common problem in data mining models is that the model becomes too

sensitive to small differences in the training data, in which case it said to be over-
fitted or over-trained. An over-fitted model cannot be generalized to other data sets.
To avoid over-fitting on any particular set of data, the Decision Tree algorithm uses
techniques for controlling the growth of the tree. To stop the algorithm before it
becomes a fully-grown tree, the following typical early stopping conditions for a
node are applied for pre-pruning:

• Stop if all instances belong to the same class
• Stop if all the attribute values are the same

More restrictive conditions can be applied, if desired, as follows:

• Stop if number of instances is less than some user-specified threshold as a
minimum support

• Stop if class distribution of instances are independent of the available features
(e.g., using χ 2 test)

• Stop if expanding the current node does not improve information gain measures.

Some decision tree algorithms provide a choice of multiple scoring functions to
find a better tree model for given data characteristics. This system uses a Microsoft
Decision Trees algorithm that is enhanced from C4.5 and provides a choice of
several scoring functions. There are various parameters which can be customized to
get the best fitted tree model for a given data. COMPLEXITY_PENALTY controls
the growth of the decision tree by penalizing too many tree splits, MINI-
MUM_SUPPORT is a threshold for the minimum number of leaf cases that is
required to generate a split, and SCORE_METHOD chooses a different scoring
function that weights node splits with a different model. These parameters can be
used to control under-fitted and over-fitted trees. All the parameters and their
meaning are listed in their technical references [6].
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3.2 Initial Classification of a Base Model by SOM

Fault diagnostics is based on pattern identification and classification. However, it
may be difficult to relate a fault to the data directly because the system is very
complex and affected by numerous process parameters. One feasible method is to
construct a feature-system state relationship using expert intelligence for reasoning
and decision making to define normal states and various fault states. In this paper,
10,000 sensor data sets were collected with 32 different attributes (sensor values),
and each continuous attribute was normalized and converted to 10 different states
with a field expert’s domain knowledge. In the first phase, SOM classifies the data
into 36 different classes. Each class represents various machine states from normal
states to fault states. These initial 36 classes are discovered by the SOM base model
described in Sect. 2. By examining these 36 classes, the fault states are identified to
be class 29 and class 30. There were total 28 cases out of 10,000 data sets that were
categorized into class 29 and class 30. Our interest is to predict the fault classes—
class 29 and class 30 out of 36 classes for the target. Of the 10,000 data sets, 8,000
were used for training and 2,000 were used as a test to predict the fault classes.

The greedy approach of decision tree algorithm with entropy as a scoring
method tends to generate an over-fitting tree with pure but small partitions. To
adjust the tree over-fitting problem, the Complexity Penalty parameter is used when
measuring the purity of each split from a node. Microsoft Decision Trees has four
scoring methods including the BDE function. Switching to the BDE scoring
method adjusted the over-fitting tree problem in the initial tree with entropy as
shown in Fig. 5. Figure 6 shows a tree generated with the BDE function which has
fewer splits. This tree also has one of the most significant rules to identify (class 29)
in the top level as shown in Fig. 7. Another way to avoid the problem is to use a
scoring method other than entropy. Switching to the BDE scoring method adjusted
the over-fitting tree problem. In addition, in order to prevent trees from over-fitting
the data, all decision trees use some form of post pruning. Traditional pruning
algorithms are based on error estimations—a node is pruned if the predicted error
rate is decreased. However, this pruning technique does not always perform well,
especially on imbalanced data sets, which is the case here. Chawla has shown that
pruning in C4.5 can have a detrimental effect on learning from imbalanced data [7].

3.3 Optimization of Decision Tree Model on Imbalanced
Data

The success of both decision trees and associate classifiers depends on the
assumption that there is an equal amount of information for each class contained in
the training data. In binary classification problems, if there is a similar number of
instances for both positive and negative classes, C4.5 generally performs well. On
the other hand, if the training data set tends to have an imbalanced class
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distribution, C4.5 will have a bias towards the majority class [8]. As it happens in
our data, where the fault classes are a small fraction of the total (28/10,000), a
prediction is typically related to the minority classes—the classes that are usually of
greater interest.

The performance of Decision Tree Classifiers depends on the quality of the rules
it discovers during the training process. In an imbalanced setting, Confidence is
biased towards the majority class. Support and Confidence suggests that selecting
the highest confidence rules means choosing the most frequent class among all the
instances that contains that antecedent. However, for imbalanced data sets, since the
size of the positive class is always much smaller than the negative class. Because of
its low confidence, a “good” rule may be ranked behind other rules which have a
higher confidence since they predict the majority class. For an imbalanced data set,
high confidence rules do not necessarily imply high significance in imbalanced
data, and some significant rules may not yield high confidence. This is a fatal
problem with using a decision tree algorithm to classify and predict fault diagnosis,
since it is often the minority class which is of more interest.

One way of solving the imbalanced class problem is to modify the class
distributions in the training data by over-sampling the minority class or under-
sampling the majority class. For instance, [9] uses over-sampling, by creating
synthetic samples, to increase the number of minority class instances. Further
variations on SMOTE [10] have integrated boosting with sampling strategies to

Fig. 5 Initial over-fitting decision tree using entropy
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better model the minority class, by focusing on difficult samples that belong to both
minority and majority classes. Data sampling is not the only way to deal with class
imbalance problems. Cieslak and Chawla [11] uses the Hellinger Distance (HDDT)
based on likelihood difference as the decision tree splitting criterion that was shown
to be insensitive towards class distribution skewness. In [8], a new measure, Class
Confidence Proportion (CCP), was proposed to classify imbalanced data sets.

To resolve the problem caused by imbalanced data, SMOTE [9] was adopted to
generate over-sampling to increase the number of minority class instances by
creating synthetic samples, in this case, for classes 29 and 30.

Applying a decision tree algorithm to this resampled data generated a best tree
model that has very useful rules for two fault classes. Figure 8 shows the decision
trees for the fault states 29 and 30. A much simpler and concise tree is generated,
and the two most significant rules to detect classes 29 and 30 were shown on the top
level of the trees as indicated by the dark nodes. The test results show excellent
performance to predict these two fault classes.

Fig. 6 Decision tree using BDE showing a rule for fault class 29

Fig. 7 Decision tree using BDE showing less splits
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4 Experiment Result

The same 10,000 sensor data sets previously mentioned in the paper from the
automation process line were used for the experiment. The Microsoft Decision
Trees algorithm was used with the training set to classify 36 states of the process
line and to identify 20 explicit rules for machine status. The fault diagnostics system
using the proposed methodology successfully diagnosed the real fault conditions. A
node is pruned if the predicted error rate is decreased. Pessimistic error is used to
validate the data set to estimate generalization error.

7398 data sets were generated after applying the SMOTE [9] sampling method
to the original 10,000 data sets. Among 7398 data sets, 341 data sets and 357 data
sets fall into class 29 and class 30 respectively. 30 % of 7,398 data sets were used
for test. The misclassification rate for the training was overall 0.14 %. As shown in
Fig. 3-2, the experimental results show that the system identifies 99.8 % of class 30
and 97.4 % of class 29 for the training set. On a separate test set, it achieves an
overall accuracy of 100 % to predict the fault classes in the test data set: all the
cases of the fault states are predicted correctly. Figure 9 shows the rules generated
by the decision tree and the lift chart with the lift from 50 % by Random Guess
Model to 100 % by the Optimized Decision Tree Model using the SMOTE method
for target prediction.

Fig. 8 Decision trees using SMOTE for fault class 29 and 30

Fig. 9 Rules for fault class 30 and lift chart on decision Tree
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The results indicate that data mining techniques can be effectively applied to
diagnose an automation process line by useful rules to interpret the data generated by a
decision tree algorithm. In addition, a data warehouse is built with the regularly
generated sensor database and the results of the decision tree for further fault analysis.
A time dimension and a location dimension are created inCUBE so thatOLAPqueries
can be written to track down faults with the date and location of each occurrence. This
work is in progress; the detail procedures and results may be published later.

5 Conclusion

The paper shows an application of a data mining technique to classify sensor data
from an automation process line for fault diagnostics. SOM is used to discover a
base model of the underlying process. A decision tree algorithm is used to refine the
base model for classification and prediction. The paper presents problems and a
methodology to generate a better fitted tree model for a given data and useful rules
that are robust against class imbalance in the data set. The test results indicate that
the proposed approach can be effectively applied to machine fault diagnostics.
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Fault Detection of Planetary Gearboxes
Based on an Adaptive Ensemble Empirical
Mode Decomposition

Yaguo Lei, Naipeng Li and Jing Lin

Abstract Planetary gearboxes are widely used in modern industry because of their
advantages of large transmission ratio, strong load-bearing capacity, etc. Planetary
gearboxes differ from fixed-axis gearboxes and exhibit unique behaviors, which
increase the difficulty of fault detection. The vibration based signal processing
technique is one of the principal tools for detecting gearbox faults. Empirical mode
decomposition (EMD), as a time-frequency analysis technique, has been used to
process nonlinear and non-stationary problems. But it has the shortcoming of mode
mixing in decomposing signals. To overcome this shortcoming, ensemble empirical
mode decomposition (EEMD) was proposed accordingly. EEMD can reduce the
mode mixing to some extent. The performance of EEMD, however, depends on
the parameters adopted in the EEMD algorithm. In current studies on EEMD,
the parameters were generally selected artificially and subjectively. To solve the
problem, a new adaptive ensemble empirical mode decomposition method is pro-
posed in this chapter. In the method, the sifting number is adaptively selected and
the amplitude of the added noise changes with the signal frequency during the
decomposition process. Both simulations and a case of fault detection of a planetary
gear demonstrate that the proposed method obtains the improved results compared
with the original EEMD.

Keywords Planetary gearboxes � Adaptive ensemble empirical mode decompo-
sition � Fault detection
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1 Introduction

Planetary gearboxes are widely used in modern industry due to their advantages of
large transmission ratio, strong load-bearing capacity, etc. Planetary gearboxes
significantly differ from fixed-axis gearboxes and exhibit unique behaviours [1]. For
example, multiple planet gears meshing simultaneously with the sun gear and the
ring gear, and a large number of synchronous components (gears or bearings) in
close proximity will excite similar vibrations in planetary gearboxes. These
vibrations with different meshing phases couple with each other; as a result, the
vibrations caused by faults could be buried by other normal vibrations [2]. In
addition, there are multiple and time-varying vibration transmission paths from gear
meshing points to transducers, which are typically fixed on the housing of planetary
gearboxes. These transmission paths may attenuate the vibration signal of faulty
components through dissipation and interference effects [3]. In addition, torques or
loads applied to the gearboxes may also add to the effects of nonlinear transmission
paths. All these effects would weaken the fault characteristics hidden in complicated
vibration signals and increase the difficulty of fault diagnosis.

The vibration based signal processing technique is one of the principal tools for
diagnosing gearbox faults [4]. It is possible to extract fault characteristics from
vibration signals by performing the signal processing techniques on the signals.
Empirical mode decomposition (EMD), as a time-frequency analysis technique, has
been developed to process nonlinear and non-stationary problems. It is based on the
local characteristic time scales of a signal and could decompose the complicated
signal into a set of complete and almost orthogonal components named intrinsic
mode function (IMF) [5, 6]. The IMFs represent the natural oscillatory mode
embedded in the signal and work as the basis functions, which are determined by
the signal itself, rather than pre-determined kernels. Thus, it is a self-adaptive signal
processing method that can be applied to nonlinear and non-stationary process
perfectly. However, one of the major drawbacks of EMD is the mode mixing
problem, which is defined as either a single IMF consisting of components of
widely disparate scales, or a component of a similar scale residing in different IMFs.

To overcome the problem of mode mixing in EMD, ensemble empirical mode
decomposition (EEMD), an improved method of EMD, is presented [7]. EEMD is a
noise-assisted data analysis method and by adding finite white noise to the inves-
tigated signal, the EEMD method is supposed to eliminate the mode mixing
problem. The performance of EEMD, however, depends on the parameters adopted
in the EEMD algorithm, such as the sifting number, the amplitude of the added
noise, etc. In most of the current studies on EEMD, such parameters were set as the
same values in disparate scales of the signal during the decomposition process.
However, according to our study, different frequency components have different
sensitivity to the amplitude of the noise. In other words, if the amplitude of the
added noise is too small (large), the low (high) frequency components may be
decomposed well, but the high (low) frequency components will have the mode
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mixing problem. As a result, the problem of mode mixing is not solved well and the
performance of EEMD needs to be improved further.

In this chapter, a new adaptive ensemble empirical mode decomposition method
is proposed, in which the sifting number is adaptively selected and the amplitude of
the added noise changes with the signal frequency during the decomposition pro-
cess. The remainder of this chapter is organized as follows. Section 2 briefly
introduces the method of EEMD. Section 3 is dedicated to a description of the
proposed adaptive EEMD method. Section 4 gives a simulation example to illustrate
the method. Section 5 shows a planetary gearbox test rig, on which some experi-
ments were conducted and vibration data was acquired. The experimental data is
utilized to demonstrate the performance of the proposed method. Both the simulation
and the experimental results show that the adaptive EEMD obtains the improved
results compared with the original EEMD. Section 6 draws concluding remarks.

2 Ensemble Empirical Mode Decomposition

EEMD was developed to solve the problem of mode mixing of EMD. It is a noise-
assisted data analysis method, which defines the true IMF components as the mean
of an ensemble of trials. Each trial consists of the decomposition results of the
signal plus a white noise of finite amplitude [7, 8].

The principle of the EEMD algorithm is as follows: the added white noise would
populate the whole time-frequency space uniformly with the constituting compo-
nents of different scales. When a signal is added to this uniformly distributed white
noise background, the components in different scales of the signal are automatically
projected onto proper scales of reference established by the white noise in the
background. Because each of the noise-added decompositions consists of the signal
and the added white noise, each individual trial may certainly produce a very noisy
result. But the noise in each trial is different in separate trials. Thus it can be
decreased or even completely cancelled out in the ensemble mean of enough trails.
The ensemble mean is treated as the true answer because finally, the only persistent
part is the signal as more and more trials are added in the ensemble.

Based on the principle and observations above, the EEMD algorithm can be
given as follows [9].

1. Initialize the number of ensemble M, the amplitude of the added white noise,
and m ¼ 1.

2. Perform the mth trial on the signal added white noise.

(a) Add a white noise series with the given amplitude to the investigated signal

xmðtÞ ¼ xðtÞ þ nmðtÞ ð1Þ

where nmðtÞ indicates the mth added white noise series, and xmðtÞ
represents the noise-added signal of the mth trial.
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(b) Decompose the noise-added signal xmðtÞ into I IMFs ci;mði ¼ 1; 2; . . .; IÞ
using the EMD method, where ci;m denotes the ith IMF of the mth trial, and
I is the number of IMFs.

(c) If m\M then go to step (a) with m ¼ mþ 1. Repeat steps (a) and (b) again
and again, but with different white noise series each time.

3. Calculate the ensemble mean ci of the M trials for each IMF.

ci ¼ 1
M

XM

m¼1

ci;m; i ¼ 1; 2; . . .; I; m ¼ 1; 2; . . .;M ð2Þ

4. Report the mean ciði ¼ 1; 2; . . .; IÞ of each of the I IMFs as the final IMFs.

EEMD is an improved version of EMD and is supposed to eliminate the mode
mixing problem. The improvement of EEMD, however, depends on the parameters
adopted in the EEMD algorithm, such as the sifting number, the amplitude of the
added noise, etc. If these parameters are changed, the decomposition result will
change accordingly. In the process of EMD, high and low frequency components
have different sensitivity to noise to be added in the investigated signal. However,
the same noise amplitudes and sifting number are used to all components in the
original EEMD method. Therefore, the problem of mode mixing is not solved well
and the performance of EEMD needs to be improved further.

3 Adaptive Ensemble Empirical Mode Decomposition

In this section, an adaptive EEMD is proposed to improve the original EEMD in
solving the problem of mode mixing. In this method, according to different sen-
sitivity of high and low frequency components to noise, larger noise and more
sifting number are adopted in extracting higher frequency IMFs, while smaller
noise and less sifting number are used in extracting lower frequency IMFs. To
satisfy the requirement of noise, different kinds of noise are tried. It is found that the
noise having the amplitude changing as a sinusoidal relation with its frequency
performs best. Thus, the noise whose amplitude changes as a sinusoidal relation
with its frequency, instead of white noise, is constructed and utilized in the EEMD
algorithm. The frequency spectrum of the constructed noise is shown in Fig. 1, in
which fs represents the sampling frequency and e denotes the amplitude at the
highest frequency. The sifting number for each IMF is adaptively set following
Eq. (4). Figure 2 gives the flow chart of the adaptive EEMD. It includes the
following procedural steps.

1. Initialize the amplitude e of the highest frequency of the added noise, the
number of ensemble M, generally M ¼ 100 and e ¼ 0:2. Let m = 1.
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2. Calculate the number of IMFs based on the signal length [7]

I ¼ log2 L� 1 ð3Þ

where L is the signal length.
3. Adaptively set the sifting number pi for the ith IMF according to the following

equation.

pi ¼ 2ðI�i2Þ þ 2; i ¼ 1; 2; . . .; I ð4Þ

4. Construct the noise as shown in Fig. 1 and add it to the investigated signal.
5. Perform EMD on the signal added noise and obtain the mth decomposition

result ai;m.
6. If m\M then go to step (4) with m ¼ mþ 1. Repeat steps (4) and (5).
7. Calculate the ensemble mean ai of theM trials for each IMF and report the mean

as the final IMFs.

ai ¼ 1
M

XM

m¼1

ai;m; i ¼ 1; 2; . . .; I; m ¼ 1; 2; . . .;M ð5Þ

4 Simulation Experiment

In this section, a simulation signal is generated to illustrate the adaptive EEMD.
Because modulation and impact are two typical fault events in mechanical fault
diagnosis, the simulation signal includes modulation and impact components. The
simulation signal also consists of two sinusoidal waves with a high and low fre-
quencies respectively to represent certain rotating frequencies of machinery. Thus,
there are altogether four components corresponding to different physical meaning in
the simulation signal. The four components and the simulation signal combined by
them are shown in Fig. 3a–e, respectively.

Applying the adaptive EEMD method to the decomposition of the simulation
signal, the decomposed first four IMFs are plotted in Fig. 4. It can be seen from
Fig. 4 that IMFs 1–4 respectively correspond to the impact component, the mod-
ulation component, the high-frequency sinusoidal wave and the low-frequency
sinusoidal wave. Comparing the decomposed IMFs shown in Fig. 4 with the real
components given in Fig. 3, it is found that the different components embedded in
the signal can be extracted accurately using the adaptive EEMD.

For comparisons, the simulation signal is analyzed again using the EMD method
and the original EEMD method. The decomposition results are displayed in Figs. 5
and 6, respectively. In Fig. 5, it is clear that the mode mixing is occurring in all of
the first four IMFs decomposed by the EMD, and the EMD cannot decompose the
four elements absolutely. The decomposed result in Fig. 6 is better than the above
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one, the high-frequency and the low-frequency sinusoidal waves are separately
decomposed into the third and the forth IMFs. However, mode mixing still happens
in the modulation and impact components which can be seen from the first IMF.
What’s more, the amplitude of the second IMF corresponding to the modulation
component changes obviously. These results show that the original EEMD method
can reduce the mode mixing to some extent, but can’t decompose the two fault
components into different IMFs exactly.

Based on the above simulation and comparisons, it is concluded that the adaptive
EEMD solves the problem of mode mixing more effectively and produces more
accurate IMFs than the original EEMD, by adding noise having the amplitude
changing as a sinusoidal relation with its frequency into the signal, and adaptively
changing the sifting number for different IMFs.

5 Fault Detection of Planetary Gearboxes

In order to demonstrate the effectiveness of the adaptive EEMD method in fault
diagnosis of planetary gearboxes, a planetary gearbox test rig is used and experi-
ments on it are conducted. The planetary gearbox test rig includes two gearboxes, a
3-hp motor for driving the gearboxes, and a magnetic brake for loading. The motor
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rotating speed is controlled by a speed controller. The load is provided by the
magnetic brake and can be adjusted by a brake controller. One gearbox in the test
rig is a planetary one, the other is a fixed-axis one. The present study just concerns
fault detection of the planetary gearbox, in which an inner sun gear is surrounded by
multiple rotating planet gears, and a stationary outer ring gear [10]. A crack at the
tooth root of one planetary gear is created in our experiments.

The motor speed is set about 20 Hz. The accelerometer is mounted on the
planetary gearbox casing. An NI data acquisition system and a laptop with the data
acquisition software are used to collect the vibration data for further processing.
The sampling frequency is 5,120 Hz. Some parameters and the characteristic fre-
quencies of the planetary gearbox are summarized in Table 1. From the table, it is
observed that the rotating frequency of the planetary gear is 2.5 times as large as
that of the carrier. Therefore, when the carrier rotates 2 cycles, the planetary gear
meshes 5 periods with the ring gear, i.e. 200 teeth. This tooth number is twice as
large as that of the ring gear. That is to say, the ring gear meshes 2 periods with the
planetary gear. In other words, the planetary gear returns to the initial position
whenever the carrier rotates 2 cycles. For the carrier to finish rotating 2 cycles, it
takes 2/3.33 = 0.6 s.

The measured vibration signal from the test rig is illustrated in Fig. 7a. Figure 7b
shows the frequency spectrum of the signal. It is observed that there are a series of
impulses in the time-domain waveform. The period of the impulses is t ¼ 0:1 s.
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That means that the impulse frequency is 10 Hz. In the planetary gearbox of the test
rig, there are three planetary gears. They pass the fixed transducers in turn, and
therefore the pass frequency of the planetary gears equals 3 times as large as the
rotating frequency of the carrier, i.e. 10 Hz. It is obvious that the impulses in the
time-domain waveform are caused by the rotation of the carrier and belong to the
vibration components of the normal gearbox. Besides these impulses, we do not
find any fault characteristics. The reason is that the fault characteristics of the
planetary gearbox are masked by the normal vibration components. We also
investigate the frequency spectrum of the vibration signal in Fig. 6b. It is observed
that there are rich sidebands around the mesh frequency and the interval of the
sidebands is 3.33 Hz, equal to the rotating frequency of the carrier and not the fault
characteristics. Thus, the fault characteristics of the planetary gear crack are not
detected based on both the time-domain waveform and its frequency spectrum.

Table 1 Parameters of the planetary gearbox

The
tooth
number
of sun
gear

The tooth
number
of plane-
tary gears

The
tooth
number
of ring
gear

The num-
ber of
planetary
gears

The rotat-
ing fre-
quency of
carrier/Hz

The rotat-
ing fre-
quency of
planetary
gears/Hz

The mesh
frequency/
Hz
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Then the proposed adaptive EEMD is used to process the above signal. The first
IMF decomposed, given in Fig. 8, contains the richest information among all IMFs
and therefore it is selected for further analysis. It is seen from the figure that there
are impulses with the period T ¼ 0:6s. Based on the above analysis, it is concluded
that whenever the carrier rotates 2 cycles, the planetary gear returns to the initial
position. Thus, the fault period of the damaged planetary gear is twice as large as
the rotating period of the carrier, i.e. 0.6 s. So, the adaptive EEMD is able to extract
the impulse component caused by the cracked planetary gear from the normal
components effectively.

The original EEMD is also applied to analyse the same signal and the first IMF is
displayed in Fig. 9. Although it is seen that there are periodic impulses in the
waveform of the IMF, the impulse ðT ¼ 0:6s) caused by the cracked gear and those
ðt ¼ 0:1s) caused by the rotation of the carrier are decomposed in the same IMF.
That is to say, the mode mixing is occurring. Through the comparisons, it is drawn
that the adaptive EEMD is more effective than the original EEMD in detecting
faults of the planetary gearboxes.
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6 Conclusion

In planetary gearbox transmissions, multiple meshing pairs of planet/sun and planet/
ring produce similar vibrations and the measured vibration signals come from all of
the interactions after they propagate through the complex transmission paths. Thus it
is challenging to extract the fault characteristics of the planetary gearboxes. The
vibration based signal processing technique is one of the useful tools for diagnosing
gearbox faults. This chapter proposes an improved method named adaptive
ensemble empirical mode decomposition (EEMD) for fault detection of planetary
gearboxes. In the adaptive EEMD, the amplitude of the added noise changes with the
signal frequency and the sifting number is adaptively selected during the decom-
position process. Simulations are generated to compare the adaptive EEMD and the
original EEMD. It is noticed that the former produces more accurate IMFs than the
latter. Then, the method is applied to crack detection of a planetary gear in a test rig
and it reveals clearer fault characteristics compared with the original EEMD.
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Building Diagnostic Techniques
and Building Diagnosis: The Way
Forward

A.K.H. Kwan and P.L. Ng

Abstract As buildings become old, their structural conditions deteriorate, causing
concerns of irreparable damage and structural safety. To address these concerns of
aged buildings, regular inspection and condition assessment for the purpose of
building diagnosis are required. The inspection may consist of visual inspection,
crack mapping, deflection measurement, settlement measurement, and observations
of signs of water leakage and steel corrosion, whereas the condition assessment
generally comprises of taking samples for materials testing, in situ measurement of
temperature, moisture, half-cell electrical potential, vibration and delamination, and
occasionally even continuous monitoring. However, in Hong Kong, not all of
the test and measurement methods are accredited and often different laboratories/
personnel follow different practices. Finally, building diagnosis has to be performed
to make a judgment on the overall structural condition in terms of expected residual
life and the repair needed. This requires good knowledge of structural engineering,
materials and testing. Hence, building diagnosticians should be recognised as
professionals of a special discipline, but this is not happening yet.

1 Introduction

There are lots of post-World War II buildings in Hong Kong that are already more
than 50 or even 60 years old. Most of the public housing blocks more than 40 years
old have been redeveloped and replaced by new ones, but many private buildings
more than 50 years old are still around. Relatively, because of dispersed ownership
and unwillingness of the owners to pay for maintenance, the conditions of private
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buildings are usually worse than those of public housing blocks at the same age.
The many dilapidated buildings in Hong Kong are giving people a shabby
impression of the city, albeit modern.

Depending on the maintenance provided, the conditions of old buildings could
vary widely and some old buildings are in very bad shape with obvious concrete
cracking, concrete spalling, steel corrosion, water leakage and excessive deflection
etc. In reality, the design life of common buildings is only 50 years and when
buildings come close to the end of their respective expected life span, the buildings
would start to have various health problems and in the worst case even terminal
diseases. The only way to ensure good health of a building is to provide proper
maintenance. Building maintenance, which could amount to more than HK
$100,000 per repair per dwelling unit, is quite costly; nonetheless, this is imperative
to the safety and serviceability of the building, and could reduce the rate of value
depreciation of the premise.

Building maintenance is not just for the purpose of avoiding health deterioration
of the buildings. In fact, it should also be viewed from public safety perspective.
We could imagine the disastrous consequence resulted from a piece of concrete
falling off from the wall of a multi-storey building onto a crowded street and hitting
a vehicle or pedestrian in the street. Fortunately no one has been killed from
incidents of such nature but this scenario is bound to happen sooner or later if we
keep ignoring the maintenance of old buildings in Hong Kong.

Before we plan our maintenance and repair works, building inspection and con-
dition assessment should be conducted for building diagnosis [10]. Building
inspection is more on the overall and general conditions, as can be directly observed
or measured. It may consist of visual inspection, crack mapping, deflection mea-
surement, settlement measurement, and observations of signs of water leakage and
steel corrosion. Condition assessment is more on detailed investigations and analysis.
It generally comprises of taking samples for materials testing, in situ measurement of
temperature, moisture, half-cell electrical potential, vibration and delamination, and
occasionally continuous monitoring of movement and water leakage.

In theory, both building inspection and condition assessment should be entrusted
to professionals with good knowledge and experience in materials and testing.
However, in reality, this is not the case probably because there are insufficient
professionals with adequate knowledge and experience. Moreover, the building
diagnostic tests should all be accredited, but actually some of the building diag-
nostic tests are not yet accredited. Different personnel adopt different practices
because there are no official guidelines established so far to regulate the perfor-
mance of tests. Some equipment operators, technicians and report writers might not
possess the expertise required. This situation has recently been steered to improve
with the introduction of the Mandatory Building Inspection Scheme (MBIS) in
2012 [8]. The MBIS was launched following the enactment of amendments to the
Building Ordinance and Building (Inspection and Repair) Regulation in 2011.
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Under the MBIS, the building inspection shall be carried out by Registered
Inspector (RI), who must be a learned person, as assessed and approved by the
Buildings Department to perform building inspection works. In tandem with
the MBIS, joint efforts need to be paid by the government, learned societies, and the
practitioners.

At the outset, we need to bear in mind that building diagnostic testing and
building diagnosis are not the same; the former is performing specific tests for
obtaining data for interpretation while the latter is interpreting the data so obtained
and making a judgment on the overall structural condition in terms of residual life
and the repair needed. Building diagnosis, which requires structural safety
appraisal, must be entrusted only to professionals with good structural sense.

2 Building Inspection

Visual inspection is the prime step of building inspection. Before the visual
inspection, the building and structural plans, and the construction and maintenance
records of the building should be obtained for preliminary study. During the visual
inspection, particular attention shall be paid to additions and alterations (whether
legal or illegal), the inspector should also identify the structural components and
non-structural components, observe the presence of cracks, record any signs of
water leakage and steel corrosion, tap at plasters, tiles and concrete surfaces to
detect delamination, check the straightness of structural members to detect exces-
sive deflection, and check the inclination of the building using a plumb line. All the
observed defects should be marked on drawings for detailed desk top study together
with the building and structural plans. At this stage, it may be necessary to liaise
with the building owner for more information. In order to avoid missing out traits
and information that are important to the ensuing investigations, the first visual
inspection must be led by an experienced professional.

Following the first visual inspection and the desk top study, further field inves-
tigation is required including crack mapping, measurements of deflection, settlement
and inclination, locating the possible sources of water leakage and a more thorough
survey of the identified defects. Some non-destructive test methods may be used for
a quick and preliminary appraisal. These include: covermeter survey of concrete
cover to steel rebars, ultrasonic pulse velocity tests for detecting voids and defects in
concrete, rebound hammer tests for rough estimation of concrete strength, impact
echo test for detecting delamination, infrared thermography for remote detection of
delamination and/or water leakage, and surface penetration radar for detecting
internal cracks and defects etc. An account of non-destructive testing and evaluation
of concrete structures was presented by Maierhofer et al. [14]. Brief description of
these non-destructive test methods is given in the following.

Building Diagnostic Techniques … 851



2.1 Covermeter Survey

The working principle of covermeter is based on electromagnetism. Electric current
in the coil winding of the probe generates a magnetic field which propagates
through the concrete and interacts with any metal buried therein, such as reinforcing
steel. The interaction causes a secondary magnetic field to propagate back to the
probe where it is detected by another coil, or in some instruments by modifying the
primary field. The signal received will increase with increasing rebar size and
decrease with increasing rebar distance (concrete cover). By making certain
assumptions about the rebar and specifically by assuming the presence of only one
rebar within the primary magnetic field, the instrument can be calibrated to convert
the intensity of signal to distance and hence the cover thickness. Reference is made
to British Standard BS 1881 Part 204 [5] for the guidelines of conducting cover-
meter survey. However, if there is more than one rebar within the range of the
primary field, the instrument will receive a greater signal and indicate a shallower
cover than the true cover. Some manufacturers claim that the size of the reinforcing
bar may be determined by the use of spacer blocks and associated in-built math-
ematical processing. Such methods work satisfactorily only where a single rebar is
present within the range of the probe. Therefore, the accuracy of covermeter
is mainly affected by grouped reinforcing bars of unknown bar sizes.

2.2 Ultrasonic Pulse Velocity Test

In the ultrasonic pulse velocity test, the time of travel of an ultrasonic pulse through
the concrete structure is measured and the pulse velocity is determined by the
relation: pulse velocity = distance/time. As void and defects in the concrete prevent
direct passage of ultrasonic pulse owing to the existence of concrete-air interfaces,
the ultrasonic test can reveal internal defects of concrete such as the presence of
honeycombing at the interior. Besides, as there is positive relationship between
wave velocity and elastic modulus, as well as between elastic modulus and strength,
the ultrasonic velocity is able to reflect the concrete strength. Reference can be
made to British Standard BS EN 12504 Part 4 [6] and American Standard ASTM C
597 [1] for the guidelines of conducting the ultrasonic pulse velocity test. The
equipment and field work of the test are illustrated in Fig. 1.

2.3 Rebound Hammer Test

Rebound hammer test, or Schmidt hammer test, is a simple method to estimate the
in situ concrete strength. Guidelines for conducting the rebound hammer test can
be referred to British Standard BS EN 12504 Part 2 [7]. The hammer measures the
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rebound of a spring loaded mass impacting against the surface of the concrete. The
rebound hammer has an arbitrary scale ranging from 10 to 100. Empirical corre-
lation was established between concrete strength and the rebound number. It should
be noted that the surface for testing should be grinded flat and smooth. When
conducting tests, the hammer should be held at right angles to the surface, because
the rebound reading can be affected by the orientation of the hammer. When used
on the underside of a suspended slab, gravity will increase the rebound distance of
the mass (vice versa for a test conducted on the top surface of a floor slab). Each
rebound hammer should be calibrated before use. The major drawback of rebound
hammer test is the limited accuracy. Even for calibrated hammers, the error of test
could be about 15 %; whereas for uncalibrated hammers, the accuracy is much
worse and the error can reach 30 %.

2.4 Impact Echo Test

In the impact echo test, a short-duration mechanical impact, produced by tapping a
small steel sphere against the concrete surface, generates low-frequency stress
waves (up to about 80 kHz) that propagate through the structure and are reflected by
flaws and/or external surfaces. Multiple reflections of these waves within the
structure excite local modes of vibration, and the resulting surface displacements
are recorded by a transducer located adjacent to the impact. The piezoelectric
crystal in the transducer produces a voltage proportional to the displacement, and
the resulting voltage-time signal (called a waveform) is digitized and transferred to
the memory of a computer, where it is transformed mathematically into a spectrum
of amplitude versus frequency. The dominant frequencies, which appear as peaks in
the spectrum, are associated with multiple reflections of stress waves within the
structure, or with flexural vibrations in thin or delaminated layers. The fundamental
equation of impact-echo is: depth of flaw = wave speed/frequency/2. The frequency

Fig. 1 Ultrasonic pulse velocity test
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is obtained from the test as the dominant frequency of the signal, whereas the wave
speed should be measured prior to the test. Guidelines of conducting the impact
echo test can be referred to ASTM C 1383 [3]. Figure 2 depicts the schematic
diagram of and equipment for impact echo test.

2.5 Infrared Thermography

The use of infrared thermography (or abbreviated as IRT) in structural damage
assessment is one of the broad applications of thermal imaging. Thermographic
camera detects radiation in the infrared range and produce images of the radiation.
At the surface of concrete structure, regions with moisture trapping, water leakage,
concrete spalling, debonding of tiles, etc. emit different amount of infrared radia-
tion, and show up in the thermographic image by their different temperature
transmittance. The procedures to conduct IRT can be referred to the specific test
manual [11]. Examples of thermographic images are displayed in Fig. 3. The main
features of IRT are: free of contact by remote sensing, full-field examination of
large areas, poses no requirement of human accessibility, generation of real-time
images for rapid detection, compatibility with digital post-processing, and ability of
radiation to penetrate mist. On the other hand, the limitations of IRT include: (1) the
test is qualitative rather than quantitative; (2) only the surface is measured but not
the interior; (3) for delamination failure, the thickness of delamination cannot be
assessed; (4) the surface temperature can be altered by human activities and climatic
factors such as rain and wind; (5) the test is interfered by reflected solar radiation,
external shadings, shadows cast by nearby structures, and radiation from sur-
roundings; (6) thermal radiation is obstructed by the presence of objects between
the camera and detected surface; (7) test results are affected by the thickness of
rendering and services buried in the structure; (8) accuracy deteriorates with dis-
tance due to attenuation of thermal radiation; (9) viewing at large angle of elevation
introduces distortion to the image; and (10) difficulty in the interpretation of test
results arose from noise and variation in emissivity.

Fig. 2 Impact echo test
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2.6 Surface Penetration Radar

Surface penetration radar, or SPR, involves the propagation of pulses of electro-
magnetic waves in concrete structure, and these waves are reflected when they
encounter a material that has substantially different electrical properties (or
dielectric constants) from concrete. It allows determination of concrete cover,
spatial distribution of steel reinforcement, location of cast-in objects, and detection
of internal defects, where electrically contrasting layers exist (between concrete and
steel, or between concrete and air) and partial reflection of incident energy occurs at
the interface. The concrete cover or thickness can be determined via the propagation

Fig. 3 Thermographic images from infrared thermography
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velocity of the electromagnetic wave through the studied concrete, which is gov-
erned by the equation: propagation velocity through concrete = propagation
velocity in free space (i.e. 3 × 108 m/s)/√dielectric constant. The test procedures
using SPR are contained in the specific test manual [12]. Figure 4 illustrates the
usage of SPR. SPR has the merits of high accuracy and reliability, and the results of
SPR can be readily digitized and processed by visualization software to facilitate
the tracking of defects. On the other hand, there are limitations of SPR, including
limited depth of test concrete due to wave attenuation and dispersion, and inability
to cope with relatively conductive test surfaces such as very wet or saturated
concrete surface and concrete containing slag aggregate with high iron content.

The crack mapping and the non-destructive test results of structural components
should be sent to concrete experts for detailed study. There are many possible
causes of concrete cracking, such as plastic shrinkage, plastic settlement, early
thermal movement, temperature variation, sulphate attack, acid attack, alkali-silica
reaction, rebar corrosion, overloading, vibration and fire damage etc. and therefore
rigorous analysis by a real concrete expert is needed, as misunderstandings in
concrete cracking behaviour leading to false conclusions are commonplace in the
industry. For example, some engineers simply attribute the water leakage through
cracks in concrete to drying shrinkage of the concrete, without paying regard to the
false logic in claiming the concrete to be drying while there is water leakage.
Dependent on the situation, there may be a necessity to conduct some more tests
during the condition assessment to find out the exact causes of the cracks, because
the crack repair method is dependent on the causes of cracking.

The above-mentioned non-destructive tests should be carried out by an accredited
laboratory (in Hong Kong, the accreditation protocol is the Hong Kong Laboratory
Accreditation Scheme, or HOKLAS, operated by Hong Kong Accreditation Service,
or HKAS), which has these tests accredited (note that HOKLAS does not just
accredit a laboratory, it accredits also each individual test to be carried out by the
laboratory). This is a point of importance as some professionals may not be fully
aware of the operation mechanism of HKAS and HOKLAS, and they just accept test
certificates issued by an HOKLAS accredited laboratory without verifying whether
the laboratory has the specific tests accredited. Nevertheless, we do need to bear in

Fig. 4 Surface penetration radar survey
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mind that some of the above-mentioned tests are quite new and have never been
accredited at all. As the way forward, standardization and accreditation of each test
are required.

3 Condition Assessment

Subsequent to the building inspection, a detailed plan for condition assessment
should be worked out. At the minimum, core samples should be taken from the
structural components (i.e. the walls, columns, beams and slabs) for concrete
strength tests, dry powder samples should be taken for chloride content tests, and
carbonation depth measurement should be carried out. Detailed description of the
testing and assessment methodology can be found in Bungey et al. [9]. For an overall
appraisal, the sampling locations should be representative of each environmental
condition (internal and external, facing the sea and facing the hill, normally dry,
normally wet and cyclically dry and wet etc.), each type of structural component
(wall, column, beam and slab) and each grade of concrete.

Past experience revealed that the strength of concrete in some old buildings
could be rather low and in extreme cases as low as only 5 MPa. When such low
concrete strength is encountered, a full structural checking of the load carrying
capacity of the building is required. Moreover, due probably to the use of sand
containing salt as fine aggregate in the concrete and the use of seawater for flushing
of toilets, the chloride content in the concrete could far exceed the permissible
limits. For buildings more than 30 years old, there is also a high probability that the
carbonation depth has reached beyond the embedded steel rebar surfaces. At
locations with high chloride content or large carbonation depth, resistivity and half-
cell electrical potential measurements should be carried out, as explained in the
following.

3.1 Carbonation Test

The carbonation test is to determine the carbonation depth. A phenolphthalein
solution is sprayed onto freshly exposed concrete surface (as phenolphthalein is
insoluble in water, ethanol is employed as the solvent). The solution turns pink
when pH > 8.6, and remains colourless when pH ≤ 8.6. The carbonation depth is
measured as the average depth of the colourless region, in which the alkalinity had
been neutralized by carbonation. Specification of the carbonation test was published
by the Hong Kong Housing Authority [13]. It should be noted that as de-passivation
of steel can take place at pH below 10.5, the carbonation test does not fully reflect
the extent of possible steel corrosion. Figure 5 shows the colour change of phe-
nolphthalein sprayed onto concrete.
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3.2 Resistivity Measurement

As corrosion of steel is an electro-chemical process, the electrical resistance of the
concrete will cast influence on the corrosion rate. The lower is the electrical
resistance, the more readily the corrosion current flows through the concrete and the
greater is the probability of corrosion. This property is utilized in the non-
destructive testing of concrete structures by using a four-probe resistivity meter
(Fig. 6). Among the four probes, the two outer probes pass a current, and the inner
probes measure voltage difference. ASTM D 3633 has provided guidelines for
resistivity measurement [4].

3.3 Half-Cell Electrical Potential Measurement

As mentioned in the above, the corrosion of steel in concrete is an electro-chemical
process, similar to the reaction in a galvanic cell (i.e. a battery). The electro-
chemical reaction produces an electric current, which is measurable as an electric

Fig. 5 Carbonation test of concrete cores

Fig. 6 Resistivity measurement
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field on the concrete surface. This potential field is measured with an electrode
known as half-cell, which is made up of a piece of metal in its own solution, e.g.
copper (Cu) in copper(II) sulphate (CuSO4) solution. By making measurements
over the whole concrete surface, distinction between corroding and non-corroding
locations can be identified; and by producing isopotential contour map of the
surface, different zones of varying degrees of corrosion can be demarcated.
Guidelines for conducting the half-cell electrical potential measurement can be
referenced to ASTM C 876 [2]. Figure 7 depicts the schematic diagram and field
work of half-cell electrical potential measurement. The drawbacks of using half-cell
potentiometer are as follows. Firstly, it requires small open-up into the concrete
member for the probe to be in contact with the embedded reinforcement. Secondly,
surface preparation of concrete is required. Thirdly, the results are largely depen-
dent on the effectiveness of electrical contact. Fourthly, the protective or decorative
coatings applied to concrete may introduce errors to the results. Finally, the
potentiometer makes no indication of the corrosion rate but only the probability that
corrosion is underway.

Generally, where there are high chloride contents, large carbonation depths or
signs of water leakage, resistivity measurement should be carried out (the resistivity
reflects the moisture condition because wet concrete has low resistivity whereas dry
concrete has high resistivity). High chloride content and/or large carbonation depth
coupled with high water content (low resistivity) would lead to a high potential of
steel corrosion. Half-cell electrical potential measurement may also help to identify
potential areas of steel corrosion. At such areas, concrete repair to replace the
concrete covers and restore passivity protection to the steel rebars, application of
coating to stop further ingress of moisture, chloride and carbon dioxide, and
injection of corrosion inhibitors may be advisable. In addition to the above, at
locations where large temperature variations are expected such as on the roof or near
the roof (related to thermal cracking), inside or outside cold storage (related to
condensation of water droplets on concrete surfaces) and concrete surfaces subjected
to strong sunshine (related to ageing of polymer and adhesives), measurement or
even continuous monitoring of temperature using thermal couples should be carried
out.

Fig. 7 Half-cell electrical potential measurement
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The various test methods and their reference standards are listed in Table 1.
These test methods are based on the British Standards, the European Standards, the
American Standards, the Hong Kong Construction Standards, and prevalent spec-
ifications and test method manuals in Hong Kong. Each test method has its own
limitations and thus several tests may be required. As there is a lack of prevailing
authoritative guidelines, the authors have come across some laboratories performing
the above tests without following any recognised standards or seeking accreditation,
and yet their reports were accepted. Moreover, the sampling rates and the accep-
tance criteria of some of these tests have remained a matter of engineering judg-
ment, leading to widely different practices by different diagnosticians or
laboratories. Apparently the development of universal guidelines to regulate the
building diagnostic tests is needed.

4 Building Diagnosis

Building diagnosis is not the same as building diagnostic testing. Even with all the
building diagnostic tests accredited and only well-trained or approved personnel
allowed to perform the accredited tests, there are still problems of how the test
results should be interpreted and how to make a judgment on the overall structural
condition, the residual life or the probability of achieving the designed working life,
and the repair needed. As an analogy, in medicine, diagnosis is the job of a medical
doctor, whereas diagnostic testing is the job of a medical laboratory. In building
inspection and maintenance, diagnosis is the job of professionals called building

Table 1 Test methods and reference standards for condition assessment

Test method Reference standard

Chloride content CS1: 2010 section 21

Core strength test CS1: 2010 section 15

Surface penetration radar HKCI: TM2

Half-cell potential ASTM C 876

Impact echo ASTM C 1383

Infrared thermography HKCI: TM1

Alkali silica reactivity ASTM C 856

Rapid chloride permeability CS1: 2010 section 19

Resistivity ASTM D 3633

Ultrasonic pulse velocity BS EN 12504-4, ASTM C 597

Covermeter BS 1881 Part 204

Phenolphthalein test (carbonation) HKHA MTS specification

Rebound hammer BS EN 12504-2

Tensile test of steel reinforcing bars CS2: 2012

Tensile test of structural steelworks BS 4360 or BS EN 10025

860 A.K.H. Kwan and P.L. Ng



diagnosticians, whereas diagnostic testing is the job of construction materials
testing laboratories.

Building diagnosis is a specialty by itself and building diagnosticians should be
recognised as professionals of a special discipline. This is not happening yet
because many people just claim themselves to be building diagnosticians without
making due regard to the high knowledge requirements of structural engineering,
materials and testing. Building diagnosticians should be professionally qualified
with good knowledge of structural engineering, materials and testing. Preferably,
building diagnosticians should also be able to carry out forensic investigations on
the probably causes of various defects in buildings, or alternatively, the building
diagnostician could refer to specialists when necessary.

5 Conclusions

The Mandatory Building Inspection Scheme (MBIS) for buildings in Hong Kong
has come into force, and in accordance with the scheme, the building inspection
works are entrusted only to Registered Inspectors (RI), who must possess the nec-
essary knowledge. Various test methods for building inspection and condition
assessment have been presented in this chapter, including covermeter survey,
ultrasonic pulse velocity test, rebound hammer test, impact echo test, infrared
thermography, surface penetration radar, carbonation test, resistivity measurement,
and half-cell electrical potential measurement. To ensure that the building diagnostic
tests are properly and reliably conducted, the tests must be carried out by an
accredited laboratory with the specific tests accredited. In this regard, the Hong Kong
Accreditation Service (HKAS) plays the important role of master control and to set a
reasonably high standard for accreditation. The Buildings Department also plays the
important role to enforce the requirements of accreditation and to administer the
MBIS. To enable the RIs to make good judgment as building diagnosticians,
guidelines and training are needed.
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Upcoming Role of Condition Monitoring
in Risk-Based Asset Management
for the Power Sector

R.P.Y. Mehairjan, Q. Zhuang, D. Djairam and J.J. Smit

Abstract The electrical power sector is stimulated to evolve under the pressures of
the energy transition, the deregulation of electricity markets and the introduction of
intelligent grids. In general, engineers believe that technologies such as monitoring,
control and diagnostic devices, can realize this evolvement smoothly. Unfortu-
nately, the contributions of these emerging technologies to business strategies
remain difficult to quantify in straightforward metrics. Consequently, decisions to
invest on these technologies are still taken in an ad hoc manner. This is far from
the risk-based approach commonly recommended for asset management (AM). The
paper introduces risk-based management as a guiding principle for maintenance
management. Then, the triple-level AM model (strategic, tactical and operational)
as the foundation to define risk-based AM is described. Afterwards, two categories
of risks, one triggered by technical stimuli and the other by non-technical stimuli
are introduced. It is shown that the main challenge of managing risks with technical
stimuli is to have the ability to understand the technical cause of failures, which is
located at the operational level within the triple-level AM model. One method to
quantitatively understand the technical cause of failures is by means of condition
diagnostic and monitoring technologies. Therefore, the aim of this paper is to
clarify the potential contribution of condition diagnostic and monitoring technol-
ogies to risk-based decision making for the power sector. This paper shows that, in
practice, the implementation of condition diagnostic and monitoring technologies is
mainly driven by purely technical asset based considerations without evaluating the
contribution to, for instance, risks. This paper provides a list of aspects in which
condition diagnostic and monitoring may contribute to risk evaluation with tech-
nical stimuli. The listed aspects (which are: (1) asset specific condition data, (2)
timely condition data and (3) predictive condition data) can be regarded as input for
the probability of failure and as influencing input for the consequence of failure,
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hence benefiting quantitative risk studies and AM activities (such as condition
assessment/maintenance or replacement). Finally, these benefits can be evaluated
afterwards in a risk-based AM planning stage, so that asset managers can justify
investments on necessary technical improvements of condition monitoring systems.

Keywords Asset management � Maintenance � Risk management � Condition
monitoring � Electricity networks

1 Introduction

The restructuring and deregulation of the electricity industry has brought about a
complete change and presented immense challenges to the electricity distribution
network operators (DNO’s), regarding their asset and financial portfolios. To meet
these challenges, asset management (AM) needs to evolve. In general, DNO’s are
no longer able to make decisions which are merely technically justified. Examples
of decisions that only rely on technical justified reasons could be e.g. “expand the
network up to its technical constraints”, or “enhance the reliability and redundancy
with all available budgets”. As a result, DNO’s are exposed to two categories of
risks, which are:

1. Risks with technical triggers that have economical and societal impacts: these
risks are related to assets

2. Risks with economical and societal triggers that have technical impacts: these
risks are related to stakeholders

In Table 1, the above mentioned risks are listed.

Fortunately, it is expected that the evolvement of AM will provide DNO’s with
capabilities to deal with these risks. As an initial stage of such evolvement, it is seen
that DNO’s are improving themselves in both business and technology related areas.
Firstly, at business level, operation in an electricity market suggests that risk man-
agement is one of the key processes for AM decision making for DNO’s [1]. Corre-
spondingly, risk management departments and business processes have been
established within many DNO’s for the purpose of identifying, quantifying, classi-
fying and prioritizing possible risks. Lastly, in the technology area, a revolution is
taking place inmaintenance strategies, generally speaking, and especially in condition
based management methods. The latter is being introduced as a countermeasure to,
especially address, the “risks with technical triggers” as can be seen in Table 1.

Preferably, the two above mentioned developments should come about in a
related framework, which is commonly regarded as risk-based management (RBM)
[2]. However, in the power delivery sector, the situation is that the roadmap to
establish this framework is unknown. As a result, it is often encountered that the
success of technological developments requires clear links with business level
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processes. Therefore, in this article, we aim to clarify the potential contribution of
condition based technologies (such as condition monitoring, diagnostics, etc.) to
risk-based management in DNO’s.

The article is organized in the following way: In Sect. 2, firstly, risk-based
management and the role of maintenance are described. Lastly, the triple-level asset
management model is described in which the position of risk management is given.
In Sect. 3, the role of diagnostics and condition monitoring in risk-based man-
agement is described. Finally, as a result, several AM activities in a risk-based
regime which can benefit from the application of condition monitoring systems are
described to justify investments on condition monitoring technologies. The article
comes to a close in Sect. 4 with a number of conclusions.

2 Risk Management in Asset Management—Focus
on Maintenance

In today’s DNO’s, risk-based management (RBM) is seen as a guiding principle
within AM strategies [3]. The focus of this section will be on maintenance man-
agement as a subsection of AM, and its roadmap towards the link with the risk-
based regime.

Table 1 Two categories of risks to which power delivery companies are exposed

Risks with technical triggers that have eco-
nomical and societal impacts: asset related
risks

Risks with economical and societal triggers
that have technical impacts: stakeholder
related risks

• Reliability needs to be maintained for the
long-term continuity of the DNO

• Investors and creditors expect profitability of
the DNO

• The age of components within the network
is approaching their design lifetime

• Due to large-scale retirement of employees
born in the post-World War II baby boom, a
vast loss of expertise is taking place

• New components (e.g. power electronics)
are widely installed, but their influence on the
existing network is insufficiently understood

• Consumers and the regulator are attempting
to control the tariffs of DNO’s

• Decentralized generators (e.g. wind turbines)
and appliances (e.g. electric vehicles) intro-
duce different load profiles, which require a
network of higher capacity or smart used of
the existing network to carry them (e.g.
dynamic loading)

• Concerns on safety, environment and other
public values add to the costs of expansion,
reinforcement, maintenance and failure of the
network
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2.1 Risk Management as Guiding Principle for Maintenance
Management

In contrast to what we have seen in the past years, where maintenance management
was commonly translated in financial values such as lifecycle costs and total cost of
ownership, currently, a trend in the coming years is seen where the value of
maintenance will increasingly be quantified in terms of risks. In order to understand
this, maintenance organisations will have to evolve towards a certain level of
maturity regarding their maintenance regime [4]. From our point of view, the
evolvement of maintenance strategies contains the following stages as shown in
Fig. 1.

Figure 1 is briefly explained here:

• Corrective Maintenance Corrective maintenance is essentially leaving all assets
running till failure, and then replacing them. During the time corrective mainte-
nance is being scheduled and performed (usually referred to “break-in”, because
they “break-in” to the schedule prepared) the asset is inactive [5]. As a general rule
[5], a breakdown is often ten times more expensive compared to the situation that
the failure can be identified and corrected (or prevented) in a planned and
scheduled manner. Until now, the majority of components in distribution net-
works remains correctively maintained. However, with the adoption of AM,
utilities are becoming aware of the changing requirements for maintenance.

• Preventive Maintenance The primary upgrade from corrective maintenance to
preventive maintenance is by means of maintenance plans and schedules
(usually, preventive based on time (Time Based Maintenance), see Fig. 1).

Fig. 1 Evolvement of maintenance management in the last decades from reactive through
predictive to finally proactive strategies
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Broadly speaking, preventive maintenance plans describe the methods of
inspections and maintenance tasks which can efficiently improve the reliability
of physical assets. A shift from corrective to preventive maintenance will,
inevitably, require some initial investment; however, it will eventually result in
moderation of the total volume of planned work and will allow for control of
maintenance hours and workload. When preventive maintenance is applied on
an asset item it is called a preventive task. Subsequently, the timeline of the
preventive task in an asset population is called the preventive schedule. This is
why preventive scheduling will, eventually, result in arranging maintenance
resources in advance, which, in turn, will considerably accelerate maintenance
delivery and reduce operational costs (note, however, that an initial, increased,
investment in the transition period is possible, but will decrease once in a
controlled period).

• Time BasedMaintenance as brieflymentioned earlier, traditionally, preventive
maintenance is scheduled with predetermined interval, hence the name
Time Based Maintenance. The time intervals are decided according to asset
type and fixed for the whole lifecycle (usually with reference to manufacturer
instructions and updated with historic operational and failure behaviour).

• Condition Based Maintenance Basically, condition-based maintenance dif-
fers from time-based maintenance in the sense that a shift is made in
scheduling methods, namely, from an “intermediately” predictive method to
a “fully” predictive method. Being predictive refers to estimating the prob-
ability of failures on assets. With condition-based maintenance, an early
indication of an impending failure (by applying condition monitoring,
diagnostics or inspection methods) can be detected and the consequences of
an unexpected failure can be avoided.

• Risk Based Maintenance The state of the art maintenance regime is the risk-
based version, which is guided by the principles of risk management. A risk
is composed of a stimulus (i.e. the root cause) and its consequences. The
risk-based approach refers to the quantitative assessments of (1) the proba-
bility of stimulus (event), and (2) on business values (Key Performance
Indicators, KPI) evaluated consequences. In the planning, the stimuli are the
failure modes for risk-based maintenance, which brings the term failure
mode and effect analysis (FMEA). In scheduling of risk-based maintenance,
the potential failures on asset items are the stimuli. The probabilities of these
stimuli are highly recommended to be derived from condition diagnosis
(hence, the importance of the upcoming role of condition monitoring in a
risk-based management regime). However, in practice, FMEA is mainly
based on failure statistics if not expert judgements. The consequences of
failure modes and potential failures are, if at all possible, measured with a
number of key performance indicators (KPI’s), such as customer minute loss,
financial loss, safety etc. These KPI’s connect the operational-level main-
tenance tasks with high-level corporate business values. In practice, this link
of consequences and failure modes through a certain KPI framework is not
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yet straightforward, however this is beyond the scope of this article. Deci-
sions on preventive maintenance plans or schedules are based on the risk
register of failure modes or potential failures. Risk register is a process to
rank the expected value of risks, while the expected value is the multiplying
product of probability and consequence.

From the above review, it can be learned that: the risk-based approach for
maintenance is based on five domains of knowledge, which are introduced in
different stages of developments. These are:

1. Knowledge of the possibility of failure occurrence (failure modes in preventive
maintenance)

2. Knowledge of the measures to prevent a possible failure occurrence (preventive
maintenance plan)

3. Knowledge of the approach to predict the probability of a possible failure
occurrence (failure statistics or condition diagnosis)

4. Knowledge of the consequences of a possible failure occurrence as well as a
KPI system to benchmark this numerically (failure effect in risk-based
maintenance)

5. Knowledge of the risk level of a possible failure occurrence (risk assessment
methodology, such as risk register)

In the risk-based approach for maintenance, with the five domains of knowledge,
two different types of risks can be distinguished of which the first one is with
technical stimuli, especially asset failures. This is very familiar to maintenance
management. The second type of risk is with financial and societal stimuli e.g.
resistance of the public to new substations. The latter risk category initially started to
be considered when maintenance management is extended to an organisation-wide
asset management approach [4]. In Sect. 2.2 we introduce how these two categories
of risk (risk with technical trigger and non-technical risks) are handled in AM.

2.2 Risk Management Regime in the Triple-Level Asset
Management Model

Asset management is widely accepted and frequently implemented in a triple-level
regime. The levels are named strategic, tactic and operational level from the
management side to the technical side. Generally speaking, higher levels are con-
cerning wider ranges of assets as a whole, in a longer frame, regarding larger
amount of financial investment and consequences. See [3] for a definition for AM
for utility companies. The technical and non-technical risk categories can be
described for each level (triple-level) of the AM system.

I. The technical risks triggered by failures. These risks are the traditional target of
investigation in maintenance management. Additionally, these risks can be
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studied scientifically and quantified with probabilities and consequences. Con-
sequently, this allows the classic way to implement risk management and
optimize by means of probabilistic data analysis and assess the condition of
assets with appropriate technologies (such as condition monitoring tools). In the
following, we discuss each level of AM from a technically triggered risk
viewpoint.

• At the operational level, the hazards of asset failures are investigated,
diagnosed and prevented, as the stimuli of “risks”.

– Condition diagnoses are performed to detect failure hazards.
– The timetable to coordinate preventive maintenance with operation,

inventory, human resource, safety measures and other civil works is
called maintenance schedule.

• At the tactical level, the “risks of asset system failures” are investigated.
Accordingly, replacements are scheduled and maintenance plans are decided.

– The failures of asset systems, rather than assets, are investigated as
stimuli of “risks”. The term “failure mode” refers to the sequence of
aging factor, asset deterioration, asset failure and asset system failure.

– The consequences of failures are evaluated in several “business values”.
A business value reflects a KPI of asset portfolio which can be analysed
quantitatively and financially.

– Control of these “technically stimulated risks” is realized through pro-
posal of replacements and decisions on preventive maintenance plans.

– A preventive maintenance plan specifies

• which maintenance strategy should be applied on which specific asset,
and

• the diagnosis procedure to be applied on an asset, if it is maintained
on-condition.

• how diagnostic outputs should decide the maintenance schedule.

– Replacements of long-living assets (typically primary-side high-voltage
components) are decided based on a fixed schedule rather than decided
risk-based.

• At the strategic level, the full spectrum of risks should be managed and
controlled.

– Update the KPI system and review the financially summed risks of asset
portfolio.

It is important to stress that from our experience, the main challenge of man-
aging risks with technical stimuli is trying to understand their technical cause
(trigger) of failure and the proper diagnosis (predictive) method to understand the
condition of assets. This will have to be brought back to a risk-based approach,
which will ultimately help to improve maintenance solutions. The left triangle in
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Fig. 2 represents the management of risks with technical stimuli. It has a larger area
at the operational level (shown as O1), which indicates that the main effort will be
made to understand the technical causes of failures. The future trend will more and
more require contribution of diagnoses methods, condition monitoring technologies
and statistical life data analysis to risk-based maintenance in this area (O1). In this
contribution, we will further elaborate on this area within risk-based maintenance
and what the role of condition monitoring technologies can be in risk management.

II. The non-technical risk (i.e. societal aspects, such as the development of sus-
tainable energy and the public resistance to power installations). These risks are
not considered in the relatively technical maintenance management, but con-
sidered by strategy specialists and policy analysers. Additionally, these risks are
normally for long-term, so their probabilities and consequences are difficult to
predict (e.g. the case that Germany abandoned nuclear power). Consequently,
asset managers can only contribute to control these risks through providing
innovative technical design of assets/asset systems. In the following, we discuss
each level of AM from a non-technically triggered risk viewpoint.

• At the strategic level,

– Analyse future networks, determine risks with commercial or societal
stimuli.

The solutions to these risks are frequently not optimised in standard
risk management system such as risk register. Since they are long-
term and difficult to quantify (i.e. unlikely to be included in a KPI

S1:  
Manage KPI and risks of 

asset portfolio 

T1: 
Assess risks of asset systems,  

Replacement scheduling  

and maintenance planning 

O1: 

Assess asset condition,  

Maintenance and diagnosis scheduling 

S2:  

Identify requirements on the future 

network 

T2:  

Design asset systems,  

Design PM plans 

O2:  

Gain knowledge on assets 

Non-technical RisksTechnical Risks

Fig. 2 Represents two categories of risks. The left triangle summarizes the technically triggered
risks for the three levels of AM (strategic, tactical and operational). The emphasis of this
contribution is on area O1. The right triangle summarizes the non-technically triggered risks for the
same three levels of AM
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system), the asset portfolio should simply be redundant, robust or
flexible enough to survive in each scenario.
Such robustness or flexibility can be interpreted technically as hard
requirement on asset systems. These requirements are called strategic
requirements.

– At the tactical level, an equally important task is to design new/replaced/
refurbished asset systems, as well as their preventive maintenance plans,
so that they can cope with strategic requirements.

– The operational level should investigate ways to operate and maintain
new components and environments introduced by strategic requirements.

The right triangle in Fig. 2 represents the management of risks with non-tech-
nical stimuli. It has a larger area at the strategic level (S2), because the diversity
(different specialities) and long term characteristic of these types of risks require a
wider human resource (knowledge of overall system) to study.

As mentioned earlier, the technically triggered risk associated with assessing the
asset condition will be further elaborated in this contribution. International trends in
future maintenance regimes indicate two main developments [6].

Firstly, there is consensus among asset managers that a risk-based approach for
maintenance will form the guiding principle in the future. Secondly, the develop-
ments in the area of sensor technology and data analysis are rapidly evolving. It is
expected in future, that decisions are made based on these facts and figures coming
from more asset specific condition assessments rather than on average (degradation)
ageing curves. By applying condition monitoring technologies, asset specific risks
can be assessed and “moving” risks (the condition of assets vary with time) can be
controlled. Yet, in practice, the implementation of wide scale condition monitoring
systems are carefully rolled out and usually still as innovation (pilot) projects.
Typically, the reason behind this is because it is often unclear on strategic level
what the added value of condition monitoring technologies might be. In Sect. 3, we
describe the role of condition monitoring in a risk-based management era, and
elaborate on the technically triggered risk area O1 (as shown in Fig. 2).

3 Role of Condition Monitoring in Risk-Based
Management

In order to incorporate more predictive technologies into risk-based maintenance as
a part of an AM strategy, it is vital to demonstrate the value of condition moni-
toring. To introduce condition monitoring requires sufficient financial investments
(stemming mainly from the purchase of condition monitoring systems, employing
and training monitoring personnel). To evaluate the added value of implementing
condition monitoring, we need to know in which AM activities and at which AM
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level (e.g. effective maintenance activities based on monitored condition and on
operational level) condition monitoring can improve performance or control risks.
Therefore, in this section these activities are discussed.

3.1 General Contribution of Condition Monitoring

Condition diagnostics and monitoring techniques have been applied in the past and
gained the interest, especially, at management level [1]. Despite this interest, we see
in practice that condition monitoring is occasionally introduced, usually as inno-
vation/pilot project or other reasons such as stakeholder satisfaction after major
failures in critical areas. In general, condition monitoring in the power industry has
been applied as a method to gather information for the following reasons [1]:

• To manage life expenditures and to ensure that equipment ratings are not
exceeded, by monitoring loads and stresses on equipment

• To detect and locate defects or failures. Also, to monitor symptoms of deteri-
oration. This information can be used for the purpose of just on time warnings
and as data for condition assessment for guiding maintenance and replacement
activities, hence supporting AM decisions, especially, on operation level.

The interpretation of data coming from condition monitoring systems, the reli-
ability miss-match of diagnostic systems with the equipment being monitored and
the volume of data (big data challenge) damped the application of condition
monitoring systems. Another important issue is the timeliness with which the
acquired condition data can be provided and the relationship with the time to failure
of this specific asset [7]. Nowadays, most of these challenges remain and form an
obstacle for large scale applications of condition monitoring, especially in combi-
nation with the costs for setting up a condition monitoring programme. Due this, it
is often unclear to asset managers what the added value of condition monitoring
systems are, especially in terms of potential benefit to risk-based management.

However, the above mentioned obstacles can be avoided in the risk-based AM
regime. In the next section the role of condition monitoring within the scope of
technically triggered risk stimuli on an operational level, represented in Fig. 2 in the
left triangle, is explained.

3.2 Role of Condition Monitoring Within Risk-Based
Management

In Fig. 2 we explain that the focus in this contribution is on the left triangle (risks
with a technical trigger) and especially on the O1 (operational) area where the
assessment of asset condition forms an important part. In order to fulfil the tasks for
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the assessment of asset condition, it is required to have insight (information) of the
following aspects [7]:

• Technical knowledge of the component
• Functional description of the component
• Stresses which are imposed by loads or environments
• How these stresses deteriorate the components

In quantitative risk studies, measurable data is required to determine the
equipment condition, probability of failure and associated risk(s). In order to cal-
culate the probability of failure requires statistical failure analysis. However, to
meet the requirements stated above in order to fulfil the tasks for the assessment of
asset condition requires the application of at least some form of diagnostics or
condition monitoring.

In Table 2, we list the aspects in which condition monitoring contributes to the
assessment of risks with technical stimuli, hence contributing to the operational
level of the left triangle shown in Fig. 2.

In general, this list can be regarded as input for the probability of stimulus (root
cause) and as influencing input for the consequence of failure (impact of a failure).
The consequences can be reduced because component deterioration can be reme-
died before, for example, safety is affected, service is interrupted or significant
damage occurs. This is explained as follows:

• Regarding the probability of stimulus (failure mode)

– Reducing equipment major failure probability
– Preventing extensive life cycle loading and/or temporary overloading of an

equipment

Table 2 Detailed listing of the role of condition monitoring to technically triggered risks

Contribution of condition monitoring to the assessment of risks with technical stimuli

Asset specific:

Contribute to a specific asset service condition and remaining life assessment

Contribute to sub-systems (families of population) of assets long time condition behaviour
assessment

Contribute to gain knowledge of measured condition in the whole lifecycle of assets (e.g.
assessing the changing risk of failure of critical components based on whole lifecycle condition
data)

Just in time reaction:

Contribute as warning as an input for alarms for timely made decisions for preventing failures

Contribute to environmental hazards prevention such as warnings for harmful substance release
(this can additionally be used in the non-technical risk stimuli)

Predictive performance contribution:

Contribute to obtain predictive information about the degradation of assets operating in the
network. This can be useful for identifying critical service condition for equipment.

Contribute to study the impact of environmental influences on the condition of assets

Upcoming Role of Condition Monitoring … 873



– Disclosing already deteriorated equipment conditions before they develop
into a major failure and cause unplanned outage

• Regarding the consequences of failures

– Preventing high cost of major and fatal failures equipment repair (incl.
replacement)

– Preventing consequential damage of neighbouring equipment
– Controlling outages (planned outages)
– Lowering insurance fee at insurance companies

4 Summary and Discussions

An internationally observed trend within asset management is to adopt risk-based
approach as a state-of-the-art and cost effective maintenance regime to control risk
profiles. This is widely accepted and applied by utility networks nowadays. This
paper aims to find out how condition diagnostic and monitoring technology can
contribute to risk-based management in two steps.

The first step is to reveal how specific RBM activities benefit from condition
diagnostic and monitoring technology. In order to locate such activities within the
RBM framework, we firstly divided the RBM framework in two dimensions: (1) the
three different AM levels—strategic, tactical and operational, and (2) the two
different categories of risks—technically triggered and non-technically triggered.
After introducing these levels and categories, we have identified that condition
diagnostic and monitoring systems will mainly contribute to the operational AM
level when technically triggered risks are managed. By applying this, the technical
hazards can be quantitatively assessed and maintenance activities, as the counter-
measures, can be further optimized.

The second step was to propose how condition diagnostic and monitoring sys-
tems can facilitate quantitative risk assessment through proper management on
information acquired from them. We provide a list of aspects that contribute to risk
evaluations with technical triggers. The listed aspects are: (1) asset specific con-
dition data, (2) timely condition data and (3) predictive condition data. These can
be regarded as input for the probability of failure and as influencing input for the
consequence of failure, hence benefiting quantitative risk studies and AM activities,
such as condition assessment/maintenance or replacement.

As a consequence, when above mentioned two steps are taken into account, asset
managers can evaluate the benefits afterwards in a risk-based AM planning stage.
Moreover, such evaluations can help to reconsider decisions on necessary technical
improvements of condition diagnostic and monitoring systems and to justify future
investments into these systems.
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Abstract The Drainage Services Department (DSD) is developing a long-term
holistic management system for sewer and drain replacement and rehabilitation.
The system will utilize a risk-based approach to prioritize rehabilitation and
replacement (R&R) works and optimize preventive maintenance inspections and
surveys. The project involves a review of existing asset information and asset
management system, and the development of decision support tools for risk clas-
sification and works prioritization. Data in-filling techniques will be utilized to deal
with data gaps, and deterioration models will be developed to project the latest
structural conditions of assets. In addition, advanced inspection and rehabilitation
technologies will be evaluated for possible pilot trials and applications. This paper
will describe the approach in developing the system, work done to date, and how
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1 Introduction

The underground assets of DSD have expanded rapidly with the continuous
development and urbanization of Hong Kong in the past few decades. As of year-
end 2011, DSD was responsible for maintaining an underground sewerage network
comprising approximately 1,540 km of pipes, 20 km of box culverts, 198 km of
rising mains and an underground drainage network of approximately 1,820 km of
pipes and 410 km of box culverts. In 2011, there were several incidents of road
subsidence caused by the collapse of aged and dilapidated sewers and drains. DSD
determined there was a need for enhanced management of the underground sewers
and drains, incorporating a systematic and well-organized inspection program, and
development of an R&R strategy.

To achieve the above objectives, the main tasks are to review the existing asset
management system and to enhance it to allow the prioritization of R&R works
using a risk-based approach. The whole process comprises two phases. Phase 1 is to
conduct data collection, data review, data estimation and updating, and to develop
methodologies for prioritization of R&R works. Phase 2 mainly involves R&R
works prioritization, option analysis for prioritized R&R works and formulation of
an R&R Management Plan. Phase 2 is scheduled to commence in March 2014 for
completion in April 2015.

The risk-based approach to prioritize R&R works will take account of the
likelihood and consequence of pipe failure. Adoption of the approach starts from
the collection and mining of existing asset data, which include age, material, size,
surrounding environment, structural condition etc. The asset data provides the
fundamental information for the whole sewer and drain networks which will inform
the estimation of failure likelihood and consequence for assessing the overall risk.
The data was subsequently reviewed to identify data gaps, and then data infill
techniques were applied to fill the data gaps in order to support the risk-based
prioritization approach.

DSD has been implementing a five-year to ten-year inspection CCTV survey
cycle aimed at covering the whole sewer and drain networks. Despite this, part of
the networks cannot be examined due to various site constraints including traffic,
high flow conditions and lack of access points. Deterioration models will therefore
be used to estimate structural condition and failure likelihood for assets with no or
very old observed condition grade.

Before applying the infill techniques and deterioration models to the whole
territory, a sub-district in Tuen Mun (TM2) was selected as a pilot area for
implementation in order to trial the proposed methodologies for data infill and
deterioration modelling. The following sections will provide details of the works
done so far and the way forward based on the findings from the review of the TM2
sub-district.
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2 The Importance of Good Data to Support the Risk-Based
Renewal Planning

To develop optimal risk-based asset management plans (i.e. renewals planning) the
availability of good quality asset related data is vital. In particular, for renewals
planning purposes, DSD is using a risk-based approach to answer the following
questions:

• What is the strategy to effectively manage the asset risk and target the critical
assets?

• What are the probability of failure and the consequence of failure of the assets
(risk)?

• What are the appropriate interventions (replace, rehabilitate, repair, observe) to
manage risk and maintain service levels?

• How much will it cost (capital and operating costs)?
• How much asset replacement, rehabilitation or repair (activity) is required to

achieve the service targets, balance risks and the budget?
• How will the proposed interventions and activity affect service levels, e.g. the

residual benefit?

To address these questions analyses of good quality asset related data is required.
Analysis will include determining probability of asset failure, consequence of asset
failure and impacts of different interventions on the asset risk, service levels and
performance. The results of this type of analysis will be used to forecast targeted
interventions and activity rates, future levels of service and estimate required capital
investment and operating costs. Good quality outputs from the data infilling
exercise and the deterioration modelling are therefore a critical aspect to the success
of the overall R&R risk-based planning approach.

3 Data Infill Approach

3.1 The Current Data Situation

The basic asset attributes include:

• Age
• Structural condition
• Material
• Size
• Invert level

Age and structural condition are crucial deterministic factors in risk-based
planning. For these, data gaps are observed and data infilling techniques have to be
explored.
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The chosen data infilling techniques will be applied to a pilot district in Tuen
Mun, known as TM2, as this area has a relatively high availability of asset age
information close to 80 %. It will serve as a good representative area to examine
various infill techniques, in particular those requiring spatial relationships.

3.2 The Data Infill Methodology

Initially all the available pipe characteristics and performance related data for the
whole of Hong Kong (not only the TM2 sub-district) were collected and consoli-
dated into a central geo-database. This allowed the analysis of statistical distribution
and spatial relationships in the data, which would inform the data infilling and
subsequent deterioration methodology. An example is shown in Fig. 1 which
depicts how known age data is spatially distributed across the territory.

Both positive (i.e. relationships that can be used as a factor in the infilling) and
negative (e.g. indicates lack of relationship) correlations have been identified. An
example of a statistical distribution which can be used to inform data validation or
integrity checks is shown in Fig. 2. It shows that an integrity check can be used to
flag any Vitrified Clay pipes having over a 600 mm diameter for further investi-
gation. Unfortunately the results indicated limited opportunity to use statistical
distribution to infill. Some of the results will be used for validation purposes.

Fig. 1 Availability of age date in whole territory

880 S. Shou et al.



Spatial distribution analysis has resulted in a number of infill techniques being
established which are introduced below.

The source of ancillary data have also been investigated which would be ben-
eficial to the gap filling exercise. This is mainly focused on infilling age data on
account of its relatively low availability and spatial distribution. Some of the
ancillary data investigated in the pilot has included the Water Supplies Depart-
ment’s water network, building age from the Lands Department, customer data and
Airborne Light Detection and Ranging (LiDAR) Data (for invert level estimation).
After testing the correlation of age from the various ancillary sources with known
age data, the building age data were found to be the best ancillary at this stage of
work. Sourcing better age data is still ongoing and data from the Hong Kong Road
Maintenance System may also be reviewed. Figure 3 shows the good distribution of
building age across Hong Kong. Invert level estimation using LiDAR has proven to
be unreliable resulting in instances of downstream invert levels being higher than
known upstream inverts.

Eleven infill techniques have been developed and tested in the pilot phase. The
techniques vary widely from textual searching of historic work management data to
performing spatial analysis, such as clustering, tracing and nearest neighbour. The
majority of the techniques have some forms of spatial analyses applied.

Only limited validation checks and no automatic correction were performed for
the pilot as the main focus was to develop the infill methodology. During the main
phase work validation checks will be further developed and run prior to and post
infill. Appropriate automatic correction rules will also be developed in the main
phase.

The eleven infill techniques developed and applied in the pilot are shown in
Table 1 above. They were used to infill age, size and invert level for the sewer and
drains pipes, box culverts and rising mains. The Reliability, Accuracy and

Fig. 2 Size distribution of vitrified clay pipes
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Fig. 3 Building age across Hong Kong

Table 1 Data infill techniques

Technique Reliability Accuracy Confidence grade (CG)

Supplied data A 2 A2

As-built drawing data A 1 A2

(Size) work order description field A 2 A2

(Size) retrieve upstream B 3 B3

(Size) retrieve downstream (<25 m) B 3 B3

(Size) retrieve downstream (>25 m) B 4 B4

(Size) nearest neighbour C 4 C4

(Age) upstream clustering B 2 B2

(Age) nearest building age C 3 C3

(Age) nearest 10 pipes C 4 C4

(Age) thiesen polygons C 5 C5

(Invert) known level connected B 2 B2

(Invert) known level tracing B 3 B3

(Invert) LiDAR average depth C 4 C4
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Confidence Grade columns refer to the data confidence grades assigned to infill
techniques. These grades are based on the UK OFWAT data confidence grades [1].
They will be used to estimate the resultant quality of the data estimated by the infill
techniques. This is important as the data are used as a deterministic factor in the
subsequent risk-based planning exercise. The Reliability (A–D) assessment ranges
from sound textual records, data, investigations, works and analysis through to
unconfirmed verbal reports. Accuracy ranges from 1 to 6 and X, and is defined as a
likely percentage ∓ level of accuracy (e.g. 2 is ±1–5 %). These data confidence
grades will be applied to every attribute, combined and then normalised for each
individual asset in the main phase. In addition the confidence grade was used to
decide the priority of infill techniques.

As can be seen from Table 1 varying levels of confidence have been assigned
through testing the accuracy of the infill technique using statistical population tests
against random chance and by applying the authors’ expert judgment. For example
the technique to infill age by spatial clustering and upstream tracing has a B2 data
confidence which is a good grade. This is due to the accuracy test indicated an over
90 % chance the estimate of age will be correct compared to approximately 3 % for
random chance.

Currently the building age infill technique, which has a C3 (extrapolation from
limited sample of Grade A or B data and an accuracy band of ± 10 %) data
confidence is statistically useful but ideally should be improved. This technique
attempts to infill the age by spatially analyzing all buildings within 100 metres of
the asset. The nearest building which has an age is then used to infill the age. The
data confidence and the infill technique used are also associated with the individual
asset record in the central database. Figure 4 depicts the building age infill
technique.

After running the infill method on the pilot area all of sewer and drain assets with
missing age, size and invert level were infilled. Each attribute infilled was also
associated with its data confidence grade and the infill technique name. The pilot
infill results show that more than half of missing data except the invert level were
infilled by methods with reliability Grade B or above. The accuracy of infilled data
is satisfactory and the data will be usable in the coming risk assessment. Fine tune
of the infilling techniques for invert level to improve the accuracy will be needed in
the main phase.

4 Deterioration Modelling for Tuen Mun Pilot Study

One of the key components of asset management system is the ability to predict the
infrastructure’s future performance. Ana and Bauwens [2] Deterioration modelling
is therefore introduced for use to predict the structural conditions of sewer and drain
networks to allow better planning of maintenance activities including inspection,
rehabilitation and replacement.
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Deterioration models can be used to estimate the condition and likelihood of
failure based on available asset characteristics and failure data. There are a number
of different methodologies available for forecasting pipe deterioration, and they are
dependent on the type and quality of available data. Deterioration models can be
developed based on remaining expected life, asset condition grade and service
levels, such as collapse rates, blockages and rising main failures.

The approach to the pilot study was to review the available data for developing
and applying deterioration models, trial different methodologies and determine the
most appropriate methodology to use. The type of model and the accuracy of
predictions are very dependent on the availability and quality of data. Table 2
summarizes the typical data required for a deterioration model and the availability
of them for Hong Kong.

Asset data of notable levels of availability for developing deterioration models
are limited to age, material, diameter and condition grade. The next step was to
review different deterioration methodologies to determine their suitability based on
the available data, and then develop initial models to trial. Four methodologies
reviewed are summarized below.

Weibull Distribution The Weibull distribution is commonly applied in reliability
analysis to model distributions of times to events (failures). It is good for

Fig. 4 Building age infill technique
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network-level pipe understanding and capital budgeting, and relatively simple to
apply. However, it requires good age data.

Markov Chain The Markov Chain is a discrete-time stochastic process, where
the conditional probability of the future state only depends on the present state. It is
often used in deterioration modelling as it can model the transitions from one
condition grade to another. It requires repeated survey data to determine the change
in condition grade on an individual pipe over an appropriate period of time.
However, there seems to be insufficient repeated survey data in Hong Kong to apply
this methodology.

Multinomial Logistic Regression This regression methodology is used to model
categorical variables like pipe condition grade. It provides the probability that a
pipe with given characteristics will fall into a certain category, and can be applied at
pipe level.

Probabilistic Neural Networks Neural networks are a form of artificial intelli-
gence or soft computing that attempts to mimic the way people learn. Many dif-
ferent pathways are attempted with those leading to a correct answer in a training
set given increased weight. This approach is capable of considering a wide variety
of categorical and numerical data and using the data to generate condition rating
probabilities. There are extensive data and computational requirements for this
methodology.

The review identified the Weibull and Multinomial Logistic Regression meth-
odologies as the most appropriate ones to develop. The in-filled data from the pilot
area and available data from the whole of the Hong Kong were collated and
analysed prior to the development of the models. It should be noted that at this stage
only a limited amount of age data has been in-filled for the whole of Hong Kong,
and further work is needed to complete the data infilling. The analysis identified a
relatively high rate of deterioration of the sewers and drains in the pilot area.
Condition grade data for the rest of Hong Kong shows a more gradual deterioration
rate. Figure 5 shows pipe condition by age at inspection for sewers and drains
which have both an age and an observed condition grade, with the percentage of
pipe in condition grade 1 to 5 by age of the pipes (grade 1 is very good condition

Table 2 Deterioration model data requirements

Data Required Relevance

Date of
construction

Age is an important factor in the deterioration model, although it is not
necessarily the dominant factor

Material Typically different materials deteriorate at different rates

Diameter Size can be a factor in deterioration rates

Soil type The type of soil surrounding a pipe can be a significant factor

Pipe bedding Pipe bedding can be a factor in relation to pipe deterioration

Traffic loading Traffic loading can be a factor in relation to pipe deterioration

Condition
grade

This data if available will be used directly and deterioration modelling need
not be applied

Service level Examples of this include reported collapses, rising main bursts and blockage
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and grade 5 is very poor). It is expected that the percentage in grade 1 would reduce
over time, with the percentage in grades 4 and 5 slowly increasing. However, this is
not apparent from the chart, and the data do not give a clear picture of deterioration
over time.

The Weibull deterioration models were applied to sewers and drains in the pilot
area which did not have an observed condition grade in order to predict the
probability the pipes were in condition grade 4 or 5. The results were validated by
running a random 20 % sample of pipes with known condition grades in the pilot
area and comparing the known grades with the outputs from the model.

The results showed some correlation between predicted and actual structural
conditions, but further work is needed to improve the model accuracy. The current
data set is limited, and this should be improved once the remaining gaps in the age
data for the whole of Hong Kong are filled using the in-filling techniques discussed
earlier. The different deterioration rates between some districts need some further
investigation, as well as the option of developing separate models for different
cohorts of pipes with similar deterioration characteristics (Fig. 6).

5 Concluding Remarks

In order to develop a risk-based approach to sewer and drainage R&R prioritization,
extensive asset data is required to inform the likelihood and consequence of failure
for the risk assessment. Analysis of the Hong Kong asset data identified a number

Fig. 5 Condition grade by age of sewers and storm drains
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of gaps, which require the application of data infill techniques and deterioration
models to estimate the missing data. Eleven data infill techniques and two deteri-
oration modelling methodologies were trialled in the Tuen Mun pilot study area to
assess their suitability.

Data infilling is largely dependent on spatial techniques (e.g. tracing, clustering)
using the available data and the sourced ancillary data. Initial estimates of infilled
data confidence are relatively low for some of the techniques applied to estimate
asset attributes, such as invert level. Further work to improve the techniques where
they are contributing significantly to data infilling will be required prior to appli-
cation to the whole of Hong Kong, particularly for asset age which is an important
attribute for deterioration modelling.

The Weibull methodology was identified as the most appropriate deterioration
methodology, but the available data does not give a clear picture of deterioration
over time, and further work is needed to develop the deterioration models using an
improved data set.

The next stage is to apply the in-filling and deterioration methodologies to the
whole of Hong Kong, and then use the in-filled asset data to inform failure like-
lihood and consequence for the assets, and to undertake a risk analysis. The results
from the risk analysis will provide each pipeline a risk score which will be used to
prioritize asset inspection, replacement and rehabilitation, and to develop a long-
term R&R implementation programme.

Fig. 6 Concrete pipe
deterioration
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Implementation of Computerized
Maintenance Management System
in Upgraded Pillar Point Sewage
Treatment Works

Henry K.M. Chau, Ricky C.L. Li, Tim S.T. Lee, Bill S.M. Cheung
and Teck Suan Loy

Abstract In the past, monitoring and scheduling the operation and maintenance
activities of physical assets in Sewage Treatment Works (STWs) of Drainage
Services Department (DSD) follow a traditional risk based approach with due
consideration to the financial as well as the state of the assets. For newly Upgraded
Pillar Point Sewage Treatment Works (PPSTW), Recursive Auto-Regression
(RAR) modelling [1] technique is adopted to automatically predict specific
equipment’s remaining useful life (RUL) and compare the lead time of components’
delivery and process time of overhaul sub-contracting so as to establish an optimum
preventive maintenance schedule with delivery, resources and cost optimization.
Prediction accuracy of the developed RAR model is verified by numerical simu-
lation with inputs to CMMS condition monitoring engine. A pilot study on the
integration of CMMS with the SCADA system has been implemented on the outfall
screw pump shaft bearings for experimental validation of the RUL model and
investigating the feasibility of its application.
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Remaining useful life
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1 Introduction

Traditional risk based approach of a labour intensive data logging, tracking and
analysis exercise by experienced staff is currently adopted for monitoring and
scheduling the operation and maintenance activities of physical assets in sewage
treatment facilities of DSD. With the development of information technology, there
is an increasing trend that a more systematic management of such assets, i.e. asset
management is desirable to achieve an efficient and effective operation of the
STWs. For the “Design, Build and Operate Pillar Point Sewage Treatment Works”
project, DSD has implemented seamlessly asset management strategy and philos-
ophy with integration of SCADA system and CMMS system for optimization of
life cycle cost, finance, system reliability, work force, inventory, resources, etc.

2 Asset Management

As defined (PAS 55, 2004), Asset Management is “systematic and coordinated
activities and practices through which an organization optimally manages its assets,
and their associated performance, risks and expenditure over their lifecycle for the
purpose of achieving its organizational strategic plan.” [2] which is of growing
importance to contribute better services with enhanced performance and efficiency.
Asset management combines management, finance, economic, engineering, risk
and reliability, and other factors that are to be applied to physical assets in pro-
viding required level of services throughout an asset’s service. It is a systematic
process of managing the asset’s entire life cycle in most cost-effective and opti-
mized manner, including its design, construction, commissioning, operation,
maintenance, repair, modification, replacement and ultimate disposal [3]. Normally
asset would remain in working for a substantial period of time when best practices
in proper operation and maintenance are adopted. Subject to the assets usage,
nature, quality and its operation environment, it is of vital importance that well-
timed maintenance and routine inspection for achieving an optimum service life of
an asset with the aims of expert knowledge before catastrophic failure occurs [4].

Asset management philosophy and strategy for Upgraded PPSTW are developed
based on the following objectives:

• Failure prediction and prevention
• Equipment redundancy and availability
• Condition-based maintenance with continuous monitoring and assessment
• Asset performance benchmarking
• Optimization of capital expenses (Capex) and operation expenses (Opex).

Capex is the cost of developing or providing non-consumable parts for the
product or system while Opex is an ongoing cost for running a product, business or
system [5]. In other words, Capex and Opex constitute all costs that are allocated to
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an asset throughout its entire life cycle. The asset management strategy integrates
Capex and Opex optimization to deliver maximum cost saving by extending the
useful life of the equipment with predictive and preventive maintenance approach
while corrective maintenance is minimized.

All in all, integrated control, information and database system, i.e. Asset Man-
agement Package, CMMS Package and SCADA Package, plays an important role
for the implementation of a sound meaningful asset management system. In modern
sewage treatment works, Supervisory Control and Data Acquisition (SCADA)
system, as its name implies, is the key element for process automation and data
gathering by a computerized and centralized industrial control system that monitors
and facilitates control of the whole works. Majority of the control actions are
performed by remote terminal unit (RTU) or programmable logic controller (PLC)
which control functions are normally limited to supervisory level intervention and
override, that is, RTU/PLC processes the feedback control loop and the SCADA
supervises overall performance of the loops. Another function of SCADA system is
data acquisition which initiates inputs at field side such as meter readings, equip-
ment status, etc. that are connected to SCADA. Data is then transferred and visu-
alized at the plant control room via Human-Machine Interface (HMI) for
subsequent plant operation and decision making [6]. However, the SCADA system
alone does not possess any planning, scheduling, monitoring, etc. of asset man-
agement and maintenance functionality.

Proper maintenance and appropriate renewal of parts, equipment and plant are
considered as one of the best practices to extend the service life of an asset in order
to arrive at the lowest lifelong cost. For implementing Design, Build and Operate
contract in Upgraded PPSTW, asset renewal cost forms an important element of the
overall cost and must be properly accounted for so that the planned maintenance
and renewal can be undertaken. CMMS is typically adopted and widely used to
keep the track record of all entities within the Works which is a proprietary software
package that maintains database of an organization’s maintenance operations and
facilitates the management of plant’s system and equipment, daily operation work,
correction and preventive maintenance works. The CMMS, which is capable in
creating, linking, triggering and maintaining Corrective Maintenance (CM) and
Preventive Maintenance (PM) tasks, is therefore implemented with Maintenance,
Inventory and Procurement Modules to facilitate the management of assets for
Upgraded PPSTW.

The architecture of Upgraded PPSTW’s asset management system is presented
in Fig. 1. It is a third-generation networked architecture of four layers, namely, field
bus, control network, plant network and business network. Field bus refers to all
available field sensors, instrument readings, equipment status, running information
etc. that connected to the PLC of each treatment process unit with various types of
contacts (dry contacts, hardwires, etc.) and buses (Modbus, Profibus, etc.). The
PLCs are then configured to form a complete control network of the Works in
accordance with developed system control philosophy. The SCADA system con-
nects the control network for overall plant control, monitoring and data logging and
visualizes the plant operation with HMI. The business network consists of CMMS
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server and condition monitoring engine to form the business network that is
attached to the plant network and integrates with the SCADA system. It utilizes
standard communication protocols and security techniques when implementing the
integration of SCADA, CMMS and Condition Monitoring Engine. To reduce the
potential vulnerability of the Asset Management System from remote attack,
accessibility over internet is denied. To restrict un-authorized access or tackle an
attack, hardware-based firewall is also installed which controls incoming and
outgoing traffic between CMMS and SCADA networks and secures the network
with trust.

Condition based monitoring engine integrates real time plant information and
assesses equipment status accurately and timely. It relies on rule-based condition
monitoring engine for creating work orders automatically that minimize human and
capital resource. The CMMS database file server, tier server and remote desktop
services server (Hyper-V) utilize Microsoft virtualization environment to achieve
central administration tasks which host CMMS database, middle tier and transac-
tion services components via integrated CMMS operation environment with com-
puter. Data Flow of Condition Based Monitoring System is illustrated in Fig. 2.

3 Computerized Maintenance Management System

The core of the CMMS of Upgraded PPSTW consists of Maintenance, Inventory
and Procurement module which aims to facilitate the management of plant’s system
and equipment, daily operation work, correction and preventive maintenance works

Fig. 1 Asset management system network architecture
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and generation of various analysis and management reports. The CMMS creates,
links, triggers and maintains CM and PM activities and also keeps track of status of
Work Order.

The CMMS features the following Maintenance Management functions:

• Entity Management (Equipment Costs and History tracking)
• Work Planning (Work Order creation, planning, printing, tracking and closing)
• PM Jobs (Creating PM jobs, assigning frequency of PM to Equipment, trig-

gering and executing PM Work Orders)
• Maintenance, Repairs, and Operations (MRO) Inventory Management

Entity management is incorporated in the CMMS to maximize the flexibility of
equipment database, which supports the management of both maintainable and
organizational entities, as well as tracking capital projects and related tasks and
expenditures. Maintainable assets include anything that needs to be repaired such as
a piece of equipment whilst organizational entities refer to any arrangement of the
system that is used to collect cost, statistical, budget or backlog information such as
a cost centre. For Upgraded PPSTW, the CMMS is capable to keep track of all the
spare parts that are being used in those maintainable entities and organizational
entities created within the CMMS.

The Work Management of CMMS is purposed to ensure that maintenance
personnel can manage and plan incoming work requests as well as automatically
generated work from preventive maintenance programs. Work Planning is essential
to ensure that labour, materials, tools, drawings and subcontractor requirements, as
well as safety information, can be identified on work orders to support proactive
maintenance activities. For Upgraded PPSTW, the CMMS enables operator staff to
use the work request as a simple electronic tool to communicate a need for service
to the maintenance department by creating Work Orders from pre-planned Work
Order Templates. Work Orders are created in several ways, namely, Simple Work
Orders that contain only one task for a single entity while Multi-Task Work Orders
are adopted when multiple entities are affected or multiple task are required. The
CMMS identifies the entity to be repaired, overhauled, replaced or maintained on

Fig. 2 Data flow of condition based monitoring system
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the Work Request and Work Order with condition monitoring features incorpo-
rated. In addition, to ensure the safety of maintenance personnel, the CMMS
generates and provides safety instruction of any potential hazardous or dangerous
condition associated with a job, the entity on which the works is to be performed, or
the materials or tools involved with the work. The CMMS also provides with the
material transactions functionality which consists of issues and returns from the
warehouse for inventoried items and procurement for non-inventoried material.
When closing a work order, the CMMS records the entry of allocated costs with
descriptions for future historical analysis.

The CMMS also features with Planned Preventive Maintenance (PM) function
which is based on user defined activities to be performed with essential resources
input such as labour requirements, material requirements, safety information, etc.
The CMMS triggers PM Works Orders depending on user defined frequency cri-
teria. Multiple triggering is possible. Subsequent PM based Work Orders are cre-
ated automatically and placed in the Work Order Backlog for execution purpose.
The CMMS is equipped with statistical function by maintaining a number of inputs
for each entity in a database for analytical use.

A Maintenance, Repair and Operation (MRO) Inventory module is specifically
assigned to enable the control of a large number of unique and low-unit value items.
The MRO Inventory module automates the reorder process in the CMMS by rec-
ognizing calculated safety stock levels, replenishment lead times and sophisticated
“available-to-promise” logic based on expected receipts and issues. The MRO
Inventory module provides the ability to uniquely identify and track repairable
items and critical parts through serialization so that operation staff have ready
access to the inventory information and management decision such as inventory
status, location, quantity in stock, supply lead time, etc.

The CMMS also generates reports to facilitate operation staff on plant perfor-
mance monitoring and statistics review by automatic reports generation mode to be
scheduled by time of day, day of week, hour of day, or at the end of a shift, or on
demand by operation staff. Typical CMMS report contains information on plant
influent, plant effluent and dewatering system, their duty/standby train/units status,
actual retention time of the units, chemical inventory as well as their summaries on
alarms and maintenance activities including corrective and preventive maintenance
work orders cleared and not yet cleared. Operation staff can add snapshots of trends,
histograms using graphic templates in their CMMS reports.

4 Condition-Based Maintenance Approach

Condition-based maintenance (CBM) has been widely adopted in the industry due
to its maintenance efficiency and flexibility [7]. CBM is based on using real-time
data to prioritize and optimize maintenance resources. However, modelling,
maintaining and using the required data from asset management to implementation
of CBM is complex and intensive in nature. Data acquired must be accurate because
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it forms the basis for the decision support tools. In fact, CBM is usually performed
based on an assessment or prediction of the equipment health instead of its service
time so as to reduce down time and enhance operational safety.

Modern diagnostic practice in industry is the combination of human expert
knowledge and experience of equipment status and failure with continuously mon-
itoring and analyzing its condition. An effective prognostic model requires perfor-
mance assessment, development of real-time condition monitoring information and
degradation signals, failure analysis, health management and prediction, feature
extraction and historical knowledge of faults [8] which necessitate tremendous effort,
resources and expertise with every data acquisition. For Upgraded PPSTW, extensive
instrumentation of equipment together with computer tools for analyzing and pre-
dicting equipment’s remaining useful life (RUL) are used in the process of CBM
implementation. Online condition monitoring is adopted for applicable equipment to
estimate the RUL and achieve maintenance optimization. Accurate prediction of
equipment’s RUL is somehow critical for its operation and productivity.

For demonstration, taking sewage pump as an example, the first condition is the
running hour of the pump with triggering condition referred to the equipment O&M
manual. The second condition is operating current of the pump. These conditions
are very useful for assessing general loading status of the pump. The CMMS
monitors all the duty and standby pumps to record their running conditions.
Operation sequence is assigned with priority to the loading conditions and health
status of each pump instead of traditional averaging running hour approach. The
last condition is the establishment of Degrading Index for equipment with RAR
model for the forecast of RUL of the equipment. Above mentioned three conditions
are implemented simultaneously in the CMMS in determining maintenance sche-
dule and works planning. In order to facilitate the operation of SCADA and
CMMS, CMMS client desktop is integrated into the SCADA system as shown in
Fig. 3. In the CMMS, operation staffs are able to monitor, operate and schedule

Fig. 3 SCADA interface with CMMS desktop integrated
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maintenance with single screen user interface and review all particulars of the
equipment, Work Request details, Work Order details and generation, resources
allocation and scheduling, etc.

5 Case Study—RUL Estimation of the Existing Outfall
Screw Pump Bearing

The accuracy of the RUL estimation plays a critical role for the CMMS. As part of
testing and commissioning program for the CMMS, a case study has been carried
out to examine the work flow for optimal time in generating work request using
Degrading Index and Recursive Auto-Regression (RAR) model.

In this case study, the RUL of the existing Outfall Screw Pump bearing is used to
compare the Reasonable Time for component delivery or overhaul subcontract
tendering in the Upgraded PPSTW. Work flow of the RUL modelling is shown in
Fig. 4 while schematic and photo of the experimental setup is shown in Fig. 5.

5.1 Collect Condition Monitoring Data

This is the first stage of the Case Study. Three sets of vibration sensors are mounted
to the pump shaft of Outfall Screw Pump No. 4 so as to measure the pattern and
magnitude of linear and angular vibration when in operation. The measured field

Fig. 4 Work flow of the
RUL modelling
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data is fed to the SCADA system. The condition monitoring data is then retrieved
by the condition monitoring engine of the CMMS for subsequent manipulation and
processing.

5.2 Calculate the Degrading Index

This is the second stage of the Case Study. For each set of condition monitoring
data, Degrading Index is calculated with root-mean-square (RMS) of vibration
magnitude.

5.3 Build RAR Model

This is the third stage of the Case Study. The Recursive auto-regression (RAR)
model comprises of a time series stochastic autoregressive (AR) model and
recursive parameter estimation with an established algorithm based on model order
determination with Akaike’s Information Criterion (AIC) [9] and the parameters
estimate with Recursive Least Square method [10]. The RAR model is then inte-
grated to the condition monitoring engine of the CMMS as one of the rules in the
decision support tool.

5.4 RUL Estimation—Degrading Index Forecasting

This is the fourth and the last stage of the Case Study. When the future degrading
index forecasted in the time series equation is equal to or more than the threshold
degrading index, the time step ahead corresponding to this forecasted degrading
index is considered to be RUL of the machine. The RUL is compared with

Vibration Sensors

Fig. 5 Schematic and photo of the experimental setup
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Reasonable Time (RT) for component ordering and delivery or subcontracting
overhaul works. If RUL is still longer than RT, then the condition monitoring
process will continue and proceed as no follow-up action is anticipated. However,
when the RUL is equal to or less than RT, a Work Request for Standard Overhaul
Procedure will have to be initiated.

6 RUL Modelling System Test

Before the implementation of RUL prediction in practical application, a numerical
simulation of the model is performed to assess its accuracy and triggering function.
In this practical application, the senor and transducer will take vibration measure-
ment and send the measured signals to SCADA system and CMMS one by one in
time sequence. In the system test, a signal generator is employed to play the role of
sensor and transducer. It generates a series of signals to SCADA system and
CMMS according to a preset governing equation plus ±1 % random part. The series
of signals simulates vibration data and the degrading indexes.

During the test, the CMMS system automatically built a RAR(5) degrading
index model according to the received data from the signal generator while 5th
order model had a minimum AIC value shown in Fig. 6. RAR(5) model was
adopted to predict when the future degrading index was equal or nearest to preset
threshold degrading index of 3,000. For the result shown in Fig. 7, the degrading
index of 3061 was reached at 90th step which was forecasted at the 86th step. Time
for four steps ahead forecasting (90th–86th) was 8 weeks as 2 weeks was for each

Fig. 6 AIC value with different order of model
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sampling time step. RUL was considered as 8 weeks which was equal to the preset
RT of 8 weeks. As such, work requested was triggered automatically at 86th step to
allow 8 weeks for component delivery and overhaul subcontracting. Also, the root
mean square error of 22 and the mean of 1181 were found based on the following
Eq. (1). The error-to-mean ratio of 1.86 % (i.e. 22 ÷ 1181) comprised of two parts
with one part an accumulated inaccuracy of multiple forecasting steps and the other
part of ± 1 % pure random and uncorrelated in each raw signal is considered
acceptable.

Root Mean Square Error ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼tðXi � XÞ2
N

s

ð1Þ

where Xi is the ith set of actual degrading index originated from the signal gen-
erator, X is the forecasted degrading index from RAR(5) model built in CMMS and
N is number of signal.

Using the Eq. (2), the forecasting accuracy for degrading index of 99.18 % was
found at the time step of 90. In this case, the degrading index is vibration magnitude
that is likely possible to indirectly represent the wearing of pump shaft’s bottom
bush which is submersed in sewage during operation. The inaccuracy of 0.82 % for
predicting the bush’s wearing is acceptable in industry.

Fig. 7 Four steps ahead forecasted degrading index
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7 Conclusion

Though SCADA and CMMS has been adopted in various sewage treatment works
and pumping stations of DSD, in this study, condition monitoring with the meth-
odology of RAR for assessing RUL of the equipment is performed and integrated to
the Plant’s CMMS and SCADA as a part of equipment diagnostic program for the
optimization of asset management system. Plant operation, maintenance and
resource management is utilized seamlessly under this platform integration.
Meanwhile, the proposed RUL forecasting modelling is verified and proved with
high accuracy by numerical simulation. This equipment life forecasting model will
be further validated by field experimental test and to be implemented for various
equipment.
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Strategic Asset Management Approach
for Sewage Treatment Facilities
in Drainage Services Department,
the Government of Hong Kong Special
Administrative Region

Michael K.F. Yeung, Gary W.Y. Chu and K.Y. NG

Abstract The Drainage Services Department (DSD) is tasked, among other com-
mitments, to operate and maintain (O&M) about 280 sewage treatment facilities,
ranging from pumping stations to sewage treatment works at an annual O&M
departmental expense amounting to over HK$760 million. To ensure the life cycle
cost of the Sewage Electrical and Mechanical (E&M) Assets at these facilities can be
optimized, an asset management system based on PAS55-1:2008 standard has been
developed and being tried at seven regional plants in the territory. It is aimed that the
pilot studies can provide useful insight and solid foundation in establishing an asset
management system eligible for PAS55 certification for the pilot plants to be com-
pleted tentatively by the end of 2013. This paper introduces the roadmap of devel-
oping the Sewage E&M Asset Management System based on PAS55-1:2008
standard and the progress achieved thus far. In the course of its development, the
Hong Kong Quality Assurance Agency has been engaged as project consultant to
provide asset management studies including feasibility study, staff training, overview
of major gaps, framework establishment by enhancement of existing DSD’s Inte-
grated Management System, pilot plant maturity review and assessment, etc. The
pilot studies mark the evolution of strategic asset management approach in three
stages, namely—Stage 1: To establish the scope and objectives of the studies leading
to the development of an Asset Management Improvement Plan for Stage 2: To
establish a unique asset management system for each of the pilot plants. The effec-
tiveness and efficiency of the asset management system that established can then be
determined through pilot implementation for a period of time. Stage 3: To adopt and
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extend the demonstrated successful examples to all other Sewage E&M Assets of
DSD. It is envisaged that the pilot studies will lead to their initial certification of
PAS55 for ultimate goal of attaining full certification of all DSD’s Sewage E&M
Assets within 5 years.

Keywords PAS 55 � Gap analysis � Life cycle cost �Asset register �Gap analysis �
Radar chart � Risk assessment � Asset management plan � Level of services

1 Background

The vision of Drainage Services Department (DSD), which was established on 1
September 1989, was to provide world-class wastewater and stormwater drainage
services enabling the sustainable development of Hong Kong. In a departmental
retreat held in 2011, DSD has developed six strategic goals, one of which (i.e. DSD
goal 4(b)) was to establish a Total Asset Management (TAM) system to optimize
the long term operation and maintenance of DSD’s electrical and mechanical assets.

Being a government department, DSD has been managing substantial amount of
drainage infrastructural assets. For the collection of sewage generated from within
the territory of a size of about 1,100 km2, DSD has developed a sophisticated
sewerage network with a total length of approx. 1,600 km capable of handling
approx. 2.90 million m3 of sewage every day. There are about 290 sewage treatment
facilities ranging from sewage pumping stations to sewage treatment works. The
sewerage network is now serving about 93 % of the population in Hong Kong [1].

The Electrical and Mechanical (E&M) Branch of DSD is tasked with the
responsibility, among other things, to plan, design, construct, operate and maintain
sewage treatment facilities. To maintain this large amount of E&M assets, sub-
stantial operation and maintenance (O&M) expenses have been incurred, with an
annual departmental expense amount of about HK$ 760 M in E&M works. In this
respect, an asset management (AM) system is a useful means to achieve not only an
optimal life cycle cost in the long run, but also reliable performance to meet the
level of services expected from the general public.

In order to enhance the effectiveness of AM, DSD has set out a roadmap leading
to the development of a TAM System in E&M Branch of DSD since 2011. The
approach and the progress achieved thus far are elaborated in the following sections.

2 Overview of TAM System

British Standards Institution’s Publicly Available Specification 55 (PAS 55) is a
well established international practice in AM and is adopted as the framework for
the development of TAM system in E&M Branch of DSD. According to PAS 55,
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AM is defined as systematic and coordinated activities and practices through which
an organization optimally and sustainably manages its assets and asset systems,
their associated performance, risks and expenditures over their life cycles for
the purpose of achieving its organizational strategic plan. It consists of a Plan-
Do-Check-Act cycle with structured risk-based and self-improved management
system applied across to achieve optimal life cycle cost. The AM process [2] is
illustrated in Fig. 1.

The AM system would be designed primarily to support the delivery of an
organizational strategic plan, which in turn aims to meet the expectations from a
variety of stakeholders and organizational goals. This provides a coherent direction
and guidance from top management to frontline across the whole organization to
manage these expectations [3].

The AM system would be guided by AM policy, strategies, objectives and AM
plans. These, in turn, direct the different combination of life cycle activities to be
applied across a diverse portfolio of asset systems and assets optimally in accor-
dance with their criticalities, condition and performance. Contingency plans are also
established for identifying and responding to incidents or emergency situations, as
well as maintaining the continuity of critical business activities. The following
enabling elements ought to be addressed in the implementation of AM system:

i. structure, authority and responsibilities;
ii. outsourcing of AM activities;
iii. training, awareness and competence;
iv. communication, participation and consultation;

Fig. 1 AM process (Source PAS 55-1:2008)
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v. AM system documentation;
vi. information management;
vii. risk management;
viii. legal and other requirements; and
ix. management of change.

To facilitate AM implementation, AM plan would be developed to identify the
various tasks to be applied for asset life cycle management in order to achieve each
AM objective. The plan also defines appropriate responsibility and authority as well
as timescales to each individual task, so as to meet the overall timescale of the related
AMobjective. It also includes long-term asset replacement programmes to provide an
overview on asset replacement requirements and associated funding needs in future so
that replacement alternatives and expenditure can be planned ahead smoothly.

3 Strategic Goals

A Task Force chaired by a chief engineer was established in December 2011 with
members drawn from all 3 divisions of E&M Branch to oversee the development
and implementation of AM with the following 3 main initiatives (Fig. 2):

Fig. 2 Strategic AM goal in E&M branch of DSD
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Part A: To build up competence in TAM
Part B: To improve the accuracy of asset inventory
Part C: To develop first 5-year TAM plan
Various short, medium and long term action plans were then developed to build

the TAM system in stages with their progress monitored by the Task Force. At the
next level higher up, the Task Force would report the progress and achievement to
DSD’s top management on quarterly basis amongst other goals, including goal 4(a)
related to DSD’s civil assets. These actions plans are briefly elaborated in the
following sections.

4 Competence in TAM

In the AM development journey, it is essential to ensure our staff engaged in
various activities to possess an appropriate level of competence in terms of edu-
cation, training and experience. The Task Force therefore strongly supports that
training plans should be in place to develop the competence of the staff involved as
an on-going initiative. The plan includes both local and overseas training activities.
6 sessions of awareness training were first conducted in July and August 2012
aiming to introduce the rationale in establishing the AM system, the concept of risk
based maintenance strategies, AM framework under PAS 55, and respective indi-
vidual roles and responsibilities, etc. with more than 100 staff trained.

The Task Force then organized visits to various PAS 55 certified utilities locally
to exchange views and share their experience since 2011. These included Hong-
kong China Gas, MTR Corporation, CLP Power, Hongkong Electric, etc. These
visits provided invaluable opportunities for our professional and technical staff to
acquire a better understanding from these leading companies renowned for their
dedication and achievements in AM practices. It was worthy to note that all these
companies have extensive experience in implementation of ISO9001 quality
management and ISO14001 environmental management systems. These two
management systems have many core attributes in common with those of PAS 55
asset management system. It is considered that this is a key successful factor in
launching PAS 55 asset management system. The other factor is effective com-
munications in different forms during the AM journey.

Selected DSD staff also attended overseas AM training courses/conferences in
Australia (2010), United States (2011), South Korea (2012) and United Kingdom
(2013) to keep abreast on the best AM practices as well as practical skills and
knowledge. In addition, these visits provide valuable opportunities for DSD to
cultivate the networking with other AM professionals.

As part of DSD’s effort to promote continuous professional development,
intermediate level AM training courses such as PAS 55 internal auditor training,
risk assessment workshops, etc. would be launched in late 2013 to equip relevant
staff members with essential skills to conduct internal audit.
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One of the key successful factors in implementation of AM system is effective
communication. A TAM portal (Fig. 3) was therefore established in April 2012 to
share pertinent AM information and knowledge within DSD. All the training mate-
rials, duty visit reports, conference synopsis, consultancy reports and TAM Task
Force meeting minutes, etc. have been uploaded to the portal for knowledge sharing.

5 Asset Inventory

Good AM system requires meaningful, quality, timely AM information for support.
Currently there are two types of computerized maintenance management system
(CMMS) in E&M Branch’s sewage treatment divisions, namely, MAXIMO

®1 and
Advantis Pro

®2 to support this initiative. As 2 different types of CMMS are being
used in various sewage treatment facilities, this arrangement has introduced system
scalability problems and has caused problems in data integration. DSD commenced
a feasibility study for implementing a solution that could resolve data integration
and system scalability problems. The study recommended implementing an inte-
grated Sewage Treatment Operation and Maintenance Management Information
System (STOMMIS).

Fig. 3 TAM portal in DSD for information sharing

1 Pilot Sites for PAS55 Implementation – Ho Pong Street Sewage.
2 Advantis Pro system applied in regional centres such as Shatin, Sai Kung, Taipo, Shek Wu Hui,
Yuen Long, Sham Tseng, etc.
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The proposed system includes the deployment of a central information reposi-
tory to facilitate the storage, updating and retrieval of operational and maintenance
information as well as the centralized management report for useful asset life cycle
information such as asset capacity, cause of failure, maintenance downtime, etc.
Data collected by STOMMIS would be stored in a data warehouse for analysis to
support optimization of maintenance activities and the development of asset
replacement plan based on asset conditions and risks. The current CMMS system
has been progressively migrating to integrate with STOMMIS which is targeted to
complete by end 2013.

A good CMMS should embrace a clear identification and definition of asset
items that will be managed during the asset life cycle. As such, AR and its hierarchy
format have been standardized so that assets data can be effectively stored, retrieved
and manipulated by the users. All assets are named according to a pre-defined
hierarchy which include name of plants, sites/areas, main system names, main and
sub-equipment names (Fig. 4). We have been making good progress in imple-
menting the standardized AR in major regional centres.

The CMMS was designed to capture the AM information and make them readily
available to all designated users. In the daily O&M of sewage treatment facilities,
however, such information including equipment maintenance history data, causes of
failure, stock of spare parts, etc. are stored in CMMS but may not be readily available
to frontline staff out in the field to make maintenance decision promptly. To enhance
the maintenance decision efficiency, a trial project on application of quick response
(QR) code system was successfully launched at Sham Tseng Sewage Treatment
Works in October 2012. The system enables frontline staff to retrieve useful asset
information on site using mobile devices such as smart phones and tablets (Fig. 5).
The effectiveness of the QR code system would be reviewed in April 2014.

Substantial effort has also been made to maintain the asset inventory information
through periodic audit and review. To improve the accuracy of inventory and
streamline the process, a trial project on application of radio-frequency identification

Fig. 4 AR and its hierarchy
format
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(RFID) system was successfully launched at Shatin Sewage Treatment Works in
October 2012. All the spare parts in store had been attached with a RFID tag which
can be readily detected wirelessly making use of radio-frequency electromagnetic
fields by a portable device (Fig. 6). This significantly enhances the efficiency in
stock-taking and the accuracy of stock record. The effectiveness of the RFID system
would be reviewed in April 2014.

Fig. 5 Application of QR codes in up-keeping maintenance history of E&M Assets

Fig. 6 Application of RFID codes in inventory control
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6 The First 5-Year TAM Plan

Implementation of TAM system in E&M Branch has been proceeding in stages. A
pilot study was first launched in Sewage Treatment Divisions since 2010. 2 number
of sewage pumping stations, namely Ho Pong Street sewage pumping station
(HPSSPS) at Tuen Mun district and Hung Hom Bay sewage pumping station
(HHBSPS) at Hung Hom district (Figs. 7 and 8) were selected as pilot sites. Hong
Kong Quality Assurance Agency (HKQAA) was engaged to carry out a gap
assessment. The purpose of the study was to determine the gaps between the current
AM systems applied in these 2 numbers of sewage pumping stations against the
requirements of PAS 55. The following major gaps were identified [4]:

Fig. 7 Pilot sites for PAS55
implementation—Ho Pong
street sewage pumping station

Fig. 8 Pilot sites for PAS55
implementation—Hung Hom
Bay sewage pumping station
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i. AM policy, strategies, objectives and plans consistent with the departmental
strategic plan should be established.

ii. A risk management system should be established and applied to enable the
proper risk identification and assessment of these assets and asset systems.

iii. The current contingency plans, operational procedures for control of activities
across the whole asset life cycle should be reviewed against the results from
risk assessments.

Following this exercise, the sewage treatment divisions took it further in
enhancing the existing AM system with reference to the recommendations by
HKQAA. Action plans were then developed and implemented in 2011 to close the
gaps. An audit was conducted in early 2012 to verify the adequacy and effectiveness
in closing the gaps previously identified. It was then verified that most of the gaps
were generally addressed. Control of asset life cycle activities including the utili-
zation and maintenance of assets were found generally in good order.

The above pilot study provided useful insight and solid foundation in estab-
lishing an AM system targeted for PAS 55 certification at a later stage. It marked
the evolution of strategic TAM system development in 3 stages, namely:

Stage 1: To establish the scope and objectives of a comprehensive study leading
to the development of an AM Improvement Plan (AMIP) at E&M Branch level.

Stage 2: To establish an AM system at each Selected Critical Plant (SCP). The
adequacy and effectiveness of the AM system thus established can be determined
through pilot implementation for a period of time.

Stage 3: To populate the established AM system from Stage 2 progressively to
other sewage treatment facilities in E&M Branch of DSD.

Various stages of TAM system development is illustrated in Fig. 9.
HKQAA was engaged as project associate in Stage 1 and Stage 2 to provide

necessary training and gap assessment to aid DSD in the development of TAM
System including feasibility study, staff training, overview of major gaps, frame-
work establishment by enhancement of existing DSD’s Integrated Management
System (IMS), pilot plant maturity review and assessment, etc. The major works at
each of these 3 numbers of stages are elaborated as follows:

6.1 Stage 1 (October 2012–February 2013)

HKQAA conducted a desk-top study across the full asset portfolio in E&M Branch
to identify critical plants for detailed gaps assessment. To facilitate the selection of
critical plants, a data collection form (Fig. 10) was developed for individual Works
Managers to complete so that relevant AM information for each DSD owned
sewage treatment works can be collected.

Following that, all the plants were rated into 4 levels in the aspects of cost,
performance and risk with the aids of statistical methods. Level 1 is the bottom
25 % of the total DSD owned sewage treatment works with least significance. Level
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Fig. 9 Development stages of TAM system

Fig. 10 Data collection form
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2 and 3 are the two respective middle 25 % ranges with moderate significance
whereas level 4 is the top 25 % with the most significance. The total ratings of all
plants were then compiled and arranged in descending order. The top 7 numbers of
plants with higher total ratings were then shortlisted accordingly as SCP for further
assessment at Stage 2 study (Fig. 11).

The current AM practices of the 7 SCPs were then holistically reviewed using
the assessment tool developed by the Institute of Asset Management to determine
the maturity level of current AM practices [5]. The results were presented in the
form of RADAR chart to benchmark the average score range per PAS 55 clause
(Fig. 12).

Fig. 11 Selection of critical plants for detailed assessment

Fig. 12 RADAR chart
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This assessment provided a practical direction for improvement to enhance the
current AM system in order to close the gap to meet PAS 55 requirements. An
Asset Management Improvement Plan (AMIP) [6] was then established. It sum-
marized the findings and lesson learnt from on-site survey, identified the overall
strengths and weaknesses, the major gaps which existed and presented a prioritized
plan to raise the maturity level of the SCPs in the next 15 months.

6.2 Stage 2 (March 2013–May 2014)

The Stage 2 study was aimed to materialize all the recommendations in AMIP by
launching pilot projects in the SCPs so as to establish AM system eligible for PAS
55 certification. The 7 numbers of SCPs (Fig. 13) together with the pilot sites at
HPSSPS and HHBSPS were identified for implementation of TAM system in Stage
2. The Study commenced in March 2013 for completion by May 2014.

During Stage 2 of the AM system development, HKQAA organized a series of
AM training courses and on-site facilitation workshops pinpointing the gaps of the
SCPs to equip Nominated Plant Representatives (NPRs) with the skill sets to

Fig. 13 Location plan for SCPs
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establish all the required TAM systems, documentation, procedures, etc. as nec-
essary for trial implementation. NPRs were professional engineers and technical
staff from various disciplines nominated from each SCP. It is the prerequisite that
NPRs should be familiar with the existing operation, processes, controls, instruc-
tions and asset performance, etc. The NPRs were then facilitated by HKQAA to go
through the various critical elements of an AM system.

The facilitation workshops provided a platform for NPRs to have an in-depth
understanding and overview of the current AM operation, ranging from organiza-
tional strategies, through planning, operational processes and control, to existing and
desired performance. This is an important process for gathering and consolidating all
the useful and valuable knowledge from our experienced technical colleagues. And
throughout the process, the NPRs focused on a number of elements that would be
crucial in establishing an AM system, these included but not limited to establishing
the following:

i. AM Risk Framework
ii. AM Database
iii. AM Plan
iv. TAM Development Plan (TAMDP)

6.2.1 AM Risk Framework

The NPRs first defined the boundary of the AM system by consolidating an asset
registry to contain all the physical assets at each SCP. NPRs were then guided to
holistically review the criticality of individual equipment. Depending on the
functional importance, equipment was categorized into the following critical or
non-critical assets (Fig. 14).

Fig. 14 Identification of critical assets
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i. Critical assets (C)—vital to system operation and has certain impact to system
operation in case of breakdown/failure.

ii. Non-critical assets (N)—no impact to normal system operation in case of
breakdown/failure.

The NPRs then conducted a risk assessment for all the critical assets with due
consideration of the consequence and impact of the risk events in aspects such as
system failure, public confidence, legal and financial issues as well as the likelihood
of occurrence of the risk events. A risk assessment matrix was thus developed and
used to prioritize the risk level of all the critical assets across their life cycle
(Fig. 15).

For those critical assets at risk, proper risk treatment plans were established to
manage the relevant risk events (Fig. 16). In addition, past performance and failure
data were also retrieved and consolidated for failure causes analysis to derive the
corresponding mitigation measures of the overall risk management plan.

This aforementioned review allows NPRs to re-visit holistically their physical
assets in terms of the current condition, performance and risk levels in a systematic
manner so that maintenance activities for critical assets can be prioritized sensibly.
In addition, review on past performance and failure data could help to realize

Fig. 15 Risk assessment matrix
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objectively the likelihood and impact of the occurrence of various risk events so
that effective monitoring and control measures could be planned in the management
system.

6.2.2 AM Database

Having identified the critical assets with moderate risk (M) or above, NPRs further
undertook to review the performance requirements, current asset condition, failure
patterns, cause of failures, etc. Based on the historical corrective maintenance
records, NPRs tried to correlate the relationship between potential failure events and
their pre-failure symptoms (Fig. 17).

Having consolidated all the pre-failure symptoms of these critical assets, NPRs
established a data collection mechanism to capture all the required information in
CMMS for on-going monitoring the performance and trend-to-fail of critical assets.
With this mechanism in place, potential failure can be minimized by rectification at
pre-failure stages. These valuable leading performance indicators such as flow rates,
electricity consumption, service availability of critical equipment, etc. can be very
helpful tools for prioritizing maintenance effort in managing overall performance
and risk of critical assets (Fig. 18).

6.2.3 AM Plan

The AM policy plays a leading role in driving the whole AM system. As such,
HKQAA conducted workshops in the Task Force meetings to walkthrough with
members the following AM policy, which elaborated the principles, approach and
expectations of the AM system.

Fig. 16 Sample of risk treatment plan
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AM Policy: DSD Sewage Treatment Divisions are committed to providing a cost
effective and reliable sewage treatment service for the public in the following
aspects-

i. Full compliance with applicable legal requirements.
ii. Evaluating the effectiveness of our AM system for continuous improvement

and satisfying the needs of our stakeholders.
iii. Continuously optimize the cost management, operational performance, risk

management and the total life cycle cost, and improve the efficiency and
effectiveness of AM processes. To facilitate such, DSD Sewage Treatment
Division will maintain current, relevant & reliable data & records of critical
assets; as well as understanding & forecasting asset maintenance & renewal
costs.

iv. Regular review of the AM Strategy, Objectives and Plans

Along with this AM policy, NPRs have established corresponding AM plan that
covered the management strategies and action plans of the critical assets across their
life cycle, from acquisition, utilization, maintenance, to disposal. To prepare the
AM plan, NPRs consolidated the asset life cycle information including demand
forecast, asset current condition /performance, asset remaining service life, risk
level, acquisition cost, utilization and maintenance cost, failure history, etc. from
the CMMS. The following AM objectives would then be determined based on the
desired level of services with due consideration to cost, risk and performance:

Fig. 17 Sample of failure cause analysis
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i. Reduction of corrective maintenance man hours (Expenditure)
ii. Meeting zero overflow incidents resulting from equipment breakdown. (Level

of Performance)
iii. Maintaining service availability of selected critical asset to the certain per-

centage as specified in AM Plan. (Risk)

The AM plan could also embrace life cycle cost management capability which
would enable projection of the funding required to meet the levels of performance.
It also provides an overview of future asset replacement requirements in a 5-year
plan so that replacement alternatives and expenditure profile can be planned ahead.

It is remarked that DSD has implemented an IMS to safeguard its sewage
treatment operations. The developed AM system shall be able to link up and hand-
shake with the existing IMS so that maximum synergy between the two systems can
be achieved without duplication of effort from operation and system administration
point of view.

Fig. 18 Sample data collection form for monitoring performance of critical assets
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6.2.4 TAMDP

When the implementation of the AM system in the SCPs becomes mature, a
TAMDP which will consolidate the findings and practical experience learnt from
the Stage 2 study such as the major hurdles, overall strengths and weaknesses of the
organization, etc. will be prepared. TAMDP will present a prioritized resources plan
to raise the overall maturity level of E&M Branch of DSD in compliance with PAS
55 in the next 5 years.

6.3 Stage 3 (June 2014–December 2018)

Upon completion of Stage 2 study, the established TAM system shall have mean-
ingful representation of the major types of sewage treatment facilities in E&MBranch
of DSD. The similar TAM System can then be populated progressively to other
sewage treatment facilities from 2014 to 2018 according to the recommendation from
TAMDP. Surveillance audits will also be conducted annually to ensure that the TAM
system is implemented in compliance with the requirements of PAS 55.

7 Conclusion

PAS 55 system can provide a holistic and effective framework, which would guide
and enable leading public utilities in many parts of world, including those in Hong
Kong, to manage their assets and asset systems in a well-balanced (i.e. cost, risk and
performance) and self-managed (Plan-Do-Check-Act) settings in order to optimise
the whole life cycle cost. The insight on asset management as conceived above was
based on the experience gained from overseas duty visits and experience sharing
with fellow asset management practitioners locally.

As a government department, DSD is striving to establish a Total Asset Man-
agement system to optimize the long term operation and maintenance of DSD’s
facilities. In line with this departmental goal and sharing the insight mentioned
above, a strategic asset management approach for sewage treatment facilities in
DSD has been developed. Under strategic goal 4(b), actions to build up competence
in TAM, to improve the accuracy of asset inventory and to develop the first 5-year
TAM plan have been progressively deployed since October 2012. These studies are
still on-going till completion of its stage 2 by May 2014.

In the AM journey, our focus has been placed to have frequent communications
with stakeholders involved from the frontline staff to top management. These are
manifested by different forms and levels of meetings, training courses, briefing
sessions and facilitation workshops to sustain the momentum, which is a key
successful factor in this change management process.
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The effectiveness of the trial TAM system will be evaluated by April 2014 for
refining the ultimate goal to attain full certification of all DSD’s Sewage E&M
Assets in the next five years as well as the effectiveness on the use of QR code and
RFID on retrieval of equipment maintenance history by mobile device and asset
inventory information by wireless detection technology respectively.
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Use of Information Technology in Asset
Management for Sewage Treatment Plants
in the Drainage Services Department

T.K. Wong

Abstract Over the past few decades, the advent of the digital revolution has
transformed the landscapes of all utilities. Sewage treatment is one of them.
Information technology (IT) has increasingly been incorporated into all operational
aspects of the sewage treatment industry, and particularly in the last decade, it has
become an indispensable tool without which the industry cannot keep going, thanks
to increasing automation of sewage treatment plants. Not only is IT used exclu-
sively for automation. An area that is receiving increasing attention lately in terms
of the value added of applying IT to support business decision making and oper-
ation is asset management. In order to effectively and efficiently manage assets in
sewage treatment plants, the Drainage Services Department has transformed their
life-cycle management system of sewage treatment asset from paper-based pro-
cesses to an IT-based system. In the heart of this IT system is an application called
“Sewage Treatment Operation and Maintenance Management Information System
(STOMMIS)”, which involves the synchronization and direct integration of mul-
tiple IT systems, including process control and automation systems, maintenance
management and stock control systems, financial information system, and labora-
tory information systems. Data collected by STOMMIS are stored in a data
warehouse for analysis to support optimization of maintenance activities as well as
the development of asset replacement plan based on asset conditions and risks.
Over time, the use of information technology to support asset management will
only evolve and increase. This will include the use of intelligent devices on assets
that will be able to monitor and report back their capacity, use, and downtimes. This
paper will give an overview on what the Drainage Services Department, the
Government of the Hong Kong Special Administrative Region has done in terms of
applying IT to asset management in sewage treatment plants and the way forward
for continual improvement.
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1 Introduction

Drainage Services Department (DSD) is currently operating 292 sewage treatment
facilities, including 68 sewage treatment works and 224 sewage pumping stations.
DSD is also managing an extensive sewerage network that covers the entire Hong
Kong, with a total length of about 1,683 km, almost the distance from Hong Kong
to Jinan, Shandong. Every day, on average, roughly 2.7 million m3 of sewage was
collected from the public sewerage network and treated by these facilities. The
number of Hong Kong people being served by DSD’s sewerage network and
facilities is almost 6.7 million, about 93 % of the total population. [1].

DSD is committed to maintaining and improving the sewage collection and
treatment facilities to ensure their continual efficient and effective operation. To
achieve this end, DSD envisions the introduction of a “Total Asset Management
Scheme” to ensure a clearer and more systematic allocation of resources [2].
Specifically, DSD is implementing PAS 55 [3], a Publicly Available Specification
published by the British Standards Institution for the optimised management of
physical assets, and is actively seeking certification of it. PAS 55 is chosen because
this specification is the culmination of the latest thinking in terms of best practices
in asset management systems. Furthermore, the International Standards Organisa-
tion (ISO) has accepted PAS 55 as the basis for development of the new ISO 55000
series of international standards.

As the challenges posed by the sewage collection network and the sewage
treatment facilities are different from the perspectives of asset management and risk
complexity [4], DSD has separate information systems for each. In this paper the
information system for the management of DSD’s sewage treatment facilities (and
also 33 stormwater pumping stations, which constitute only a trivial part of the
system), Sewage Treatment Operation and Maintenance Management System
(STOMMIS), will be discussed.

2 Asset Management and PAS 55

PAS 55 defines asset management as “systematic and coordinated activities and
practices through which an organization optimally and sustainably manages its
assets and asset systems, their associated performance, risks and expenditures over
their life cycles for the purpose of achieving its organizational strategic plan” [3]. It
is much more than just the maintenance or care of physical assets. Good asset
management considers and optimizes the conflicting priorities of asset utilization
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and asset care, of short-term performance opportunities and long-term sustain-
ability, and between capital investments and subsequent operating costs, risks and
performance. “Life cycle” asset management is also more than simply the con-
sideration of capital costs and operating costs over pre-determined asset “life”
assumptions. Truly optimized, whole life asset management includes risk exposures
and performance attributes, and considers the asset’s economic life as the result of
an optimization process (depending upon the design, utilization, maintenance,
obsolescence and other factors) [5].

Overall, using PAS 55 enables DSD to [6]:

• Achieve asset management good practices
• Start processes to map the entire asset base and create the information strategy in

accordance with the overall strategy
• Organize around true life cycle asset management processes
• Challenge and reduce current time-based work and replace with a “risk-based”

management approach
• Position asset management-specific accountability from the “shop floor to the

top floor” and create motivational performance management
• Focus on building the asset management knowledge base
• Understand and target the tools, and engage the entire organization
• Adopt a truly holistic approach by continuously challenging good or best

practices.

3 Role of Information Technology in PAS 55

Unlike the 2004 version, which explicitly mandates the establishment and main-
tenance of an “asset management information system” [7], the role of information
technology (IT) in PAS 55-1:2008 is relatively agnostic. However, it is a no-brainer
that an IT system is needed for compliance, given the emphasis the 2008 version
places on information management.

As a specification document that provides the “requirements” for good asset
management, PAS 55 does not provide any “instructions” for selecting information
systems. However, there are aspects of PAS-55 that place specific requirements
upon any information systems that may be used. Most of the more direct impli-
cations for IT systems are contained in Clause 4.4.6, which requires:

• Identification of the required asset management information considering all
phases of the asset life cycle

• Design, implementation and maintenance of a system(s) for managing asset
management information
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• Employees and other stakeholders, including contracted service providers, shall
have access to the information relevant to their asset management activities or
responsibilities

• Where separate asset management information systems exist, the organization
shall ensure that the information provided by these systems is consistent

• Establishment, implementation and maintenance of procedure(s) for controlling
all required information

So while PAS 55 does not directly mandate a particular set of IT solutions be
implemented, it does set goals for IT governance and control that are best met by an
application capable of encompassing the entire asset life cycle, which includes the
processes of planning and engineering of the asset, maintenance and operation and
the eventual retirement and decommissioning. Across this entire asset life cycle, the
IT system is used to define enterprise risks and how they will be managed, which
include physical failures, operational requirements, environmental events, etc. Such
information must be made available to all stakeholders. This suggests that direct
implementation of contemporary Computerised Maintenance Management System
(CMMS) alone may not be the optimal solution. In fact, the most desirable situation
is the complete integration of into a single enterprise IT system [8].

4 Configuration of STOMMIS

Before the implementation of STOMMIS, DSD had a myriad of information sys-
tems (a total of five computerized maintenance management systems, more than 10
stock or inventory management systems, a financial information system, and many
“excel-based” systems, etc., see (Fig. 1), each having its own database structure and
format, for the management of its sewage treatment facilities. In theory, together
these systems can fulfil the analysis and reporting requirements demanded by good
asset management principles, but in practice the cost of manually collating and
reporting the data is not acceptable in terms of manpower requirement and in light
of the availability of contemporary information systems.

To address this problem and to follow the global trend of IT systems consoli-
dation to support decision making and operation in asset management [9], DSD has
synchronized and integrate those information systems that are essential to the asset
management of sewage treatment facilities and adoption of PAS 55. Hence,
STOMMIS is born.

STOMMIS is an Enterprise Resource Planning (ERP) system consisting of a
data warehouse with Business Intelligence (BI) capability, a CMMS complete with
procurement and inventory control functions, and interfaces with various sewage
treatment facilities’ process control systems, Government Financial Management
Information System, and Laboratory Information Management System. Resilience
is provided through disaster recovery servers located at a different building from the
production servers.
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5 Role of STOMMIS in Asset Management

By integrating the various information systems, STOMMIS is able to provide the
following features that support PAS 55 implementation:

• A single enterprise system encompassing the whole life cycle of asset “from
cradle to grave”

• A single version of the truth stored in the data warehouse for all asset infor-
mation throughout the whole DSD

• An inventory register with a well-defined hierarchy
• On-going, near real time asset performance information collected from process

control systems
• A single platform for defining performance criteria and associated key perfor-

mance indictor (KPI) measures for comparison across facilities both within and
without DSD for continual improvement purposes

Fig. 1 Situations before and
after implementation of
STOMMIS
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• A single, unified interface for operation and maintenance staff to run their day-
to-day activities

• A single, unified interface for management staff to track and manage problems
and changes

• Identification and management of asset-related risks from information collected
through CMMS and process control systems

• Built-in formal structure for reporting asset failures by individual asset and by
asset type, thereby supporting mean time between failures and mean time to
repair types of analysis with a view to further enhancement for failure mode and
effects analysis to support Reliability-Centered Maintenance (RCM)

• Workflow engine of CMMS enables procedures and practices to be standardised
for the operation and maintenance of all sewage treatment facilities

• A secure data repository with disaster recovery capability for all asset
information

6 Challenges and Way Forward

Asset information in STOMMIS is important for the successful implementation of
asset management because it represents the collective knowledge used to manage
assets. However, there are two main challenges: How the required information can
be captured and what actions can be taken with this information on hand.

Information emerging from the life cycle of asset is usually hard to capture and
in most cases lost. Although performance data can be automatically captured from
process control systems, asset conditions cannot be easily done. The emergence of
automated identification and capture (ADIC) technologies such as Radio Frequency
IDentification (RFID) and smart sensors together with wireless communication can
greatly help in information collection owing to their ability to capture and manage
information regarding key events along an asset’s life cycle [10]. They are
recognised as the key constituents of eMaintenance, the technological framework
that empowers organisations to streamline their asset management services and data
delivery across the maintenance operations chain.

eMaintenance can be considered a technology where information is provided
where it is needed and maintenance is a task that is about information when done in
an effective way [11]. Maintenance actions are taken at optimal timing based on
need and risks. It is a hot research topic in recent years. The EU FP6 funded
Dynamite project (Dynamic Decisions in Maintenance, IP017498) developed and
tested a set of methodologies and tools to support the eMaintenance processes [12].
Besides RFID and smart sensors, eMaintenance requires technologies such as signal
analysis, smart decision support, portable computing devices, cloud services,
common database schemas, etc. It has been argued that such technological
advancements are likely to provide a bonanza in asset management [13], yet this
has yet to be materialized and its economic case yet to be vindicated. eMaintenance
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is still at its inchoate stage but its adoption will be more widespread with improved
availability of data from RFID and smart sensors that can support diagnosis and
prognosis and breakthroughs in signal analysis techniques and simulation models.

7 Conclusion

Asset management has become an essential business process in sewage treatment
industry. Using PAS 55, a standard methodology for asset management, an orga-
nization can drive down costs and bring about service improvement. Information
technology forms a core part of asset management, without which the whole edifice
cannot stand.

STOMMIS is a case in point. It forms an indispensable part of DSD’s asset
management system. Although in its present form it can already satisfy the state-of-
the-art good asset management practice, namely PAS 55, there is still scope for
improvement. The use of RFID, smart sensors and wireless communication tech-
nologies can greatly improve the data collection process, and the use of advanced
algorithms for data analysis can provide insights for decision making. However, it
will take some time to prioritise all the offered opportunities and reap the full
benefits.

It should be emphasized that the application of information technology to asset
management is not about having one single initiative and several projects, but about
creating a way of life in daily operation and maintenance activities that encourages
timely capture of relevant data from smart devices, analysis of that data by
improved techniques and increased computing power and their effective use in
decisions and execution.
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Development of a Total Asset Management
Strategy for the Operations
and Maintenance Branch of the Drainage
Services Department, the Government
of the Hong Kong Special Administrative
Region

Ian Martin, Edward Poon, Yiu Wing Chung, Kwai Cheung Lai
and Chi Leung Wong

Abstract Established in 1989, the Drainage Services Department (DSD) of the
Government of the Hong Kong Special Administrative Region (HKSAR) manages
the drainage and sewerage infrastructure in Hong Kong. DSD’s vision is to provide
world-class wastewater and stormwater drainage services enabling the sustainable
development of Hong Kong. Within this Department, the Operations and Mainte-
nance (O&M) Branch is the arm responsible for the operation and maintenance of
public stormwater drainage and sewerage assets. Being a relatively wealthy city,
Hong Kong has one of the most reliable drainage and sewerage systems around the
world. Being a responsible organisation, DSD’s O&M Branch intends to implement
Total Asset Management (TAM) to optimise the long-term management of assets
and ensure cost effectiveness in utilising funds. AECOM Asia Co. Ltd. was com-
missioned by DSD in November 2012 to provide the consultancy support to the
TAM Project in developing the TAM strategy in O&M Branch. This paper will
present (1) the needs and drivers for DSD’s O&M Branch in adopting TAM; (2) the
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approach adopted by DSD’s O&M Branch in commencing its Asset Management
(AM) journey; and (3) the way forward for DSD’s O&M Branch in implementing
TAM. This paper will also address how the O&M Branch is prepared to work
together with the other DSD’s Branches in expanding the current TAM strategy
across the entire Department.

1 Introduction

The Drainage Services Department (DSD) of the Government of the Hong Kong
Special Administrative Region (HKSAR) manages stormwater runoff and waste-
water collection and disposal from a population of around seven million people.
These activities are absolutely fundamental for the sustainability, resilience and
well-being of a developed community. They support the fabric of a modern society
and support economic growth.

These activities are enabled through an extensive network of intakes, pipes,
culverts, open channels, pumping stations, treatment facilities, outlets, and many
other infrastructure assets. To provide an understanding of scale, the network
includes 1,647 km of sewers, 2,372 km of drains, 338 km of engineered channels,
more than 160,000 nos. of manholes, 320 pumping stations and 68 wastewater
treatment facilities.

Although DSD has successfully managed these networks since its inception, it
has committed to deliberately progressing its systematic asset management journey.

2 Organisational Drivers

Infrastructure, such as that enabling the services that DSD delivers, has been
developed progressively for more than 100 years and represents major societal
investment. In many “mature” nations, it was not uncommon as recently as ten
years ago, to find organisations owning and managing extensive networks unable to
report what infrastructure they had, let alone where it was, what condition it was in,
its value or its performance, and what level of service was being provided.

Typically, prominent drivers for organisations to implement systematic asset
management practices are the following:

• Limited financial, or other resources
• Legislative or regulatory requirement
• Unknown or high risk profile
• Industry influence

However, there is a growing industry understanding of the benefits realised
through implementing an appropriate level of asset management practice. Indeed,
there is a growing belief that true value from implementing systematic asset
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management principles is only achieved through strong organisational commitment,
and that, in many ways, prescriptive legislation can lead to the adoption of a com-
pliance mentality which can stymie innovation and hinder asset management
advancement.

DSD has recognised the benefits that systematic asset management can bring to
itself and its stakeholders, and is committed to achieving a level of maturity
commensurate with the population served, stakeholders’ needs, organisational
profile, and extent and characteristics of the enabling infrastructure. Although it has,
to date, had adequate funding to react to maintenance and renewal needs as they
have arisen and to undertake its infrastructure development projects, it is driven by
its desire, as a responsible entity, to:

• Most cost effectively provide its services to its current and future customers and
to meet the needs of its stakeholders.

• Improve its customer-centric approach through identification of the stakehold-
ers’ expectations and effectively mobilisation of resources to provide the desired
level of services.

• Identify and manage risk proactively by avoiding and minimising disturbance to
service and social activities due to asset failure.

• Demonstrate prudent and sustainable management to its stakeholders including
the general public, DSD staff and the natural environment.

There is also the basic understanding that, whilst there has been adequate funding
to date, this does not necessarily mean that this will continue into the future, as many
nations have experienced through the recent Global Financial Crisis.

3 Asset Management Maturity

Prior to commencing the Project, DSD undertook industry research to gain a better
understanding of the path of asset maturity development in other nations, and to
apply any lessons learned to its own journey. The strongest learning points were
identified as:

• The need to understand that asset management is more than just managing
assets. The term asset management is somewhat self-limiting and there needs to
be a strong understanding that assets only exist to provide a service. Asset
management describes the activities and underpinning philosophies behind
successfully delivering asset intensive organisational objectives.

• The need for strong corporate commitment to asset management, and the
understanding that, for asset intensive organisations, i.e. what they do to deliver
the service to the customers.

• The need to establish a sound foundation on which to build processes, tools and
systems. Although New Zealand and Australia have been practicing systematic
asset management for nearly twenty years, it is only relatively recently that asset
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management policies, strategies, objectives, and even organisationally-consis-
tent service level, risk and criticality frameworks are being developed. This has
led, in some cases, to significant rework to rationalise existing tools and
frameworks to achieve a clear “line-of-sight” from organisational objectives to
works programmes.

• The importance of good data, and the understanding that this is not necessarily
the same thing as comprehensive data. Capturing and managing data, particu-
larly associated with extensive underground networks, is expensive and time
consuming. Data need to be adequate to enable sound decision-making, but this
needs to be balanced with the effort to collect and manage it.

• The importance in good processes and systems, but also the understanding that
an asset management information system is only a tool, and in itself is not the
answer to sound asset management planning.

Briefing sessions coupled with pre-workshop preparatory information packs
were held with all relevant O&M staff members to raise awareness of asset man-
agement principles, introduce the Project, and prepare them for the gap analysis
interviews introduced in the following section. Noting the reliance on senior
management commitment to achieve asset management planning success, a specific
briefing was delivered to the senior directorates.

4 Developing the Total Asset Management Roadmap

Approach adopted for this Project is to conduct a gap analysis to compare existing
practices against leading asset management practices from around the world and to
develop a summary of gaps and the corresponding area of improvements. Each
improvement will be assessed on their relative importance for practical improve-
ment in current drainage asset management practices and then prioritised to form
the Total Asset Management roadmap for the O&M Branch of DSD.

4.1 Objectives

The objectives of this Project were to:

• raise asset management awareness within the O&M Branch of DSD;
• systematically assess and document DSD’s current asset management practices

against a series of leading asset management practice statements sourced from a
series of internationally recognised frameworks; and

• develop a prioritised, scheduled and resourced roadmap of improvement
activities to guide DSD in its systematic implementation of asset management
planning in O&M Branch to achieve an “appropriate” level of asset manage-
ment maturity.
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4.2 Assessment Framework

Frameworks used for assessing asset management practice in mature asset man-
agement nations were reviewed and from these a composite framework was
developed specifically for the O&M Branch of DSD. Components that fed into this
specific framework were:

• AECOM “Gap Tool”. This tool has been progressively developed over the past
15 years with an underpinning framework drawing from principles within the
International Infrastructure Management Manual (IIMM), amongst others.

• International Infrastructure Management Manual (IIMM). First published in
1996, with updates in 2002, 2006 and 2011. This may be the earliest compre-
hensive AM manual and is internationally recognised as the leading asset
management guideline.

• BSI PAS 55 2008. This document provides the “what you need to do” to
accompany the “how you should do it” provided in the IIMM. ISO 55000 is
currently being developed for release in 2013 which will supersede PAS 55.

• WSAA Asset Management Process Benchmarking Framework. This is the
leading AM process benchmarking project across the world for the water
industry and has been in place since 2004.

• Asset Management BC Roadmap. AssetSMART is a framework that local
governments in British Columbia (Canada) use to assess their capacity to
manage their assets.

• IWA’s publication “Leading Practices for Strategic Asset Management”. In
response to the need identified by its utility members, the Water Environment
Research Foundation funded a research programme on Strategic Asset Man-
agement (SAM) Implementation and Communication for wastewater and water
utilities. The document identifies and documents leading strategic asset man-
agement practices used by utilities

The composite framework has 360 “leading practice statements” which sys-
tematically guide the assessment of the O&M Branch of DSD’s:

• Asset knowledge, the appropriateness, reliability and accessibility of data, and
the processes associated with the use and maintenance of asset data.

• Strategic planning processes, the processes used in the implementation of AM
activities including failure planning, risk management, service level reviews,
and long term financial planning.

• Current AM practices, the processes used in the implementation of AM activ-
ities including capital expenditure programmes, and operations and maintenance
management.

• AM plans that identify the optimum lifecycle management tactics and resources.
• Information systems to support (and often replicate) AM processes and store/

manipulate data.
• Organisational tactics including organisational, contractual and people issues.
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• Embedment of AM into the organisation through formal processes and organ-
isational structure and commitment (PAS 55).

Each leading practice statement is weighted to reflect its relative importance
within its corresponding element. Each element has been assumed to be weighted
evenly. These are user-defined weightings which can be reviewed and refined at
subsequent assessments if required (Fig. 1).

Asset Information Strategic Planning 
Processes AM Practice AM Plan / 

Documentation AM Systems Organisational 
Tactics PAS 55 Maturity

10 Elements
Asset categorisation
Location data
Physical attributes data
etc

10 Elements
Demand forecasting
Strategic failure prediction
Tactical failure prediction
etc

10 Elements
Project identification
Capex evaluation
Design processes
etc

8 Elements
AM policy and strategy
Levels of service
Demand management
etc

7 Elements
Asset register system
GIS
Customer service system
etc

9 Elements
AM improvement
Commercial tactics
Corporate commitment
etc

6 Elements
Asset strategy & delivery
Documentation controls
Systems & Info Mgement
etc

47 leading practice statements

55 leading practice statements

80 leading practice statements

47 leading practice statements

43 leading practice statements

57 leading practice statements

31 leading practice statements

7 CATEGORIES

60 ELEMENTS

360 LEADING 
PRACTICE 

STATEMENTS

Fig. 1 DSD’s asset management practice assessment framework
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4.3 Assessment of Asset Management Practice

A two-week series of workshops was held with key staff in O&M Branch to assess
current and “appropriate” practice, guided by the developed framework. Each
current practice was described and scored with reference to the defined scoring
guidelines presented in Table 1. This was then compared to “appropriate” practice,
and a description of what would be required to achieve this appropriate practice
note. Current improvement initiatives were also recorded.

Appropriate practice needs to be defined by the organisation itself, and typically
draws on an understanding of the organisation’s risk profile, its objectives and
priorities, the size and complexity of the service and enabling infrastructure it
manages, how it compares with other peer organisations (e.g. through bench-
marking programmes) and its available resources.

This can be difficult to define in the initial status review, therefore AM specialists
provided guidance based on their industry knowledge and targeted those
improvement actions to be implemented within a suitable time frame. Subsequent
reviews will allow organisations within the O&M Branch of DSD to progressively
define their own “appropriate” practice.

Asset management practice “maturity” was presented both graphically and in
tabular format to allow the DSD’s management to quickly understand the magni-
tude of the gap between current and appropriate practice, and also be able to drill
down into the detailed activities required to close this gap. An example of the
graphical presentations is provided below (Fig. 2).

Table 1 Composite benefit

High Moderate Low
100 Very High High Moderate
90 Very High High Moderate
80 Very High High Moderate
70 Very High High Moderate
60 High Moderate Low
50 High Moderate Low
40 High Moderate Low
30 High Moderate Low
20 High Moderate Low
10 Moderate Moderate Low
0 Moderate Low Low

Assessed Benefit

N
o
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ed

 G
ap
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Project 
Identification/ 
Prioritisation

CAPEX 
Evaluation

Design 
Processes

CAPEX 
Contract 

Management

O & M 
Strategy and 

Analysis
O & M Plans

O & M 
Contract 

Management

Operations 
Execution

Maintenance 
Execution

O & M 
Monitoring

3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9 3.10

Appropriate Score 85% 81% 85% 85% 85% 79% 85% 74% 71% 77%

Current Score 40% 37% 62% 81% 24% 36% 85% 56% 34% 49%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

AM Practices

Fig. 2 Example graphical outputs of AM practice “maturity”
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The current status of the O&M Branch of DSD is typical for an infrastructure
intensive organisation commencing its systematic asset management development
programme. Areas that are typically of interest to engineers and other technical staff
include data and systems, and works control. Areas of strength were identified as:

• Staff understand the components of asset management and appear to work
collaboratively, even though this Project marks the start of DSD’s systematic
asset management development journey and much of the asset management
terminology is new to the DSD.

• Sound procurement and contract monitoring practice is in place with clear
guidelines and procedures developed and followed.

• Hydraulic modelling is undertaken by DSD. Although not necessarily covering
every pipelines due to limitation on resources and software, these models cover
most of the wider Hong Kong area.

• There are extensive and frequent condition data capture programmes in place,
mainly using CCTV techniques, but also zoom camera, sonar and laser
profilometry.

Key opportunities for improvement were identified as:

• An asset management policy, strategy and objectives, together with an inte-
grated asset management framework are needed as foundation for sustainable
management of the infrastructure and the service enabled by this infrastructure.

• Service level, performance and risk management frameworks are required as a
basis on which to define what DSD should provide to the customers and other
stakeholders in respect of operations and maintenance of sewerage and drainage
assets, which in turn forms the basis for all works activities and expenditure.

• Documented lifecycle strategies and an asset management plan are needed to
formally bring together the different aspects of asset management planning and
to communicate current and future issues, strategies to address these issues,
work requirements and expenditure forecasts. The asset management plan
should be seen as the DSD’s main planning tool.

4.4 Developing the Roadmap

In order to develop a clear and achievable roadmap to guide the O&M Branch of
DSD for the necessary improvements to be carried out in short-medium term say
the next three-year, outputs from the gap assessment were then grouped, prioritised
and scheduled, with responsibilities and estimated resource requirements recorded,
and detailed project briefs prepared for each improvement project scheduled to
commence in the next 12 months.

Individual improvement activities were aggregated into improvement projects
based on the areas of improvement which may be to address the needs of one or
more than one elements and/or categories of the framework, which had, in some
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cases, sub-projects. Each improvement project was prioritised and scheduled con-
sidering the following aspects:

4.4.1 Benefit

Composite benefit has been assessed as Low, Moderate, High or Very High
considering:

• Size of the weighted gap within the gap analysis, which assesses both the size of
the gap between current and appropriate practice at the elemental level and the
assessed importance of that particular practice. This has been “normalised” to
achieve a range of scores between 0 and 100.

• Assessment of the benefit of implementing the identified improvement project.
This has been rated as Low, Moderate and High.

4.4.2 Effort

Composite effort has been assessed as Low, Moderate, High or Very High
considering:

• Estimated cost of implementing the improvement project. This is a high level
estimate only and will be reviewed in greater detail prior to commissioning
external resources and/or otherwise implementing the improvement project.
Costs have been rated as < $100,000, $100,000–$500,000, $500,000–$1
million, and > $1 million.

• Complexity and/or risk associated with undertaking the improvement project.
This has been rated as Complex, Moderate and Straightforward (Table 2).

4.4.3 Priority

Priority then considers the composite benefit and composite effort as presented in
Table 3.

Table 2 Composite effort

Complex Moderate Straightforward
>$1,000,000 Very High Very High High

$500,000 - $1,000,000 Very High High Moderate
$100,000 - $500,000 High Moderate Low

<$100,000 Moderate Low Low

Complexity/Risk
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4.4.4 Scheduling

Scheduling of improvement projects was undertaken by considering the individual
improvement activities and the logical progression of these. The fundamental
principles that were followed in developing the improvement plan were defined
through the initial work reviewing the lessons learned from others in asset man-
agement development discussed. One of the key principles is that the development
of a sound policy and framework is essential for achieving a clear line of sight,
“joined-up” thinking, consistent and robust asset management processes, systems,
strategies, and plans.

The scheduling recognised instances where completion of improvement projects
relies on the completion of activities in other improvement projects. This has
resulted in some cases in Moderate priority improvement projects being scheduled
before High priority improvement projects.

Figure 3 and Table 4 present the improvement programme. Each improvement
project is detailed into improvement activities, not presented in Table 4 for clarity,
and, underpinning this information is a series of detailed project briefs.

Table 3 Improvement project priority

Low Moderate High Very High
Very High Very High Very High High Moderate

High Very High High High Moderate
Moderate High Moderate Moderate Low

Low Moderate Low Low Low

Composite Effort
C

o
m

p
o

si
te

 
B

en
ef

it

Fig. 3 Draft improvement programme
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Table 4 Improvement projects and underpinning improvement activities

Improvement Project Sub-Project
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it
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E
ff

o
rt

P
ri

o
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ty

1 AM Policy and Strategy AM system H L VH

AM policy and strategy

Review

2 Service Level and Performance 
Framework

Performance Framework H H H

LOS Options and Change

LOS Outputs

R&R Strategy (underway) Lifecycle Strategies H VH M

Analysis and ODM

4 Development Strategy Lifecycle Strategies H M H

ODM

5 Risk Management Policy Strategy and Framework H H H

Risk Assessment

ODM

6 O&M Strategy Lifecycle Strategies H H H

Analysis

Procedures

7 Demand Forecasting Demand Forecasting M M M

Demand Modelling

8 Improvement Plan M L H

9 AM Plan AM plan VH M VH

10 AM Commitment Responsibilities H H H

Organisational structure

Training and skills

11 Uncertainty Analysis M M H

12 AMIS Strategy AMIS Strategy H M H

Asset Register System

Geographic Information System

Customer Service System

Maintenance Management System

Condition Monitoring System

Advanced AM Systems

6 O&M Strategy Lifecycle Strategies H H H

Analysis

Procedures

7 Demand Forecasting Demand Forecasting M M M

Demand Modelling

8 Improvement Plan M L H

9 AM Plan AM plan VH M VH

10 AM Commitment Responsibilities H H H

Organisational structure

Training and skills

11 Uncertainty Analysis M M H

12 AMIS Strategy AMIS Strategy H M H

Asset Register System

Geographic Information System

Customer Service System

Maintenance Management System

Condition Monitoring System

Advanced AM Systems

(continued)
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13 Data Standards Asset Categorisation H M H

Location Data

Condition Data

Capacity Data

Financial Data

Asset Register System

Asset Register System

Geographic Information System

Data warehouse

14 Data Improvement Location Data H M H

Physical Attributes Data

Capacity Data

Asset Life Data

Financial Data

13 Data Standards Asset Categorisation H M H

Location Data

Condition Data

Capacity Data

Financial Data

Asset Register System

Asset Register System

Geographic Information System

Data warehouse

14 Data Improvement Location Data H M H

Physical Attributes Data

Capacity Data

Asset Life Data

Financial Data
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O & M Monitoring

Capacity / Utilisation (Hydraulic, 
Plant) Models

15 AMIS Improvement O & M Data H M H

Asset Life Data

Financial Data

Asset Register System

Geographic Information System

Customer Service System

Maintenance Management System

Condition Monitoring System

Advanced AM Systems

16 Change Management Location Data M M M

O & M Data

Condition Data

Capacity Data

Performance Data

Asset Life Data

(continued)

Table 4 (continued)
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5 Implementing the Roadmap

At the time of writing this paper, the O&M Branch of DSD was in the process of
planning the implementation of the roadmap. Key challenges identified and to be
addressed include:

• Current organisational structure. Like most if not all organisations, DSD has
several distinct Branches in charge of varying responsibilities. In this instance,
the O&M Branch has undertaken the assessment and development of the
roadmap, although asset management planning, in the wider definition of
the term, extends beyond this Branch alone. In particular, when considering the
intent of PAS 55 and ISO 55000, it could be argued that consistent frameworks
and approaches should be developed across the entire DSD. Although there is
reasonable communication and collaboration across Branches, there is a risk that

17 Options Analysis M H M

18 Project Prioritisation and Justification M H M

19 Emergency Response M M M

20 Design and Construction Standards L L M

21 Service Delivery Review Service Delivery Strategy M H M

Work Efficiency

Systems

Improvement Project Sub-Project
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te
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ri

o
ri

ty

Financial Data

O & M Monitoring

Geographic Information System

Customer Service System

Maintenance Management System

Maintenance Management System 

External drivers

Benchmarking

22 Project Reviews L L M

23 Technical Information Packages L L M

24 Innovation System L L M

25 Quality System L H L

Table 4 (continued)
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systematic asset management planning objectives and strategy are not aligned
between Branches. Top management support and involvement is important for
the successful implementation of asset management. In addition, an AM steering
committee is also setup within O&M Branch where representatives from other
Branches will be invited to attend the committee meetings to ensure key AM
principles and directions are aligned and to enhance exchange of experience and
knowledge in AM development between different Branches. For matters
affecting DSD as a whole such as AM Policy and Strategy, commitment from
top management will be sought to ensure approaches adopted by different
Branches will be converged to the same goals.

• Time and resource constraints. Although asset management planning should be
considered as a core activity, DSD, like most organisations at the start of the
asset management journey, need to be able to manage conflicting priorities. The
roadmap focuses on improvement projects of a strategic nature. It can be dif-
ficult for improvement projects to be given the priority in amongst the many
day-to-day operational activities that DSD staff are faced with. Consideration is
being given to separating out roles and responsibilities to address this issue.

• Skill constraints. DSD understands that it does not have all the expertise
required to complete the improvement projects and it is likely to require external
specialist assistance. However, DSD also understands that it needs to be heavily
involved in the improvement process and cannot simply rely on external spe-
cialists to undertake the work for them. Asset management success will rely on
organisational ownership of the process and the outputs.

• Funding constraints and organisational priorities. Implementing sound asset
management practice, including streamlining systems and developing processes
and tools will require effort and cost. Given that there have been no catastrophic
asset failures and that funding is currently sufficient to respond to incidents as
they arise, there is a possibility that the continued implementation of the asset
management improvement roadmap is not regarded as an organisational priority.
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Research on the Maturity Evaluation
Method of the Transfer Phase in Flight
Test

Wenjin Zhang, Jie Meng, Nan Lan and Ying Ma

Abstract In the development of new aircrafts, flight test is a crucial link between
the manufacturing process of the prototype and the acceptance of the final product.
Based on the division of test phrase in China, this chapter explores the construction
ideas of flight test maturity models. In terms of the technology status, integration
status, manufacturing status, flight test status and RMS status, this chapter describes
the flight test maturity, and establishes a more comprehensive and objective model
—the Flight Test Maturity Model (FTMM) with specific description of each level
of the test flight maturity characteristics. In this chapter, Flight state of maturity
serves as the theoretical basis for the evaluation of the flight test phase, the Attribute
Comprehensive Evaluation method is also used to test flight maturity. An example
is given using flight testing maturity model to evaluate the test status of a new type
of aircraft, which verifies the correctness of the model and its applicability in the
flight test work.

1 Introduction

Flight test refers to the flight launched to testify and examine the capability and
operating characteristic of airplanes or other aerial equipment, which is also called
test flight. The improvement in the reliability, maintainability, supportability and
testability (RMS) of equipment is highly necessary in the development of airplanes.
Flight test phase is an important phase during which the RMS of new airplanes will
be evaluated. The new generation of fighter jets stands out for their new techno-
logical characteristics like supersonic cruise, stealth performance, high maneuver-
ability and the application of comprehensive avionic technologies, which has raised
new requirements for the RMS evaluation [1]. With the complexity of newly
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developed fighter jets increasing, it has become quite important to search for new
RMS evaluation methods [2].

The problems existing in the current evaluation methods during transfer phase of
the flight test are as follows: (1) The evaluation mainly focuses on whether the
capability of airplanes can meet the technical index, regardless of the influence
caused by RMS. (2) The evaluation depends a lot on experience, lacking in a
complete evaluation system.

Maturity Model(MM) originally comes from the research on life cycle, and is
now applied in many fields, for instance, Capability Maturity Model for Software,
Project Management Maturity Model and Information technology maturity model.
These models have played positive roles in the guidance of engineering
applications.

To better support Interdisciplinary groups, concurrent engineering and some
other highly-automatic and hybrid engineering development environment, the
Software Engineering Institute (SEI) in Carnegie Mellon University(CMU), USA
released the Capability Maturity Model Integration (CMMI) in 2001.12 [3]. Wang
put forward the concept of Reliability Engineering Capability in his master thesis,
and built the framework of the Reliability Engineering Capability Maturity Model,
which amplified the evaluation object [4].

This chapter combines flight test with the theory of maturity, and conducts
research on a structured model that can describe and measure the maturity of flight
test, which will provide certain theoretical knowledge for improvement of flight test
management.

2 Flight Test Phases

The flight test of military airplanes in our country can be divided into 5 phases,
including maiden flight, development flight test, evaluation flight test, verification
flight test and acceptance flight test. The main object of each phase is shown in
Table 1 [5].

3 The Construction of Flight Test Maturity Model

3.1 The Levels of Flight Test Maturity

Corresponding to the different phases of flight test, flight test maturity can be
divided into 6 levels, as shown in Table 2 below.
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3.2 Analysis on Dimensions of Flight Test Maturity
Condition

Every level of the flight test maturity is to be analyzed from different dimensions.
This chapter conducts the analysis form the following five dimensions. The details
of these dimensions are shown in Table 3 below.

3.3 Description of the Flight Test Maturity Model

The evaluation of Flight Test Maturity Model (FTMM) is based on the division of
flight test maturity levels. According to the standard of each dimension, the flight
test work can be evaluated, thus generating a stepped route for the improvement of
flight test maturity. The route is shown in Fig. 1 below.

Table 1 Main object of each phase

Phases Main object

Maiden flight test To test the aerodynamic performance, structure, maneuverability and
motive power of the airplane

Development
flight test

To test the flight performance and operation stability of the airplane, and to
adjust its engine, subsystems and airborne equipment

Evaluation flight
test

To examine the capability and technical index of the final products, verify
the capability of the engine, airborne equipment and the electronic system,
and evaluate the compatibility between equipment

Verification flight
test

To verify whether the airplane meets the requirements raised in related
documents by means of flight test

Acceptance flight
test

To verify the capability and quality of the airplane and airborne equipment
according to the rules for acceptance

Table 2 Matching cases between maturity model and the flight test process

Maturity level Flight test
maturity

Flight test phases of mili-
tary airplanes

The development phases
of weaponry

Pre-test level FTML0 Before flight test Development phase

Maiden test
level

FTML1 Maiden flight test

Development
test level

FTML2 Development flight test

Evaluation test
level

FTML3 Evaluation flight test Design finalization phase

Verification test
level

FTML4 Verification flight test Manufacturing finalization
phase

Acceptance test
level

FTML5 Acceptance flight test Small-batch production
phase
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4 Research on the Comprehensive Evaluation Method
of the Flight Test Transfer Phase

4.1 Basic Ideas About the Comprehensive Evaluation
Method

The process about the comprehensive evaluation method is shown in Fig. 2.

Table 3 Dimensions of flight test maturity condition

D-No. Dimensions Content

I1 Technical condition
dimension

Verification on the capability of certain technology

I2 Manufacturing con-
dition dimension

Verification on the manufacturability and economic
feasibility of the technology, including the evaluation on
manufacturing process, raw materials, cost, human
resources and management

I3 Integration condition
dimension

Verification on the entity/physical attribute of the inte-
gration between two technical components (integration
interface or integration standard), considering the mutual
influence, compatibility and reliability between the two
components

I4 Examination condi-
tion dimension

Research on the flight mechanism and flight laws,
verification on the capability of the airplane, engine and
airborne equipment

I5 [8] RMS condition
dimension

Verification on the reliability, maintainability, support-
ability and testability index of the airplane

Pre-test level 
Maiden test 

level
Development 

test level
Evaluation test 

level
Verification 

test level
Acceptance 

test level
Maturity

Levels

The object of 
Maiden test 

realized

The working 
process of 

development  
Test realized

The working 
process of 

evaluation test 
realized

The working 
process of 

verification test 
realized

The object of 
Acceptance test 

realized

The object of 
Maiden test 
unrealized

Flight test 
levels

FTML0 FTML2 FTML3 FTML4 FTML5FTML1

Condition 
dimensions

Technical 
condition

Manufacturing 
condition

Integration 
condition

Examination 
condition 

RMS
condition

Fig. 1 The framework of FTMM
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4.2 Questionnaire Survey of Flight Test Maturity

The weight coefficient of each expert can be determined based on the following
principles: the authority principle, the familiarity principle and the decision con-
sistency principle [6].

The weight of the expert determined according to the authority principle is called
authority weight. Marked as ki, authority weight can be judged from the qualifi-
cation, popularity and academic level of the expert. The weight determined
according to the familiarity principle is called familiarity weight, which is as gi and
can be judged from the expert’s research area. While, the weight determined
according to the decision consistency principle is called decision weight. Decision
weight is marked as ci, a lower ci indicates a higher difference between decisions.

ci ¼
1
ei

Pn

i¼1

1
ei

; ði ¼ 1; 2; . . .; nÞ; where,

ei ¼
Xn

j¼1

dijði,j ¼ 1; 2; . . .; nÞ; dij ¼
Xm

k¼1

wi
k � wj

k

� �2
" #1=2

; i; j¼ 1; 2; . . .nð Þ

Flight test activities

Design questionnaires for 
each aspect of the 

evaluation

Confirm the authority and 
familiarity weight of each 
decision-making expert

Decide the final weight of 
each decision-making 

expert

Evaluate the questionnaires

Output the maturity level of the current phase

Fill in the questionnaires

Analyze and evaluate 
the flight test data

Discuss with the clerks 
involved in flight test 

Review related 
documents

Trace, record and analyze 

Discuss with  designers 
and clerks involved in 

RMS work

Get the conclusion of whether to 
transfer to another phase

Method 1: Calculation of the 
questionnaires considering the 

weight of each expert

Method 2: Integrated 
attribute evaluation method

Fig. 2 The comprehensive
evaluation method of the
flight test transfer phase
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In this equation, ei indicates the similarity between the decisions of the object
expert’s and other experts’. A lower ei indicates a higher similarity.

Therefore, the final weight of the object expert can be calculated with the fol-
lowing equation.

ki ¼ k1ki þ k2gi þ k3ci

where k1; k2; k3 represent the proportionality coefficient of authority weight,
familiarity weight and decision weight respectively, and k1 þ k2 þ k3 ¼ 1; 0� ki
� 1; ði ¼ 1; 2; 3Þ.

4.3 Calculation of the Questionnaires Considering Expert
Weight

The calculation method utilizes the dialogical way with the corresponding expert to
calculate the number of questions that has been answered in the questionnaire, thus
deciding whether certain maturity level has been reached. The detailed procedures
are explained below.

(1) Determine the weight of each expert

Suppose n experts take part in the evaluation, and the weight of each decision-

maker Ei is ki, where 0� ki � 1 and
Pn

i¼1
ki ¼ 1, i ¼ 1; 2. . .n

(2) Fill in the questionnaires

The problems of the questionnaires are set according to the activities in each
level of the maturity model. The questionnaires are filled in by the evaluation team
members, in which the answers to the questions are divided into three kinds:
“completely realized”, “partly realized” and “not realized”.

(3) Statistic Analysis of the questionnaires

The “completely realized” answer can get 1 mark, while the “partly realized”
answer 0.67 marks and the “not realized” answer 0. On Level m of the flight test
maturity, the number of the “completely realized” answers in Dimension j is marked
as omj, while the number of the other two kinds of answers are marked as pmj and qmj
respectively. The scores of each dimension are calculated and shown in Table 4:

Considering expert weight, the score proportion of Dimension j is:

lj mð Þ ¼ k1amj1 þ k2amj2 þ � � � þ knamjn
k1 þ k2 þ � � � þ kn

¼
Pn

i¼1
kiamji

Pn

i¼1
ki

¼
Xn

i¼1

kiamji

where 1� i� n, 1� j� 5, 1�m� 5.
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(4) Rules for Judgment

According to the practical situation, the evaluation team can set a threshold kj mð Þ
for lj mð Þ, the score proportion of each dimension. For j ¼ 1; 2; 3; 4; 5, if the
inequality lj mð Þ� kj mð Þ can be always met, the flight test maturity can be decided
to have reached Level m, and it is enough for the transfer to the next phase. While if
any item in j ¼ 1; 2; 3; 4; 5 cannot meet the inequality lj mð Þ� kj mð Þ, based on the
cask principle, the flight test maturity can be decided not to have reached Level m,
in which case some improvements should be made and another maturity evaluation
should be conducted.

The transfer phase evaluation is conducted following the process shown in
Fig. 3.

4.4 Attribute Comprehensive Evaluation Method

(1) The Determination of Attribute Measure Based on Expert Questionnaire
The determination of attribute measure lxðAÞ is a key problem in the application

of attribute mathematics, which is done according to specific problems, experiment
data, expert experience and certain mathematical methods. Another approach is to
use statistical methods to calculate the approximate value of lxðAÞ.

Based on the definitions of attribute mathematics, the attribute space F corre-
sponding to flight test maturity can be divided into 5 levels, which are as follows:
C1 = {Level 1}, C2 = { Level 2}, C3 = { Level 3}, C4 = { Level 4}, C5 = { Level 5}.
A higher level indicates that the technologies are more mature.

(a) Statistic analysis of the evaluation questionnaires

As was talked about in the last section, for attribute space Cm, the scores of its
dimensions are shown in Table 4.

(b) Determination of the attribute measure of each dimension

The score proportion of Expert i is: amji ¼ amj
Nmj

jEi

Table 4 Scores of each dimension

Dimension
NO.

Total
number
of
answers

Answers Number
of each
kind of
answer

Marks Total score Score
proportion

Ij Nmj Completely
realized

omj 1 amj ¼ 1� omj þ 0:67� pmj
amj
Nmj

Partly
realized

pmj 0.67

Not realized qmj 0
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where 1� i� n; 1� j� 5; 1�m� 5
Since the sum of all attribute measures is 1, the score proportion should be

normalization processed.

a0mji ¼
amji

P5

m¼1
amji

; 1� j� 5; 1�m� 5:

To reflect the integrity of evaluation information, the structural dimensions are
considered in the attribute measure equation.

lxðCmÞ ¼
k1a0mj1 þ k2a0mj2 þ � � � þ kna0mjn

k1 þ k2 þ � � � þ kn
¼

Pn

i¼1
kia0mji

Pn

i¼1
ki

¼
Xn

i¼1

kia
0
mji

where 1� i� n; 1� j� 5; 1�m� 5

Judge whether to transfer from Phase i 
to Phase i+1

Whether the evaluation 
between Phase i-1 to Phase i 

has been done

Use the integrated evaluation method, 
conduct the evaluation with the 

questionnaire of Level i+1

Use the integrated evaluation method, 
conduct the evaluation with the 

questionnaire of Level i

Whether Maturity Level i+1 
has been reached 

Whether Maturity Level i has 
been reached

Maturity level i has been reached

Maturity Level i  has been reached

Maturity Level i+1 has been reached Maturity Level i+1 has not been reached

Ready to transfer to Phase i+1 Cannot transfer to Phase i+1

Yes

No

Yes

Yes

No

No

Fig. 3 The comprehensive evaluation method of the flight test transfer phase
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c) Proof additivity property

Following is the proof that lxðCkÞ meets the additivity property of attribute
measure [7]:

(i) lxðA)� 0; 8A 2 R;
(ii) lxðFÞ ¼ 1;
(iii) If Ai 2 R;Ai \ Aj ¼ /ði ¼ jÞ, then lxð

S
i
AiÞ ¼

P
i
lxðAiÞ

Proof Based on the mathematical model of the comprehensive evaluation method,
it can be known that ðC1;C2; . . .;C9Þ is the division of attribute space F, and
Ci \ Cj ¼ /; i 6¼ j. h

Set < ¼ fBjB ¼ Sm
i¼1 Ai;Ai 2 f/;C1;C2; . . .;C9g; 1� n� 9g, then fF;<g is

the attribute measurable space.

Since 0� a0mji � 1, and 0\ki\1, then lxðCmÞ ¼
Pn

i¼1
kia0mji � 0;

X9

m¼1

a0mji ¼ 1

lxðFÞ ¼ lxðC1 [ C2. . . [ C9Þ ¼ k1
X9

m¼1

a0mj1 þ k2
X9

m¼1

a0mj2 þ � � � kn
X9

m¼1

a0mjn

¼ k1 þ k2 þ � � � kn ¼
Xn

i¼1

ki ¼ 1

Since Cm 2 <, and Cp \ Cq ¼ /ðp 6¼ qÞ, to make it simple, pick Cp;Cqðp 6¼ qÞ
randomly, then lxðCp [ CqÞ ¼

Pn
i¼1 kiða0pji þ a0qjiÞ ¼

Pn
i¼1 kia

0
pji þ

Pn
i¼1 kia

0
qji ¼

lxðCpÞþ lxðCqÞ:
In the same way, 3, 4 or 5, Cm can be picked randomly, where Cm 2 <; 1

�m� 5, then lxð
S

i CiÞ ¼
P

i lxðCiÞ:
The proof above proves that the attribute measure equation lxðCmÞ ¼Pn
i¼1 kia

0
mji in this chapter meets the additivity property of attribute measure.

(2) Analysis of the Comprehensive Attribute Measure of Flight Test Maturity
As was talked about in the last section, the attribute measure with single

dimension Ijð1� j� 5Þ can be calculated through expert questionnaires. In this
section, analysis of multi-dimension attribute measure will be discussed, namely,
analysis of the comprehensive attribute measure of flight test maturity.

The dimension set of flight test maturity is fI1; I2; I3; I4; I5g. According to the
comprehensive evaluation method, the attribute measure classification criterion
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matrix corresponding to dimension Ijð1� j� 5Þ and evaluation classes
C1;C2; . . .;C5 is as follows.

R ¼
C1 � � � C5
l11 � � � l15
..
. . .

. ..
.

l51 � � � l55

0
B@

1
CA

I1
..
.

I5

The comprehensive attribute measure of evaluation classes C1;C2; . . .;C5 is
lm ¼ P5

j¼1 lim; 1�m� 5.
(3) Attribute Recognition
Based on the comprehensive evaluation method, for ordered evaluation classes

ðC1;C2; . . .;C5Þ, the confidence criterion should be utilized to recognize which
class the current flight test maturity T belongs to. Since the growth of flight test
maturity is a progressive process, ðC1;C2; . . .;C5Þfollow weak order: C1\C2\ � � �
\C5. Set k0 ¼ minfkjP5

l¼k ll � k; 1� k� 5g, then the flight test maturity can be
classified into class Ck0 . The confidence coefficient k is usually between 0.6 and 0.7.

5 Case Application: Flight Test Transfer Phase Maturity
Analysis on a Certain Type of Airplane

This chapter conducts research into a new type of airplane and focuses on the
evaluation of its flight test maturity. Based on an extensive investigation, a com-
prehensive evaluation questionnaire is designed. During the evaluation process, the
calculation method considering expert weight is used. A conclusion is drawn
according to the analysis result of the evaluation, which indicates the rationality and
validity of FTMM as well as the calculation method.

2 experts in the field of airplane design, 2 flight test experts and 1 flight test
supervisor are invited for the evaluation, whose expert weight d are 0.25, 0.25, 0.2,
0.2, 0.1 respectively.

The scores given by one of the airplane design experts on each dimension of
Maturity Level 1 is shown in Table 5.

The evaluation team sets the thresholds for each dimension according to
the practical situation: k1ð1Þ ¼ 0:9; k2ð1Þ ¼ 0:9; k3ð1Þ ¼ 0:9; k4ð1Þ ¼ 0:9;
k5ð1Þ ¼ 0:9.

For j ¼ 1; 2; 3; 4; 5, if the inequality ljðmÞ� kjðmÞ can be always met, the flight
test maturity can be decided to have reached Level 1, and it is ready for the transfer
to the next phase. While if any item in j ¼ 1; 2; 3; 4; 5 cannot meet the inequality
ljðmÞ� kjðmÞ, based on the cask principle, the flight test maturity can be decided
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not to have reached Level 1, in which case some improvements should be made and
another maturity evaluation should be conducted.

X represents the score proportion of each expert Ei in I1; I2; I3; I4; I5ð Þ, calcu-
lation results are as follows.

X ¼

89:00% 91:75% 94:31% 95:05% 93:89%
89:00% 95:88% 89:76% 95:05% 93:89%
85:22% 91:75% 93:17% 91:75% 95:11%
100:00% 83:38% 93:17% 95:05% 88:96%
88:89% 91:75% 94:31% 98:35% 100:00%

0
BBBB@

1
CCCCA

E1

E2

E3

E4

E5

Evaluation results are as follows.

Table 5 Scores of each dimension

Dimension
NO.

Total
number
of
answers

Answers Number of
each kind of
answer

Marks Total
score

Score
proportion

1 9 Completely
realized

6 1 8.01 89.00 %

Partly
realized

3 0.67

Not realized 0 0

2 8 Completely
realized

6 1 7.34 91.75 %

Partly
realized

2 0.67

Not realized 0 0

3 29 Completely
realized

24 1 27.35 94.31 %

Partly
realized

5 0.67

Not realized 0 0

4 20 Completely
realized

17 1 19.01 95.05 %

Partly
realized

3 0.67

Not realized 0 0

5 27 Completely
realized

22 1 25.35 93.89 %

Partly
realized

5 0.67

Not realized 0 0
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l1ð1Þ ¼ 90:43%, l2ð1Þ ¼ 90:71%, l3ð1Þ ¼ 92:91%, l4ð1Þ ¼ 95:06%, l5ð1Þ
¼ 94:40%

It can be known that for j ¼ 1; 2; 3; 4; 5, the inequality ljðmÞ� kjðmÞ can be always
met, so the flight test maturity can be decided to have reached Level 1, and it is
ready for the maiden flight test.

6 Conclusion

Based on the division of test phrase in China, this chapter establishes the Flight Test
Maturity Model (FTMM), which serves as the theoretical basis for the evaluation of
the flight test transfer phase and changes the current situation of transfer phase
evaluation featured by its strong subjectivity and the lacking in theoretical support.
This method can be also applied in the transfer phase evaluation of weaponry
development life cycle.
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Bayesian Optimal Design for Step-Stress
Accelerated Degradation Testing Based
on Gamma Process and Relative Entropy

Xiaoyang Li, Tianji Zou and Yu Fan

Abstract Accelerated degradation testing (ADT) technology for long-life and
high-reliability products has become one of the key technologies in life and reli-
ability field. The scientific and reasonable testing program can not only provide
correct basis for decision making, but also make full use of resources and reduce the
cost of product development. Hence, how to make full use of products’ historical
information to develop a short-term efficient pilot program has become a key-
problem to be solved in ADT technology. This chaptere proposes the Bayesian
optimal design of step-stress accelerated degradation testing (SSADT) based on
Gamma process and relative entropy. Firstly, we briefly describe the applicability of
Gamma process and the relative entropy in ADT, and the degradation model and
relative entropy’s application method are given. Secondly, under the framework of
Bayesian theory, we study the Gamma degradation process based SSADT optimal
design method by using maximize the relative entropy as the optimization goals and
test variables as the optimization design constraints. Finally, we use a 3-steps bulb’s
SSADT to verify the effectiveness of the proposed method. The example shows that
the method of this chapter is fast and efficient which can comprehensively use the
prior information to work out the optimal pilot program.
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1 Introduction

With the development of engineering and scientific technology, it is difficult to
obtain enough data of failure time because many products are able to operate for a
long period of time before failure. Accelerated Degradation Testing (ADT) can
extrapolate product lifetime characteristics in the normal stress level by collecting
product performance degradation data under high stress levels without actual fail-
ure. Therefore, ADT gets rapid development and become an international research
in nearly 20 years. Weighing the mathematic theory and engineering practice two
aspects, ADT optimal design gives optimal experiment scheme by scientific model
of performance degradation process, reasonable description of optimization prob-
lem and efficient optimization algorithm. Hence, optimal design is the primary and
most important research content of ADT technology [14].

Based on the given optimization model, traditional ADT optimal design opti-
mizes through assuming values of parameters. But casually “assuming values of
parameters” would bring the test program situations a lot of uncertainty frequently,
such as over test, insufficient test, or losing the meaning of “optimal design”.
However, prior information, such as data from historical test or similar products
before the test, is valuable objective information, which would be very useful. Thus,
optimal design based on Bayesian theory gets more and more attention by academia
and engineering researchers [3, 5]. Nowadays, most of researchers focus on
Accelerated Life Testing (ALT), such as Erkanli and Soyer [6], Bris [1], Zhang and
Meeker [28], Liu and Tang [16], Tang and Liu [24], Liu and Tang [17]. In ADT,
aiming at mixed effect degradation model, Hamada et al. [10] studied the optimi-
zation design of performance degradation testing by adopting Bayesian method. By
using logarithmic linear regression model to describe the performance degradation
process, Liu and Tang [18] optimize the sample distribution and the stress level of
CSADT, they took square loss as optimization goal of the test scheme design and
fixed test cost as optimization constraints. Shi and Meeker [22] studied the
Bayesian optimization design about destructive testing performance in ADT.

Gamma process is an important stochastic process. Since gamma process
increment is independence and non-negativity, it is commonly used to model the
degradation process with monotonous smoothly. According to the variation of
parameters, gamma process can represent different degradation process and the
stationary or non-stationary process. Hence, Gamma process is suitable for
describing the degradation process which is random and monotonous, such as
corrosion, aging, etc. Therefore, using Gamma process as ADT degradation model
has an important research value [23, 25– 27].

Relative entropy is originated from the concept of information theory, which is
used for the difference measurement between two different distributions. Under the
framework of Bayesian theory, relative entropy can be used to measure the infor-
mation gained between the prior and the posterior distribution. Compared with the
asymptotic theory or D optimization method, relative entropy could comprehensively
utilize sample information and prior information from the products of ADTwhich can
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make the results much more accurately. Hence, as the goal of the experiment design
optimization, relative entropy gets more and more attention [2, 4, 13, 15, 21].

Hence, this chapter considers Gamma process as the degradation model and the
maximum of relative entropy as the optimization goal based on the Bayesian theory
and studies testing scheme optimization design of SSADT.

2 Bayesian Accelerated Degradation Model Based
on the Gamma Process

2.1 Gamma Process

Gamma process is a stochastic process whose increment is independent and non-
negative with shape parameter and scale parameter [11]. As the shape parameter
value changes, the shape of Gamma distribution changes and can describe different
characteristic of the data and characterize the influence of stress and time on the
products’ performance. In addition, scale parameter describes the influence of
random factors on the products’ performance, such as environmental factors, human
factors, subtle differences of material, etc. Hence, this article adopts Gamma process
to describe the condition of degradation value varying with time.

Here, Y(t) is used for representing the measured product performance value
which is the difference between time t and 0; X represents the increment of deg-
radation which is the difference value of product performance degradation between
two different time.

Usually, a stochastic process {Y(t), t ≥ 0} with following characteristics is called
Gamma process:

1. Y(0) = 0 and the probability is equal to 1
2. Y(τ) − Y(t) * Gamma(y|α(τ) − α(t), β), 8s[ t� 0
3. Y(t) is independent increment process

α(t) is a non-decreasing and continuous real function, whose increment of
degradation constant is greater than 0, indicating that product degradation process is
irreversible. At the time 0, product performance parameters are not degraded, i.e.
α(0) = 0. Here, α(t) is a linear function, i.e. α(t) = ht, and h is a constant.

Considering that product performance degradation process has a relationship
with shape parameter of the Gamma process:

E Y tð Þð Þ ¼
Z1

0

zfY tð Þ zð Þdz ¼ a
b
¼ ht

b
ð1Þ

We can see that the product performance degradation value is proportional to the
t and h.
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2.2 Basic Assumption

According to introduction of the Gamma process and combining with the research
of SSADT base on drift Brownian motion, some basic assumptions are given below
about SSADT based on Gamma process:

1. Degradation trend is monotonic, i.e., the degradation damage cannot be reversed;
2. Failure mechanisms will not change with stress levels;
3. There are no failure during ADT, i.e., product performance will not cross

threshold;
4. Under the normal stress level S0 and the accelerated stress levels, S1 < S2 <···< Sk,

the product performance degradation process Y(t) follows the Gamma process
with degradation rate d(Sl) and scale parameter β, l = 1, …, k [11]:

f ðxÞ ¼ xdðSÞ�Dt�1e�
x
b

bdðSÞ�DtCðdðSÞ � DtÞ : ð2Þ

5. The shape parameter is regarded as the function of stress conditions Sl, i.e., The
shape parameter is an accelerated model and has the following log-linear
expression [19, 20]:

ln dðSlÞ ¼ aþ buðSlÞ ð3Þ

where a, b are parameters needed to be estimated, φ(S) is an known function of
S.
According to Eqs. (2) and (3), the unknown parameter vector of degradation
model based on Gamma process is θ = (a, b, β). According to the prior infor-
mation of the product, the following assumption of prior distribution is deter-
mined by the theory of Bayesian and conjugate prior.

6. Parameter vector θ follows the following prior distributions:

a�Nðla; r2aÞ
b�Nðlb; r2bÞ
b� expðlbÞ

2.3 Maximum Likelihood Function of SSADT Based
on Gamma Process

n samples are given under the k-level SSADT. Let S0 be the normal stress level and,
S1 < S2 <···<Sk are the accelerated stress levels. During the SSADT, there are ml

times of performance inspection on the Sl(l = 1, …, k) stress level; and the
cumulative inspection times of the SSADT is M, i.e.
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Xk

l¼1

ml ¼ M ð4Þ

tijl is the time of the jth inspection of the ith sample on the kth stress level (i = 1, …,
n; l = 1,…, k; j = 1, …, ml). And, during the testing time 0; tilml½ �, inspection time in
the order is:

til1 � � � � � tilml

After process the data, the corresponding inspection result is yilj. The increment
of degradation is xilj = yil (j + 1) − yilj, and the inspection time interval is Δtilj = til
(j + 1) − tilj. As a result, maximum likelihood function of SSADT based on the
Gamma process is:

pðxjhÞ ¼
Yn

i¼1

Yk

l¼1

Yml

j¼1

xexp aþbuðSlÞ½ �Dtilj
ilj � exp � xilj

b

� �

bexp aþbuðSlÞ½ �DtiljCðexp aþ buðSlÞ½ �DtiljÞ

8
<

:

9
=

; ð5Þ

And the logarithmic likelihood function is:

log pðxjhÞ ¼
Xn

i¼1

Xk

l¼1

Xml

j¼1

ðdðSiÞDtÞ ln xilj � xilj
b

� �

�
Xn

i¼1

Xk

l¼1

Xml

j¼1

ln bdðSiÞDtCðdðSiÞDtiljÞ
h in o ð6Þ

3 ADT Optimization Design Based on Relative Entropy

3.1 The Relative Entropy in the Bayesian Framework

Under the framework of Bayesian theory, relative entropy can be used to measure
the information gained between the prior and the posterior distribution [12]. Using
the Bayesian theory, the posterior distribution of a probability distribution is got,
which has the new entropy different from the entropy of prior distribution. Hence,
we calculate the difference of entropy to depict two probability distribution dif-
ferences in the amount of information which is also called useful information.

The goal of the Bayesian optimal design is always maximization expectation of
relative entropy between the prior and the posterior distribution. From the per-
spective of Shannon information, it represents the information gain obtained by
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experiment. According to the expected information gain as the utility function
obtained from the experiment come forward by Lindley, we choose the maximi-
zation of expect relative entropy as Bayesian optimization guidelines.

3.2 Optimization Objective

Based on the research in literature 21, the information I0 contained in the prior
distribution is:

I0 ¼
Z

pðhÞ log pðhÞdh ¼Eh log pðhÞ ð7Þ

where, p(θ) is the probability density function of the prior distribution for model
parameters; Eθ is the expectation of θ.

The total amount of information I1ðxÞ obtained from the posterior distribution is:

I1ðxÞ ¼
Z

pðh xj ; gÞ log pðh x; gj Þdh ð8Þ

where, p(θ|x) is the probability density function of the posterior distribution for
model parameters.

The amount of information obtained from testing program η is:

Iðg; x; pðhÞÞ ¼ I1ðxÞ � I0 ð9Þ

Since test scheme design should be given before gaining the data X, so we need
mathematical expectation of sample space information. The expectation of I(η,x,p
(θ)) is:

Iðg; pðhÞÞ ¼ Ex I1 � I0½ � ð10Þ

where, Ex is the mathematical expectation of the sample space information.
Hence, the optimization goal based on relative entropy is:

max
g2D

Iðg; pðhÞÞ ¼ max
g2D

Ex;hjg I1 � I0½ � ð11Þ

where, I1(x) is the total amount of information obtained from the posterior distri-
bution, I0 is the information contained in the prior distribution, Ex is the mathe-
matical expectation of the sample space information.

Based on the research in literature [7, 9, 8], Laplace-Metropolis algorithm can be
used to calculate relative entropy values effectively by Monte Carlo simulation
method.
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3.3 Constraints

According to the test variable scope, the constraints of the optimization problem is
identified.

Constraint conditions of test variables can be divided into six parts: the total test
time t; total sample size n; the number of stress levels k; the stress level, i.e.
S0 < S1 < S2 <···<Sk ≤ Smax; allocation ratio of the test duration under each stress
level, i.e. 1 > r1 ≥ r2 ≥···≥rk > 0 and

Pk
l¼1 rl ¼ 1, tl = t × rl; performance monitor

interval Δt.

3.3.1 Optimization Model

Combined with the constraints, all the samples are experienced each stress level by
turn, i.e. n = n1 = n2 =···=nk. The optimization model is:

maxEx;hjg I1 � I0½ �
s:t: n� 3

S0\S1\S2\ � � �\Sk � Smax

1[ r1 � r2 � � � � � rk [ 0;
Xk

l¼1

rl ¼ 1

ð12Þ

Here, the variables needed to be optimized are Sl and rl.

3.4 Optimization Algorithm

There are both continuous variables (such as the total test time t) and discrete
variables (such as total sample size n) among the variables needed to be optimized
in (12). These variables, the optimization objectives and the constraints constitute a
complex multidimensional optimization model. Hence, optimization algorithm is an
important research content. According to the engineering practice, the continuous
variables can be discretized reasonably. Combining with the constraints, the set of
testing scheme is determined. Using the optimization method, the target value of
each testing scheme can be calculated. Then, we get the optimal solution through
the enumeration method traversal optimization.

The algorithm of Bayesian optimal design for SSADT based on gamma process
and relative entropy is shown in Fig. 1.

The algorithm of “calculate the relative entropy of each testing scheme in the
solution set D, the solution correspond to the maximum relative entropy is the
optimal solution” is shown in Fig. 2.
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4 Example

The resistance of bulbs would increase as the work time pass and this feature would
accelerate as the voltage of bulbs rise. Hence, this section uses the ADT of bulbs to
verify the proposed optimization design method.

According to the Assumption 6 and the history test information of the same
bulbs, we assume the prior information of bulbs is:

a�Nð�25; 10Þ
b�Nð7; 10Þ

b� expð10:01Þ

Based on the engineering experience, the experimental parameters are shown in
Table 1.

Based on the test optimization design method described in Sect. 3, we can use
the test parameters and the prior information of bulbs to design the optimal test plan
before the test, getting the structure of the stress value space and the inspection
number value space. The stress level satisfies the uniform-interval of the stress level
reciprocal, i.e. 1/S1 − 1/S2 = 1/S2 − 1/S3, to decrease the calculation of the simu-
lation. The inspection number satisfies m1 ≥ m2 ≥ m3. When setting up the
inspection number value space, we firstly determine m1 and then m2 = 2/3(M − m1),

Start

Determine the parameters: A, B, , y0,
C; Ct, Co, Cd; S0, Sl; k; Calculate tp.

Determine the sample size n and the total test time t,
or get the optimal solution of n and t, marked as nt.

Determine value space of the distribution ratio of test 
time under each stress level rl, marked as r

Determine value space of the 
stress level S, marked as S

Build solutions set D

Calculate the relative entropy of each testing scheme 
in the solution set D, the solution correspond to the 
maximum relative entropy is the optimal solution

End

β

Ω

Ω

Ω

Fig. 1 Flow chart of SSADT
optimization algorithm
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m3 = M − m1 − m2. Calculating the relative entropy expectations of all the schemes
and using curved surface fitting to process the results, the result is shown in Fig. 3.

From Fig. 3, we know that the optimal inspection number scheme: [m1:m2:
m3] = [34:30:16], the optimal stress level: [S1:S2:S3] = [6.3:6.84:7.5], and the rel-
ative entropy is 2.12 × 104.

Start

Pick scheme r from solutions 
set D, r=1,…, RD

Pick parameters rh from the prior distribution 
correspond to the scheme r through simulation,

h=1,…,R1, then generate increment of product 
performance xrh from the sample distribution 

through parameters rh

Calculate the logarithmic likelihood function 
of scheme r according to the xrh

Pick parameters r from prior distribution of scheme 

r, then generate the simulation increment data of 
degradation xrq  q=1,…, R2; Calculate the posterior 

distributions of parameters and expectation of relative 
entropy adopting MCMC method and WinBUGS14

Repeat the above steps to every scheme, and 
get the relative entropy of all the schemes

Generate the curved Surface Fitting of all the schemes 
and the relative entropy, the scheme correspond to the 
maximum of the curved surface is the optimal scheme

End

Fig. 2 Flow chart of optimization algorithm of maximum the relative entropy

Table 1.1 Test parameters

Sample
size

Total number of
detection

Inspection inter-
vals (min)

Number of
stress level

Low/High stress
level (V)

8 80 2 3 6.3/7.5
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5 Conclusion

This chapter proposed the Bayesian optimal design for SSADT based on Gamma
process and relative entropy. Gamma process is used as degradation model which
can describe the monotonic degradation process of the product well. Meanwhile,
the relative entropy is used as the optimization goal which can comprehensively
represent the prior information and sample information of the product before and
after the experiment. It also provides optimization design method and gets the
solutions. At last, 3-step bulb’s SSADT example verifies the effectiveness of the
proposed method and the certain value in engineering applications.
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A Distributed Intelligent Maintenance
Approach Based on Artificial Immune
Systems

Marcos Zuccolotto, Luca Fasanotti, Sergio Cavalieri
and Carlos Eduardo Pereira

Abstract Maintenance services logistics for wide geographically dispersed
applications, such as oil transfer systems via pipelines or waste water treatment,
have high costs and standard approaches usually lead to sub-optimal solutions.
These systems are composed by a huge number of devices, often placed in inac-
cessible areas with a large distance between them. In such applications autonomous
Intelligent Maintenance System (IMS) are capable to estimate their health condi-
tions, can be used to forecast maintenance needs and to optimize maintenance
schedule, therefore reducing the overall costs. Artificial Immune Systems (AIS) are
a set of algorithms inspired by bio-immune systems that have features suitable for
applications in IMS. AIS have distributed and parallel processing that could be
useful to model large production systems. This chapter proposes an architecture for
a Distributed IMS using Artificial Immune Systems concepts to face the challenges
described and explore in-site learning. Each equipment has its own embedded AIS,
performing a local diagnosis. If a new fault mode is detected, this information is
evaluated and classified as a new non-self pattern, and included in the “vaccine”.
In this way, what is learned by one AIS can be propagated to the others. This
proposal is modeled and implemented using multi-agent systems, where every
autonomous IMS is mapped to a set of local agents, while the communication and
decision process between IMSs are mapped to global agents. The chapter also
describes the preliminary results deriving from the application of the proposed
approach to a case study.
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1 Introduction

Logistics costs related to maintenance services for wide geographically dispersed
networks, such as oil transfer systems via pipelines or waste water treatment, are
quite high. Standard approaches usually lead to sub-optimal solutions. Different
approaches are proposed in literature to deal with these systems. Misiunas in [1]
proposes a combination of reactive and proactive procedures based on Condition
Based Maintenance (CBM) to manage the maintenance of water supply systems,
Dey in [2] applies a risk-based Decision Support System to prioritize the right
pipeline segment for inspections and maintenance. Remote monitoring could also
be performed using a wireless network to enable a large area coverage [3].

These systems are composed by a huge number of devices, often placed in
inaccessible areas with a large distance between them. Forecasting the maintenance
needs (time to fault and required supply parts) could improve the maintenance
schedule, reduce costs and ensure safe operation. In this case, autonomous Intel-
ligent Maintenance Systems (IMS), capable to estimate the health conditions of a
device without needs of human intervention, could be a useful tool to perform this
forecasting [4].

IMS, such as for instance the Watchdog agent toolbox [5], include a data
acquisition system and a set of algorithms, based on artificial intelligent techniques
and statistical analysis, used to perform the diagnostics and/or prognostic functions.
These classes of algorithms need a training stage. IMS development could use, in
this stage, data acquired in field operation or reliability accelerated test. Fault modes
related to other environment conditions or aging process could be hard to detect
when training is performed only with laboratory data.

The Control, Automation and Robotic Group (GCAR) at Federal University of
Rio Grande do Sul (UFRGS) has been developing an IMS system for control valve
actuators, in a partnership with Coester, a Brazilian valve actuator manufacturer,
and Transpetro, a Brazilian oil company. Research group main expertise is
embedded diagnose systems, as proposed by Gonçalves et al. in [6] and Piccoli
et al. in [7].

This chapter proposes an architecture for a Distributed IMS using Artificial
Immune Systems (AIS) concepts. Artificial Immune Systems are a set of artificial
intelligent algorithms inspired by the bio-immune system.

Immune systems are natural parallel, distributed and adaptive systems, capable
to use learning, memory and associative retrieval to perform tasks as recognition
and classification [8]. Analogously, an AIS aims to reproduce these features to
perform tasks as pattern recognition, feature extraction, learning memory and
function optimization. The use of AIS in IMS could lead to systems that are more
robust, reliable and resilient [9].

Multi-Agent Systems (MAS) have been developed to cope with distribution and
interoperability, performing tasks as localization of distributed information sources,
integration of information in decision-making systems, in a cooperative or com-
petitive way [10]. These features are appropriate to model the AIS proposed.
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2 Artificial Immune Systems

AIS are defined by Timmis et al. as “Adaptive systems, inspired by theoretical
immunology and observed immune functions, principles and models, which are
applied to problem solving” [11].

Immune systems are a natural defense system against foreign harmful substances
and microorganisms (like virus or bacteria) called pathogens. An immune system
provides many levels of protection. First natural barrier against invasion is the skin,
after that there is a physiological environment, where the temperature and pH
establishes hostile conditions for some pathogens. Then there is the innate immune
system, composed by specialized cells like macrophages, capable to identify and
capture a limited set of microorganisms [12, 13].

An adaptive immune system is a more complex system, capable to identify
new threats, build a response to them and embody this knowledge. AIS tries to
reproduce strategies of the adaptive immune system to acquire it´s features, as
distributability, adaptability, abnormality detection and disposability [12, 14].

An adaptive immune system is composed mainly of lymphocytes, the B and T
cells. The recognition process is performed by chemical affinity between antibodies
and molecular structures of the invaders, called antigens. Each B-cell has one
particular antibody, and by a mutation process, new kind of antibodies could be
generated [13, 15, 16].

The clonal selection reproduces the B-cell that was capable to identify an
antigen. The B cells could be differentiated into plasma cells, that accelerate the
immune response, or into memory cells, that remain more time in the organism and
are responsible for the acquired immunity (learning processing) [14–16].

Lymphocytes produced by the mutation process can identify cells of the
organism (“self”) as invaders cells, and this full immune response can result in
damage to the host organism. Negative selection is a mechanism employed to avoid
this problem. It occurs within the thymus. T-cells are exposed to “self” molecular
structures, and those that react against it are eliminated. The remaining T cells act as
suppressor for B-cells, avoiding the recognition of a “self” structure as invaders
[13–16].

The Immune Network theory proposed by Jerne and described in [17] is based
on a mechanism that performs the recognition task by a network of interconnected
B and T cells. These cells both stimulate and suppress each other in certain ways
that lead to the stabilization of the network. So, the recognition task is performed in
a system level, not as an individual task [15, 16, 18].

The developments within AIS are based on these three immunological theories,
with different approaches. Clonal selection and immune networks are mainly used
as learning and memory mechanisms and the negative selection principle is applied
for the generation of detectors that are capable of classifying changes in self [11].
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3 Using of Artificial Immune Systems
in Maintenance—State of the Art

Use of AIS in maintenance have awaken an increasing interest by the research
community [19, 20]. Fault detection and diagnose are performed by Clonal selec-
tion algorithms (Clonalg) in electric motors [21] and rotational machines [22, 23]
and by Negative Selection Algorithms (NSA) in analog electronic systems [24] and
in a DC motor [25]. Artificial Immune Network (AIN) is applied to diagnose
electronic equipment [26].

Some works even propose the combination of AIS with other techniques. For
instance, Jaradat and Langari in [21], proposes the use of a Fuzzy c-mean clustering to
perform sensor data fusion and aAIS to detect faults in sensor systems. Thumati et al. in
[27] combines an AIS with a state space observer to detect fault in nonlinear systems.

A literature survey held by the authors [20] have showed that the works that
applies AIS to fault detection, diagnose or prognostic have the following aspects:

• They mainly focus on a single part or equipment, thus neglecting the natural
distributed behavior of the AIS.

• AIS based fault detectors have the same or best performance than other tradi-
tional methods, but have a larger detection rate of false positives, when applied
as abnormal detectors (unknown fault-modes) [23].

• Learning occurs just in the training stage or in the early operation stages [28].
• Sharing the knowledge acquired in the training stage is an approach not found in

literature.

Lee et al. have introduced the idea of transforming the prognostics and health
management (PHM) to engineering immune systems (EIS), in order to face the
growing complexity of modern engineering systems and manufacturing process, as
well as to keep these systems operating at high levels of reliability. AIS are con-
sidered the right approach to get self-maintenance systems [19].

4 Artificial Immune Intelligent Maintenance Systems

To face the PHM development challenges and to explore the research opportunities
listed above, this chapter proposes an architecture for a distributed IMS that takes
advantage of the distributed nature, pattern recognition and learning capabilities of
the AIS, called Artificial Immune Intelligent Maintenance System (AI2MS). The
AI2MS intends to provide diagnostic and prognostics of failures occurring in plant
devices, instrumental in the adoption of predictive maintenance policies, with the
main purpose to reducing plant downtime.

AMulti Agent System (MAS) approach has been chosen to model and implement
the architecture proposed, due to the autonomous, distributed and communication
features, matching the needs of the AIS and distributed applications [29, 30].
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According to the MAS methodology this system is composed by several dif-
ferent agents, each providing a specific functionality inside the AI2MS:

• Diagnostic Agents;
• Data provider Agents;
• Prognostic Agents;
• Service Agents.

4.1 Data Provider Agents

Data provider agents regroup all the agents who are correlated to the provision of
data from the field. In this category there are two different types of agents, Sensor
Agents and Sensor Diagnostic Agents (Fig. 1).

Sensor Agents (SA): Sensor Agents are local agents which are located inside the
machine and are responsible to the provisioning of field data to other agents. Each
agent of this type handles a single sensor, so in a typical application there are many
instances of these agents that operate at the same time, providing information to the
Diagnostic Agents.

Sensor Diagnostic Agents (SDA): Sensor Diagnostic Agents are local agents
responsible for the evaluation of the data provided by the Sensor Agents. The main
task of SDA is to control the correct operation of a sensor; in case of their deg-
radation, they can assess the fidelity of the information provided; if there is a
difficulty to fix the problem generated by SA in a short time, these data could be still
used.

SA

SDA

P-1

SA

SDA

P-2

Fig. 1 Data Provider Agent

A Distributed Intelligent Maintenance Approach … 973



4.2 Diagnostic Agents

Within this category there are different types of agents: Fault Detection Agents
(FDA), New Fault Detection Agents (NFDA) and Cooperative Detection Agents
(CDA) (Fig. 2).

Fault Detection Agents (FDA): FDA are the kind of agents that provide fault
detection capabilities of known failure modes. This type of agents represents the
memory of the AIS and is the equivalent of lymphocytes T-Helper and B-Memory
of a Biological Immune System.

FDA are local agents that are able to detect a specific failure mode using pattern
recognition techniques; this implies that in each machine several FDA agents are
continuously operative in order to increase the flexibility of the system. These
agents are generated using clonal selection methodology to provide functionality of
optimization of the detector and capability to detect similar failure modes.

New Fault Detection Agents (NFDA): The clonal selection methodology used in
FDA is a good methodology to detect well known failure modes. However,
whenever a new failure mode occurs, this category of agents is not effective. For
this reason, in each device of the plant a specific agent is considered to detect
unknown malfunction. This agent, the New Fault Detection Agent (NFDA), is
based on negative selection methodology where a set of good state signatures of the
device are used to train the agent making it capable to detect unknown failure
modes of the system. This agent is analogous to the biological innate immune
system.

CDA

FDA 2

FDA 1

NFDA

FDA 2

FDA 1

NFDA

SASA

Fig. 2 Diagnostic Agents
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Cooperative Detection Agents (CDA): Cooperative Detection Agents are net-
work agents used to identify new fault modes (non-self), using, differently from
NFDA, information provided by multiple devices. This category of agents helps the
system to detect malfunctioning that are not related to a single machine but to the
entire plant (e.g. a leak in a pipe). In a biological system the role of CDA is carried
out by the cooperation between the different cells that constitute the immune
system.

4.3 Prognostic Agents

Prognostic Agents are the group of agents responsible to provide prognostic
capabilities (Fig. 3).

Device Health Assessment Agent (DHAA): DHAS is a local agent which runs in
a single copy in each machine to estimate its remaining useful life (RUL). This
agent estimates the residual health of the system using the data provided for the
Sensor Agents and failure detection Agents.

Plant Health Assessment Agent (PHAA): Plant Health Assessment agents are
similar to DHAA, acting globally through the network to estimate the health
conditions of the entire plant. These agents also keep in count the topology of the
plant with possible redundancies and bottlenecks.

PHAA

DHAA

SA

SA

SA

NFDA

DHAA

SA

SA

SA

NFDA
FDA 1 FDA 1

Fig. 3 Prognostic Agents
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4.4 Service Agents

Service agents are a set of agents not strictly related to the diagnostic purpose. It is a
set of agents responsible for the evolution and adaptation of the overall maintenance
system (Figs. 4 and 5).

CDA NFDA

EA

FDA NEW

Fig. 4 Evolution Agents

NFDANFDA

UTA

FDA NEW

FMUA

FDA NEW

P-41
P-40

Fig. 5 Update Agents
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Evolution agent (EA): Evolution Agents are the core of the entire AI2MS sys-
tem; the role of these agents is the management of the evolution process that leads
to the definition of new FDAs. This is a global agent that performs a comparison
between the results of NFDA and CDA of each machine of the plants and, in
cooperation with maintenance personnel, evaluate if the NFDA has really
acknowledged fault mode and promote it in a FDA. This is similar to the evolution
of T-lymphocytes into the thymus gland.

Failure Mode Update Agent (FMUA): The failure mode update Agent is a global
agent responsible to share new FDA to other similar machines in order to update
each machine of the plant with new detection capabilities. This update is not
necessarily performed in real time, but can be made periodically in case of lack of
connectivity (e.g. during a maintenance). The role of this agent is similar to the role
of vaccine and colostrum in a biologic system.

Update Training Agents (UTA): The update training agents work in similar way
respect to FMUA but share the training data for NFDA. It could mitigate the lack of
training data due to few operations of one single device.

The AI2MS is planned to be scalable and adaptable to different kinds of data
connection, so that system devices can operate in a standalone or connected way.
Update Training agents were designed to overcome the difficulty of training due to
lack of data behavior, and the association of local and global functionality should
improve the fault detection and the learning capabilities of the system.

5 Case Study—Gas/Oil Pipeline

Gas/oil pipelines are plants that cover a wide geographical area, are composed by a
huge number of devices, many of them of the same type, which are subject to
environmental conditions, often placed in inaccessible areas. The communication
between devices and the control center is usually limited. Figure 6 represents this
kind of plant with two different devices, flow control valves and electric pumps.

Such a pipeline presents a large number of flow control valves (FCV); this kind
of device has a reduced rate of operations. A network of FCV is an appropriate
choice for application case for the AI2MS.

Each one of the FCV has its embedded AI2MS, including the Data Providers
(SA + SDA), Diagnostics (FDA + NFDA) and Prognostics (DHAA). This approach

pump

flow control valve

Fig. 6 A sketch-out of a Gas/Oil pipeline
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is similar to other applications of AIS in IMS, as the work cited in Sect. 3 and other
applications of IMS [6, 7, 31].

The global and cooperative perspective produced by the CDA, PHAA and the
Services Agents leads to the AI2MS new features, like cooperative diagnostic,
adaptability to environment conditions and global health assessment.

Two scenarios could be drawn in the case study, from the communications
viewpoint: poor/non-existent network or good network services.

In the poor/non-existent network, functionalities that require continuous
exchange of data, such as plant health assessment, cannot be provided. Migration of
training data (UTA) and Fault Detection Agents can be performed when the net-
work is online or with local connection with devices carried by personnel during
preventive maintenance operation.

Operator intervention maintenance on the device can lead to the following
situations:

• No specific problems.
• DHAA indicates a fault detected by FDA: correct it or schedule new

intervention.
• DHAA indicates a fault detected by FDA: The intervention of the operator is

needed to confirm if it is really a new fault or a different condition of a normal
operation; if a new fault mode is detected, FMUA is used to propagate new
acquired knowledge to other devices and EA is activated to promote the NFDA
to FDA.

With the appropriate network services, cooperation between devices could be
established online, besides plant health assessment and forecast of maintenance
needed.

FCV in an oil/gas pipeline could operate in very different conditions from those
under which the FDA has been trained, so NFDA could signal a false positive. The
same NFDA signal from many devices under the same environment conditions
could represent a new normal operation mode, and the CDA could help to recognize
this situation and support system operation to classify this new pattern found.

Evolution of the system could be done not only finding new FDA, but testing
new classification algorithms for the FDA and NFDA. Combining the efforts of
UTA with the EA, it is possible to evaluate online different strategies of data
processing for the Detector Agents and create a database of modes of operation and
fault to improve the training of new systems.

At the present time, it was not found in literature an AIS that applies its concepts
to a whole system in maintenance applications, since the majority of them are
limited to one device. Possible collaboration between inter devices is generally
neglected. Only recently, research works on AIS applied on smart grids, as in [32],
have started exploring the challenges and opportunities deriving from such forms of
interaction.
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6 Conclusions and Future Work

This chapter proposes an architecture for a Distributed IMS using Artificial Immune
Systems (AIS) concepts.

A short discussion about the application of AIS in maintenance activities has
been carried out and some characteristics that have not yet been explored in pre-
vious works are included in this proposal.

One contribution of this chapter is the collaboration approach adopted between
local AI2MS, enabling a continuous learning process. Sharing data between devices
is expected to improve the performance of the whole system through the adoption
of online and offline mechanisms for information exchange. The diagnostic/prog-
nostic functionality for each single device could benefit from the past recorded
behavior of other devices, subjected to same environment conditions.

Another relevant point lays in its systemic approach. AI2MS has been conceived
to work in different levels, namely at: a device, inter-device and plant level.
Prognostics of RUL of the plant, performed by the PHAA, can take in to account
the current “health conditions” of the devices, not only relying on a static fore-
casting model.

AI2MS has been also planned to be scalable and highly adaptive: when the
number of devices is increased, the new ones acquire, automatically, the “knowl-
edge” of the system, by the support of Services Agents.

It is also evident that, due to the multitude of agents and the multiplicity of
interaction among them, the AI2MS architecture is quite complex leading to a
certain difficulty in the prediction of the behavior of the single device and, at a
higher level, of the whole maintenance system. Replicating the same harmony of its
natural counterpart, where it gets its inspiration, is a great challenge for future
research works along this stream. In the short term, the following activities will be
carried out in order to improve and foster the current version of the AI2MS system:

• Design and analysis of the intensity and quality of the message exchange, to
evaluate the requirements to the network support and the possibility of inte-
gration with the plant control network.

• Incorporation of the diagnostic techniques developed by GCAR Group [6, 7] in
the AI2MS.

• Evaluation of the performance of AI2MS in a simulation platform, processing
real data.
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Towards Ontology-Based Modeling
of Technical Documentation
and Operation Data of the Engineering
Asset
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Abstract Management of engineering assets within an organization is a crucial
interdisciplinary approach that aims to optimize their performance and guarantee
their overall effectiveness through efficient decision making. This task is always
largely supported by official technical documentation created by the asset manu-
facturer which describes in detail the asset’s functionality, architecture as well all
necessary information such as testing, operation and maintenance specifications.
This valuable information has to be accessible and comprehensive since it essen-
tially dictates the target asset configuration, operation and maintenance modes and
strategies in order to guarantee the asset’s performance and availability. However,
current technical documentations mainly consist of textual and graphical documents
that often are poorly written and constructed, misleading, unavailable, outdated and
are read by users with as little effort as possible. This results in a poor connection of
the operating asset with its original documentation that prevents the asset from
reaching its full potential. In this work, we will propose the new concept of using
ontologies as a form of documentation that accompanies the official technical
documentation and is created by the manufacturer and provided to the customer.
We will also propose the use of a generic asset management ontology model that
asset users can be based on to create their own domain asset ontology. Finally, we
will demonstrate with examples how the use of the ontology and its reasoning
mechanism is ideal to identify potential problems in the operation, configuration
and maintenance of the asset, as well as potentially discover areas for improvement.
We expect that eventually this concept will gather all the knowledge necessary to
assist in the decision making process in order to improve the asset’s availability,
longevity and quality of operations.
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1 Introduction

Physical or engineering assets constitute the core elements of significant value to
any production organization and are the backbone for its success and overall
growth. Asset management in the context of engineering assets, such as machining
tools and electric motors, is a challenging and crucial task. During the operation and
maintenance phase of the assets’ lifecycle, it aims to optimize their performance
through efficient decision making and reduce their maintenance costs, increase the
revenue and guarantee their overall efficiency, availability and longevity [10]. Asset
management is particularly important now with the ageing of the equipment, the
fluctuating requirements in the strategy and operation levels and the emphasis on
health and safety requirements [2].

This task is always greatly dependent on the official technical documentation of
the assets created by the asset manufacturer and provided to the user describing in
detail all information concerning the assets, such as product definition and design,
functionality, architecture, operating and maintenance instructions, quality assur-
ance and safety use. Technical documentation is the compilation of these various
documents which aim to describe the technical product and make available the
technical know-how and product history for the subsequent users of the information
such as the engineers or operators. This is why all this valuable information has to
be accessible and comprehensive since it essentially dictates the target asset con-
figuration, operation and maintenance modes as well as overall strategies in order to
guarantee the assets’ performance and availability within a production organisation.
Especially during the warranty period of an asset, it is crucial that the technical
documentation is clear and complete because otherwise there could be great losses
for the asset manufacturer and in worst case even legal action against him.

However, current technical documentations mainly consist of textual and
graphical documents that often are poorly written and constructed, misleading,
inaccessible, incomplete, outdated and may assume knowledge that the readers
don’t essentially possess. Although the documentation has now greatly moved from
just printed documents and booklets to electronic versions with powerful navigation
and interactive content [14], thus facilitating their accessibility, many of these
problems still persist. Essentially, it is still hard for the users to find specific answers
to their questions and it is quite common for them to approach the documentation
with as little effort as possible. This results in a poor connection of the operating
asset with its original documentation that prevents the assets’ overall effectiveness
from reaching its full potential.

The quality of technical documentation is an important part of the perceived
quality of an asset since it constitutes the first line of support for users when they
encounter a problem. It is crucial that users, such as engineers, line managers and
maintenance technicians, can trust it and get the information that they require,
whenever needed. For example, in a simple scenario where the temperature for a
specific type of equipment rises above the predefined allowed thresholds, the user
may require immediately going through the equipment’s exhaustive documentation
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to identify the cause of the problem and check for suggested actions e.g. modify the
asset’s configuration or take maintenance actions. At the same time, he may also
require to check for other data from other information systems within the organi-
sation concerning the specific equipment, such as its age and maintenance history. It
is clear that this can be a very time-consuming and impractical process requiring a
lot of effort by the users and possible unnecessary downtime for the equipment and
can thus lead to great losses for the organisation, especially in more critical
situations.

This is why in this work, we will propose the new concept of using ontologies as
a form of documentation that accompanies the official technical documentation and
is created by the manufacturer and provided to the customer. We will propose the
use of a generic asset management ontology model that manufacturers can use to
create their own domain asset ontology and we will explain how the use of these
ontology and the reasoning mechanism is ideal to identify potential problems in the
operation, configuration and maintenance of the asset, as well as potentially dis-
cover areas for improvement.

2 Background

In this section, we will provide some background on asset management and relevant
issues as well as the concept of ontologies and previous research efforts using or
recommending ontologies in the asset management domain. Also, we’ll provide a
brief background concerning the technical documentation.

2.1 Asset Management

Asset management is a holistic and interdisciplinary approach that covers in the
context of engineering assets the whole life cycle of the asset, from the acquisition
to the disposal of the asset. Its scope extends from the daily operations of assets
trying to meet the targeted levels of service to supporting the organization’s
delivery strategies, satisfying the regulatory and legal requirements and minimizing
related risks and costs [2, 3, 6]. The current work focuses on the operation and
maintenance phase where the aim is to optimize the overall performance of the asset
and guarantee its availability and longevity.

2.2 Ontologies

Gruber [4] defines the ontologies as explicit formal specifications of the terms in a
domain and relations among them. Based on the Semantic Web vision, ontologies
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are proposed here since they can capture the semantics of data, resolve semantic
heterogeneities, create a shared domain vocabulary and optimize data quality and
availability. They possess a high degree of expressive power and formality while
also providing logical reasoning mechanisms for inference of new information
based on lower-order raw data and also checking for consistency, compatibility and
ambiguity [13].

There are various research efforts using or recommending ontologies in the asset
management domain, but to our knowledge none are focusing on the operation and
maintenance phase of the asset’s lifecycle. We’re presenting the most representative
of these efforts here. Frolov et al. [2] develop an initial and fundamental asset
management ontology and subsequent process architecture in order to support an
organization’s asset management initiatives. Matsokis et al. [9] use ontologies with
Description Logic in a case study in asset lifecycle management whereas an
ontology-based implementation for exploiting the characteristics of time in asset
lifecycle management systems is presented by Matsokis and Kiritsis [8]. The
development of a generic asset configuration ontology is recommended by Ouertani
et al. [10] in order to provide a generic and active asset configuration management
framework.

2.3 Technical Documentation

Although most forms of technical documentation do not follow recognized stan-
dards, ISO has published a series of standards related to technical product docu-
mentations which are covered by ICS 01.110 [5]. After a literature review, it is
obvious that currently there is a significant lack of work concerning advancements
in managing and evolving technical documentation beyond the typical textual and
graphical documents in written or electronic form. van Kervel [12] presents the
underlying scientific theories, methodology and software technology to meet the
requirements of high quality technical documentation and recommend the con-
ceptual modeling methodology to deliver high quality enterprise models. An
approach is presented by Abramovici et al. [1] where the users are provided with
easy access to product information through the use of new information channels
while also suggesting the integration of technical documentation into product
development. In other indicative efforts are Wingkvist et al. [14, 15] show how to
define and assess the quality of information of technical documentations and
demonstrate with real world documentation. Tombre and Lamiroy [11] demonstrate
various pattern recognition methods for querying and browsing technical docu-
mentations of all kinds. Finally, Manago et al. [7] propose a technical documen-
tation system that is used to dynamically publish personalized content.
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3 Main Proposal

3.1 Concept

In this work, we propose the new concept of using ontologies as a form of docu-
mentation that accompanies the official technical documentation and is created by
the manufacturer and provided to the customer. In specific, we suggest the use of an
upper asset management ontology model concerning the documentation of the
operation and maintenance phases of the asset that manufacturers can use to extend
and create their own domain asset ontology for their products. This ontology for a
certain manufacturer can have a generic part which is common for all products as
well as parts which can be further extended to be product-specific. Furthermore, we
propose that the customer and eventual user of the asset also creates his own asset
ontology to manage the assets of his organisation. This particular ontology would
group the overall current and historical data concerning the operation, configura-
tion, maintenance and testing of his assets while taking into consideration that the
volume of this data concerning is generally high and always increasing.

The great advantage of using ontologies comes from the fact that formal rules
can be added in any ontology, e.g. using a description logic language, which
provide logical reasoning mechanisms and can thus be used to infer new knowl-
edge. Taking advantage of these capabilities in our case, the manufacturer could
define formal rules in his technical documentation ontology that could essentially
dictate the normal or even the optimal performance of his product. More specifi-
cally, these rules could be defined for various cases such as switching to an optimal
asset configuration, keeping the asset operation values within the appropriate limits,
identifying abnormal behaviours and deviations, identifying the need for taking
maintenance actions, locating specific hotspots for improvement of the performance
or even retiring an asset etc.

After the definition of the manufacturer’s technical documentation ontology
along with the relevant rules and the user’s asset management ontology, the next
step would be to merge them in one ontology. After the merging of the two
ontologies and based on the asset operation and maintenance data, these rules
would be defined to infer new knowledge that would support the asset users in
various cases. Of course, when the customer starts operating the asset within his
own organisation, he has the capacity to add his own rules if he identifies room for
further improvement or has organisation-specific requirements. The overall aim of
this process is to eventually make sure that the asset behaves according to the
overall specifications included in the written technical documentation. Essentially,
the technical documentation ontology with rules defined by the manufacturer could
be called as a form of documentation itself that could greatly facilitate the asset
users in their day to day activities and as a result could gradually be used to replace
the need to refer to certain aspects of the technical documentation whatsoever. The
process is demonstrated in Fig. 1.
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Furthermore, as mentioned earlier ontologies can capture the semantics of data
and thus offer semantic interoperability between diverse systems. This is crucial
since modern organisations use a variety of different proprietary systems to store
information concerning their assets, such as SCADA and ERP. As a result, in our
proposal the user of the asset does not have to perform the time-consuming process
of actively searching in different data sources to link disparate data concerning the
organisation assets while also consulting with the relevant technical documentation.
Instead, the great benefit is that the asset ontology can integrate the data from all
various sources and through the usage of the inference mechanism, it is possible to
gain new knowledge that will assist in the decision making process, without
essentially having to use the technical documentation itself. Besides the user, it is
important to note that of course neither the manufacturer needs to be concerned
about which specific asset management systems that each of his customers employs
to manage his products.

In the simple scenario mentioned earlier where the temperature for a specific
type of equipment rises above the predefined allowed thresholds, the proposed
concept can be used to identify the best course of action. For example, a rule may
be defined that will declare that if the temperature rises above 70 °C and the
equipment is more than 3 years old, a maintenance action replacing a defective asset
part will be recommended. A different example would be a rule that declared that in
case a certain tank in the organisation has fluid level that drops below 50 cm, a
maintenance action will be suggested to fix a possible leak. It is important to note in
these examples that the data may originate from different systems such as SCADA
(temperature, fluid level) and ERP (equipment age) and most importantly, the rules
can encapsulate the content of the original technical documentation.

In the next sections, we initially present what data the user’s asset management
ontology should describe concerning the asset’s operation and maintenance phases.

Fig. 1 Proposed concept
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Then, we describe in a similar way the manufacturer’s technical documentation
ontology. Finally we briefly present the process and the benefits of merging these
two ontologies.

3.2 Asset Management Ontology

In this section, we will propose the use of an upper asset management ontology
model for the operation and maintenance lifecycle phases of the engineering asset,
encompassing common and generic concepts which are fundamental in the asset
management area. It is necessary to take into account the various domains in which
the model could be applied since it should be able to adapt to various manufacturing
domains and applications through extensions of the upper ontology. The so called
domain ontologies created after these extensions are specific to certain manufac-
turing areas or activities and describe the domain in much more detail. An essential
requirement to take also into consideration is that the volume of data concerning
asset management e.g. for operation or configuration, is constantly increasing as
time passes in dynamic manufacturing environments.

We have identified and summarized the generic information for the asset
maintenance and operation lifecycle phases which correspond to various domains
and should be part of any generic asset management ontology. This information can
be either static e.g. asset function or dynamic e.g. asset operation data. This
information is visualized in Fig. 2 and presented below:

Assets. This concerns all the engineering assets of the organisation and can be
seen as the most important concept, since most of the ontology information
would be connected to it. It is important to note that it may be possible to break
down the asset in its technical components, which may be considered as assets
themselves.
Functions. Describes the main functionality and possibly also secondary
functionalities, performed by an asset e.g. refrigerating.
Processes. The process which the asset is involved in within the organisation e.
g. production, filling, and is useful to identify interacting assets.
Location. This class shows the location of the asset within the organisation.
Users. The individuals in the organisation who are responsible for operating and
managing an asset.
Roles. The specific actor roles that may interact with the asset e.g. line manager,
quality control responsible.
Resources. The various resources that the asset may require in order to function.
States. Describes the various functioning states a certain asset can be in, such as
normal state, degraded state, failure state and programmed stop state.
Operation Data. Groups the data stored during the operation of the asset, e.g.
asset temperature. The instances over a period of time provide a historical view
of the asset’s operations.
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Configuration Data. Describes the records of asset configuration status at any
point of time. The instances can assist in tracking the current and historical
changes of asset configurations.
Maintenance Data. Contains current and historical data concerning the asset’s
maintenance. This concept also describes the type of maintenance type adapted
by the user e.g. corrective, preventive, conditional and lists the particular
sequence of actions from the available maintenance activities in a specified
duration of time.
Test Data. This class groups the results of the various tests undertaken for the
assets e.g. during installation or in a programmed maintenance check.
Events. This information considers the events that concern the asset. Initially,
we define an event as any transient occurrence of interest for the asset which can
be distinguished between internal events as changes of state caused by an
internal asset transformation and external events with direct effects on the asset.
In this work the low-level events are considered which are necessary for
monitoring the state of the asset e.g. temperature update. The high-level events
that exist on a higher abstraction level and concern the long term asset strategy

Fig. 2 Asset management ontology information
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are not in the scope. The event information should also consider the alarms
representing an abnormal asset’s state that requires the user’s attention and has
warning purposes, the complex event consisting of other multiple events, the
various event types, conditions and rules.

3.3 Technical Documentation Asset Ontology

The official technical documentation of the assets created by the asset manufacturer
and provided to the user should describe in detail all information concerning the
asset as it was originally described during the design and build phases. Although
technical documentation overall considers various aspects of the asset such as
product definition and design, quality assurance, safety and risk regulations are end-
of-life, we are mainly interested here on the operation and maintenance aspects of
the asset. The technical documentation ontology has to accurately cover all the
relevant aspects of the asset while always taking into consideration the requirements
of the user who may be for example a line manager or a maintenance engineer. The
technical documentation ontology with its rules and capacity to infer new knowl-
edge will essentially dictate the target asset configuration, operation and mainte-
nance modes as well as overall strategies in order to guarantee the assets’
performance and availability within a production organisation, according to the
relevant technical documentation specifications. As mentioned in the asset man-
agement ontology, it is also necessary here that the ontology uses common and
generic concepts that are common to various domains.

We summarize below and visualize in Fig. 3 the key generic information
identified which should be part of any technical documentation asset ontology.

Operation Types. Contains the various types of operation data, as defined
during the design and build phases of the asset. The various types are distin-
guished between functional types defining the various normal states an asset can
function in and dysfunctional states where the asset’s status may be degrading or
may have already failed.
Configuration Types. This information groups the various types of configu-
ration data proposed by the manufacturer. Different configuration types should
correspond to different operation types and depend on certain conditions.
Test Types. Groups the various test types available for the asset which may take
place e.g. during the installation of the asset or during a maintenance action.
Maintenance Strategies. This crucial information for the asset state groups the
documentation maintenance information of the asset. It overall describes the
various maintenance strategies suggested by the manufacturer concerning the
asset and contains the various maintenance activities that the maintenance
engineer can perform as part of the maintenance process of the asset e.g. replace
a defective component.
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Usage rules. Defines some important rules in using the asset for example
concerning health and safety regulations.
Conditions. Describes the conditions that are used to specify different config-
uration and operation modes and well as to initiate maintenance actions.
Resources. Specifies the resources that the asset requires to function in a normal
operating state.

3.4 Ontology Merging

The merging of two related ontologies is obtained by taking the union of the terms
and axioms defining them creating a complete new ontology. Ontology translation
is the key process for the merging and is defined as the translating of datasets,
queries or theories expressed using one ontology into the vocabulary supported by
another. One of the core challenges of current ontology-based research is to develop
efficient ontology merging algorithms which can resolve any possible mismatches
with no or minimum human intervention to generate automatic a global merged
ontology.

In our case, the merging of the user’s asset management ontology and the
manufacturer’s technical documentation ontology paves the way for firstly inte-
grating the information described previously and then for using this information and
the inference mechanism to gain new knowledge. The rules initially defined in the

Fig. 3 Technical documentation ontology information
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technical documentation ontology combined with the actual asset operating and
maintenance data could now be used to find when there are divergences from the
documentation specifications and thus indicate ways for identifying problems,
ensuring or improving the overall performance of the asset, identifying gaps in the
maintenance strategy and operation routine or even areas of improvement. The
great benefit is that the information in the technical documentation ontology along
with the defined rules can guarantee that the asset behaves according to the doc-
umentation specifications and as a result they could replace in large part certain
aspects of the written technical and graphical documentation, thus making it
unnecessary and obsolete in the decision maker’s day to day activities.

4 Conclusion

This work proposed the novel concept of using ontologies as a form of technical
documentation that accompanies the official technical documentation and concerns
the operation and maintenance lifecycle phases of an engineering asset. When
merged with a user’s asset management ontology, it provides the unique capacity to
use the ontologies’ reasoning mechanism to identify potential problems in the
operation, configuration and maintenance of the asset, as well as potentially dis-
cover areas for improvement. We expect that the proposed concept can greatly
facilitate and speed up the user’s decision making process while optimizing the
asset’s overall performance and guaranteeing its overall availability. Most impor-
tantly, we believe it can ensure that the asset behaves in a normal state according to
the specifications defined in the written documentation. In the next steps, we intend
to implement the ontology model in order to validate its consistency and demon-
strate its benefits. We will also validate the model in a case study in order to
evaluate its applicability and effectiveness on an asset’s operation and maintenance
phases.

References

1. Abramovici M, Krebs A, Schindler T (2013) Design for usability by ubiquitous product
documentation. In: Abramovici M, Stark R (eds) Smart product engineering. Springer,
Heidelberg, pp 633–641

2. Frolov V, Megel D, Bandara W, Sun Y, Ma L (2009) Building an ontology and process
architecture for engineering asset management. In: 4th world congress on engineering asset,
Athens, Greece

3. Frolov V, Ma L, Sun Y, Bandara W (2010) Identifying core function of asset management. In:
Amadi-Echendu J et al (eds) Engineering asset management review, vol 1. Springer, London

4. Gruber TR (1993) Towards principles for the design of ontologies used for knowledge
sharing. Int J Human Comput Stud 43:907–928

5. International Organisation for Standardisation. ICS 01.110: technical product documentation.
http://www.iso.org/iso/catalogue_ics_browse?ICS1=01&ICS2=110&

Towards Ontology-Based Modeling of Technical Documentation ... 993

http://www.iso.org/iso/catalogue_ics_browse?ICS1=01&ICS2=110&


6. Koronios A, Steenstrup C, Haider A (2009) Information and operational technologies nexus
for asset lifecycle management. In: 4th world congress on engineering asset management,
Athens, Greece

7. Manago M, Traphöner R, Defude B (2010) Know.Right.Now: a technical documentation
system for dynamically publishing personalized content. In: Adaptivity, personalization and
fusion of heterogeneous information (RIAO ‘10). Le Centre de Hautes Etudes Internationales
D’Informatique Documentaire, Paris, France, pp 220–221

8. Matsokis A, Kiritsis D (2010) Ontology-based implementation of an advanced method for
time treatment in asset lifecycle management. In: 5th world congress in engineering asset
management, WCEAM 2010, Brisbane, Australia

9. Matsokis A, Zamofing S, Kiritsis D (2010) Ontology-based modeling for complex industrial
asset lifecycle management: a case study. In: 7th international conference on product lifecycle
management, PLM’10, Bremen, Germany

10. Ouertani MZ, Srinivasan V, Parlikad AKN, Luyer E, McFarlane DC (2009) Through-life
active asset configuration management. In: International conference on product lifecycle
management, PLM’ 09, PLM-SP5—2009 Proceedings, Bath, UK, pp 119–207

11. Tombre K, Lamiroy B (2008) Pattern recognition methods for querying and browsing
technical documentation. In: Ruiz-Shulcloper J, Kropatsch W (eds) Progress in pattern
recognition, image analysis and applications. LNCS, vol 5197. Springer, Heidelberg,
pp 504–518

12. van Kervel SJH (2011) High quality technical documentation for large industrial plants using
an enterprise engineering and conceptual modeling based software solution. In: De Troyer O,
Bauzer Medeiros C, Billen R, Hallot P, Simitsis A, Van Mingroot H (eds) ER workshops
2011. LNCS, vol 6999. Springer, Heidelberg, pp 383–388

13. Wang XH, Zhang DQ, Gu T, Pung HK (2004) Ontology based context modeling and
reasoning using OWL. In: Pervasive computing and communications workshops, 2004.
Proceedings of the second IEEE annual conference on. IEEE, pp 18–22, Mar 2004

14. Wingkvist A, Ericsson M, Lincke R, Löwe W (2010) A metrics-based approach to technical
documentation quality. In: Proceedings of the 7th international conference on the quality of
information and communications technology (QUATIC’2010)

15. Wingkvist A, Löwe W, Ericsson M et al (2010) Analysis and visualization of information
quality of technical documentation. In: 4th European conference on information management
and evaluation, 2010, pp 388–396

994 A. Koukias et al.



Optimal Policy Study
on Reliability-Centered Preventive
Maintenance for a Single-Equipment
System

Q.M. Liu, M. Dong and W.Y. Lv

Abstract Because of demanding higher operational efficiency and safety in
industrial systems, system maintenance trends to the direction of high speed, high
load and high automation. Reliability-centered preventive maintenance schedule
plays an important role in production, but it is always a complex task to make such
a plan. In this paper, the optimization of reliability-centered preventive maintenance
(PM) for a single-equipment system can be proposed. In order to reduce downtime
loss, several PM actions are performed together using the threshold for opportunity
PM. By using Markov decision process method, the transition probability matrix for
different PM actions can be obtained, and then the optimal combination problem on
PM strategy can be developed. Finally, the optimal PM schedule which can provide
the desired levels of reliability to a single-component system and minimize main-
tenance cost can be obtained. A case is used to demonstrate the implementation and
potential applications of the proposed method.

1 Introduction

To keep a system in normal condition, taking proper maintenance becomes even
more important during its life. Many effective equipment maintenance strategies
have been developed [1–4]. Generally, the equipment maintenance can be classified
into corrective maintenance (CM) and PM. Normally, PM is more effective than
CM because it is always to keep a system in an available condition so that the large
loss caused by unpredictable fails can be avoided.
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The CM involves the repair or replacement of components which have failed or
broken down. When corrective maintenance is carried out after a failure, usually the
equipment can be restored to an operational condition in which it can perform its
intended functions. Kenne and Nkeungoue [5] introduced the CM and PM into the
production systems, proposed a joint model of production, corrective maintenance
and preventive maintenance. The preventive maintenance is a schedule of planned
maintenance actions aimed at the prevention of equipment breakdowns and failures.
It is designed to preserve and enhance equipment reliability by replacing worn
components before they actually fail. Fitouhi and Nourelfath [6] dealt with the
problem of integrating non-cyclical PM and tactical production planning for a
single machine. Bartholomew-Biggs et al. [7] considered the optimal PM sched-
uling and dealt with the problem of scheduling imperfect PM for equipment.
Cassady and Kutanoglu [8] proposed an integrated model that coordinates PM
planning decisions with single-machine scheduling decisions so that the total
expected weighted completion time of jobs was minimized. Most of them always
concentrated on the development of mathematical models in achieving the opti-
mization of PM policy based on some specific supporting, such as uniform
improvement, maintenance activity and cost, etc. For a system which is consisted of
many components, the effectiveness of maintenance mainly depends on both the
improved levels and the maintenance costs of the components.

For scheduling the PM, based on the defined actions, the maintenance time and
the cost of a system would affect the contents of actions adopted. Considering the
time of PM taken, PM policies can be classified into two kinds, periodical PM and
non-periodical PM [9, 10]. In this paper, for a single-equipment system, the
downtime loss could be obviously reduced as well as its effectiveness can be
promoted if its reliability can be set or maintained at someone level. Reliability and
maintenance cost are adopted as a criterion for scheduling maintenance actions.
Thus, reliability under PM is given. Different kinds of action are taken on each
stage. The maintenance model considering different maintenance actions and reli-
ability is proposed, and reliability-centered PM strategy is scheduled. The purpose
is not only on maintaining the system life to its expected life but also in obtaining
the maximum system benefit by reliability optimization. By case study, the results
show that the maintenance which considers more than one action is more advantage
than that only single action adopted.

2 Preventive Maintenance Actions

In this paper, various maintenance actions can be adopted to slow down the system
degradation. The system life will increase with time and will be affected by the
maintenance actions. For time interval [0, T] ([0, T] can be divided into n time
interval, n ∈ N, ΔT = T/n = Tp = (tp−1, tp).), the available maintenance actions set
can be expressed as follows:
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PMi ¼ PM0;PM1;PM2;PM3f g

where, PM0: No maintenance action is adopted. PM1: Adopt some daily non-
replacement maintenance actions (mechanical service). PM2: Adopt some minor
non-replacement maintenance actions (repair). PM3: Adopt replacement mainte-
nance actions by directly using new parts to replace the old ones.

In order to develop the reliability-centered preventive maintenance optimized
strategy for a single-equipment system, some basic descriptions for the PM are
described as follows.

(1) M components of equipment S will all be the new status at time 0. The failure
distributions among M components are independent, and are subject to
Weibull distribution.

(2) When the component reaches the minimum reliability, PM2 or PM3 will be
adopted. Otherwise, minor repairs will be adopted. For time interval [0, T],
PM1 can be adopted for components that don’t reach the minimum reliability.
The maintenance time of minor repairs and PM1 can be ignored.

(3) The PM triggered component j (j ≠ i) of component i at time interval (tp,
εΔT + tp) (w ∈ N) adopts the opportunity preventive maintenance.

3 Reliability under Preventive Maintenance

With adopting the PM, the failure parts can be repaired, and the surviving parts can
be improved. Thus, the reliability of a system can be improved, and the reliability of
the component i at time t can be denoted as follows:

RiðtÞ ¼ Ri:k;s � Rv;kðtÞ

where, Ri,k,s is the initial reliability of the failure parts after the kth PM for com-
ponent i, and Rv,k is the reliability of the surviving parts after the kth PM for
component i.

Based on the different maintenance action of the kth PM, the reliability can be
divided into three categories after adopting the kth PM for component i. Consid-
ering preventive maintenance whose interval is [tp, tp’], the reliability of the failure
parts and surviving parts can be obtained as follows:

(1) PM1 : Ri:k;s ¼ Ri;k�1;f ; Rv;kðtÞ ¼ exp � t�tp
m2aðiÞ
� �bðiÞ� �

(2) PM2 : Ri:k;s ¼ Ri;k�1;f þ m1ðRi:k�1;s � Ri;k�1;f Þ; Rv;kðtÞ ¼ exp � t�tp
m2aðiÞ
� �bðiÞ� �

(3) PM3 : Ri:k;s ¼ 1; Rv;kðtÞ ¼ exp � t�tp
aðiÞ
� �bðiÞ� �
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Thus, the reliability of the component i can be obtained as follows:

RiðtÞ ¼ Ri:k;s exp � t � tp
maðiÞ
� �bðiÞ !

; m ¼ 1 XiðTpÞ ¼ PM1

m2 XiðTpÞ ¼ PM2;PM3

(

where, Ri,k,f is the finishing reliability of failure parts before the k + 1th PM for
component i. m1 and m2 are the improvement factors (0 < m1, m2 < 1) [9]. Xi(Tp)
represents the maintenance action at the time interval Tp for component i. α(i) and
β(i) are scale parameter and shape parameter of Weibull distribution, respectively.

4 Integrated Decision Model

4.1 Maintenance Cost

The PM process of equipment S at time interval [0, T] is Markov decision process.
If the k-th PM can be adopted for component i at time TS, assuming
that Xi(TS) = A (A = PM1, PM2, PM3). Then, the transition probability of Xi(Tp
+S) = B (B = PM0, PM1, PM2, PM3) is p(Xi(Tp+S) = B|Xi(TS) = A) at time interval Tp+S
(p= 1, 2,…n). The transition probability depends on the averagemaintenance cost per
unit time when the component reaches the next minimum reliability (Rmin(i)) from
taking PM actions.

Let sgi(Tp) denote the adopting PM2 or PM3 at time interval Tp, and V(Tp) be the
number of component adopting PM2 or PM3 at Tp, and opi(Tp) describe the adopting
opportunity PM2 or PM3 at Tp. Ri(t) represents the reliability of component i at time t.

sgiðTpÞ ¼
1 RiðTpþ1Þ\RminðtÞ
0 RiðTpþ1Þ�RminðtÞ

(
; VðTpÞ ¼

XM
i¼1

sgiðTpÞ;

opiðTpÞ ¼
1 RiðTpþe0þ1Þ\RminðtÞ
0 RiðTpþe0þ1Þ�RminðtÞ

(

In this paper, let CB,i(k + 1) denote the average maintenance cost per unit time at
time interval [tp+S, tRmin] after adopting maintenance B (V(Tp+S) ≥ 1), and it can be
shown as follows:

CB;iðk þ 1Þ ¼

C0;iðk þ 1Þ ¼
C1;iðkÞ XiðTSÞ ¼ PM1

C2;iðkÞ XiðTSÞ ¼ PM2

C3;iðkÞ XiðTSÞ ¼ PM3

8<
: B ¼ PM0

C1;iðk þ 1Þ ¼ CbðiÞþCmðiÞF1;iðkþ1Þ
tRmin

�tpþS
B ¼ PM1

C2;iðk þ 1Þ ¼ CxðiÞþCdD2;iðTpþSÞþCmðiÞF2;iðkþ1Þ
tRmin

�tpþS
B ¼ PM2

C3;iðk þ 1Þ ¼ CgðiÞþCdD3;iðTpþSÞþCmðiÞF3;iðkþ1Þ
tRmin

�tpþS
B ¼ PM3

8>>>>>>>>>><
>>>>>>>>>>:

ð1Þ
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Fx;iðk þ 1Þ ¼
ZtRmin

tpþS

kx;kþ1ði; tÞdt x ¼ 0; 1; 2; 3

tRmin
¼ m exp

1
bðiÞ log � log

RminðiÞ
Ri;kþ1;s

� �� �� �
aðiÞ þ 1

m
tpþS

� �

Du;iðTpþsÞ ¼
qBðiÞ �

Xi�1

j¼1

Du;iðTpþsÞ

0

8>><
>>:

u ¼ 2; 3;B ¼ 2; 3

where, Cb(i), Cx(i) and Cg(i) are the cost of adopting one PM1, PM2, PM3,
respectively. Cm is the cost of adopting one minor repair. Cd is the downtime cost
per unit time. D2,i(Tp+S) and D3,i(Tp+S) represent downtime for component i at Tp
adopting PM2 and PM3, respectively. tRmin is the time when the component
i reaches the next minimum reliability (Rmin(i)) from taking PM actions at Tp. F1,

i(k + 1), F2,i(k + 1) and F3,i(k + 1) represent the number of failure for component i at
[tp+S, tRmin] adopting PM1, PM2, PM3, respectively. ρ1(i) and ρ2(i) are the average
maintenance time for component i adopting PM2, PM3, respectively.

The transition probability can be obtained as follows:

(1) sgi(Tp+S) = 0 and opi(Tp+S) = 0 (Adopting PM0 or PM1 for component i)

pðXiðTpþSÞ ¼ bjXiðTSÞ ¼ AÞ ¼
1=Cb;iðk þ 1Þ

1=C0;iðk þ 1Þþ1=C1;iðk þ 1Þ
b ¼ 0; 1

(2) sgi(Tp+S) = 1 or opi(Tp+S) = 1 (Adopting PM2 or PM3 for component i)

pðXiðTpþSÞ ¼ bjXiðTSÞ ¼ AÞ ¼
1=C2;iðk þ 1Þ

1=C2;iðk þ 1Þþ1=C3;iðk þ 1Þ
b ¼ 2; 3

4.2 Maintenance Model

Based on Eq. (1), for the PM cost, minor maintenance cost and downtime cost, the
maintenance model can be obtained as follows:
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minC ¼
XM
i¼1

Xn
p¼1

XiðTpÞ 1
3
CbðiÞ-1;iðTpÞ þ 1

2
CxðiÞ-2;iðTpÞ þ CgðiÞ-3;iðTpÞ

� �

þ
XM
i¼1

CmðiÞ
XKðiÞ�1

k¼0

Ztx;iðkþ1Þ

tx;iðkÞ

kkði; tÞdt þ
ZT

tx;iðKðiÞÞ

kKðiÞði; tÞdt

0
B@

1
CAþ

Xn
p¼1

Cd

XM
i¼1

Du;iðTpÞ
 !

s:t:

-a;iðTpÞ ¼
1 XiðTpÞ ¼ a

0 XiðTpÞ 6¼ a
a ¼ PM1;PM2;PM3

�

XM
i¼1

XiðTp2Þ
" # XM

i¼1

XiðTp3Þ
" #

¼ 0

8i; t;9RiðtÞ�RminðiÞ
0� tq2 � tq3

�� ��� eDT

ð2Þ

where, K(i) represents the total number of PM for component i at [0, T]. tx,
i(k) describes the time adopting the kth PM for component i.

5 Case Study

To validate the proposed methods for PM, a case is studied. A single-equipment
system consists of 6 components, and each component works from new status. The
time interval of equipment S is [0, 365], and ΔT = 1d. The downtime cost adopting
PM2 and PM3 is 550/d. The improvement factors are 0.8 (m1 = m2 = 0.8). The
opportunity PM threshold ε is 3d. Parameters can be obtained in Table 1.

First, each component separately adopts reliability-centered preventive PM2 or
PM3. The maintenance cost can be obtained in Table 2.

Then, based on Eq. (2), the PM strategy optimization model can be obtained for
equipment within one year. The results can be shown in Table 3. It can be seen from
Table 3 that the proposed method has a better performance for saving maintenance
cost. And the accuracy will be better with the growth of simulation times. The result
shows that the total maintenance cost by the proposed method is 32906.71.

Table 1 Parameter values of the components

i Cb(i) Cx(i) Cg(i) Cm(i) α(i)/d β(i) ρ1(i) ρ2(i) Rmin(i)

1 40 100 320 480 52 1.6 0.2 0.4 0.7

2 40 220 470 1000 115 2.7 0.4 0.6 0.75

3 70 320 700 1500 123 3.4 0.3 0.5 0.8

4 30 100 220 280 165 3.3 0.1 0.3 0.6

5 10 50 70 220 35 2.2 0.4 0.6 0.6

6 70 260 720 1120 85 1.7 0.5 0.9 0.8
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Finally, based on the proposed method, the optimal preventive maintenance
schedule can be obtained, and it can be shown in Table 4. It can be seen that
component 4 adopts PM0, components 1, 2, 3 adopt PM1, component 5 adopts PM2

and component 6 adopts PM3 at time 120d. Component 5 adopts the maximum
number of PM2 and PM3, however, component 4 only adopts PM1 to reduce
failures and keep the reliability of a system.

6 Conclusions

This paper presents a reliability-centered PM strategy for a single-equipment sys-
tem. The possible maintenance actions are classified into three types (PM1, PM2 and
PM3) which are concurrently considered on every PM stage, and minor repairs are
adopted for the sudden failure. In this paper, first, based on the improvements of the

Table 2 Maintenance cost for each component

i 1 2 3 4 5 6 Total

C 7974.88 6106.04 6028.26 1572.16 11446.72 17930.96 51059.02

Table 3 Computed results based on the proposed method

Simulation time Minimum total cost Decreased cost (%)

1,000 33415.14 34.56

10,000 33296.62 34.79

20,000 32906.71 35.56

Table 4 Optimal preventive maintenance schedule

Time (d) Component i

1 2 3 4 5 6

15 PM1 PM1 PM1 PM0 PM3 PM1

45 PM3 PM0 PM1 PM1 PM3 PM1

90 PM1 PM0 PM1 PM0 PM3 PM3

120 PM1 PM1 PM1 PM0 PM2 PM3

145 PM1 PM1 PM1 PM0 PM3 PM1

198 PM1 PM1 PM1 PM0 PM2 PM1

212 PM1 PM3 PM1 PM0 PM1 PM0

233 PM0 PM1 PM1 PM0 PM1 PM3

260 PM1 PM1 PM0 PM0 PM2 PM2

269 PM0 PM1 PM0 PM1 PM3 PM1

297 PM1 PM1 PM0 PM1 PM2 PM1

359 PM1 PM0 PM0 PM0 PM2 PM1
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surviving and failure parts for constructing the reliability model, the effects of
maintenance to reliability are formulated. Then, in order to reduce the downtime
cost, multiple maintenance actions are integrated based on opportunity maintenance
threshold. By using Markov decision process, PM optimization problems for a
single-equipment system can be effectively solved at [0, T]. Finally, the optimal
maintenance strategy can be obtained, and the dynamic optimization PM mainte-
nance schedule can be developed.

References

1. Cekyay B, Ozekici S (2012) Optimal maintenance of systems with Markovian mission and
deterioration. Eur J Oper Res 219(1):123–133

2. Huynh KT, Castro IT, Barros A, Bérenguer C (2012) Modeling age-based maintenance
strategies with minimal repairs for systems subject to competing failure modes due to
degradation and shocks. Eur J Oper Res 218(1):140–151

3. Liao GL, Sheu SH (2011) Economic production quantity model for randomly failing
production process with minimal repair and imperfect maintenance. Int J Prod Econ 130
(1):118–124

4. Yang SL, Ma Y, Xu DL, Yang JB (2011) Minimizing total completion time on a single
machine with flexible maintenance activity. Comput Oper Res 38(4):755–770

5. Kenne JP, Nkeungoue LJ (2008) Simultaneous control of production, preventive and
corrective maintenance rates of a failure-prone manufacturing system. Appl Numer Math 58
(2):180–194

6. Fitouhi MC, Nourelfath M (2012) Integrating noncyclical preventive maintenance scheduling
and production planning for a single machine. Int J Prod Econ 136(1):344–351

7. Bartholomew-Biggs M, Zuo MJ, Li XH (2009) Modeling and optimizing sequential imperfect
preventive maintenance. Reliab Engi Syst Saf 94(1):53–62

8. Cassady CR, Kutanoglu E (2005) Integrating preventive maintenance planning and production
scheduling for a single machine. IEEE Trans Reliab 54(2):304–310

9. Tsai YT, Wang KS, Tsai LC (2004) A study of availability-centered preventive maintenance
for multi -component systems. Reliab Eng Syst Saf 84(3):261–270

10. Martorel S, Sanchez A, Carlos S, Serradell V (2002) Comparing effective-ness and efficiency
in technical specifications and maintenance optimization. Reliab Eng Syst Saf 77(3):9–281

1002 Q.M. Liu et al.



Optimal Burn-in Policy for Highly
Reliable Products Using Inverse Gaussian
Degradation Process

Mimi Zhang, Zhisheng Ye and Min Xie

Abstract Burn-in test is a manufacturing procedure implemented to identify and
eliminate units with infant mortality before they are shipped to the customers. The
traditional burn-in test, collecting event data over a short period of time, is rather
inefficient. This problem can be solved if there is a suitable quality characteristic
(QC) whose degradation over time can be related to the lifetime of the product.
Optimal burn-in policies have been discussed in the literature assuming that the
underlying degradation path follows a Wiener process or a gamma process.
However, the degradation paths of many products may be more appropriately
modeled by an inverse Gaussian process which exhibits a monotone increasing
pattern. Here, motivated by the numerous merits of the inverse Gaussian process,
we first propose a mixed inverse Gaussian process to describe the degradation paths
of the products. Next, we present a decision rule for classifying a unit as typical or
weak. A cost model is used to determine the optimal burn-in duration and the
optimal cut-off level. A simulation study is carried out to illustrate the proposed
procedure.
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1 Introduction

An inverse Gaussian process is a stochastic process with monotone increasing
paths. The inverse Gaussian process was proposed by Wasan [1] and further studied
by Wang and Xu [2] and Ye and Chen [3]. Wang and Xu [2] proposed a method to
incorporate random effects in the inverse Gaussian process; Ye and Chen [3]
showed that the inverse Gaussian process is a limiting compound Poisson process.
In the context of the inverse Gaussian process, the probability density function and
cumulative distribution function of the first hitting time to a fixed threshold have
closed forms. By contrast, the increments of a Gamma process do not bear a closed-
form cumulative distribution function, which makes the ensuing statistical inference
intractable. This chapter makes an investigation into a burn-in test in which the
degradation of the items in a heterogeneous population is modelled by a mixture
inverse Gaussian process. A cost model is used to determine the optimal cut-off
point and the optimal termination time.

Recall that an inverse Gaussian distribution with mean u[ 0 and shape
parameter k[ 0, denoted to be IGðu; kÞ, has probability density function [4]

fIG x; u; kð Þ ¼
ffiffiffiffiffiffiffiffiffiffi
k

2px3

r
exp � k x� uð Þ2

2u2x

( )
; x[ 0;

and cumulative distribution function

FIG x; u; kð Þ ¼ U

ffiffiffi
k
x

r
x
u
� 1

� �" #
þ exp

2k
u

� �
U �

ffiffiffi
k
x

r
x
u
þ 1

� �" #
; x[ 0;

in which Uð�Þ is the standard normal cumulative distribution function. An inverse
Gaussian process fXðtÞ; t� 0g is a continuous-time stochastic process with the
following properties:

• XðtÞ has independent increments; that is, for all t2 [ t1 � s2 [ s1 � 0, the
increments Xðt2Þ � Xðt1Þ and Xðs2Þ � Xðs1Þ are independent.

• XðtÞ � XðsÞ follows an inverse Gaussian distribution IG K tð Þ � K sð Þ;ð
g K tð Þ � K sð Þ½ �2Þ, for all t[ s� 0.

As with the convention, let K tð Þ be a non-decreasing, right-continuous, real-
valued function for t� 0, with K 0ð Þ ¼ 0. Hence, XðtÞ is a random variable having

distribution: IG K tð Þ; gK tð Þ2
� �

with mean K tð Þ and variance K tð Þ=g.
In the framework of condition-based maintenance, a monitored product’s failure

can be suitably defined as the event of which the product’s deterioration level first
reaches a pre-determined threshold D. Let XðtÞ denote the deterioration of the
product at time t� 0 and TD the first-passage time of the degradation to the
threshold D. Due to the monotonicity of the degradation path of the inverse
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Gaussian process, the cumulative distribution function of TD can be readily
obtained:

P TD � tð Þ ¼ P X tð Þ�Dð Þ ¼ 1� P X tð Þ\Dð Þ ¼ 1� FIG D;K tð Þ; gK tð Þ2
� �

:

Specifically, we have

P TD � tð Þ ¼ U

ffiffiffiffi
g
D

r
K tð Þ � Dð Þ

� �
þ exp 2gK tð Þð ÞU �

ffiffiffiffi
g
D

r
K tð Þ þ Dð Þ

� �
; t� 0:

Due to unavoidable imperfections in the control of manufacturing processes,
lifetimes of items in a population are probabilistically heterogeneous (a heteroge-
neous population). Generally, a heterogeneous population consists of two sub-
populations, i.e., a weak subpopulation and a normal subpopulation. Compared
with the items in the normal subpopulation, items in the weak subpopulation have a
shorter mean lifetime and are prone to give rise to early in-use failures. For
example, it is widely believed that integrated circuits consist of a small proportion
of weak items with much shorter lifetimes than the normal items. To eliminate weak
items, engineers place each and every item under elevated temperature or voltage
for a certain period of time and release those items which survive the test to field
service. This test is known as (traditional) burn-in test. Traditional burn-in tests that
stress items to failure are inefficient for highly reliable products among which even
the weak items will take a long time to fail. This predicament can be tactfully solved
in the condition-based burn-in when there are some suitable quality characteristics.
In the context of condition-based burn-in, all products are exercised and, at the end
of the process, items with deterioration levels below the cut-off point will be
released to field service whereas items with deterioration levels exceeding the cut-
off point will be discarded. Because the cut-off point is usually much lower than the
failure threshold, the condition-based burn-in can tactfully handle high reliable
products.

The rest of this chapter is organized as follows. Section 2 gives the total cost
functional. Two types of misspecification errors are introduced. Section 3 deals
with the maximum likelihood estimation of the unknown parameters in the pro-
posed degradation models. Section 4 uses a simulative example to illustrate the
proposed method. Some concluding remarks are given at the end of this chapter.

2 Optimal Burn-in Policy

Consider a heterogeneous population with a small proportion of weak items. We
assume that the deterioration of an item from the normal population has an inverse

Gaussian process IG K1 tð Þ; gK1 tð Þ2
� �

, whereas the deterioration of an item from
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the weak population has an inverse Gaussian process IG K2 tð Þ; gK2 tð Þ2
� �

, with

K1 tð Þ[K1 tð Þ[ 0, for all t[ 0. Set rðtÞ to be the cut-off point for XðtÞ with the
decision rule: An item is classified to be normal if and only if at time t the
deterioration level is smaller than the cut-off point, i.e., XðtÞ� rðtÞ.

For a fixed time t, the probability of misclassifying a normal item as a weak item
(type-I error) is

a tð Þ ¼ P X tð Þ[ r tð Þjnormal itemð Þ ¼ 1� FIG r tð Þ;K1 tð Þ; gK1 tð Þ2
� �

¼ U
ffiffiffiffiffiffiffiffi
g
r tð Þ

r
K1 tð Þ � r tð Þ½ �

� �

þ exp 2gK1 tð Þf gU �
ffiffiffiffiffiffiffiffi
g
r tð Þ

r
K1 tð Þ þ r tð Þ½ �

� �
; t� 0:

The probability of misclassifying a weak item as a normal item (type-II error) is

b tð Þ ¼ P X tð Þ� r tð Þjweak itemð Þ ¼ FIG r tð Þ;K2 tð Þ; gK2 tð Þ2
� �

¼ U
ffiffiffiffiffiffiffiffi
g
r tð Þ

r
r tð Þ � K2 tð Þ½ �

� �

þ exp 2gK2 tð Þf gU �
ffiffiffiffiffiffiffiffi
g
r tð Þ

r
K2 tð Þ þ r tð Þ½ �

� �
; t� 0:

Let n denote the number of items subject to a condition-based burn-in test and w
the proportion of the weak items. The cost of misclassification is composed of the
type-I cost and the type-II cost:

Cmisc t; r tð Þð Þ ¼ n Ca � 1� wð Þa tð Þ þ Cb � wb tð Þ	 

:

Here, CaðCbÞ denotes the per-unit cost of misclassifying a normal (weak) item as
a weak (normal) item. At time t, set r�ðtÞ to denote the optimal cut-off point
minimizing the cost of misclassification, i.e., r� tð Þ ¼ argminr tð Þ[ 0 Cmisc t; r tð Þð Þ.

In the burn-in procedure, degradation measurements of an item are collected at
epochs t ¼ 0; t1; . . .; tl with each inspection costing Cmea. Hence, the number of
inspections at time tb is bþ 1 for 1� b� l. The per-item cost of conducting the
burn-in test per unit of time is denoted by Cop. Hence, the overall cost of conducting
a burn-in test on n items up to time tb is

TC tb; r tbð Þð Þ ¼ Cmisc tb; r tbð Þð Þ þ nCoptb þ nCmea bþ 1ð Þ:

With the available degradation measurements increasing, the cost of misclassi-
fication will decrease over time, whereas the cost of inspection and operation will
increase over time. Hence, the optimal burn-in time should make a trade-off
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between Cmisc tb; r tbð Þð Þ and nCoptb þ nCmea bþ 1ð Þ. For each checking point tb, the
corresponding optimal cut-off point can be determined by minimizing the overall
cost TC tb; r tbð Þð Þ. The globally optimal burn-in time t�b can then be determined by
minimizing TC tb; r� tbð Þð Þ, i.e. t�b ¼ argminftbglb¼1

TC tb; r� tbð Þð Þ.

Note that the bivariate optimization problem,minb;r TC tb; r tbð Þð Þ, is an integer
optimization problem in b and is equivalent to the optimization problem
minb minr TC tb; r tbð Þð Þ. Since b is an integer-valued variable, the latter optimization
problem can be easily solved by solving two univariate minimization problems.
Specifically, by fixing b, the optimization problem minr TC tb; r tbð Þð Þ can be solved
by analytical or numerical methods; the resulted minimized cost is hence a function
of b. By choosing b to be 1; 2; 3; . . ., we can find t�1, t

�
2, t

�
3,… respectively such that

the corresponding TC t1; r t1ð Þð Þ; TC t2; r t2ð Þð Þ; TC t3; r t3ð Þð Þ; . . . are minimized.

3 Estimating Unknown Parameters

The distribution of XðtÞ is a mixture of two inverse Gaussian distributions. The
probability density function is given by

P X tð Þ ¼ xð Þ ¼ 1� wð ÞfIG x;K1 tð Þ; gK1 tð Þ2
� �

þ wfIG x;K2 tð Þ; gK2 tð Þ2
� �

; x� 0:

For all 1� i� n and 1� j� l, we might denote the degradation increment of the
ith item at time tj as xi;j ¼ Xi tj

� �� Xi tj�1
� �

with t0 ¼ 0. The increment xi;j is an

observation from the mixture distribution 1� wð ÞfIG x;DK1 tj
� �

; g DK1 tj
� �	 
2� �

þ
wfIG x;DK2 tj

� �
; g DK2 tj

� �	 
2� �
, where DK1 tj

� � ¼ K1 tj
� �� K1 tj�1

� �
, and

DK2 tj
� � ¼ K2 tj

� �� K2 tj�1
� �

. Given the measured increments fxi;j; 1� i� n;
1� j� lg, the resulted log-likelihood function is given by

l K1 tð Þ;K2 tð Þ; g;wð Þ ¼
Xn

i¼1

log 1� wð ÞH1
i þ wH2

i

 �
;

in which we have

Hk
i ¼

Yl

j¼1

ffiffiffiffiffiffiffiffiffiffiffi
g

2px3i;j

s
� DKk tj

� �� exp � g xi;j � DKk tj
� �	 
2

2xi;j

( )
; k ¼ 1; 2:

Once the functional forms of K1 tð Þ and K2 tð Þ are specified, we can obtain the
maximum likelihood estimates on the unknown parameters using numerical
methods. The optimal burn-in time and the optimal cut-off point can thereupon be
obtained to weed out the weak items. The Akaike information criterion (AIC) can
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be served for testing goodness of fit, which is defined by AIC ¼ 2m� 2l. Here, m is
the number of model parameters and l is the maximized value of the log-likelihood
function (Fig. 1).

4 A Numerical Example

A commonly used formulation of the marginal distribution in the inverse Gaussian
process is given by IG utq; gt2qð Þ, and when q ¼ 1 it reduces to a stationary sto-
chastic process. For illustrative purpose, we use in this section the following data
set: u1 ¼ 0:0345; u2 ¼ 0:0519; g ¼ 0:0521, and q ¼ 1. We consider here the unit
time scale in hours. The measurements of the deterioration are made every 5 h. The
proportion of the weak components is w ¼ 0:2646. The cost configurations of the
proposed burn-in test are given as: Ca ¼ 65;Cb ¼ 90;Cop ¼ 0:09, and
Cmea ¼ 0:05. Some degradation trajectories of the items from this heterogeneous
population, with sample size being 20, are plotted in Fig. 2. As can be visualized,
two components are nonconforming, degrading faster than the others.

At each checking point, we use a pattern search optimization method to grabble
the corresponding optimal cut-off point, minimizing the total cost function. The
optimal cut-off points and the related minimized costs, as well as the misclassifying
probabilities, are listed in Table 1. From Table 1, we observe that the globally
minimized total cost is 8.5811 at time 55 h. Hence, the globally optimal burn-in
time turns out to be 55 h, and the corresponding globally optimal cut-off point is
2.3367. From Table 1, we can see that as the number of inspections increases, the

Fig. 1 Inverse Gaussian degradation paths with 20 entities
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misclassifying probabilities, i.e. the probabilities of type-I and type-II errors,
decrease. As a result, the cost of misspecification decreases. However, as the burn-
in duration increases, the cost of operation increases. We plot the minimized total
cost versus the number of checking times in Fig. 2. As can be seen, the minimized
total cost firstly decreases and then increases, and the globally minimal total cost
uniquely exists.

5 Conclusion

For highly reliable products, it is rather difficult to determine the optimal burn-in
time due to the scarce of the event data. This problem can be solved successfully if
there is a quality characteristic of which the degradation can be related to the
reliability of the product. In this chapter, we presented a decision rule for classifying
an item as a weak or a normal unit. The optimal cut-off point can only be obtained
using numerical methods. However, most generally used optimization algorithms
can be used to find the optimal cut-off point, as well as the minimized total cost. We
use a numerical example to show that the optimal policy exists and is unique.

The stationary inverse Gaussian processes have a finite number of jumps in finite
time intervals, and hence are suitable for modeling usage such as damage due to
sporadic shocks. The stationary Gamma processes have an infinite number of jumps
in finite time intervals, and hence are suitable for describing gradual damage by

Fig. 2 The plot of minimized total cost versus the number of checking times
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continuous use. Since the inverse Gaussian process and the Gamma process both
have monotone, discontinuous paths, they are competitive candidates for degra-
dation-modeling problems, especially when the deterioration-checking points are
discretely distributed. Therefore, the topic of misspecification, i.e., mis-specifying
the stationary inverse Gaussian process (stationary Gamma process) as the sta-
tionary Gamma process (stationary inverse Gaussian process), when using maxi-
mum likelihood (ML) methods for estimation and inference, is of interest.
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Condition Based Maintenance
and Operation of Wind Turbines

Tieling Zhang, Richard Dwight and Khaled El-Akruti

Abstract With application of advanced sensing technology, the condition based
maintenance and operation has been made possible to many industrial systems. In a
wind turbine, there are a few hundreds of sensing signals used to monitor the
component performance and operational condition. The condition information is
utilized in operational control of wind turbines and the wind farm in order to reduce
the down time and Cost of Energy (CoE). In this chapter, a framework of condition
based maintenance and operation of wind turbines is presented. This framework
starts with data collection of sensing signals through SCADA and includes data
processing and modeling, failure pattern recognition, remaining useful life/health
condition prediction, load prediction (prediction of wind trend), integrated decision
making for maintenance and operation of wind turbines and the wind farm, and
maintenance planning. The research challenges involved in each step of the
framework are discussed. The framework presented in this chapter serves as a
guideline which is also useful to other systems.

1 Introduction

Wind power is one of the main clean and renewable energy sources. Its penetration
in energy market keeps increasing in the past 20 years. The US Department of
Energy aims to achieve 20 % of wind energy penetration in the utility market by the
end of 2030 [1]. However, wind power contributed only about 3.5 % of the total
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electricity generated in the US in 2012 [2]. For the European Wind Energy
Association, it is reported that the goal is to generate 26–34 % of the electricity
from wind by 2030 [3]. And, China’s wind industry is forecasted to reach 150 GW
of installed capacity by 2015 which is well beyond the central government’s goal of
100 GW by 2015 [4] and 230 GW of installed capacity by 2020 [5]. It is no doubt
that the global market of wind energy is steadily growing.

Wind turbines are complex electromechanical systems usually having a design
lifetime of 20–30 years. Wind turbine system reliability is a critical factor in the
success of a wind energy project [6]. Studies have shown that the spending on wind
turbine maintenance and repair accounts for 25–30 % of the life cycle cost (e.g.,
[7]). These have provided strong impetus for improvement on wind turbine reli-
ability and optimization in maintenance and operation for reducing cost of energy
(CoE).

Maintenance optimization is a crucial issue for industries that utilize physical
assets due to its impact on costs, risks and performance [8]. In modern industry, the
maintenance strategies have so far changed from the old-aged corrective and pre-
ventive one into the condition based maintenance (CBM) due to innovation and
developments of sensing technology. Numerous applications can be found in
today’s industry. Condition monitoring based maintenance is that a maintenance
service is scheduled based on the health status of a component/subsystem under
monitoring. It needs a condition monitoring system implemented, for example,
vibration measurements for essential mechanical components in wind turbines. The
purpose of condition monitoring is to ensure continual operation of wind turbines
with continuous measuring and analysis, and thereby increasing the turbine avail-
ability and reducing expenses. Especially in connection with offshore wind farms,
detailed planning of maintenance based on the state of the turbines is an important
requirement.

Condition based maintenance includes data acquisition through a condition
monitoring system, data processing and modeling for health condition assessment
and prediction, and decision making on service action. The techniques about CBM
have been well developed and research in this area grows very fast. Hundreds of
research papers in this area, including theoretical development and practical
applications appear in every year [9], see, e.g., the review papers [9–11].

It is, however, until recent years that the CBM technologies have been imple-
mented onto wind turbines in order to realize optimization in maintenance and
operation. An early overview of condition monitoring techniques for wind turbines
can be referred to [12]. This is a state-of-the-art review on the techniques up to
2002. Later on with the rapid increase of demand orders on large wind turbines, the
wind turbine technology has been enhanced very fast and the maintenance opti-
mization has become an issue to notice in wind farm’s operation. Since more and
more sensors are installed into modern wind turbines and more sensing signals are
recorded, it makes the CBM become a real practice and the main focus of main-
tenance strategies of the wind farm operators. Maintenance optimization with
condition monitoring has then become a hot research topic and received much
attention. Garcia et al. [13] proposed an intelligent system for predictive
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maintenance with application to the health condition monitoring of a wind turbine
gearbox. Andrawus et al. [8] discussed the quantitative maintenance optimization
for wind turbines using Monte Carlo simulation and Delay-Time Maintenance
Model (DTMM). Nilsson and Bertling [14] discussed maintenance management of
wind turbine systems using condition monitoring systems by focusing on life cycle
cost analysis. Lu et al. [15] conducted a state-of-the-art review on condition
monitoring and fault diagnosis for wind turbines and point out that “although many
techniques existing in other industries can be directly or indirectly applied, wind
turbines present particular challenges for successful and reliable diagnostics and
prognostics”. Gray and Watson [16] discussed an approach based on physics of
failure to wind turbine CBM. Byon and Ding [17] developed models and the
associated solution tools for devising optimal maintenance strategies. They consider
a multi-state deterioration model for wind turbines subject to different failure
modes. Besnard and Bertling [18] developed an approach for condition-based
maintenance optimization applied to wind turbine blades. This approach is appli-
cable to inspection-based maintenance as well as online condition-monitoring based
maintenance. Nielsen and Sørensen [19] studied risk-based operation and mainte-
nance of offshore wind turbine components by considering lifetime costs related to
all the activities in life cycle. Tian et al. [20, 21] developed a CBM policy to address
the maintenance optimization at the wind farm level where the key component
health condition is predicted by neural networks. Amayri et al. [22] proposed a
CBM method by considering different types of wind turbines in one wind farm. Van
Horenbeek et al. [23] studied a prognostic maintenance policy which makes use of
predictive information, i.e., the remaining useful life of different components of the
wind turbine. This policy is applied to the whole wind farm rather than one wind
turbine with considerations of the importance of dependencies between separate
wind turbines in a wind farm, especially an offshore wind farm. Dong, et al. [24]
proposed a systematic multi-parameter health condition evaluation framework that
considers the dynamic operational environment of wind turbines. Shafiee [25]
developed an opportunistic condition-based maintenance strategy for offshore wind
turbine blade under cold weather conditions. With the maintenance strategy, an
opportunistic maintenance action is performed for non-failed blades while to exe-
cute replacement of the damaged ones of offshore wind turbines.

As summarized above, CBM systems and technologies have been developed and
more advanced techniques with practical applications will be seen in the near
future. In order to realize the optimal operation of wind turbines in service life,
however, it is not enough just depending on execution of CBM with advanced
technologies developed because of uncertainty of wind load. Wind cannot be
forecasted with higher accuracy in a few days ahead. This makes it become a big
challenge to realize and maintain optimization in maintenance and operation of
wind turbines and wind farm. The intermittency of wind power renders its specialty
from other industrial sectors where work load can be predicted. It is therefore not
only CBM but also CBO (condition based operation) are needed in realizing the
optimal operation of wind turbines in service life. Although wind turbine suppliers,
and wind farm operators and owners have noticed the importance of CBM and
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CBO of wind farm, the dedicated and mature research results have not been found
to be reported. Erickson and Sauers [26] described the concept of intelligent wind
turbines in a project conducted at Los Alamos National Laboratory (USA) and led
by a multi-disciplinary team of experts covering structural health monitoring,
modeling and simulation and prognostic decision-making. The Intelligent Wind
Turbines team is developing predictive models, advanced sensing technologies,
novel data interrogation techniques, active performance control and reliability-
based decision-making algorithms to address important issues that currently hinder
the wind industry.

Researchers and wind turbine manufacturers have started to make efforts towards
development and implementation of CBM/CBO technologies in wind farm oper-
ational management. It is envisaged that new methods, techniques and systems will
appear in not far future for condition based operation of wind turbines and wind
farm. This is the motivation of this present chapter. The purpose of this chapter is to
present a framework for realizing CBM/CBO of a wind farm. The framework
serves as a guideline for establishment of CBO systems for a wind farm. A few
technical schemes associated with CBM/CBO for extending remaining useful
lifetime (RUL) of turbine components are also discussed.

2 A Framework for CBM/CBO

In this section, we present a framework for CBM/CBO of wind turbines. This
framework is shown in Fig. 1. Condition monitoring systems include Condition
Monitoring System & Solution (CMS&S) and Turbine Monitor (TM). Many

Fig. 1 Framework for CBM/CBO of wind turbines
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sensors are implemented into wind turbines for condition monitoring and control.
The sensor signal data are transferred to CMS&S and turbine SCADA. All sensor
signal raw data may be stored in turbine SCADA. CMS&S is a function module
that monitors and reports the components’ and subsystems’ health status by
focusing on failure mechanisms using turbine control and operation signals such as
phase voltage and current, power production, etc. as well as other signals measured
directly from components and subsystems such as vibration, acoustic, RF signals
and temperature.

After data processing in CMS&S, the output signal data are transferred to Data
Acquisition System (DAS) where the historical data of sensor signals and model
output are stored. On the other hand, the component and subsystem health status
information are stored in DAS and DAS has another function to communicate with
other turbines’ DAS in the same wind farm or communicate with Farm SCADA
through the internet for data transmission. In addition, the Data Server serving for
wind turbine monitors (TM) may request data from DAS in addition to its request
from Turbine SCADA. Data Server stores part of Turbine SCADA signals. Not all
signal data stored in Turbine SCADA are stored in Data Server. The data stored in
Data Server are the signals which may be used often or the data representing the
typical characteristics of turbines.

TM is based on historical data recorded. One turbine monitor is a statistical
model which can be a distribution model, or a regression formula (linear or non-
linear), or some other kinds of models derived from historical data. The outputs
from TM are transferred to System Performance Evaluation Module for system
level, subsystem level and component level performance evaluation.

Database of Fault Patterns serves to store all possible failure patterns and
severity of failure modes that are obtained in design phase, function test and reli-
ability test phase, historical failure cases as well as those obtained from analyzing
FMEA and Fault Tree Analysis (FTA). CMS&S may continuously generate new
failure patterns and keep updating of Database of Fault Patterns. Database of Fault
Patterns can be a stand along one or may be imbedded into CMS&S as one
function.

Different level alarms issued by CMS&S and TM are transmitted to System
Performance Evaluation Module for subsystem or system performance evaluation.
If a subsystem is evaluated as in a wear-out process, the severity of performance
degradation will be presented. This information is used as a reference for Turbine
Central Control System to take action if an adjustable input load can be applied.
Such an adjustable input load can be a reduced load or enhanced load to a sub-
system or turbine. The alarms and turbine health status are also sent to turbine
operator and turbine maintenance technicians.

The System Performance Evaluation Module consists at least of one wind tur-
bine performance evaluation index system, an algorithm module (Program of built
models), and a tool module including hardware and interface.
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• The wind turbine performance evaluation index system includes a standard for
evaluation of subsystem performances: What are the factors selected in the
performance evaluation system and how to determine the levels for each of the
factors.

• The algorithm module may use Data mining techniques and other expert system
methods to find out the relation between one failure mode and its relevant
impact factors. The relations are used for performance degradation evaluation. It
involves a method to predict performance degradation either for component or
for subsystems.

• A tool module is a realization of the above two aspects. It includes hardware
structure and interfaces, etc.

All the information passed through System Performance Evaluation Module for
turbine system performance evaluation will be transferred to Statistical Predictor for
further modeling and analysis.

Statistical Predictor includes different functional modules to complete modeling
of time to failure (TTF) data, reliability and availability modeling and analysis. It
can include the following functions:

• Reliability and availability models with multiple system states where the tran-
sition rate between different states can be a function of time.

• Function of Monte Carlo simulation for system reliability and availability
solution.

• Function of predicting the next maintenance time.

The output from this module is a clear solution that is if the turbine can keep
running until the next scheduled periodical maintenance time under normal control
and operation. If it is not, can the turbine operate with reduced load so that the
turbine can keep operation without shut-down till the next periodical maintenance?
Or, if not, what is the maintenance plan? The outputs of Statistical Predictor also
include a report with maintenance plan, time used in maintenance service, method
of maintenance, number of spare parts, maintenance cost, etc.

If no alarms appear both from CMS&S and TM, or it is verified that the turbine
can continuously run under normal condition without shut-down until the next
periodical maintenance time, the adjustable load control scheme is not initiated.
Otherwise, an adjustable load control plan is initiated and applied to turbine central
control.

Database of Maintenance Service stores historical data and report data from
Statistical Predictor, typical maintenance cases with number of spare parts used,
maintenance cost, maintenance time distribution, number of spare parts in inven-
tory, etc. CBM/CBO based on condition monitoring may depend only on CMS&S
or TM.

Currently, each large wind turbine has been equipped with condition monitoring
and fault diagnostic system. Figure 2 shows a flow diagram of data processing and
modeling process for CBM/CBO. The models built are most of linear correlation
model. The linear correlation between one variable and other related factors is
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hardly maintained because of complexity of the wind turbine system and dynamic
load environment. It is, therefore, quite often to explore the nonlinear models for a
failure mode or a degradation case study. To build such models needs one’s
experience and the pre-existing examples. Another way to handle the problem is by
using Matlab System Identification Module. This module can help build the non-
linear model without the need of previous experience and knowledge. One the other
hand, one needs to look at the over-fitting of a model built and the false alarm rate
in the verification. The trade-off study is often required before a good model is
found and finally put into application.

The models developed, using condition monitoring information, are used for
diagnostics and prognostics of components and subsystems. It is also important to
know the remaining useful lifetime of the critical components and subsystems in
order to maintain the turbine’s operation until the next scheduled maintenance
service with a planned control scheme. In the next section, a few technical schemes
for extending RUL are discussed in CBO for wind turbines.

3 Condition Based Maintenance/Operation of Wind
Turbines

It needs to carry out advanced research for realization of condition based operation
(CBO) of a wind farm. The aim of CBO is to enable better informed operational
decision-making, resulting in optimal power production by leveraging CBM

Fig. 2 Schematic of data processing and modeling process for CBM/CBO
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oriented information, reduction of unscheduled shutdown of wind turbines, increase
of availability and hence Mean Time between Inspections (MTBI). The first step to
run CBO is to get clear information about component health status and then derive
or estimate the remaining useful lifetime under a given operational condition. If it is
found that a component or some of components are in a severe status, it needs to
take actions in operation either to reduce load in order to keep the turbine running
without failure or it needs an immediate plan to conduct a maintenance service. The
second step is to estimate/forecast the wind load in a few months ahead. CBO
extends the remaining lifetime of components and enables the economic optimi-
zation of the entire production process based on wind of on-site prediction. Wind
cannot be predicted with higher accuracy even it is just in a few days ahead but the
high and low wind season is clearly known for an area such as weekly, biweekly, or
monthly average of the wind can be plotted in history. It is expected that all the
maintenance services are scheduled to be performed in the low wind season.
Therefore, it is important and needed to extend the remaining useful life of the
components whose performance (health status) has degraded.

3.1 Scheme for Extending Remaining Useful Lifetime

Here, suppose a component vibration level keeps increasing due to some failure
mode. A typical one of such components is gearbox or generator bearing. Figure 3
shows an illustration of RUL after one alert level is triggered. Each curve marked
with different power output class represents that the turbine is operating in that
power output class with more than 80 % of the remaining useful lifetime. Here the

Fig. 3 Illustration of a turbine’s operation with extended remaining useful lifetime
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remaining useful lifetime means the time after Alert Level 2 is triggered till it
reaches Alert Level 5, for instance.

Alert Level 5 is a severity level at which the component is required to be
replaced in a very short time, say, one or two weeks. In another meaning, the
component approaches the end of service life if Alert Level 5 is triggered. After
Alert Level 2 is triggered, the remaining useful lifetime is Δt if the turbine is
running with power output class 5. If this Δt is shorter than the scheduled time to do
maintenance or the time to lower wind season, the turbine is controlled to run under
power output class 4 after Alert Level 3 is triggered and then the remaining useful
lifetime is extended as shown with Δt+. If the total time of Δt and Δt+ are still
shorter than the scheduled time to do maintenance or time to lower wind season, the
turbine may run under power output class 3 if a further alert level is triggered, see
Fig. 3. Then, a further extension is obtained. That is, the extended RUL is repre-
sented by Δt++. An alternative operation is that the turbine may be controlled to run
power output class 3 after Alert Level 3 is triggered, hence, a more longer extension
of RUL is obtained, see Δt+++ in Fig. 3. The definition of different power output
class is given in Table 1 for 2.0 MW WTG, for instance [27].

3.2 Approaches to Determination of RUL

As discussed above, RUL needs to be determined in CBM/CBO. In this section, we
present three different ways to determine RUL of a turbine component. They are
based on historical data, laboratory tests and regression analysis.

3.2.1 RUL Based on Historical Data

According to the operational history of the identical or similar wind turbines, the
empirically obtained data may comprise data relating to lifetimes of identical/similar
components. Such data can be obtained in the following manner. When a given
alarm level is detected for a given component, this component is monitored and the
power output as a function of time, and the time elapsing between the alarm level
was detected until the component broke down is logged. This can be done for a large
number of identical/similar components, thereby τi (i = 1–5) for each component
case is recorded, where τi is the cumulative time elapsed under power output class
i (i = 1–5, e.g.) from the designated alarm level detected to the time when the
component fails. Then, the statistical information about RUL for a component under

Table 1 Definition of power output class for 2.0 MW WTG

Power output class 1 2 3 4 5

Power value Pw
(MW)

Pw ≤ 0.7 0.7 < Pw ≤ 1.2 1.2 < Pw ≤ 1.5 1.5 < Pw ≤ 1.8 1.8 < Pw
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various operating conditions is obtained such as RUL = a0 + a1τ1 + … + a5τ5, or
other forms from regression analysis. Then, the expected RUL in the future can be
calculated with scheduled and controlled operating conditions.

3.2.2 RUL Obtained from Lab Tests

Another approach to obtaining RUL is by laboratory testing. In the test, a severity
level of component can be set up and then run the test with a planned scheme of
load levels corresponding to the power output class 1–5. Through a number of tests,
the RUL distribution corresponding to each power output class level can be
obtained. These distributions will be then used for risk assessment for an expected
RUL with a designed scheme associated with designated operating conditions.

3.2.3 RUL Based on Regression Analysis with Multiple Inputs

Since a number of sensing signals have been recorded from each wind turbine, one
can carry out regression analyses of the selected variables for a specific problem.
The regression equation is then established based on the historical data recorded.
After this regression equation is verified, it will be used to estimate RUL of a
component by a manner to calculate the distance of means between a group dis-
tribution and a distribution from each wind turbine. This distance can be evaluated
by 1σ, 2σ, 3σ, etc. representing different severity levels. Here, σ is standard devi-
ation of the group distribution. The expected RUL can be obtained by adjusting the
variable values in turbine’s control of operation. This way has been utilized to build
wind turbine monitor as the one which is the same as Vestas Turbine Monitor
(VTM). Vestas is a leader supplier of wind turbines in global wind energy market.

4 Conclusion

In this chapter, a framework for CBM/CBO is presented, which is composed of
condition monitoring system, data acquisition module, data processing and mod-
eling module, system performance evaluation index module and so on. This
framework serves as a guideline when considering development of CBM/CBO
systems. With innovation and development of new sensors, and advanced diag-
nostic and prognostic technology, it can be seen that the optimal operation of wind
turbines based on condition monitoring will come to practice in not far future. From
quality and reliability point of view, the benefits brought about by CBO can be
summarized as follows:
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• Prevent premature shutdown of wind turbine. Early fault detection will prevent
catastrophic failures from occurrence during high wind season through de-rating
control operation. Thus, this extends the service lifetimes of key components
and subsystems, e.g., gearbox and generator of a wind turbine without com-
promising the wind turbine and overall wind farm performance.

• Help improve capacity factor, loss of production factor, etc. When a good
estimation of the RUL is available, repairs or replacement action can be
scheduled during time frames with very low wind. Capacity factor is defined as
the ratio of the actual production over a given period of time to the amount of
power the turbine would have produced running at full capacity during the same
time period.

• Support for further development. CMS provides detailed information on the
dynamic behavior of a wind turbine over a long period of time. The increased
knowledge about the system can be used for supporting the new design of wind
turbine components.

• Increase system reliability. Because the component health status is monitored,
the turbine operation is controlled according to the severity of components and
predicted wind on site. The unscheduled shutdown times of wind turbines will
be reduced especially when a turbine is running in a high wind season.

The big challenge to run CBO, however, is wind load prediction with required
accuracy. In addition, the challenges may also come from other aspects, for
example, the followings:

• WTGs with CMS are in their earlier and mid-career phase. Thus only a few
failed cases are available so that there is no enough data to calculate RUL.

• The models’ confidence level is higher with increased number of historical data
verified. However, it needs the data logged in a longer time.

• The CBO efficiency with de-rating control for extending RUL may depend on
the failure mode type.

• The de-rating control of turbines cannot help realize the optimal power output.
• The methodology presented in this chapter requires real life data. However, due

to short time data and availability, test-rig is of a good choice to support. But,
carrying out lab tests still take a lot of time and the test condition may not well
emulate the turbine’s operating condition.

Therefore, there exist a lot of research challenges in front of us. It requires us to
make efforts to find solutions for those issues. The further research concerning CBO
applications will include but not least the followings:

• Development of CBO schemes
• Other approaches to determination of RUL
• De-rating control techniques for CBO
• System architectures for realization of CBO for a wind farm
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• New approaches and techniques for CBO optimization by considering power
tariff and other constraints

• Development of a requirements analysis framework for CBM/CBO of offshore
wind farm [28].
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Status of Using, Manufacturing
and Testing of Ethylene Pyrolysis Furnace
Tubes in China

T. Chen, X.D. Chen, Y.R. Lu, Z.B. Ai and Z.C. Fan

Abstract In this paper, the problems of short service life, main failure modes and
failure mechanisms of ethylene pyrolysis furnace tubes in China were summed up
through service condition survey on ethylene pyrolysis furnace tubes in the
domestic nine petrochemical corporations, compared with the situation of two
ethylene enterprises in the developed countries. Chemical composition, tensile
properties at room temperature and high-temperature stress rupture properties of
furnace tubes and fittings were obtained through experiments performed on furnace
tubes and fittings from six furnace tube manufacturing enterprises. The revision
suggestion of centrifugally cast alloy tubes standard and the relationship between
newly manufactured furnace tubes and fittings performance and serviced furnace
tube failure modes were also discussed in present article.

Keywords Ethylene pyrolysis furnace tubes � Status of using � Manufacture �
Testing

1 Introduction

Centrifugally cast heat resistant alloys composed of high chromiumandnickel content
are widely used asmaterial of ethylene pyrolysis furnace tube, the service temperature
is generally in the range of 900–1,150 °C [1–4]. According to API 530, the design life
of furnace tube is 105 h (11.4 a). A survey aiming at obtaining the status of ethylene
pyrolysis furnace tubes was performed by Sinopec since 2008. The results show that
the service life of ethylene pyrolysis furnace tubes is mostly 3–5 a and accidental
failures often occur, which baffles the long-period operation in petrochemical cor-
poratins [5]. However, the service life of foreign furnace tubes can generally be
employed for 6–8 a continuously without shutdown unplanned. In comparison,
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service life of domestic ethylene pyrolysis furnace tubes is much shorter. “Sinopec
Inspection and Assessment Center on Furnace Tube, SIACFT” was set up in Hefei
GeneralMachineryResearch Institute to carry out inspection and assessment of newly
manufacturing, and in-service furnace tubes in order to strengthen the management of
manufacturing quality of the furnace tube, to improve the service life, and to provide
guarantee for the long period operation of ethylene pyrolysis installation.

At present, the standards relating to ethylene pyrolysis furnace tubes include
HG/T 2601-2011 Centrifugal casting alloy tubes for service of pressure bearing at
high temperature [6], HG/T 3673-2011 Static cast fittings of furnace for service
pressure bearing at high temperature [7] and ASTM A608 Centrifugally cast Iron-
Chromium-Nickel high-alloy tubing for pressure application at high temperatures
[8], etc. The requirement of the centrifugally cast furnace tube and static casting
fittings in the standard mentioned above is too loose, which does not adapt the
development of petrochemical industry. Many problems have been found in the
past two years by SIACFT. The status of using, manufacturing and testing of
ethylene pyrolysis furnace tubes in China is summed up in this paper in order to
enhance the understanding of furnace tube and then provide guarantee for the long
period operation of ethylene pyrolysis installation.

2 Using Status of Ethylene Pyrolysis Furnace Tube
in Petrochemical Corporation

Sinopec entrusted Hefei General Machinery Research Institute (SIACFT) to carry
out the investigation of radiant furnace tubes of ethylene pyrolysis furnace in order
to understand the using status and analyze the cause of early failure of furnace tube.
Till July 2011, nine Sinopec ethylene corporations provide account and using status
of ethylene pyrolysis furnace tube to SIACFT.

The maximum designed ethylene output of 9 Sinopec corporations in the survey
is 9.26 million tons per year, and the designed treatment capacity of a single furnace
ranges from 15 thousand tons per year to 0.23 million tons per year. The related
furnace type is complex, such as SL-I, SL-II, SL-IV, SRT-III, SRT-IV, CBL-I,
CBL-III, CBL-IV, CBL-R, USC, GK-V, GK-VI, KTI-GKV, etc. Figure 1 shows
statistics of replaced furnace tube in different years of 9 corporations after ethylene
pyrolysis furnace put into operation. The number of units which were totally
replaced is 14 in less than 5 years, accounting for about 14 %; in 6–8 years, the
number is 44, which is the largest, accounting for about 44 %; in 9–10 years, the
number is 22; more than 10 years, the number is 22.

Take Company A for example, Fig. 2 shows the using states of ethylene pyrolysis
furnace tubes. It shows that replacement of furnace tubes and fittings is mainly
caused by 6 factors, such as design of the furnace, creep, medium, quality of fitting,
carburization and stress. After CBL-III furnace put into operation for
2–3 years, 128 furnace tubes were replaced totally due to tube bending caused by the
factor of the design of the furnace. Tubes of 6 furnaces relating to SRT-IV and SL-I
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suffered from creep: several replacement of tubes occurred in 3 years after operation,
180 tubes replacement occurred in 5 years, 167 tubes in 5–8 years, and 348 tubes in
8–9 years. 140 tubes/fittings replacements occurred because of carburization relating
to 6 sets of furnace in 6 years. 223 pieces of weld metal in 4 different sets of furnace
suffered from corrosion because of medium factor in 2–3 years after operation. 68
fittings failure occurred because of poor quality involving 7 sets of furnace. The
detailed records are given as following: the number of replaced fittings is 1, 3, 18, 32,
9, and 5, respectively in 1.5, 2, 3, 4, 5, 6 years after operation. 8 pieces of tubes are
replaced because of the install stress factor in less than 5 years after operation. Thus,
creep and carburization factors accounted for about 66 % are the most important
factors resulting in the replacement of furnace tube of the enterprise.

Correspondingly, ethylene enterprises in German and Italy don’t have extra
ethylene pyrolysis furnaces as backup according to the survey performed by SI-
ACFT, which is different from domestic ethylene pyrolysis corporations. In order to
avoid shutdown accidentally, the furnace tubes are disposable integral replaced on
time according to schedule, without considering the actual damage of tubes. An
ethylene enterprise in German makes a one-time replacement of ethylene pyrolysis
furnace tubes after putting into operation for 6 years. As for an ethylene enterprise
in Italy, the using time of the exit section of furnace tube is 6 years and the using

Fig. 1 The number of
replacement of the whole
ethylene pyrolysis furnace in
different years

Fig. 2 Using status of
ethylene pyrolysis furnace
tube of company A
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time of the entrance section is 8 years. The ethylene pyrolysis furnaces of the two
enterprises operate continuously, without any repair. Accident failure seldom takes
place during operation. So it shows that foreign furnace tube product has good
quality uniformity and stability. However, the replacement of domestic furnace
tubes of ethylene pyrolysis furnace often occurred in 3–5 years after operation.
Therefore, there is a obvious gap of the quality stability between foreign and
domestic furnace tube, frequent replacements not only lead to economic loss and
increase operating costs of enterprises, but also affect the long period operation.

3 Manufacturing of Ethylene Cracking Furnace Tube

Generally, the intermediate frequency furnace is chosen to melt raw material of
furnace tube and centrifugal casting machine is selected to manufacture tubes.
Figure 3 shows the typical melting and casting field of furnace tube. Due to the high
service temperature of ethylene pyrolysis furnace tubes, it is clearly pointed out in
the ordering technical specifications that waste furnace tube cannot be doped.
Because the impurity removal ability of the melting process is quite weak, the
requirement of the cleaning of the raw materials is very strict. Therefore, it focuses
on the cleaning of the raw materials in order to ensure the cleaning of smelting
material in the manufacturing process.

Fig. 3 Typical melting and casting field of furnace tube
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There are about 10 centrifugal casting furnace tube manufacture plants in China.
Raw materials are provided by domestic or foreign plants. Generally, the contents
of impurities in raw materials including S, P, Pb, As, etc. are analyzed by optical
emission spectrophotometry. Chemical composition of casting product in furnace
tube manufacture plants; is also analyzed by optical emission spectrophotometry
only one plant is equipped with inductive coupled plasma emission spectrometer.
There are control index of impurities in each plant. For example, the index of
P ≤ 0.02 wt.%, S ≤ 0.012 wt.%, Pb ≤ 50 ppm, Sn ≤ 0.01 wt.% is required in a
casting plant. At the same time, management of raw materials in most pants is
disordered according to the survey performed by SIACFT.

There are two famous furnace tube manufacturers in Europe. According to the
investigation of company B in France and company C in German, the two manu-
factures don’t have superiority to domestic manufacturers in chemical composition
test. Optical emission spectrophotometry is also used to analyze chemical com-
position of furnace tube. But they have internal standard on raw materials selection.
Specific value can’t be provided because of the intellectual property right. Raw
material is stacked neatly and strictly marked by nameplate. It is clearly pointed out
that the waste furnace tube cannot be doped by the two foreign manufacture plants.

In addition, in order to obtain high-performance centrifugal casting ethylene
pyrolysis furnace tube, centrifugal casting parameters should be considered during
the casting process, such as inner wall coating of metal mould, casting temperature,
the vibration amplitude of centrifugal casting machine, preheating of metal mould
and cooling speed, etc.

4 Testing of Ethylene Pyrolysis Furnace Tube

25Cr35NiNb alloy and 35Cr45NiNb alloy are widely used as ethylene pyrolysis
furnace tube material. For 25Cr35NiNb alloy, typical chemical composition is: C:
0.35–0.50 wt.%, Cr: 23–27 wt.%, Ni: 34–37 wt.%, Nb: 0.8–1.5 wt.%. For
35Cr45NiNb alloy, typical chemical composition is: C: 0.40–0.60 wt.%, Cr:
30–37 wt.%, Ni: 43–47 wt.%, Nb: 0.6–1.8 wt.%.

The requirements of centrifugal casting furnace tubes are fairly loose in HG/T
2601-2011 Centrifugal casting alloy tubes for service of pressure bearing at high
temperature, which can not adapt to the current development of petrochemical
industry. Some indexes of centrifugal casting furnace tubes are significantly higher
than those of HG/T 2601-2011 by designers. The content of some harmful elements
are required as follow: S ≤ 0.03 wt.%, P ≤ 0.03 wt.%, Pb ≤ 100 ppm,
As ≤ 100 ppm, Sn ≤ 100 ppm. As for high temperature endurance performance, the
rupture life of 25Cr35NiNb alloy is required to be atleast 120 h at 1,100 °C under a
stress of 17 MPa. For 35Cr45NiNb alloy, the value is also atleast 120 h at 1,100 °C
under a stress of 16 MPa.

But a large number of tests should be carried out to validate whether control
index in HG/T 2601-2011 or technical specifications proposed by the designer is
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reasonable or not. In this paper, 38 pieces of 25Cr35NiNb alloy and 47 pieces of
35Cr45NiNb alloy furnace tubes are selected to analyze the chemical compositions
and stress rupture test, in order to statistically analyze the level of current domestic
centrifugal casting furnace tube and to provide an important basis for revision of the
standard.

4.1 25Cr35NiNb Alloy Furnace Tubes

38 pieces of centrifugal casting furnace tubes were chosen to analyze the chemical
compositions and stress rupture test. Figure 4 shows chemical composition distri-
bution map of 38 pieces of 25Cr35NiNb alloy furnace tubes. The statistics content
of C, Si, Mn, S, P, Cr, Ni, Nb is listed as following: the content range of C is
0.35–0.489 wt.%, the percent of pass is 100 % relatively to standard value; the
content range of Si is 1.51–2.0 wt.%, the percent of pass is 100 %; the content range
of Mn is 0.53–1.47 wt.% the percent of pass is 100 %; the content range of P is
0.0093–0.022 wt.%, the percent of pass is 100 % relatively to standard value; the
content range of S is 0.0068–0.02 wt.%, the percent of pass is 100 % relatively to
standard value; the content range of Cr is 24.5–26.8 wt.%, the percent of pass is
100 % relatively to standard value; the content range of Ni is 33.92–37.81 wt.%, the
percent of pass is 92.1 % relatively to standard value; the content range of Nb is
0.71–1.5 wt.%, the percent of pass is 89.47 % relatively to standard value.

Figure 5 shows the statistics measured content of As, Sn, Pb, Bi of 25Cr35NiNb
alloy furnace tubes. The trace elements content range is listed as following: As:
2.925–41.21 ppm; Sn: 4.04–27.31 ppm; Pb: 1.90–40.074 ppm; Bi: 0.011–0.66 ppm.

Stress rupture life at 1,100 °C/17MPa of 25Cr35NiNb alloy furnace tubes is
given in Fig. 6. The rupture life is in the range of 8–427.38 h, which pass rate is
only 82.50 % compared to standard value of 120 h. There is still a gap between test
data and technical specifications.

4.2 35Cr45NiNb Alloy Furnace Tubes

Figure 7 shows chemical composition distribution map of 47 pieces of 35Cr45NiNb
alloy furnace tubes. The statistics content of C, Si, Mn, S, P, Cr, Ni, Nb is listed as
following: the content range of C is 0.401–0.60 wt.%, the percent of pass is 100 %
relatively to standard value; the content range of Si is 1.31–1.80 wt.%, the percent
of pass is 100 % relatively to standard value; the content range of Mn is
0.6–1.29 wt.% the percent of pass is 100 % relatively to standard value; the content
range of P is 0.01–0.026 wt.%, the percent of pass is 100 % relatively to standard
value; the content range of S is 0.0062–0.012 wt.%, the percent of pass is 100 %
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Fig. 4 Chemical composition distribution map of 25Cr35NiNb alloy furnace tubes
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relatively to standard value; the content range of Cr is 32.78–35.42 wt.%, the
percent of pass is 100 % relatively to standard value; the content range of Ni is
42.77–47.02 wt.%, the percent of pass is 92.1 % relatively to standard value; the
content range of Nb is 0.67–1.2 wt.%, the percent of pass is 89.36 % relatively to
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Fig. 5 The statistics measured content of trace elements of 25Cr35NiNb alloy furnace tubes
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Fig. 7 Chemical composition distribution map of 35Cr45NiNb alloy furnace tube
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standard value. As to 35Cr45NiNb alloy furnace tubes, the content of P is lower
than 0.026 wt.%, and the content of S is lower than 0.012 wt.%.

Figure 8 shows the statistics measured content of As, Sn, Pb, Bi of 35Cr45NiNb
alloy furnace tubes. The trace elements content range is listed as following: As:
6.77–38.96 ppm; Sn: 2.52–18.77 ppm; Pb: 1.57–35.14 ppm; Bi: 0.005–2.53 ppm.

Stress rupture life at 1,100 °C/16 MPa of 35Cr45NiNb alloy furnace tubes is
given in Fig. 9. The rupture life is in the range of 10.21–280.40 h, whose pass rate
is only 83.22 % compared to standard value of 120 h. There is still a gap between
test data and technical condition.

5 Discussions

5.1 Threshold Value of Impurity

Impurities such as S, Pb, Bi, As, Sn, etc. have attracted much attention on the effect
of creep and fracture. A lot of researches have been carried out on pure nickel iron,
low alloy steel, and nickel based alloy [9–13]. However, little work has been
performed on the effect of impurities such as S, Pb, Bi, etc. on ethylene pyrolysis
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furnace tube material, i.e., centrifugal casting heat resistant alloy composed of high
chromium and nickel content. For centrifugal casting heat-resistant alloy furnace
tubes, the requirement of the content of S should be lower than 0.030 wt.% in HG/T
2601 and 0.040 wt.% in ASTM A608. Therefore, the requirements of the content of
S in domestic and foreign standards of centrifugal casting furnace tube are relatively
low compared to the value obtained in this paper. There is no restriction on Pb and
Bi in HG/T 2601 and ASTM A608. The item is generally proposed in HG/T 2601
that all of ethylene pyrolysis furnace tubes should be made of pure raw materials
without adopting waste furnace tubes. There is no basis in foreign technical
specifications requirements that the content of Pb, Bi and As should be no larger
than 100 ppm compared to the value obtained in this paper.

Unfortunately, the mechanism of impurities on high temperature creep resistance
of ethylene pyrolysis furnace tube material is not clear. The threshold value of
impurity cannot be accurately proposed till now. So preliminary recommendations
for 25Cr35NiNb alloy and 35Cr45NiNb alloy are listed as following: P ≤ 0.020 wt.
%, S ≤ 0.015 wt.%, As ≤ 40 ppm, Sn ≤ 30 ppm, Pb ≤ 40 ppm, Bi ≤ 5 ppm
according to the tests by SIACFT.

However, researches on effect of impurities on creep resistance of the furnace
tube are still needed to be carried out and the relationship between impurities and
rupture life should be established to determine the threshold of impurities more
accurately.

5.2 Comparison Between Failure Mode and Quality
of Furnace Tube

Creep and carburization are two main failure factors of domestic ethylene pyrolysis
furnace tube according to survey in millions of tons of several ethylene corporations.
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As for the creep factor, related to the creep elongation/bending, drum kits (as shown
in Fig. 10), and creep rupture, the current technical specifications is that high tem-
perature creep rupture life should not be less than 120 h at 1,100 °C under a stress of
16/17 MPa. Through the detection on stress rupture life of 25Cr35NiNb alloy and
35Cr45NiNb alloy materials, the pass rate of rupture life is 80–90 %, which cannot
entirely accord with the requirement of technical condition. Creep performance
evaluation is suggested to be considered in technical indicators of new manufac-
turing furnace tube.

The inner wall of ethylene pyrolysis furnace tube in use consistent may be
suffered by carburizing (as shown in Fig. 11). Domestic researches are with those in
America and Japan, that showing the carburizing accounted for 30–40 %. The
carburized layer produces additional stress in the tube and makes changes on
microstructure and properties of furnace tube, even can cause cracking of ethylene
pyrolysis furnace tube. Similarly, anti-carbonation performance parameter in some
test conditions has not been provided in the technical specifications. Anti-carbon-
ation performance evaluation is suggested to be considered in technical indicators
of new manufacturing furnace tube.

Fig. 10 Creep bending and
drum kits of furnace tube
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6 Conclusions

(1) A lot of domestic ethylene pyrolysis furnace tubes have suffered replacement
in 2–5 years due to creep elongation/bending, fracture and carburizing.
Compared with few replacement records of foreign ethylene pyrolysis furnace
tube in 8 years, there is an obvious gap between the quality of domestic and
foreign furnace tube.

(2) For 25Cr35NiNb and 35Cr45NiNb alloy materials, the preliminary sugges-
tions for the chemical content is listed as following: P ≤ 0.020 wt.%,
S ≤ 0.015 wt.%, As ≤ 40 ppm, Sn ≤ 30 ppm, Pb ≤ 40 ppm, Bi ≤ 5 ppm.

(3) For 25Cr35NiNb and 35Cr45NiNb alloy furnace tubes, the pass rate of rupture
life is 82–84 %, which affected the long period operation of ethylene pyrolysis
furnace tube.
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Improving Concrete Durability
for Sewerage Applications

P.L. Ng and A.K.H. Kwan

Abstract Concrete is a widely adopted construction material in sewerage appli-
cations such as concrete pipes, manholes, box culverts, treatment tanks, and sewage
conveyance tunnels. However, the contaminants in sewage may cause physical and
chemical attacks to the concrete. In particular, the biogenic sulphuric acid attack
poses a great threat to the concrete. This would shorten the service life of concrete
and necessitate more frequent repairs and rehabilitations, thereby increasing the
life-cycle cost of the sewerage infrastructure. As the prime solution to this problem,
the authors advocate the development of sewerage concrete by improving the
durability of concrete against sewerage attack. This chapter addresses the possible
ways to improve the durability of concrete against sewerage attack, including the
use of protective coatings, better concrete mix design (or more specifically mix
design to improve the biogenic sulphuric acid resistance of concrete), and use of
corrosion inhibitors.

1 Introduction

Concrete is a widely adopted construction material in sewerage applications
including but not limited to concrete sewer pipes, manholes, box culverts, septic
tanks, treatment tanks, and sewage conveyance tunnels (vitrified clay sewer pipes are
also commonly used but concrete cannot be easily replaced for its ability to be cast
into any desired geometry). Broadly speaking, urban sewage may be classified into
domestic and industrial sewages. Domestic sewage encompasses residential and
commercial effluents. It is typically composed of sulphide, chloride, ammonia and
nitrogen compounds, and suspended solids [17]. Industrial sewage encompasses
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effluents from various industrial processes. Its components and levels of contami-
nants vary significantly from industry to industry. All in all, the contaminants in
sewage can cause various physical and chemical attacks to the concrete. In partic-
ular, as will be explicated in this chapter, the biogenic sulphuric acid attack poses a
great threat to the concrete. Due to the corrosion effect of biogenic sulphuric acid,
concrete is susceptible to deterioration and disintegration [16, 29, 33]. This would
significantly shorten the service life of concrete and necessitate frequent repairs and
rehabilitations, thereby increasing the maintenance cost and hence the life-cycle cost
of the sewerage infrastructure.

As the prime solution to the above problem, the authors advocate the
enhancement of durability of concrete for sewerage applications. The resistance of
concrete against the corrosion effect of biogenic sulphuric acid should be particu-
larly addressed. Many practitioners do not clearly distinguish sulphate attack from
biogenic sulphuric acid attack, and there is a common misconception that
improving the sulphate resistance of concrete will improve also the sulphuric acid
resistance. Actually, it should be noted that biogenic sulphuric acid attack is an
entirely different phenomenon from sulphate attack [24]. In the following, the
authors will elucidate the mechanism of biogenic sulphuric acid attack in sewerage
structures. The means of improving concrete durability for sewerage applications
via the use of protective coatings, better concrete mix design, and use of corrosion
inhibitors will be discussed.

Other factors affecting the durability of concrete in sewerage infrastructure
include chloride attack from seawater flushing and from the aggressive under-
ground environment, and carbonation of concrete promoted by the abundance of
carbon dioxide from anaerobic microbiological decompositions [33]. These can be
dealt with by better concrete mix design with the use of appropriate additives, use
of high-performance concrete, use of protective coatings, and more careful crack
control [15, 20]. The adoption of design standards of marine concrete to tackle
chloride attack and carbonation is apposite [1, 10, 26]. In this respect, the measures
to enhance the durability of concrete in marine environment are quite established.
Hence, in the remaining of this chapter, the authors will address principally the
issues regarding biogenic sulphuric acid attack. It is advocated herein to develop
sewerage concrete for resisting biogenic sulphuric acid attack.

2 Biogenic Sulphuric Acid Attack of Concrete

Sewage contains abundant organic matters and sulphate. Besides, as the sewerage
system is designed as enclosed system, the availability of oxygen is limited. Under
this environment, anaerobic sulphate-reducing bacteria (SRB) such as Desulfovibrio
and Desulfobulbus decompose the organic matter and reduce the sulphate to produce
hydrogen sulphide (H2S) gas as well as carbon dioxide (CO2) gas [12]. The hydrogen
sulphide is not destructive to the concrete, but it volatizes into the sewer atmosphere
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(headspace) and dissolve in the slime layer (biofilm) coating the concrete surface
above the liquid level. The carbon dioxide also volatizes into the headspace and
combines with moisture to form carbonic acid (H2CO3), which promotes the eventual
carbonation of concrete [33].

The hydrogen sulphide deposited in the biofilm at the headspace and crown
undergoes oxidization by aerobic sulphur-oxidizing bacteria (SOB) to produce
sulphuric acid (H2SO4). The SOB are typically belonging to Thiobacilli species,
including Thiobacillus thioparus, Thiobacillus novellus, Thiobacillus neapolitanus,
Thiobacillus intermedius, Thiobacillus thiooxidans, Thiobacillus perometabolis,
and Thiobacillus versutus [21, 28, 32]. As the sulphuric acid is generated by a series
of microbiological activities, it is referred to as biogenic sulphuric acid. The con-
centration of biogenic sulphuric acid is dependent on the type and population
density of the SOB, temperature, and the flow regime of sewage that influence the
relative abundance of oxygen. In many cases, the pH value can be lower than 2
[28]. For the biochemical aspects of SRB and SOB and their relation to sulphuric
acid formation, readers may consult relevant literatures [12, 14].

The biogenic sulphuric acid attacks concrete in the following manner. At first, it
reacts with the calcium silicate hydrates (gel product of cement hydration) and
calcium hydroxide (lime) to produce gypsum (CaSO4):

CaO � SiO2 � 2H2Oþ H2SO4 ! CaSO4 þ Si OHð Þ4þH2O
Ca OHð Þ2þH2SO4 ! CaSO4 � 2H2O

In the next step, the gypsum reacts with the hydrated tricalcium aluminates
(C3A) of cement to form ettringite (2Ca3Al(OH)6 · 3SO4 · 26H2O):

3CaO � Al2O3 � 12H2Oþ 3 CaSO4 � 2H2Oð Þ þ 14H2O
! 2Ca3Al OHð Þ6 � 3SO4 � 26H2O

Both gypsum and ettringite cause expansion, create internal stresses, and lead to
reduced structural capacity. The disturbance on the concrete microstructure by
ettringite is similar to the occurrence of delayed ettringite formation, which is
known to cause distress and cracking problems of concrete [8, 20].

In summary, the above mechanism of biogenic sulphuric acid attack is described
by a four-stage process: first is the reduction of sulphate to sulphide by SRB; second is
the disposition of hydrogen sulphide at the biofilm; third is the oxidation of sulphide
to sulphuric acid by SOB; and fourth is the chemical attack of concrete by sulphuric
acid [3]. Figure 1 illustrates the four stages. As the sulphuric acid at the concrete
surface is concentrated, its actions can bring about serious deterioration of concrete,
with the cementitious paste matrix being corroded and leaving behind the less acid-
soluble aggregates imbedded in a soft, putty-like mass, as exemplified in Fig. 2.

In Hong Kong, a field survey had been conducted on a number of sewage treat-
ment works by the Drainage Services Department. The survey revealed severe
deterioration of concrete in various parts of the sewerage construction such as
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detention chamber, sludge thickening tank, and sedimentation tank. The phenome-
non of paste matrix corrosion and disintegration showing exposed aggregate particles
were readily observable [7]. The impact of biogenic sulphuric acid attack of concrete

Sewage

Headspace

Biofilm

Biofilm

SO4
2- + organic matter SRB

H2S + CO2

CO2 gasH2S gas Concrete 
sewer pipe

H2SO4H2S + 2O2
SOB

Biogenic sulphuric 
acid attack of 

concrete

CO2 + H2O H2CO3

Carbonation of concrete

Fig. 1 Mechanism of biogenic sulphuric acid attack of concrete

Fig. 2 Deteriorated concrete
by biogenic sulphuric acid
attack
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sewerage systems in other countries and cities had been reviewed by Vincke et al.
[30]. From worldwide practical experience, under favourable conditions of micro-
biological activities, the loss in concrete thickness can be up to a few millimetres per
year [29, 30]. The deterioration of sewerage concrete necessitates extensive repairs
and replacements. Therefore, the enhancement of concrete durability in sewerage
applications can substantially reduce social costs and safeguard engineering assets.

3 Test Methods for Concrete Durability

The durability of concrete in sewerage environment may be evaluated by field tests
and laboratory tests. The former includes field observation of sewerage construction
and experimentation of concrete specimens after being mounted onto sewerage
works in service for predefined period (Fig. 3) [33]. The latter includes chemical
test and microbiological test [19]. The chemical test is performed by immersion of
concrete specimens in sulphuric acid solution, whose concentration can be con-
trolled to attain specific values of pH. The test can be carried out in two test
conditions, namely close-to-reality condition where the pH value and temperature
mimic the actual sewerage environment, and accelerated condition where the pH
value is lower and the temperature is higher than reality. The microbiological test is
performed by exposing the concrete specimens to an H2S atmosphere to allow
sorption of H2S gas in the surface layer of concrete, and then immersing the
specimens in a simulation suspension containing bacteria, sulphur and nutrients
with incubation of SOB to produce biofilm and generate sulphuric acid. Subsequent
to the chemical test or the microbiological test, the deterioration of concrete
specimens may be visually assessed, and detailed inspection of the concrete
microstructure with the use of scanning electronic microscope may be made [4].
The degree of concrete corrosion may be determined on the basis of the reductions
of thickness and mass of the specimens.

Fig. 3 Concrete specimens
mounted onto a sewer
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4 Application of Protective Coatings

Protective coating provides a physical barrier to the hardened concrete against
sulphuric acid attack. The effectiveness of protective coating is dependent on the
material used. In practice, polymer modified cementitious coating (PMCC) and
polymer resin coating are commonly adopted. PMCC is applied in the form of
mortar coating, whose sulphuric acid resistant properties is improved by the
addition of polymer to modify the microstructure of cement mortar [22]. A large
variety of polymer resin coatings is available. They include epoxy resin coating,
polyurea coating, polyurethane coating, and unsaturated polyester resin coating. De
Muynck et al. [6] conducted chemical test and microbiological test for concrete
cylinder specimens with measurement of the change in surface roughness, change
in thickness, and mass loss of the specimens. It was found that the PMCC coating
was not effective to protect the concrete from deterioration. On the other hand,
epoxy resin coating and polyurea coating appeared to be effective in protecting the
concrete.

Other types of coating may be applied. For example, silica sol coating which is
composed of tetraethyl orthosilicate and ethanol, and hybrid coating which is
produced by copolymerization of vinylacetate zirconium oxocluster and vinyltri-
methoxy silane. According to Girardi [9], both silica sol coating and hybrid coating
can reduce the mass loss of concrete specimens subjected to chemical test.

In spite of the favourable test results exhibited by some types of coatings, the
anti-wash out property and the long-term adhesion of the coatings to concrete
have not been researched. These are important performance attributes of protective
coatings. Further investigation of these properties is necessary to ensure the con-
tinual functioning of protective coatings.

5 Mix Design to Improve Sulphuric Acid Resistance

The improvement of concrete durability against sulphuric acid attack via mix
design has been extensively researched. Mix design here encompasses the selection
of cementitious materials, pozzolanas, aggregates, fillers, admixtures, as well as
their proportioning. These include the choice of type of cement, incorporation of fly
ash (FA), silica fume (SF), metakaolin and blast-furnace slag, use of limestone
aggregates, use of quartz powder filler and limestone filler, and addition of various
polymeric additives and chemical admixtures.

Apart from ordinary Portland cement (OPC), other types of cement such as high-
alumina cement, sulphate-resisting cement, and blended cement may be used in
concrete production. De Belie et al. [5] tested different commercially manufactured
sewers and reported that those produced from sulphate-resisting cement exhibited
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higher durability. The influence of pozzolanas is dependent on the type used.
Though chemical tests of mortar samples under pH values of 0.5, 1.0, 2.0 and 3.0,
Jeon et al. [13] suggested that replacing 60 % of cement by ground granulated blast-
furnace slag resulted in good sulphuric acid resistance, followed by replacing 20 %
of cement by FA, followed by replacing 10 % of cement by SF, with the OPC
mortar being least resistant to sulphuric acid. For FA and SF, the experiments
performed by different researchers yielded widely different results. In line with Jeon
et al. [13], Rahmani and Ramazanianpour [23] found that replacing 8 % of cement
by SF yielded marginal improvement of concrete durability. Soroushian et al. [25]
reported that the sulphuric acid resistance of concrete was enhanced by FA and SF
additions. On the contrary, Vincke et al. [31] discovered through chemical and
microbiological tests that adding SF had adverse effect on the concrete durability.
Cizer et al. [4] reported adverse effect on sulphuric acid resistance by addition of
FA. Hewayde et al. [11] found that the effect of SF addition was minor, whereas the
incorporation of metakaolin in concrete was effective in improving the sulphuric
acid resistance.

Positive results have been reported regarding the use of limestone material in
concrete production. Through chemical tests with sulphuric acid solutions under pH
values of 1.0, 2.0 and 3.0, Bassuoni et al. [2] discovered that the use of limestone
coarse and fine aggregates improved the sulphuric acid resistance of concrete under
highly acidic condition (pH value of 1.0), and the use of limestone filler improved
the sulphuric acid resistance of concrete at pH value of 2.0. Cizer et al. [4] also
recognized that the use of limestone filler was effective. However, conflicting
results had been obtained regarding the use of quartz powder filler. Rahmani and
Ramazanianpour [23] found that the concrete incorporating ultra-fine quartz powder
filler was more resistant to sulphuric acid and they attributed this to the denser
particle packing. In contrast, Cizer et al. [4] reported adverse effect of using quartz
powder filler and they related such finding to the pore densification effect which
created less space to release the internal stresses.

Various polymeric additives could be added to the concrete for modifying its
properties to enhance durability. Monteny et al. [18] and Vincke et al. [31]
investigated different types of polymer-modified concrete through chemical and
microbiological tests, and reported that the addition of styrene-acrylic ester polymer
could slightly increase the biogenic sulphuric acid resistance of concrete, the
addition of acrylic polymer could slightly decrease the biogenic sulphuric acid
resistance, while the addition of styrene butadiene polymer led to insignificant
effect or slight decrease of resistance, and the result of adding vinylcopolymer was
not significant. Soroushian et al. [25] tested concrete with addition of vinyl acetate-
ethylene copolymer and found improvement of sulphuric acid resistance.

Furthermore, the addition of chemical admixtures was explored. Hewayde et al.
[11] discovered that adding calcite (ammonium stearate solution) and adding xypex
(a proprietary waterproofing admixture for concrete) were both effective means to

Improving Concrete Durability for Sewerage Applications 1049



improve the resistance against sulphuric acid attack. It should be noted that both
calcite and xypex would undergo crystalline reactions and block pores in concrete to
effectuate the waterproofing performance. Besides, DeMuynck et al. [6] investigated
the addition of hydrous silicate admixture but the result was not effective.

Considering the above literature findings, it can be seen that the experimental
results regarding addition of pozzolanas were diverse, and the results with lime-
stone aggregates and limestone filler were appealing. Further research is recom-
mended to confirm the effects of adding various pozzolanas, and to formulate mix
design strategies to optimize the use of limestone aggregates and limestone filler.
Besides, the use of pore blocking or other specific chemical admixtures to enhance
sulphuric acid resistance could be an emerging technology.

6 Use of Corrosion Inhibitors

Corrosion inhibitors, in the context of this chapter, refer to the deactivating
chemicals that suppress the bacteria activities in connection with sewerage concrete
corrosion. Corrosion inhibitors can be in the form of biocides or reagents added
directly to the concrete mixture, coated onto fibres mixed with the fresh concrete, or
sprayed onto the sewer pipe. Hewayde et al. [11] tested concrete specimens pro-
duced with the addition of organic corrosion inhibitor which was an aqueous
mixture of amines and esters. It was found that the deterioration of concrete was
substantially ameliorated. On the other hand, De Muynck et al. [6] studied the
effectiveness of adding anti-microbial fibres treated with biocides and adding anti-
microbial silver/copper zeolites into the concrete mixes. The experimental results
showed that both the anti-microbial fibres and the anti-microbial zeolites could
suppress bacterial activity but could not protect the concrete against deterioration.
The addition of metal inhibitors such as selenium and nickel in concrete was
recognized to be able to suppress SOB activity, by binding to the bacteria cells and
inhibiting enzymes involved in oxidation of sulphur [30].

Spraying of corrosion inhibitors onto sewer pipes can be performed through the
crown spray process, whereby a float mounted with a spray head is pulled along
the sewer at a controlled rate to spray the crown at a predetermined application rate
[27]. Alkaline chemicals can be sprayed to neutralize the acid generated on the
concrete [22]. Application of biocides such as phenol derivatives, quaternary
ammonium salts, and monochloramine by the crown spray process had been
researched. The use of magnesium hydroxide in 50 % concentration was found to
offer effective and prolonged protection to concrete [30]. Notwithstanding this, it
should be noted that the corrosion inhibitor sprayed onto the sewer would be
subjected to wash-out by the sewage flow. Re-spraying can be applied in suitable
time intervals to restore the effectiveness of protection over a period, and this adds
to the maintenance cost of the sewerage system. Further research on the anti-wash
out property of sprayed corrosion inhibitors is needed.
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7 Conclusions

The sewerage environment poses an immense challenge to the durability of con-
crete, due mainly to the generation of concentrated sulphuric acid at the biofilm on
concrete surface by microbial activities. In this chapter, the mechanism of biogenic
sulphuric acid attack of concrete has been elucidated. Test methods to assess the
resistance of concrete against such attack have been highlighted. Various possible
ways of improving the durability of concrete of sewerage infrastructure, including
the use of protective coatings, better concrete mix design to improve the biogenic
sulphuric acid resistance of concrete, and use of corrosion inhibitors have been
discussed. A literature review of experimental investigations of the effectiveness of
different measures has been conducted. The authors recommend further research on
developing an effective and robust method for durability enhancement of sewerage
concrete, so as to reduce the life-cycle cost and protect the engineering asset of
the sewerage system. Last but not least, despite taking measures to achieve more
durable concrete, reasonable inspection and maintenance over the service life are
deemed required, and the cost associated with such should be accounted for in the
life-cycle cost analysis of the sewerage construction.
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Successful Reduction of Non-revenue
Water (NRW)

Sheng JIN and Jinghui TANG

Abstract Sino French Water, affiliated company of Suez Environnement, invests
and establishes joint ventures (JVs) with local water companies in China to improve
their managerial and operational efficiencies. There are more than 26 Sino French
JVs spread all over China. The success story of NRW reduction from 35 to 5 % in
Tanzhou took 18 years. This success is largely due to Suez Environnement global
approach and expertise on NRW management. The successful actions performed in
Tanzhou can be divided into five phases and include both managerial and technical
changes in the Company. (1) One of the first actions taken in 1995 was the
replacement of customer meters that were previously randomly chosen. The
replacement of these meters by accredited meter suppliers and standardizing sup-
plier selection lead to drop in NRW of 22 % in two years. (2) From the success of
the first two years, a set of management procedures and standardizations were put in
place in 1997. Additional income from accurate metering allows investing in a
network rehabilitation, which brought the NRW further down to 13 % by 2002. (3)
Between 2002 and 2005 the NRW actually went up. Investigations in the pro-
duction meter and the establishment of a leak detection and valve maintenance team
finally helped stabilize the NRW situation at around 12.5 % by 2005. (4) Applying
Aqua Circle tool since 2007 allowed Tanzhou to further understand NRW and how
other indicators, besides percentage, were critical. (5) Between 2007 and 2013, a
combination of advance technologies (DMAs, PMAs, advance acoustic loggers,
Helium gas) and management systems (GIS, hydraulic model) has driven Tanzhou
to an extremely low, yet sustainable NRW of 4 %. Tanzhou experience is a valuable
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example of NRW reduction and asset management for Sino French Water and Suez
Environnement. Reducing and maintaining a low NRW is a constant challenge and
never-ending activity.

Keywords NRW � China � Sino french water � Suez environnement

1 Introduction

Sino French Water is a company created in 1992 between Suez Environnement of
France and NWS Holdings Limited of Hong Kong. Sino French Water invests and
establishes joint-ventures (JVs) with local water authorities and companies in China
to improve the management and operation of water, waste water, industrial water
services and sludge treatment. Today there are more than 25 JVs spread all over
China and each one with unique characteristics. With such diverse conditions,
systematic methodologies are put in place but applied in a pragmatic manner
depending on the condition and maturity of the local company. This chapter will
explain the various actions taken by Sino French Water in five different phases over
18 years to reduce the non-revenue water (NRW) from 35 to 5 % at its JV in
Tanzhou, China (Fig. 1).

Zhongshan Tanzhou Water Supply Company Limited (Tanzhou Water) is the
first joint-venture of Sino French Water in mainland China and it is also the first
Chinese-Western joint-venture in the water business in China.
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Tanzhou is located in Guangdong province approximately 45 min from the
border with Macao, a Portuguese colony for more than 400 years and handed over
back to China in 1999. It is important to note that the supply of water in Macao is
managed since 1985 by the Macao Water Supply Company (Macao Water) another
subsidiary of Suez Environnement and NWS Holding. Its proximity to Macao has
allowed the people of Tanzhou Water to closely witness the improvements made in
Macao Water with the introduction of Suez Environnement methods and techniques
and to quickly adopt the effective experiences and thus benefit significantly from
being part of an international group (Fig. 2).

2 Phase 1 [1995–1997]—Quick Wins

After the establishment of the joint-venture between Sino French Water and the
local government, one of the key objectives for Tanzhou Water was to reduce NRW
and to optimize asset efficiency and revenue. Four key processes were put in place:
rationalized meter replacement, inspection and repairs, leak report awarding system,
and leak detection using check meters.

2.1 Rationalized Meter Replacement

Customer meters prior to 1995 were selected arbitrarily from various suppliers. The
meters were not tested, so the metrology was questionable and the performance not
guaranteed. In addition, no meter replacement had taken place between 1981 and
1995.

Hong Kong

Macao

Tanzhou

Fig. 2 Map of Hong Kong region, with the location of Tanzhou
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Thus starting from the end of 1995, Tanzhou Water started a company-wide
program to replace all customer meters. In order to better manage their meter
population and to guarantee their performance, Tanzhou Water only bought meters
from reliable suppliers, which they limited to one or two for the ease of replacement
and repair. Guided by the experience from Macao Water, the subsidiary of Suez
Environnement, Tanzhou Water set up their own meter test centre in 1996 using the
comparison method to verify meter performances.

To avoid under-metering losses due to ageing, a meter replacement policy was
also introduced to replace all meters every 3 years.

2.2 Inspection and Repairs

The second action was the setup of a dedicated inspection team responsible for
surveying the network that had dual benefit. First of all, at that time, leaks ran for a
long time before anyone reported it and secondly, there was a serious fraud problem
in the rural areas. By creating a dedicated inspection team which walked along the
pipelines, Tanzhou Water greatly reduced leakage reporting time as well as the
number of fraud cases.

To further reduce leak reporting time, the leak reporting awarding policy has
been setup in 1995. This action not only motivated company staff to report leaks,
but helped them develop a habit and a culture of reporting leaks. With the estab-
lishment of the inspection team and frequent network surveillance, the number of
fraud cases naturally decreased.

In the area of repairs, Tanzhou water did not need to start from scratch. There
was already a repair team. The repair techniques of the team were to be improved,
as well as their transportation means (see Fig. 3). The average repair time was too
long, between 4 and 8 h. By reinforcing the size of the repair team, equipping them
with the proper transportation vehicles, tools and equipment, the repair time was
greatly reduced to an average of 2–4 h.

2.3 Leak Detection by Check Meter

Beside meter testing using a standard meter, Tanzhou Water also learned from
Macao Water about organizing leak detection by areas using check meters. Since
there was no dedicated leak detection team, this method was useful in optimizing
their efficiency. Before 1995 in Tanzhou, leak detection was done by using listening
sticks and stethoscopes and there were no systematic leak detection method. Macao
Water provided technical support to train Tanzhou Water team 2 to 3 times per
year, 1 week in duration each time. Together they identified 11 branched networks
with single inlet where they installed check meters. By reading the meter and by
taking manual night flow measurements, they were be able to determine if there

1058 S. JIN and J. TANG



Fig. 3 Method of
transportation of the repair
team before and after

Fig. 4 The 11 check meter
zones
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were any leaks in the network, then carry out leak detection. This method helped
Tanzhou Water leak detection team to narrow down the search area for leaks,
increasing their efficiency as well as the confidence in their skills (Fig. 4).

2.4 Management

One crucial point to the success of these actions was the combination of experi-
enced managers from Suez Environnement and motivated high potential local
managers from Tanzhou Water. Suez Environnement managers had the experience
of implementing these actions elsewhere before so they were able to anticipate the
problems that might arise while deploying the actions and ensure the smooth
operation and proper execution of these projects. Local managers were trained to
develop further and maintain the implementation of the actions.

3 Phase 2 [1997–2002]—Documentation and Network
Investment

3.1 Process Documentation

After the first 2 years of dramatic changes and hard work, the NRW of Tanzhou
dropped from 35.76 % in 1995 to 21.98 % in 1997. These results proved that the
actions put in place were effective. Thus the next step was to document and stan-
dardize the processes, so that they would become long-term practices.

Some of the work flow procedures established included leak detection, inspec-
tion, maintenance, network design, construction, and acceptance. Only writing
these procedures was not enough to give the staff ownership of what they are doing.
So in 1999 Tanzhou Water extended these procedures and wrote down the
responsibility for each position. This allowed each staff to know exactly what their
responsibilities were and what was expected of them. These documentations greatly
improved the management allowing for smoother work communication and
increasing efficiency.

These procedures marked the transition of management from foreign to local
managers. Having worked alongside foreign managers and having a set of work flow
documentation, by 2000 all departmental managers were local mainland Chinese.

3.2 Network Rehabilitation

With the additional income generated from accurate metering, investment in net-
work rehabilitation was possible. At that time network rehabilitation was a passive
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action, pipes would only be replaced if there were so many leaks that it could not be
repaired anymore. It was a major problem because the pipe materials that were used
were poor: they were mainly concrete, galvanized iron (G.I.), and cast iron pipes
with rigid joints. In the 1980s, until 1998, there were many leaks and bursts due to
pipe corrosion and blocked pipes.

In the beginning of 1999, a network rehabilitation and replacement plan for the
entire network was drafted and there has been a yearly network rehabilitation plan
and budget for rehabilitation every year since 2000.

With the problems that it had with the pipe materials, Tanzhou Water started to
look for alternative pipe materials. In 2000, they replaced cast iron pipes with
ductile iron pipes and in 2002 they replaced G.I. pipes by steel pipes with plastic
lining. The combination of network rehabilitation and the use of alternate pipe
material reduced the frequency of pipe bursts and improved the condition of water
supply. By the end of 2002, the NRW in Tanzhou was 13.27 %.

4 Phase 3 [2002–2005]—Extending the Program to Other
Areas and Keeping up with Technology

4.1 Maintenance of Production Meters

In 2003 the NRW increased to 14.98 % and one of the first things that was checked
was the production flow meter. The production flow meter was an insertion type
single-beam ultrasonic flow meter made in China and large fluctuations were started
to be observed in its measurement.

As a result, Tanzhou Water decided to replace the ultrasonic flow meter with an
electromagnetic flow meter from Shanghai Krohne. In addition to the replacement
of the meter, Tanzhou also set up a flow meter maintenance policy.

By replacing the ultrasonic flow meter, the NRW dropped from 14.98 % in 2003
to 14.17 % in 2004. From this experience, the team of Tanzhou Water saw the
significance of the accuracy of the flow meter and production volume. So to
minimize month to month variation and meter reading lag, they have set up a policy
to manually read the raw and production flow meters on a particular day and a
particular time each month and use it as the data for NRW calculation.

4.2 Establishment of Valve Team and Leak Detection
by Acoustic Equipment

As Tanzhou’s network started to age, the valves started to have problems. Through
repair feedback, it was learnt that many of the main valves in the network could not
be completely closed leading to additional water loss and increasing repair time. As
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a result, an additional team, the valve management team, was set up in the distri-
bution department. The valve management team would be responsible for checking,
repairing, and the replacement of valves on mains.

In addition to valve management, leak detection also needed to improve to
further reduce NRW and to keep up with the ageing network; thus Tanzhou Water
decided to create an active leak detection team and invited the Macao Water leak
detection team to conduct training for them. From the training, Tanzhou Water
realized that the equipment they were using, listening sticks and stethoscopes were
outdated and needed to purchase new and more advanced equipment which
included noise loggers and correlators in order to increase their efficiency and
competence to pinpoint leaks.

5 Phase 4 [2005–2007]—Deepening Understanding of NRW
Calculation and NRW Indicators

5.1 Bulk Water Supply

Starting in May 2005, Tanzhou started bulk water supply to a nearby village,
Sanxiang. This is Tanzhou Water’s largest customer. Without significantly
extending the network, Tanzhou increased its water sales by approximately 10 %.

Even though Tanzhou Water did not need to deploy additional efforts to improve
NRW, the NRW ratio improved from 12.54 to 8.71 %, and this gave the staff of
Tanzhou Water insight to the various components and factors that can affect NRW,
how other indicators, like volume loss per kilometre of network, besides NRW
ratio, are also important to assess the effectiveness of the NRW program. A further
study using Suez Enviornnement Aqua Circle tool to analyze NRW components
and network performance was carried out with the assistance of Suez Enviornne-
ment expert so as to produce a targeted action plan for NRW management (Fig. 5).

Fig. 5 Aqua circle tool of
suez environnement
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6 Phase 5 [2007–2012]—Reaching World-Class
Performance

This last phase is the most remarkable and significant. It demonstrates how
Tanzhou Water is a mature water company with practices comparable with water
companies in Western, developed countries.

6.1 Establishment of a Company-Wide NRW Team

Prior to 2007, actions contributing to the reduction of NRW were implemented
independently by each department and there was little inter-departmental commu-
nication. From the experience of production meter influence and upon the recom-
mendation of the Technical Department of Sino French Head Quarters (SFHQ),
Tanzhou Water established a NRW team composed of the following: a team leader,
a representative from the Water Supply Department (WSD), a representative from
the Customer Services Department, and a representative from the Distribution
Department.

The team leader is responsible for coordinating and overseeing the NRW pro-
gram, drafting action plan, communicating with the company regarding the action
plan and negotiating for budgets. The representative from the Water Supply
Department (WSD) is responsible for organizing all activities in WSD, for example,
monitoring and controlling pressure, checking the water level of reservoirs, and
validating production data. The Customer Service Department (CSD) representative
is responsible for activities in CSD such as meter reading, metering, setting up
check meter systems, and analyzing customer data. Finally, the Distribution
Department representative is responsible for activities in distribution such as con-
solidating and analyzing leakage data, setting up network zones, night flow activ-
ities, and repairs.

6.2 Metering Policy

The metering policy is an initiative from SFHQ. Its aim is to standardize meter
management within all Sino French Water JVs and to ensure that all the meters used
are approved and of good quality. The policy controls the entire life cycle a water
meter from meter selection, purchasing, testing, acceptance, in-service meter
management, to disposal; however, at the same time allowing a certain degree of
flexibility for the individual JVs.
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This policy serves as a general structure for Tanzhou Water’s metering man-
agement. Previous documentations and ISO procedures regarding meters are a
complement to this framework. Having this policy further enhances meter man-
agement in Tanzhou to minimize commercial and metering losses.

6.3 Geographic Information System (GIS)

In 2007, Tanzhou invested in the GIS system, the software and the pipeline survey
of which 280 km were outsourced and 150 km were surveyed in-house by Tanzhou
Water GIS team.

During the implementation of the GIS, Tanzhou Water worked with a subcon-
tractor while developing an internal professional team dedicated to pipeline survey,
composed of 3 to 4 people. This pipeline survey team is responsible for pipe
detection and localization, coordinates measurement, network data verification, and
uploading data to GIS database.

With the implementation of the GIS system, Tanzhou Water, created a set of
documentation to control and maintain the system. The documentation includes:
GIS management, as-built drawings acceptance standards, operation manual of
pipeline survey, and forms for recording pipe failures.

It is not difficult to set up a GIS system, many water companies have one.
However, the key is in the application of the system and how the water company
can take the most out of it to their advantage. The following is a list of the most
common actions used: inquiry and statistical calculations, network input and edit,
base map management, valves shut-off, pipe failure management, project infor-
mation management, and DMA (District Metering Area) management. This GIS
system greatly helped Tanzhou Water’s NRW program: pipe failure management
provided accurate data to support the need to replace and rehabilitate the network;
the valve shut-off function indicated which valves to shut off on the field avoiding
the time wasted from trying to close mal-functioning valves and reducing the time
to search for valves on the field; night flow data from the loggers on the check meter
helped the management and analysis in organizing leak detection activities. In the
long term, by building the GIS and inputting all network information, the GIS
became the basis of more effective network asset management and an integral part
of sustaining a lower level of NRW.

Additionally, the GIS contains meter information which is connected to the
customer database. Therefore when there is a pipe burst, a list of affected customers
could be generated for the Customer Services Department to contact. In addition,
Tanzhou Water is also planning to plot down customers with various types of
complains to better understand and address their customers’ needs.
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6.4 Hydraulic Model

Prior to December 2007, Tanzhou Water didn’t have its own hydraulic model and
for the occasional master planning, Tanzhou Water received support from Macao
Water.

As Tanzhou Water’s network grew and the company matured, they could not
always rely on the support of Macao Water. Therefore in December 2007, they
invested in the hydraulic modelling software and corresponding training. Since the
purchase of the software, Tanzhou Water first developed a planning model in 2008,
then a more accurate static model in 2009, and then a dynamic model in 2010. Now,
the hydraulic model is part of Tanzhou Water’s standard operations. The area of
application includes: network assessment, master planning, network design, net-
work renovation, network sectorization, energy savings, water age analysis, pres-
sure management and emergency planning, of which, sectorization and pressure
management are particularly important to NRW control. Tanzhou Water first uses
the hydraulic model to sectorize and create DMAs in the network to make sure that
the zones are hydraulically sustainable afterwards; the DMAs are managed in the
GIS.

6.5 Leak Detection Equipment and Strategy

In the first quarter of 2009, some of the noise loggers in Tanzhou Water started to
breakdown and were sent back to the manufacturer for repairs. During this time, the
number of invisible leaks found in Tanzhou dramatically decreased and the monthly
NRW started to rise above 10 %. As a result Tanzhou looked into purchasing new
and advance leak detection equipment. The new noise loggers had correlation
function which could further help narrow down the area of suspected leak and the
correlator could make a correlation in within 5 min, while the current equipment
required 20 min.

So in June 2009, Tanzhou Water received 2 sets of new leak detection equip-
ment for a one month trial. Working overtime to take maximum advantage of these
equipments Tanzhou Water found 37 invisible leaks that month, bringing the
monthly NRW down to 6.7 %. The trial of the equipment was a great success,
the NRW percentage and the number of invisible leaks detected clearly supported
the success (Fig. 6).

In addition to acoustics leak detection equipment, Tanzhou Water also looked
into new leak detection technology: helium, which was a new technology for the
water industry in China. This was a portable helium leak detection unit developed
within the Suez Environnement group.

In the past 2 years, with network expansion, Tanzhou Water has laid over
200 km of PE pipes. The acoustic leak detection on non-metallic pipes was not very
effective. So originally Tanzhou Water purchased the helium equipment for this
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purpose. However, since these pipes are new, they do not have many leaks, so now
they use it on metallic network as well, particularly in areas where acoustic
equipment doesn’t work very well, such as noisy areas, industrial zones, and areas
where the network is complicated and correlation is difficult. The equipment is able
to pinpoint the leak with high precision and reliability (Fig. 7).

With the addition of new equipment but needing to keep the same number of
staff, Tanzhou Water needed to revise their leak detection plan to optimize their
resources. Considering the network conditions, the leak detection team decided to
use the most suitable leak detection equipment for each area. From the figure below,
the solid polygonal pink and green areas are most suitable for noise loggers; the

Fig. 6 Relationship between NRW and invisible leaks found

Fig. 7 Helium detection system

1066 S. JIN and J. TANG



orange circular area is an industrial zone, which is suitable for helium gas; finally
blue dotted area is suitable for geophone and listening sticks as there are not many
valves on the pipe as exposure points (Fig. 8).

6.6 Zones and DMAs

With the recent growth in Tanzhou’s network, they needed to restructure the
DMAs. So with the construction of the hydraulic model, Tanzhou Water took this
opportunity to purchase real-time flow and pressure loggers to set up some big
sectors. Using 8 flow meters, they divided the entire Tanzhou network into 4 big
zones. Within these 4 zones, there are about 30 DMAs (see Fig. 9). With these real-
time data, night flow monitoring could be done more easily and efficiently. In some
sectors, not all the network can be further split into smaller DMA at the moment
due to pressure and water quality constraints. However, Tanzhou Water is working
towards this gradually through network rehabilitation and replacement.

Meter information is collected in the GIS from the customer database. So
Tanzhou Water uses the monthly meter reading data from CSD to manage their
DMAs and to prioritize leak detection activities.

: Invisible leaks found

: Noise loggers

: Geophones and listening sticks

: helium

Fig. 8 Leak detection strategy—equipment suitability
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7 Conclusion

From the experience in Tanzhou Water, it can be seen that technical improvement is
an important part in reducing NRW; however it must be complemented at the right
time with proper management to sustain and continue its improvement. Having a
step-by-step approach is critical to its success. If the documents and policies were
put in place at the very beginning of the establishment of the JV they might not
have been as effective since the knowledge and trust in the new practices were not
established among the local teams making it difficult for them to understand the
purpose and the importance of procedures. They could even develop a sense of
resistance against paperwork and the initiatives launched by the management. In
other words, launching proper initiatives at the appropriate time according to the
development and maturity of the local teams and management is of utmost
importance.

Over 18 years, there had been five stages during which Tanzhou Water pro-
gressively enhanced their leak detection. This was done step-by-step, according to
the maturity of the leak detection team. If noise loggers or even helium were
introduced in the very beginning, they might not have developed the best practice of
separating the network into DMAs and prioritizing leak detection activities.

The success of Tanzhou Water relied heavily on the motivation and determi-
nation of local staff. However, being in an international group such as Suez En-
vironnement allowed them to accelerate this success due to the support from mother
and sister companies and exposures to best practice and new technologies.

Now Tanzhou Water is not only a reference for other JVs within Sino French
and subsidiaries in the Suez Environnement group, it is often visited by other water
companies in China.

Hydraulic model –
create and adjust zones and DMAs

GIS - manage the DMAs and 
prioritize LD activities

Flow meters and data loggers -
monitor the zones and DMAs

Fig. 9 DMAs in Tanzhou in 2010
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Identifying Key Performance Indicators
for Engineering Facilities in Commercial
Buildings—A Focus Group Study
in Hong Kong

C.S. Man and Joseph H.K. Lai

Abstract Hong Kong is a vibrant city with numerous commercial buildings that
are large in scale and good in quality. Keeping or enhancing the value of these
buildings in the long run relies on the satisfactory performance of their engineering
facilities. To ensure the effective management of the operation and maintenance
(O&M) of these facilities, it is necessary to measure their input resources and
outcome performance. Since a holistic scheme that can evaluate the performance of
engineering facilities in commercial buildings in Hong Kong was not available, a
research study has been undertaken in an attempt to develop such a scheme.
Forming part of the study, a focus group meeting that aimed at identifying key
performance indicators (KPIs) for representing the performance of the engineering
facilities was convened with the participation of highly experienced and profes-
sional O&M experts. This paper reports on the arrangement of this focus group
study, the design of its data collection tool, the process of the discussion among the
experts, and the ways in which the KPIs were shortlisted. Future works needed for
completing the development of the scheme are also described.

1 Introduction

Hong Kong is packed with a high density of buildings, accommodating over 7
million people in a limited land area of 1,104 km2 [1, 2]. It is also a glamorous city
attracting over 48 million visitors a year [3]. With such a large number of residents
and visitors, it is not difficult to imagine how important the building sector is,
especially the commercial buildings where a variety of business and leisure
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activities take place. Commercial buildings in Hong Kong are well-known for their
high sale and rental values. Keeping or enhancing the value of these buildings in the
long run relies on satisfactory operation and maintenance of their engineering
facilities [4], such as air-conditioning, electrical and fire services installations.
Inadequate performance of the facilities may adversely affect the commercial
operations of the buildings and even lead to enormous financial losses, impacts on
the environment, or health and safety threats to the building end users.

Proper operation, maintenance and management of the engineering facilities are
therefore vital. To achieve these, substantial amounts of input resources are needed.
Since budgeted resources for building operation and maintenance are typically
limited [5], priority setting is often needed for making decision on the allocation of
resources [6, 7]. Hence, it is necessary to evaluate the performance of engineering
facilities and assess the effectiveness of the input resources. Performance evaluation
on engineering facilities enables us to monitor the output quality of works and
identify any need for improvement before setting these priorities.

There were studies or assessment schemes pinpointing at some performance
aspects of engineering facilities in existing commercial buildings, e.g. energy or
environmental performance. However, a holistic scheme that measures the per-
formance of engineering facilities in a wide range of operation and maintenance
facets is yet to be seen in Hong Kong. In view of this, a study was commenced,
which aimed to develop a performance assessment scheme for engineering facilities
in commercial buildings in Hong Kong.

The initial phase of the study was completed, during which indicators for
measuring the performance of engineering facilities were identified from the open
literature. Afterwards, some experienced facilities management (FM) practitioners
were invited to attend a focus group meeting, which was intended to identify
performance indicators which are applicable for evaluating engineering facilities in
commercial buildings in Hong Kong; ascertain the feasibility of working out the
applicable performance indicators; discuss any problems with recording or retrieval
of the required data for deriving the applicable indicators. The processes and
findings from such works are reported in the following.

2 Focus Group Discussion

At the initial phase of the study, altogether 71 indicators which are relevant to
measuring the performance of engineering facilities were identified and they were
grouped into five categories, namely physical (P), financial (F), task and equipment
related (T), environmental (E), and health, safety and legal (H). A summary of the
literature covering these indicators has been reported in a separate paper [8].

To determine the importance levels of the indicators and their feasibility in
actual applications, a focus group meeting was convened in order to shortlist some
key performance indicators (KPIs) from the 71 indicators. The meeting allowed
certain flexibility in terms of its format and desired outcome. Fruitful data were
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obtained from the direct interaction between the researchers and participants. In
order to obtain as much useful findings as possible from a focus group discussion
[9–11], the participants invited were highly experienced FM professionals.

A questionnaire, which was used to collect the required data during the focus
group discussion, was designed with three sections. Section 1 contained questions
on the personal particulars of the participants, including their genders, lengths of
work experience, job titles, natures of their employers, and types of buildings/
premises that they worked on. Section 2 consisted of two parts—Part 2A and Part
2B. Part 2A asked the participants to indicate on a five-point scale the importance
levels of the listed indicators for evaluating the performance of engineering facil-
ities in commercial buildings. Part 2B asked whether the performance indicators
need to be included into the assessment scheme. The participants were also asked to
provide the reasons for excluding the performance indicators. Section 3 sought for
any other comments from the participants. Totally seven FM professionals partic-
ipated in the meeting, which comprised the following sessions:
Session 1—Introduction
Each of the participants was given a set of handout for the introductory presenta-
tion, the definitions of the 71 performance inductors, and the questionnaire as
mentioned above. Following a presentation on the background and purposes of the
study and the focus group meeting, which was given by the meeting convenor, the
participants were asked to complete Sect. 1 of the questionnaire.
Session 2—Brainstorming and discussion
The procedures below were taken for each of the listed performance indicators:

• The definition of each indicator was explained by the convenor.
• The importance level of each indicator was rated by the FM practitioners.

Meanwhile, the FM practitioners were facilitated to discuss the feasibility and
usefulness of the indicators in actual applications, and share their experiences in
the use of those indicators, including any problems with recording or retrieval of
the required data.

• The participants were further asked to vote whether the indicators need to be
included into the assessment scheme. Only indicators supported by over half of
the participants were shortlisted. For those indicators considered to be excluded
from the scheme, the participants were asked to indicate the reasons behind.

Responses of the participants were recorded in Sect. 2 of the questionnaire. At
the same time, the participants were free to brainstorm and suggest any other
indicators which were not yet covered by those listed in the questionnaire.
Session 3—Review of the findings
After completing the whole discussion on all the indicators, the findings were
reviewed collectively by the participants. Finally, they were allowed to fill in Sect. 3
of the questionnaire for any other comments they had.
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3 Findings and Discussion

3.1 Background of Participants

All the focus group participants were male, with two being director of engineering,
one chief engineer, two managers, and two assistant managers. Five of them were
working for private companies and two of them were working for non-government
public organizations. Having worked in the building industry for 14–31 years, they
were highly experienced in managing the engineering facilities of various types of
commercial premises such as office, retail, hotel, and restaurant.

3.2 Performance Indicators

Table 1 summarizes the descriptive statistics of the 71 indicators identified from
literature and three additional indicators suggested by the focus group participants.
The additional indicators were: ratio of total O&M cost to building income (F0),
availability of fire services system (T28a), and availability of lift (T28b).

Ratio of total O&M cost to building income (F0) was suggested because,
according to the discussion, it would be more meaningful to focus on the total cost
in evaluating the performance of the facilities and all their O&M cost elements are
covered by this indicator. Comparatively, it would be niggling to consider each
individual cost element, such as percentage of personnel cost (F1), percentage of
subcontractor cost (F2) and percentage of contractor cost (F3). In addition, it is not
straightforward to figure out the costs of different kinds of manpower for deter-
mining F1 as some of the works may be done by contractors while some may be
produced by in-house staff. F2 and F3, which are usually used for studying the
proportion of works outsourced, would be useful for tracing the reasons for poor
contractor performance.

Availability of fire services system (T28a) and availability of lift (T28b) were
suggested because of the common safety concern of building end users. As far as
availability of lift is concerned, the Electrical and Mechanical Services Department
of the Hong Kong government has particularly specified that its monthly service
availability should be not lower than 99 % [12]. This performance level is a
reference for lift owners in setting specifications for the procurement of lift main-
tenance services. Instead of using the generic availability indicator (T28), adoption
of T28a and T28b, which represent the performances of two relatively more critical
facilities (i.e. fire services system and lift), is more specific and useful.
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Table 1 Summary of the performance indicators and findings from the focus group discussion

Performance indicators Mean
importance
levela

Rank Important?b To be
included
into the
evaluation
scheme?c

PI Thermal comfort 4.29 7 Yes Yes

P2 Visual comfort (e.g. illu-
minance and glare)

4.00 14 Yes No

P3 Acoustic comfort (e.g.
reverberation)

3.57 23 No No

P4 Indoor air quality (e.g. total
volatile organic compound,
carbon dioxide (CO2)
level, concentration of
radon)

4.00 14 Yes Yes

P5 Percentage users
dissatisfied

4.14 11 Yes Yes

P6 Number of users” com-
plaints per year

3.14 26 No No

FO Ratio of total operation and
maintenance (O&M) cost
to building income

4.43 2 Yes Yes

F1 Percentage of personnel
cost

2.57 33 No No

F2 Percentage of subcontractor
cost

2.57 33 No No

F3 Percentage of contractor
cost

2.57 33 No No

F4 Actual costs within bud-
geted costs [Excluding the
extra expenditure for urgent
or emergency works]

4.00 14 Yes Yes

F5 Direct maintenance cost 2.14 52 No No

F6 Breakdown severity [i.e.
corrective maintenance cost
/preventive maintenance
cost]

3.14 26 No No

F7 Equipment replacement
value (ERV)

2.00 61 No No

F8 Maintenance stock turnover 2.14 52 No No

F9 Percentage of maintenance
material cost

2.00 61 No No

F10 Percentage of corrective
maintenance cost

2.29 42 No No

Fll Percentage of preventive
maintenance cost

2.29 42 No No

(continued)
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Table 1 (continued)

Performance indicators Mean
importance
levela

Rank Important?b To be
included
into the
evaluation
scheme?c

F12 Percentage of condition
based maintenance cost

2.71 30 No No

F13 O&M cost per building
area

4.43 2 Yes Yes

F14 O&M cost per capacity of
installation

2.29 42 No No

F15 Cost of equipment added or
replaced

1.86 68 No No

F16 Energy expenditure per
building area

2.14 52 No No

F17 Energy expenditure per
person

2.14 52 No No

F18 Total safety and security
expenditure

1.71 74 No No

F19 Security expenditure per
building area

1.86 68 No No

F20 Security expenditure per
person

1.86 68 No No

F21 Building income per build-
ing area

1.86 68 No No

F22 Total rentable value of the
building

1.86 68 No No

T1 Work request response rate 4.29 7 Yes Yes

T2 Scheduling intensity 2.29 42 No No

T3 Manpower utilization rate 2.29 42 No No

T4 Manpower efficiency 2.29 42 No No

T5 Manpower utilization index 2.29 42 No No

T6 Preventive maintenance
ratio (PMR)

2.71 30 No No

17 Percentage of corrective
(reactive) work

2.00 61 No No

T8 Percentage of preventive
(proactive) work

2.00 61 No No

T9 Percentage of condition
based maintenance work

2.00 61 No No

T10 Percentage of improvement
work

2.29 42 No No

Til Number of manhours per
capacity of installation

2.29 42 No No

(continued)
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Table 1 (continued)

Performance indicators Mean
importance
levela

Rank Important?b To be
included
into the
evaluation
scheme?c

T12 Number of completed work
orders per staff

4.14 11 Yes Yes

T13 Area maintained per main-
tenance staff

3.71 20 No Yes

T14 Quality of scheduling 2.14 52 No No

T15 Schedule realization rate 1.86 68 No No

T16 Schedule compliance 2.71 30 No No

T17 Work order turnover 2.14 52 No No

T18 Backlog size 3.43 24 No Yes

T19 Urgent repair request index
(URI)

2.43 38 No No

T20 Corrective maintenance
time

2.14 52 No No

T21 Preventive maintenance
time

2.14 52 No No

T22 Response time for
maintenance

3.14 26 No No

T23 Percentage compliance
with required response time

2.14 52 No No

T24 Number of maintenance
induced interruptions

2.43 38 No No

T25 Failure/breakdown
frequency

4.29 7 Yes Yes

T26 Meantime between failures
(MTBF)

2.43 38 No No

T27 Mean time to repair
(MTTR)

2.57 33 No No

T28 Availability 3.00 29 No No

T28a Availability of fire services
system

4.43 2 Yes Yes

T28b Availability of lift 4.43 2 Yes Yes

T29 Efficiency of facilities 3.71 20 No No

T30 Gross floor area under
safety and security patrol

2.00 61 No No

El Energy use index (EUI) 4.71 1 Yes Yes

E2 Energy consumption per
person

3.86 17 No No

E3 Greenhouse gas emission
per building area

4.43 2 Yes Yes

(continued)
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3.3 Levels of Importance of the Indicators

The mean levels of importance of the indicators were calculated and ranked.
Analysis of the descriptive statistics showed that the focus group participants
considered 16 of the indicators as important - mean rated score being not less than 4
(out of a maximum score of 5). Such indicators include: five task and equipment
related indicators (31.3 %), four physical indicators (25.0 %), three financial
indicators (18.8 %), two environmental indicators (12.5 %), and two health, safety
and legal indicators (12.5 %). Among these 16 indicators, the top-ranked indicator,
with the highest mean score, was energy use index (EUI), i.e. E1. This is probably

Table 1 (continued)

Performance indicators Mean
importance
levela

Rank Important?b To be
included
into the
evaluation
scheme?c

E4 Conduction of energy audit 3.86 17 No No

E5 Conduction of carbon audit 3.86 17 No No

E6 Conduction of environ-
mental assessment (e.g.
LEED, BREEAM, BEAM
Plus)

3.71 20 No No

HI Number of accidents per
year

4.29 7 Yes Yes

H2 Number of legal cases per
year

2.57 33 No No

H3 Number of compensation
cases per year

2.29 42 No No

H4 Amount of compensation
paid per year

2.00 61 No No

H5 Number of health and
safety complaints per year

2.43 38 No No

H6 Number of lost work days
per year (i.e. sick leave day
(s) given by doctor)

4.14 11 Yes Yes

H7 Number of incidents of
specific diseases in building
per year (e.g. Legionnaire’s
disease)

3.29 25 No No

a Scale for level of importance: 5 = very high; 4 = high; 3 = moderate; 2 = low; 1 = very low
b “Yes” for those with mean score not less than 4, else “No”
c Based on the participants’ voting
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due to the fact that energy use, especially electricity consumption, is a substantial
cost burden in operating engineering facilities of commercial buildings. In fact,
about 60 % of the total electricity in Hong Kong was used in the commercial sector
and the amount of such consumption has been increasing continuously [13].
Therefore, using indicator E1 can help identify measures for curbing the use of
electricity in commercial buildings.

Several indicators recorded the same mean score and were ranked second in the
list. They were: O&M cost per building area (F13), availability of fire services
system (T28a), availability of lift (T28b) and greenhouse gas emission per building
area (E3).

For indicator F13, it is important to know the amount of money spent on
operating and maintaining the facilities as the engineering department has to
prepare O&M budgets and monitor their actual expenditures. If the O&M cost can
be controlled and minimized, that will be a reflection of the effort made by the FM
team in managing the performance of the facilities. Logging O&M cost and nor-
malizing it by building area (F13), moreover, can facilitate comparisons and per-
formance benchmarking among peer buildings.

As mentioned earlier, availability of fire services system (T28a) and availability
of lift (T28b) were important performance indicators of safety in buildings. As for
environmental sustainability, greenhouse gas emission per building area (E3) is
important and carbon audit has in recent years become a hot topic in the building
industry. In 2012, the Hong Kong government has enacted the Building Energy
Efficiency Ordinance (Cap. 610) to stipulate the mandatory conduction of energy
audits for commercial buildings [14], which is a significant step after the launch of
the Buildings Energy Efficiency Funding Schemes in 2009 to subsidize building
owners to conduct energy-cum-carbon audits and energy improvement projects [15].

3.4 Shortlisted Performance Indicators

Of the 16 important indicators, 15 were shortlisted for inclusion into the scheme.
They were: thermal comfort (P1), indoor air quality (P4), percentage users dissat-
isfied (P5), ratio of total O&M cost to building income (F0), actual costs within
budgeted costs (F4), O&M cost per building area (F13), work request response rate
(T1), number of completed work orders per staff (T12), failure/breakdown fre-
quency (T25), availability of fire services system (T28a), availability of lift (T28b),
energy use index (EUI) (E1), greenhouse gas emission per building area (E3),
number of accidents per year (H1), and number of lost work days per year (H6).
These indicators were classified as “Cat I - Important and need to be included” (see
Table 2).

Visual comfort (P2) was also an important performance indicator but, after
deliberations at the focus group meeting, it was excluded from the scheme. In other
words, it belonged to “Cat II - Important but need to be excluded”. The reasons for

Identifying Key Performance Indicators for Engineering … 1077



this decision included the difficulties in conducting the necessary measurements for
working out this indicator, e.g. measurement of glare at different times in various
building areas. The resources needed for undertaking such measurement, according
to the experience of the participants, would be far more than the benefit that may be
obtained from including such an indicator in the assessment scheme.

Two other indicators, namely area maintained per maintenance staff (T13) and
backlog size (T18), were considered as comparatively less important but were
recognized as useful indicators under the performance assessment scheme. Indicator
T13 would enable the FM team to check if the manpower (number of staff, e.g.
technicians) is sufficient to carry out daily O&M works. This indicator would be a
useful reference for the team to request for more resources in case the manpower is
found insufficient. Backlog size (T18), which shows the percentage of overdue
work orders, is useful for indicating the work efficiency of the FM team. Both T13
and T18 were classified as “Cat III - Less important but need to be included”.

Table 2 Categories of performance indicators

Important Less important

Need to be
included

Cat I Cat III

P1 Thermal comfort T13 Area maintained per
maintenance staff

P4 Indoor air quality T18 Backlog size

P5 Percentage users dissatisfied

F0 Ratio of total O&M cost to
building income

F4 Actual costs within budgeted
costs

F13 O&M cost per building area

T1 Work request response rate

T12 Number of completed work
orders per staff

T25 Failure/breakdown frequency

T28a Availability of fire services
system

T28b Availability of lift

E1 Energy use index (EUI)

E3 Greenhouse gas emission per
building area

H1 Number of accidents per year

H6 Number of lost work days per
year

Need to be
excluded

Cat II Cat IV

P2 Visual comfort The remaining 56 performance
indicators.
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The remaining indicators, which are less important, were dropped out from the
scheme, i.e. they were grouped under “Cat IV—Less important but need to be
excluded”. The predominant, common reason for their exclusion from the scheme
was that it would be too time consuming to collect the necessary data for finding out
such less-important indicators.

Eventually, 17 key performance indicators (KPIs), belonging to Cat I and Cat III,
were shortlisted for inclusion in the assessment scheme. Among them, seven
(41.2 %; see Fig. 1) were task and equipment related indicators. There were only
two to three KPIs coming from each of the remaining four groups – physical;
financial; environmental; and health, safety and legal. This shows that, in terms of
quantity, task and equipment related indicators would be dominant in the assess-
ment scheme.

4 Conclusion and Future Works

A focus group meeting, involving in-depth discussions and exchange of expert
opinions among seven FM professionals in Hong Kong, was conducted to deter-
mine the applicability and importance of 71 performance indicators which were
identified from relevant literature. Three additional performance indicators were
suggested by the focus group participants. After deliberation, 16 out of all the 74
indicators were considered to be important, among them 15 were considered to be
essential for inclusion into the assessment scheme. The common reason for those
excluded from the scheme was also identified. In addition to the 15 indicators, two
other indicators (area maintained per maintenance staff, and backlog size), in view
of their usefulness in performance evaluation, were added into the scheme. The

Environmental
2

11.8%

Physical
3

17.6%

Financial
3

17.6%Task and
equipment

related
7

41.2%

Health, safety
and legal

2
11.8%

Fig. 1 Distribution of the
various categories of
shortlisted indicators
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majority of the 17 KPIs, in terms of quantity, were dominated by task and equip-
ment related indicators.

Despite the large volume of preparation and organization works required for
convening the focus group meeting, it proved to be an effective means for identi-
fying useful KPIs among the long list of usable performance indicators. To further
single out the most useful KPIs, a large-scale questionnaire survey has been
designed to collect the opinions of more FM professionals. When the survey
findings are available, the most useful KPIs will be analysed further, for example,
by an analytic hierarchy process [16], to find out their importance weights. With the
latter determined, an assessment scheme will be established for use in evaluating
the performance of engineering facilities in commercial buildings in Hong Kong.

Acknowledgement The authors are grateful to the support given by the Building Services
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Asset Management Decisions—Based
on System Thinking and Data Analysis

Helena Kortelainen, Susanna Kunttu, Pasi Valkokari
and Toni Ahonen

Abstract Asset related data is collected in several information systems (e.g.
enterprise resource management (ERP) and computerized maintenance manage-
ment systems (CMMS) systems) at industrial plants. Information systems including
asset related data are typically used for operational level decisions (e.g. creating
maintenance work orders) but maintenance history data is also valuable when
making asset management level decisions (e.g. investment decisions). Even though
there is a huge amount of stored data, tacit knowledge is needed for risk conscious
asset decisions both for supplementing the data contained in IT-systems and for
creating the understanding of the production system itself and its interrelationships.
The paper describes how data collected from ERP and CMMS system can be
utilized when improving operational efficiency and researching investment oppor-
tunities and evaluating investment options.

1 Introduction

Asset related data is collected in several information systems (e.g. enterprise
resource management (ERP) and computerized maintenance management systems
(CMMS) systems) at industrial plants. In addition, asset data is collected, among
other repositories, in control room diaries and condition monitoring systems. The
recent survey of EFNMS [1] reveals that even though in some companies 70–95 %
of asset events are recorded a major part of companies has significantly lower
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portion of registered events. The quality of the data stored in the IT systems has
been recognized as a major challenge in several industries (e.g. [2] ). Often the
collected data is limited to inventory data only [3]. However, the main problems
seem to be organisational issues like inefficient organisational roles, missing
placement of responsibilities and lack of training rather than issues dealing with IT
systems themselves [4]. As data are created and used daily in all industrial oper-
ations poor quality of data and incomplete information obviously can have negative
effects on company performance.

Even though there is a huge amount of stored data, tacit knowledge is needed for
risk conscious asset decisions both for supplementing the data contained in IT-
systems and for creating the understanding of the production system itself and its
interrelationships. In the capital-intensive industries production assets typically
have long life cycles and major changes may occur in the external business envi-
ronment. This may lead to a challenge of ever shortening market life of products
and relatively long life cycle of production systems [5, 6]. Thus, understanding the
constraints given by the production technology and uncertainty associated to the
market life of products and other external factors is crucial to any effective strategy
[7]. The history data alone is not sufficient basis for future forecasts but tacit
knowledge, expert judgment and other data sources have to be utilized. There seems
to be lack of adequate systematic approaches to combine different data sources
when supporting asset decisions of different time horizons.

Information management can be placed into the list of the issues having room for
improvement and there is a need to improve both the data quality and handling.
However, the data analysis and utilisation aspect is equally important. There is a need
for business processes that enable the analysis to help define asset strategies based on
corporate and/or department goals [8] or business value creation [9]. A crucial issue for
business success is also the alignment of asset strategy with the company´s strategic
objectives [10, 11] and performance indicators are a part of this process. Information
systems including asset related data are typically used for operational level decisions
(e.g. creating maintenance work orders). However, the history data containing the
information on the physical asset events, their upkeep and modifications is crucially
important for systematic maintenance planning and valuable contribution when
making tactical or strategic level decisions. This paper draws on literature, surveys,
case studies and consulting projects to describe how data collected in ERP and CMMS
system can support asset related decision ranging over a wide time horizon.

2 Asset Data Utilisation for Decision Making of Different
Time Horizons

Wide and versatile utilisation of the collected data motivate for developing data
collection both in terms of quality and amount. The asset related data stored in
information systems are typically used for operational level decisions in creating
maintenance work orders and recording the work done but the data has much wider
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untapped exploitation potential. The following sections collect examples from our
case studies that illustrate the data analysis and utilisation in maintenance planning,
criticality assessment and investment portfolio planning.

2.1 System Approach for Maintenance Planning
and Performance Improvement

Many ERP systems can only look for an asset as a unit and in many industrial
companies the data is recorded in the CMMS on a plant level or to a production line
—even if the exact allocation would be possible. One of the key challenges in
evaluating the asset condition is the ability to drill down to the necessary level of
detail in the asset hierarchy [12]. Hierarchical analysis requires that event data is
recorded to the item level when different system levels can be analysed by com-
bining data and breaking down. The top-down approach offers clear benefit because
it helps to identify those issues that are the most significant to the overall opera-
tional efficiency of the plant [13, 14]. Figure 3 represents an example of a hierar-
chical analysis from the food industry. The break-down of the maintenance costs
that are first allocated to the production lines and further to subsystems and items.
In this case example [15] production line 1 and especially the subsystem 1 caused a
major part of the maintenance costs. In this case the driver for analysing the system
was high maintenance costs and it might have been possible to identify cost drivers
also from the item level data. Top-down approach helps also to understand the
causal relationships and to identify wider problem areas which enable more holistic
solutions from system point of view. Such wider problems may remain unidentified
if the analysis is carried out on the equipment level only (Fig. 1).
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Mainenance costs Replacement and maintenance investments Unavailability costs
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k

Fig. 1 Analysing the
availability performance data
(modified from [15] )

Asset Management Decisions—Based on System … 1085



Unavailability costs are bound with uncertainty due to the changes in product
demand and price. For this reason unavailability costs are often omitted and the
analysis is based on direct maintenance costs. In our studies, the average price of
lost production per hour describes the average situation. Even though this is not
exactly correct the order of magnitude is right and this information is adequate for
identifying maintenance development needs and for planning purposes.

Yearly maintenance costs are often used as a measure of successful maintenance
function. This measure is unbalanced as the short-term reduction of maintenance
leads to declining condition of production assets and causes production losses in the
long term. Taking the unavailability costs into consideration and utilising the
recorded history data the development of maintenance function may reveal to be a
profitable investment. Figure 2 shows an example how increase in maintenance
costs can decrease total costs. In this example from the food industry, the
replacement and modernisation investments together with an increase in mainte-
nance efforts have reduced the total costs by 40 % in five years.

The overall objective of any production plant is to maximise economic outcome
which usually means that also the operational costs have to be minimised. In this
context it is important that the economic consequences of production losses are
taken into consideration in the decision making process. The minimisation of the
overall costs is not successful only by reducing individual cost items but by
choosing the most profitable investments. This approach contributes also to busi-
ness continuity and sustainable operation.

0 100 200 300 400 500 600 700
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2010

Total costs (k )

Plant level costs

Maintenance costs Replacement and maintenance investments Unavailability costs

Fig. 2 Impact investment on maintenance on plant level costs (modified from [15] )
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2.2 Updating the Maintenance Programme

According to the IEC-60300-3-11 standard [16] the maintenance programmes are
composed of the initial programme and an on-going, dynamic programme. The
initial programme of maintenance recommendations are often delivered by the
manufacturer. The standard does not present detailed guidelines how to develop and
update the programme. If event data is collected in CMMS or a corresponding
information system, the history data could be used as sketched in the Fig. 3.

Event data seldom alone contains enough information for necessary updates and
adjustments as system structure, function and/or boundary conditions may have
changed. In addition maintenance programme should respond to the predicted future
duty type and conditions of the system. RCM (Reliability Centered Maintenance)
(see e.g. [16] ) in its different forms, like Value-driven maintenance planning [9]
offers a systematic method that takes the objectives of the plant as the reference point
for specifying functional requirements for the equipment locations and equipment.
An alternative process is based on carrying out FMECA (Failure Modes, Effects and
Criticality Analysis, see e.g. [17] ) to produce information on failures that have not
been covered by the initial or current programme. The FMECA analysis can be
supplemented by RCM decision logic tree to develop corresponding preventive
maintenance tasks [14]. All these analysis methods utilise available recorded
maintenance data but draw also from systematic expert elicitation process.

One example of the criticality assessment where the number of failures is based
on event data is shown in Fig. 4. In this case, expert judgement is utilised to evaluate
the cost of different failure types. With scarce history data, and especially with rare
failure events, a criticality analysis based on event data may be incomplete and more
representative assessment suggests the incorporation of FMECA analysis [14, 18].

Data
combining

Machinery
manufacturer’s
predictions

Eventdata Measured data
Inspectation data

New predictions

Maintenance
program

Updating
process

Stucture and function of the system
Predicted duty type and production volume

Objectivesof the system
Boundary conditons of
operation

Maintenance
actions and tasks

Fig. 3 Schematic presentation of a continuously improved maintenance program
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The criticality may arise from a high cost of an individual failure (e.g. gearbox)
but also from very frequent failures (e.g. bucket deterioration). In the latter case
options may include improvements in the maintenance program but also re-design,
replacement or modernisation.

2.3 System Approach for Evaluation of Investment Portfolio

There is a general agreement that investment decisions are the most important
decisions made by corporations. Especially replacement, modernisation and
maintenance investments benefit from history data contained in ERP and/or
CMMS. As the investment is aimed to create future competitive advantage the
evaluation of options cannot be based on mere continuum of the historical devel-
opment. A well-structured approach for collecting expert views on market position,
technological constraints and company-specific factors is required [7, 11, 19].

Typical investment decision problems require decision makers to select a subset
of available decision options that return a maximum profit or fulfil some other
performance objectives. At the same time, the overall risk of a portfolio needs to be
controlled [20]. System approach is required in order to avoid sub-optimisation.

Fig. 4 Criticality assessment of components and subsystems based on event data in electricity
transmission system of a mobile working machine [14]

Fig. 5 The graph presenting
the structure of the costs and
profits of various investment
options

1088 H. Kortelainen et al.



Our approach for investment portfolio evaluation [7, 19] offers evaluation methods
for optimizing and supporting business-driven asset strategy decisions while taking
into account economic constraints. The approach utilises systematic methodologies
like investment appraisal, AHP (Analytic Hierarchy Process), expert judgement,
risk analysis and MonteCarlo simulation. Figures 5 and 6 illustrate results of a study
carried out in process industry. In our approach, the evaluation of investment
options proceeds on two levels: individual investment option and portfolio level.
Each portfolio consists of a set of individual investment options.

Different evaluation techniques incorporate uncertainty in different ways. In our
approach sensitivity analysis was conducted by Monte Carlo simulation in order to
find out which factors are the most relevant in terms of risk regarding the invest-
ment profitability. Expert judgement is used to define some technical and economic
values if historic data from different information systems (ERP, CMMS etc.) is not
available. Data resulting from statistical data analysis, trend analysis and expert
judgement is used in the evaluation model as input values when evaluating
investment and investment portfolios.

The structured evaluation process and visual reports help the decision maker to
select the most profitable investment portfolio that offers the best response to the
likely changes in the market and risk attitude.

3 Discussion

In the previous sections examples on using the history data drawn from the IT
systems like CMMS and ERP were presented. For industrial systems, the compo-
nent or item level failure rates are typically low. Thus mere history data does not
contain all the relevant information about factors influencing the failure tendency.
In most examples event data was supplemented by expert judgement for two rea-
sons: firstly, the data contained in IT systems is often incomplete or of poor quality

Fig. 6 Results of the MonteCarlo simulation for investment portfolios indicate the profitability
and expected variation of each investment portfolio
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and secondly, the analysis requires insights of future development. The time
horizon of asset decisions covers day-to-day decisions on the shop floor to the
strategic decisions dealing with development of the production capacity with
Greenfield investments or merger or acquisition. The wide time range is also
reflected to the data requirements.

As illustrated in the Table 1, asset related data contains a wide range of
knowledge from explicit data that is captured by manual or computerised systems to
tacit knowledge and insights that are delivered by individual workers, experts and
executives. The use of expert judgement also includes challenges such as subjec-
tivity and overconfidence of the experts. There is also a danger that someone
dominates the expert session and the outcome is deficient or even biased. Thus, the
coverage of the expert group and competence of the experts are of prime impor-
tance. The task is then to choose suitable elicitation methods and approaches to
grasp this knowledge, means to make this knowledge visible and to connect the
expert opinions to the explicit and history data.

An important issue that was not dealt with in this paper is the use of sensor data
provided by automation and condition monitoring systems, or the data collected
from the inspections. There is a wide body of literature dealing with condition based
monitoring and risk-based inspections [21]. Measurement and inspection data could
be useful when updating the maintenance programme as sketched in the Fig. 3. From
the production availability performance point of view the unavailability costs due to
the planned and unplanned maintenance actions are the same (even though labour
and other costs are different). Opportunity-based maintenance aims at using the
stoppages due to the production reasons for carrying out maintenance tasks. Sensor
and measurement data together with data analysis and visually presented interpre-
tation of the data [22] could help to adjust the maintenance tasks to the schedule of
production. Also, the emerging trend to allocate part of the maintenance tasks to
operators instead of maintenance technicians contribute to this.

Asset management is often used as a synonym for maintenance management.
Physical asset management deals with costs, benefits and risks. European Federation
of National Maintenance Societies [23] defined asset management as “the optimal
life cycle management of physical assets to sustainably achieve the stated business
objectives”. This definition implies a system approach and presupposes system
thinking capabilities when developing tools for asset related decision making.

4 Conclusions

EFMNS survey [23] poses data as one of the key areas of development in spite of
the fact that there is a huge amount of stored data in company IT systems. The data
is not fully exploited in the asset related decision making – partly because the data
is of poor quality and partly because there is a lack of practical systematic
approaches to support asset decisions of different time horizons. As several deci-
sions deal with future development tacit knowledge and forecasts are needed for
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supplementing the data contained in IT-systems and for creating the understanding
of the production system itself and its interrelationships.

This paper presented some examples of analysis that have system thinking as a
starting point and describe how data collected in ERP and CMMS system can
support asset related decision ranging over a wide time horizon. The presented
examples deal with maintenance planning, maintenance cost breakdown, use of
FMECA to gather expert knowledge, criticality assessment and investment port-
folio planning. These examples cover the mid and long term planning and the
presented approaches deal with managerial and strategic decision making.

The examples highlighted that the event data has to be recorded on an item level.
Thus those items causing high maintenance costs are identified and the data can also
be used when evaluating the improvement options. The applied IT system or
application software should allow to “drill down” from the system to item level to
first find wider problem areas and then define specific targets for concrete devel-
opment tasks. The top-down view is important as it helps to analyse an item in a
system context.

Often the history data has to be supplemented with expert judgement and this is
done case by case. It is necessary to create capabilities to combine data and
knowledge from different sources like expert knowledge with event data and
measurement and inspection data with event data in order to overcome the limi-
tations of data quality and coverage. Recording the expert data into the IT-systems
for future use is not a standard property of a CMMS or ERP-system, neither are the
tools to combine data from different sources.

It is also of prime importance to collect data on unavailability time due to the
planned or unplanned shutdowns. This underlines the impact of maintenance and
shows the value-adding capability of maintenance tasks. If the focus is in the direct
maintenance cost only the understandable aim to reduce cost may turn detrimental to
the production availability performance in the long run.Without properly collected data
the cost – benefit relationship and the value of maintenance is not possible to indicate.

Finally, many asset related decisions require insights of future development.
Typical investment decision problems require decision makers to select a subset of
available decision options that return a maximum benefit over a time horizon that
may be decades. This is not possible with the data contained in the IT systems alone
even though the data may offer a lot of basic knowledge of the existing systems.
There is still a lot of space for the development of forecasting methods, uncertainty
management and systematic approaches for optimizing and supporting business-
driven asset strategy decisions.
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Executing Sustainable Business
in Practice—A Case Study on How
to Support Sustainable Investment
Decisions

Susanna Kunttu, Markku Reunanen, Juha Raukola,
Kari Frankenhaeuser and Jaana Frankenhaeuser

Abstract Too often, B2B negotiations only look at the purchasing cost and do not
take the costs and effects on the environment of the whole life cycle of the product
into account. Products that have less impact on the environment often have a higher
purchasing price. It is generally believed that when a customer can see the estimates
of the use period costs, he can accept the higher purchasing price more easily. This
paper describes a practical LCC tool developed for life cycle cost calculations and
how this kind of tool can be used by manufacturers in developing their own product
portfolios and selling their products. For manufacturers, LCC calculations can
reveal weak points of their solutions. In negotiations with customers, the LCC
calculation indicates the kind of value they will obtain in the long run and guides
them to choose products that cause less harm to the environment and have financial
benefits.

1 Introduction

Industrial solution providers have seen that even though it has been argued in public
discussions that sustainability and life cycle management are important issues, the
practical actions are often still quite marginal. In investment decisions, the over-
riding criterion tends to be the investment cost. This is understandable as practical
tools to analyse and systematically compare life cycle costs of different solutions
have not been widely available and, thus, the acquisition price is the cost indicator
whose value is most easily available. The challenge of practical tools is that the cost
calculation is highly dependent on the case, as the cost structures are different.
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Hardin [1] has argued that people are tempted to make decisions that serve their
own interests, even if they are known to have a negative effect on the common
interest. Hardin has presented the concept ‘the tragedy of the commons’ describing
the dilemma of own interest versus common interest. This concept explains why
one of the three pillars of sustainability is economic. It is hard to see a solution that
does not provide economic benefits for its producers and users when it is on the
market. The other two pillars of sustainability are environmental and social.

Gluch and Baumann [2] have criticized the use of the LCC calculation in
environmental decision-making because its focus is not on the environment but the
economy. They are of course right in this. When considering sustainability and its
three pillars, sustainable decision-making is seen as multi-criteria decision-making,
which justifies the use of the LCC calculation as a tool. In this case, the environ-
mental and economic goals are close together, e.g. energy savings or number of
replacements. As no data were available to conduct a life cycle assessment that
considers the environmental impact in this case, it was decided to focus on the LCC
approach.

To bridge the gap between practical decision-making and visions about sus-
tainable decisions, a practical tool was developed to calculate the life cycle cost.
The aim of this paper is to present how the tool was created and how a solution
provider can use the life cycle cost calculation to support its customer’s investment
decision-making and own product portfolio management. In general, investment
decisions are supported by profit comparison methods that consider the costs and
revenues of the investment [3]. In this case, the product considered did not provide
direct profits, but it could reduce life cycle costs. Thus, a cost comparison method
was selected for use in this case.

The remainder of this paper has five sections. The paper first presents the
research hypothesis and methodology used. The third section describes the case
company and the product considered in this research. The fourth section describes
how, in practice, the LCC calculations were conducted in this case. The fifth section
presents the use of the LCC calculation. The last section discusses the results of this
study.

2 Research Hypothesis and Methodology

The main research hypothesis in this study is that ‘A solution provider can support
its customer’s sustainable investment decisions by providing the customer with
detailed life cycle cost information.’ The questions related to the research
hypothesis concern what kind of a tool is needed to conduct the LCC calculations
and whether customers should perform the calculations themselves or be supported
by the solution provider.

The research method applied was a qualitative case study. The currently avail-
able research data were collected in workshops with the case company and through
structured interviews with the customers. In order to test the hypothesis, the case-
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specific LCC calculation details and related prototype tool to perform the calcu-
lations were first developed in close co-operation with the case company.

The case-specific calculation method and related tool that were developed are
being tested in real customer cases. The results of the tests are collected from
customers through structured interviews conducted straight after the test situation.
The tests with customers are still ongoing as it has been difficult to schedule
interviews on busy calendars, even though the customers are very interested in
testing the calculation tool.

3 Case Description

The case company is a small company providing power supply systems to the
energy, ICT, transport and process industries. The battery back-up systems are
necessary to guarantee 24/7 operation of critical devices also in any failure situa-
tions of the electrical mains network. Battery back-up DC power supply system
solutions are being used in many power plants and stations, substations and other
locations, including e.g. uninterrupted power supply of process automation. The
case company’s products are typically customized solutions for its B-to-B cus-
tomers who are project suppliers of larger systems and integrate the solutions
delivered by the case company into their own offerings to end-users.

With regard to the case company’s network position in the upstream direction
there are large component and equipment suppliers, as well as network partners
participating in assembly, manufacturing or R&D. Downstream, there are B-to-B
customers and end-users from several sectors [4].

The product considered in this case is an uninterrupted DC power solution (see
Fig. 1). DC power solutions are advanced battery back-up power supply systems.
They guarantee uninterrupted operation of customer’s large utility and industrial
equipment and meet the power requirements of various system applications effi-
ciently and reliably. Due to the modular structure of the systems, they can be
customized according to the use requirements. The DC power systems are designed
using advanced switched mode rectifier modules and can be completely setup,
controlled, and monitored locally or remotely through network. Clean/renewable
energy sources can be utilised in addition to conventional ones. The lifetime of DC
power systems is typically about 20 years and their acquisition price is rather low in
proportion to the lifetime costs, which makes the life cycle cost a better indicator for
decision-making.
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4 LCC Calculation

The first task of this research was to establish the life cycle cost calculation for the
current case. This was done according to the guidelines given in the dependability
management standard [5]. The tasks to conduct the LCC calculation listed in the
standard are:

– cost breakdown structure
– product/work breakdown structure
– selection of cost categories
– selection of cost elements
– estimation of costs
– presentation of results

When applicable, they may also include:

– environmental and safety aspects
– uncertainty and risks
– sensitivity analysis to identify cost drivers

By applying the standard method, a systematic approach and comprehensive
LCC analysis were assured.

Standards can generally only provide guidelines for actions to achieve strategic
goals and cannot include elaborated instructions, as, in practice, actions are heavily

Fig. 1 Uninterrupted DC
power solution
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dependent on the company and its operational environment. The next chapters
describe how LCC analysis has been performed in practice for a power supply
system following the guidelines given by the standard.

4.1 Cost Breakdown Structure

The life cycle cost calculation of a system is based on a cost breakdown structure
that divides the total life cycle cost into relevant cost categories and further into
concrete cost parameters that are much easier to estimate than the total cost. The
dependability management standard [5] mentions four tasks concerning identifi-
cation of costs. In this case, those tasks were combined into one task: the creation of
the cost breakdown structure. In this case, a hierarchical top-down approach was
applied, providing a systematic method to create a comprehensive cost breakdown
structure. The highest level of the hierarchy was a life cycle phase and the lowest
level was formed by the cost parameters for which numerical values could be given.
The depth of the hierarchy can vary in different branches depending on the data
availability. For example, the acquisition price can be directly available but the
maintenance costs need to be calculated by a formula taking into account salaries,
spare parts and tools.

The cost breakdown structure is system specific. General guidelines for typical
cost categories of manufactured systems can be defined (see, e.g., [6] ), but, at the
least, the lowest level cost elements need to be defined on a case-by-case basis.
Table 1 shows an example of the cost breakdown structure for the power supply
system, which was the system considered in this case. This cost structure is defined
based on practical needs, and it was constructed in close co-operationwith researchers
and the case company. The practical requirements set for this case have strongly
influenced, for example, the cost structure at the beginning of the life phase. Therewas
no point in creating a detailed cost structure for the design and manufacturing phases
because the acquisition and installation prices were readily available.

4.2 Estimation of Costs

Several qualitative or quantitative methods can be used to estimate the life cycle
costs. Niazi et al. [7] have classified and presented techniques for product cost
estimation, but the same methods can also be applied to the life cycle cost esti-
mation. Niazi et al. [7] classified qualitative techniques for intuitive and analogical
techniques and quantitative techniques for parametric and analytical techniques. In
this case, the total life cycle cost was estimated by the analytical breakdown
approach, the execution of which is described in the previous chapter, and which is
according to the dependability management standard. In the breakdown approach,
the total cost can be worked out from the lower level costs.
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To estimate the costs at the lower level of the cost hierarchy, both parametric and
intuitive techniques were applied. The parametric technique, in which the cost is
expressed as a function of its parameters (shown in the last column of Table 1), was
used to estimate the cost elements (level 3 in the hierarchy shown in Table 1). These
equations can be very simple, e.g. maintenance cost times the number of mainte-
nance actions, or much more complicated, e.g. the calculation of the energy cost.
The detailed equations for this case are not shown here because they need to be
defined on a case-by-case basis together with definitions of the cost elements.

The numerical values for most of the cost parameters were estimated by an
intuitive technique based on expert judgements. Some of the parameter values were
available as constants from the price catalogues or the results of reliability tests
carried out by the manufacturers.

4.3 Sensitivity Analysis

Life cycle cost calculations are typically used to support decision-making, which
means that calculations are performed before the costs are realized and the calcu-
lations are based on estimates of future values, which are inherently uncertain. The
robustness of the LCC calculation results for the change in cost parameters can be
evaluated by a sensitivity analysis. The simplest way to conduct a sensitivity
analysis is to change the variable value and then re-calculating the results, i.e. a
what-if analysis. In the developed LCC tool, the sensitivity analysis is performed
with a Monte Carlo simulation. The result of a sensitivity analysis is the variation in
the expected life cycle costs.

4.4 Results of the LCC Calculation

The purpose of the LCC calculation is generally to support decision-making, i.e. to
answer the questions a decision-maker has concerning the decision situation. Thus,
the result indicators need to be defined according the needs of the decision-maker.

In the current case, the decision situation concerns the purchasing of a power
supply system. The technical requirements of a power supply system set by a
customer can typically be fulfilled by a number of different solutions when the cost
is an important criterion for selection. In this case, it was assumed that the decision-
maker, who is a customer of the case company, would ask the following questions:

1. How much would the ownership of a power supply solution or solutions cost?
2. How soon, if at all, would the more expensive investment costs be paid back by

the lower annual cost?
3. How would the life cycle costs be divided into different cost factors?
4. What would the variation be of the expected life cycle cost or cost factors?
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To answer the first two of the above questions, the total life cycle cost; net
present value (NPV), i.e. discounted life cycle cost; annual cost; and free and
discounted cumulative annual cost were calculated as result indicators. Question
three was answered by presenting the cost elements of the life cycle and annual
costs. The last question can be answered after a sensitivity analysis that yields the
variation in the expected costs.

4.5 LCC Tool

In principle, the LCC calculations are quite simple and do not necessarily need
special calculation tools. When the same kind of calculations need to be repeated it
is sensible to create a tool to expedite calculations, which allows calculations to be
performed together with customers and even to play a bit and test unusual solutions.

In this case, a prototype tool was developed that enables LCC calculations for
different kinds of power supply systems. MS Excel 2010 was selected as the
development tool because MS Excel and Visual Basic for Excel include features
that provide good support for this kind of prototype development. Another
important reason for the selection was that MS Excel is a widely used tool and can
thus be used without new IT investments, and potential users are familiar with it.

The developed LCC tool includes cost breakdown structure, data input forms,
calculation of result indicators, sensitivity analysis, presentation of results by
numbers and graphs. Cost breakdown structure, which was shown in the Table 1, is
implemented in the tool as fixed e.g. the user cannot change the cost parameters in
the tool. The fixed cost structure could be used here because it is possible to define
the relevant costs elements in detailed for a known system. For a general case, this
would not have been possible. To make the tool more user-friendly and easier to
test in real use cases, an interface with user forms was created for data input. All the
calculations are conducted in Excel worksheets and the necessary formulae were
implemented.

To support risk-based decision-making, a sensitivity analysis part was imple-
mented in the LCC tool. In this case, the sensitivity analysis was conducted by a
Monte Carlo simulation, based on the statistical distribution of the cost parameters.
The LCC tool allows a Normal or Weibull distribution to be selected for all vari-
ables except the count variables for which only the Poisson distribution is available
in this tool. Practitioners who are not typically familiar with the statistical distri-
butions may find it difficult to define the distribution parameters. Thus, a graphical
tool was developed (Fig. 2) with which the user can see the shape of the defined
distribution and assess if the distribution describes his/her view of the variation.

In the LCC tool, the results of the calculation are shown by tables and graphs
(see Fig. 3) in user forms. In addition, the tool allows a report to be created in pdf
format that can be given to the customer.
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Fig. 2 Example of the definition of a statistical distribution for a sensitivity analysis

Fig. 3 Example of the result
figure types implemented in
the LCC tool
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5 Use of the LCC Tool

The previous chapter describes how the LCC calculation has been established in
this case and the tool developed to support calculation in practice. This chapter
presents how the LCC tool can be used.

The use of the LCC tool can be described as a process with five steps:

1. Define the possible solutions that meet the customer’s technical requirements
and are options to be analysed.

2. Populate the LCC tool with input data, i.e. give numerical values to the relevant
cost parameter for current case.

3. Calculate the results. This is done automatically by the LCC tool.
4. Assess the results and compare the options using result indicators from the LCC

calculation.
5. Make the decision for the current case based on economic criteria. Other pos-

sible criteria from elsewhere can also be used to support the decision.

Life cycle cost calculations can be utilised internally in the company or exter-
nally with customers. Figure 4 shows the life cycle phases in which the LCC tool is
used internally and externally. The figure outlines the innovation process of a
company as part of the life cycle for B-to-B products that are typically delivered by
establishing a delivery project with the customer. A company that follows this
model develops a product portfolio (consisting of, e.g. services, physical products
and product elements that can be configured in different ways to form a final
product that meets the customer needs) at its own expense and then sets up projects
with clients to sell and deliver products that are based on the elements of its product
portfolio and configured and designed to meet the needs of the particular customer.

The life cycle cost calculation can be used in negotiations with potential cus-
tomers to provide more detailed cost information than just the acquisition price for
their decision-making. In this case, the LCC calculations were originally meant to be
utilised in the delivery project negotiations with potential customers to serve the case
company’s need to explain the higher purchasing price with lower life cycle costs
and more sustainable solutions. The tool that was developed provides a reasonably

Fig. 4 Uses of the LCC tool within a company with respect to the innovation process/product life
cycle (modified from [8])
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quick and easy way to review different solutions and it can bring new solutions that
differ from the customer’s first ideas about the solution into the negotiations.

During the LCC tool development and testing, the case company used the tool to
analyse elements of its product portfolio. In these tests, the case company realised
that this kind of calculation can elicit ideas to improve products from the life cycle
perspective. This internal use of the LCC tool can reveal products that are not good
enough from a life cycle point of view and should be replaced with products that
lead to better overall results.

6 Conclusions

According to the first preliminary test cases, the customers were very interested in
the possibility of having more detailed life cycle cost information. The tool that was
developed was seen as a promising way to support decision-making based on life
cycle costs. The tool itself was seen as quite easy to use, but the calculations require
input data from both the customer and product supplier, and the tool should
therefore be used by the customer and product supplier together.

In the preliminary test cases, critical views on the use of this kind of calculation
were also raised. The main concern was that all the component suppliers might not
be able to provide comparable and reliable input data for LCC calculation if the
goal is to compare solutions from several providers. Public purchases, in particular,
have strict requirements for transparent competition criteria and all the providers
have to be treated equally. It may then be risky to use data that cannot be validated
(e.g. future maintenance costs) before decision-making. A sensitivity analysis can
be carried out to answer this concern.

The uncertainty concerning future data is present in the decision-making, but it
cannot always be used as an excuse for making decisions based on realised and
easily validated data, e.g. the acquisition price. In this kind of decision-making it
has to be understood that the LCC calculation cannot provide the exact costs but it
does provide the estimated magnitude of the total costs and relevant cost categories.
This result supports different solutions being put in order and it is a better basis for
decision-making than the pure acquisition price.
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Abstract Modern sociotechnical systems (SSs) are becoming increasingly
advanced, complex, boundary-less, and technology-dominant systems that have
major economic, societal and environmental implications. Digital technologies are
enabling us to develop systems with various levels of complexities and intercon-
nections involving different elements. This creates new ways of organizing work,
new work processes, for instance: creating closer cooperation across organizational
and geographical borders and this trend is likely to increase. Complexities are
associated not only with the large scale hardware and software infrastructures, but
also with the even more complex issues involved in human and organizational
behaviours and characteristics. This implies that there are many hidden risks under
the modern systems development and deployment process, and subsequently the
potential for serious events are considerable. A major area for study in this context is
the establishment of a seamless connection between the characteristics of the indi-
vidual components (at micro-level) and the macro-behaviour of the complex SSs.
Given the complexity of the systems involved, use of classical/traditional approaches
(e.g. linear relations of causality) alone to understand the behaviour and performance
of these systems are quite challenging, if not extremely limited in use. We need new
perspectives to understand the behaviours and interactions in wider context, so that
the new perspectives can capture the complex issues that influence Human-Orga-
nization-Technological (HOT) conditions within such systems, can emerge. This
paper elaborates on an approach that can provide the basis for micro-macro inte-
gration to reduce vulnerabilities based on a better awareness (i.e. system thinking)
taking into account the dynamic and complex context from a new perspective.
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1 Introduction

The stability, performance, and the survival of sociotechnical systems (SSs), as well
as their ability to tolerate environmental disturbances, are dependent upon the
nature, formation and interaction of the human, organizational, and technological
subsystems. Modern SSs are becoming increasingly advanced, complex, boundary-
less, and technology-dominant systems that have major economic, societal and
environmental implications. Digital technologies are enabling us to develop sys-
tems with various levels of complexities and interconnections involving different
elements. Complexities are associated not only with the large scale hardware and
software infrastructures, but also with the even more complex issues involved in
human [1] and organizational behaviours and characteristics. Hence there is a need
to explore new ways of thinking to manage modern sociotechnical systems in faces
of those new scenarios: system thinking as a complement to the traditional risk and
safety analysis.

Given the complexity of the systems involved, use of classical/traditional
approaches alone to understand the behaviour and performance of these systems are
quite challenging, if not extremely limited in use [2]. Major accidents keep
occurring that seem preventable and that have similar systemic causes. The fol-
lowing paragraph, for instance, is quoted from the Deepwater Horizon disaster
investigation [3] to show the closely replication of many different disasters.

In many ways, this disaster (Macondo well blowout (2010)) closely replicates other major
disasters that have been experienced by the offshore oil and gas industry. Eight months
before the Macondo well blowout, the blowout of the Montara well offshore Australia in
the Timor Sea developed in almost the same way-with very similar downstream effects….
Piper Alpha (North Sea) platform explosions and fires (1988)…followed roadmaps to
disaster that are very similar to that developed during and after the Macondo well blowout.
This disaster [Macondo well blowout] also has eerie similarities to the BP Texas City
refinery disaster. These similarities include: (a) multiple system operator malfunctions
during a critical period in operations,…., (c) neglected maintenance ,…., (e) inappropriate
assessment and management of operations risks, (f) multiple operations conducted at
critical times with unanticipated interactions, (g) inadequate communications between
members of the operations groups, (h) unawareness of risks, (i) diversion of attention at
critical times, (j) a culture with incentives that provided increases in productivity without
commensurate increases in protection(safety), (k) inappropriate cost and corner cutting, (l)
…., and (m) improper management of change.

Part of the explanation for such replication of different disasters is that the
current hazard analysis tools are not designed to analyze dynamic complexity of
major incidents, which arise from the interaction between actors (social and tech-
nical) and the temporal and spatial gaps between actions and consequences. This is
because most traditional causal analysis tools model events and causal factors
linearly [4]. Besides, these traditional tools focus on events proximal to the loss.

Rasmussen [5] identified six levels in sociotechnical systems: (a) the government
level-6, (b) the regulators and industry association level-5, (c) the management
level-4, (d) the company level-3, (e) the staff level-2, and (f) the operation level-1.
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Each of these levels represents possible sources of ‘‘root causes”. The aftermath of
most hazardous, large-scale technological systems’ accidents have serious and
long-lasting economic, safety, health and environmental consequences. Hence, it is
reasonable to analyze causes at all these levels to be identified so as to prevent
recurrences effectively.

However, the analysis of systemic issues, especially those at company, regula-
tors and industry associations, and government levels, (i.e., macro issues) are
complex and dynamic. The complexity at these levels arises because causal factors
are inter-related and decisions of actors and the corresponding effects are usually
separated in time. Unfortunately, most causal analysis tools, such as those evaluated
by [2, 6, 7], view cause and effect linearly and are not designed to model changes in
the modern system across time. In other terms they are not designed to analyze the
dynamic complexity of the emerging modern systems.

It is proposed in this paper that the traditional/classical causal analysis tools can
be used to analyze the incident sequence and causal factors that are more immediate
to the incident (micro issues). Key causal factors (macro issues) can then be further
analyzed using tools designed to model dynamic complexity. The reason, as
mentioned earlier, is that most major system accidents do not result simply from a
unique set of proximal, physical events but from drift of the whole SS to a state of
heightened risk over time as safeguards and controls are relaxed due to conflicting
goals and tradeoffs. The challenge in preventing accidents, according to [8], is to
establish safeguards and metrics to prevent and detect migration towards a state of
unacceptable risk before accident occurs.

Some major thoughts (or rather motivational factors) for new perspectives would
in this context be driven by;

• Safety remains the major concern regarding the design and use of modern and
complex SSs in the context of rapidly changing technology.

• The increasing complexity in industrial SSs not only created by the latest
developments in digital technologies, but also by other change phenomena
related to organizational and human elements [1]

• Dynamic and complex environment (e.g. economic pressures, stringent human-
safety-environment(HSE) regulations, etc.) has influences on safety of modern
industries

• The decision settings of different stakeholders of complex systems have taken
different turns involving multiple approaches and notably conflicting criteria

In light of this, it is important to devote some effort to examining our foundations
before proposing some incremental improvement in what we do today (refer also
[2, 6] for additional critical reviews on foundational safety issues). Re-examining
some underlying assumptions and paradigms in safety is invaluable to identify any
potential disconnects with the world as it exists today. The assumptions questioned in
this paper involve: (a) definition of safety, (b) accident causal models, and (c)
understanding on human and organizational error. Subsequently, alternatives based
on system thinking are then proposed.
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2 Assumptions Questioned and Alternative Approaches

Re-examining some underlying assumptions and paradigms in safety is invaluable
to identify any potential disconnects with the world as it exists today. The
assumptions questioned in this paper involve: (1) definition of safety, (2) accident
causal models, and (3) understanding on human and organizational error.

Assumption 1: Safety Is Enhanced by Increasing the Reliability
of the Individual System Components

An MIT (Massachusetts Institute of Technology) professor, Leveson [9] argues
that safety and reliability are different system properties: a system can be reliable
and unsafe or safe and unreliable. This misperception is epitomized by HRO (high
reliability organizations) researchers who suggest that ‘organizations in which the
system components1 operate reliably will be safe’ [10–13].This belief is simply not
true. In modern complex systems, accidents may result from interaction among
perfectly functioning components.

Leveson explained this situation with an example:

The loss of the Mars Polar Lander was attributed to noise (spurious signals) generated when
the landing legs were deployed during descent. This noise was normal and expected and did
not represent a failure in the landing leg system. The on board software interpreted these
signals as an indication that landing occurred (which the software engineers were told they
would indicate) and shut the engines down prematurely, causing the spacecraft to crash into
the Mars surface.

According to Leveson, the landing legs and the software performed perfectly
(i.e., neither failed), but the accident occurred because the system designers did not
account for all interactions between the leg deployment and the descent-engine
control software.

In the past, the design of SSs was more intellectually manageable and the potential
interactions among components could be thoroughly planned, understood, antici-
pated, controlled and guarded against [8]. Modern SSs, however, no longer satisfy
these properties and system design errors are increasingly the cause of major acci-
dents, even when all the components have operated reliably, i.e., have not failed.

Hence, safety is system property, not a component property like reliability [9].
Determining whether an offshore oil and gas plant is acceptably safe, for instance, is
not possible by examining a BOP (blow out preventer) in the plant. Conclusions
can be reached about the reliability of the BOP without referring to the context in
which the BOP is used, but safety of the BOP can only be determined by the
relationship between the BOP and the other plant components and its environment,
i.e., in the context of the whole.

In systems theory, complex SSs are modeled as a hierarchy of organizational
levels, each level more complex than the one below [5]. The levels are characterized

1 Note: ‘component’ in this paper refers to both physical and human components of a SS.
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by emergent properties that are irreducible and represent constraints on the degree
of freedom of components at the level below. Safety is an emergent property and
unsafe system behaviour is defined in terms of safety constraints on the behaviour
of the system components.

Safety should then be viewed, using systems thinking and systems theory, as a
control problem (problem of enforcing the safety constraints) rather than a failure or
reliability problem [9]. Safety incidents occur when component failures, external
disturbances, and/or potentially unsafe interactions among system components are
inadequately controlled (managed). In basic systems theory, in order to provide
adequate control, the controller (barrier) must have an accurate model of the
process it is controlling (see Fig. 1). For both automated and human controllers, the
process model (for human controllers, this model is commonly called the mental
model) is used to determine what control actions are necessary to keep the system
operating effectively.

The process model includes assumptions about how the controlled process
operates and about the current state of the controlled process. Safety incidents in
complex systems often result from inconsistencies between the model of the pro-
cess used by the controller (barrier) and the actual process state [3]. For instance:
the local BP manager on the Deepwater Horizon disaster [3] thought the cement had
properly sealed the annulus (he did not notice the positive pressure test) and ordered
the mud to be removed; the operators at Texas City [14] thought the level of liquid
in the isomerization unit was below the appropriate threshold.

Usually, these process models of the controlled system become incorrect due to
missing or inadequate feedback and communication channels. The effectiveness of
the safety control structure is greatly dependent on the accuracy of the information
about the actual state of the controlled system each controller has, often in the form
of feedback from the controlled process.

In modern SSs major accidents rarely have a single root cause but result from an
adaptive feedback function that fails to maintain safety as performance changes

Fig. 1 ‘Controller-Controlled
process’ relationship to
determine what actions are
needed (modified from [9])
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over time to meet a complex and changing set of goals and values. Figure 2, for
instance, shows some of the generic factors involved in unsafe control. Also, as
shown in Fig. 2, more than one controller may participate in the safety control
structure, with the controllers of the components having individual responsibilities
for ensuring that the controlled processes or components are fulfilling their safety
responsibilities.

Note that when we say ‘control’ in our case, it is not only about the controls
provided by engineered systems (e.g. interlocks, BOP or various types of barriers and
fault tolerance features) and direct management and operational interventions, but
also indirectly by policies, procedures, shared values, and other aspects of the orga-
nizational culture. Therefore, an accident results not simply from components failure
or human error, but from the inadequate control of the safety-related constraints on
the development, design, construction, management and operation of the entire SS.

Figure 3 below shows the safety control structure existing at the time of the
Macondo well system accident. Each component has specific assigned responsi-
bilities for maintaining the safety of the entire SS. For instance, the mud logger is
responsible for creating a detailed record of a borehole by examining the contents of
the circulating drilling medium, the cementer is responsible for properly sealing off
a wellbore, and local management has responsibilities for overseeing that these and
other activities are carried out properly and safely. The government oversight

Fig. 2 Some generic factors involved in unsafe control
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Fig. 3 Safety control structure existing at the time of Macondo blowout (adapted from [8])

Managing Modern Sociotechnical Systems: New Perspectives … 1115



agency may be responsible for ensuring that safe practices are being followed and
acceptable equipment being used, and so forth and so on.

The main idea that we can draw from this structure is that safety incidents are
rarely the result of unsafe behaviour by only one of the components but usually the
result of unsafe interactions among and behaviour by all or most of the HOT
components in the control structure. A systems thinking approach(such as causal
loop diagrams [4], STAMP- Systems-Theoretic Accident Model and Processes [8])
allows capturing the non-linear dynamics of interactions between human, organi-
zation and technological (HOT) components of a SS and anticipating the risk-
related consequences of change and adaptation over time.

Assumption 2: Accidents Are Caused by Chain of Directly
Related Failure Events

This assumption implies that investigating backward from the loss event and
identifying directly related predecessor events (usually technical failures or human
errors) will identify the “root cause” for the loss. The solution to this approach is
then either the “root cause” event is eliminated or an attempt is made to stop the
propagation of events by adding barriers between events, by preventing individual
failure events in the chain, or by redesigning the system so that multiple failures are
required before propagation can occur.

The problem with the chain-of-events model of accident causation is that it
oversimplifies causality and the accident process and excludes many of the systemic
factors in accidents and indirect or non-linear dynamic interactions among events. It
also does not hold for accidents where the cause(s) lies in the interaction among
HOT-factors of modern SSs, none of which may have failed.

To hold systemic factors and non-linear dynamic interactions among the HOT
factors in modern SSs, the accident causation can be viewed as involving three
hierarchal levels, as proposed in Fig. 4. Level 1 is the basic proximate event chain;
Level 2 represents the conditions that allowed the events to occur; Level 3 contains
the systemic factors that contribute to the conditions and events. The levels are
annotated in the figure with the proposed approach to managing modern systems i.
e., using systemic thinking approaches (for macro issues) and classical approaches
(for micro issues) in a seamless integration.

Classical approaches will help to present facts of the proximal events leading to the
loss. Thekey causal factors (macro factors) can then be further analyzedusing systemic
thinking approaches. For instance in Macondo blowout: the regulators and the gov-
ernment, each seemed to be doing the ‘‘right” thing in view of the pressures that each
was facing. However, unintentionally, each actor contributed to the poor safety culture
and the worsening of the situation that finally resulted in the blowout. Understanding
systemic structure as a whole will help organizations understand the possible negative
consequences of their decisions on safety culture and result in the design of more
effective safety management strategies. A systems perspective also helps to reduce the
tendency to blame a particular group or organization for the incident/accident, thereby
increasing the chances of identifying effective proactive measures.
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The potential advantage of systems thinking is basically to facilitate a more
effective way of seeing reality and summarizing dynamically complex situations.

Assumption 3: Most Accidents Are Caused by Human Error

Human behaviour is influenced by the context in which it takes place [15] and
hence, changing that context will be more effective in reducing accidents than
blaming the human for doing errors. The irony in here is that systems are designed in
which human error is unavoidable and then blame the human. Moreover, the present
digital, complex and large-scale technological systems (with their dynamic envi-
ronment) pose additional demands and new requirements on the human operators.
Modern SSs require human operators to constantly adapt to new and unforeseen
system and environmental demands. Furthermore, there is no clear cut distinction
between system design and operation, since the operator will have to match system
properties to the changing demands and operational conditions. In other words,
according to [16, 17], operators must be able to handle the ‘non-design’ emergencies,
because the system designers could not foresee all possible scenarios of failures and
are not able to provide automatic safety devices for every contingency.

Thus, the role of the human operator responsible for such systems has changed
from a manual controller to a supervisory controller who is responsible for over-
seeing one or more computer controllers who perform the routine [15]. In super-
visory control systems, the human operator’s role is primarily passive, i.e.,
monitoring of change in the system state. The operator’s passive role, however,
changes to one of active involvement in cases of unexpected systems events,
emergencies, alarm alerts, and/or system failures.

Mental models play a significant role here. The ability to adapt mental models
through experience in interacting with the operating system is what makes the

Fig. 4 Macro-micro integration to identify the root cause(s)
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human operator so valuable (see Fig. 5). Designers deal with ideal (or average)
systems, and they provide procedures to operators with respect to this ideal. Sys-
tems may deviate from the ideal through manufacturing and operation variances or
through evolution and changes over time. Operators must deal with the existing
system and change their operational procedures using operational experience and
experimentation [8]. While procedures may be updated over time, there is usually a
time lag in this updating process and operators must deal with the existing system
state.

Based on current information, the operators’ actual behavior may differ from the
prescribed procedures. The irony is that when the deviation brings fortunate results
at that particular instant in time, then the operators are considered to be doing their
job (and rewarded). However, the operators are often blamed for any unfortunate
results, even though their incorrect actions may have been reasonable given the
information they had at the time.

Flawed decisions may also result from limitations in the boundaries of the model
used, but the boundaries relevant to a particular decision maker may depend on
activities of several other decision makers found within the complex modern SS.
Safety incidents may then result from the interaction of the potential side effects of
the performance of the decision makers during their normal work. It is difficult if
not impossible for any individual to judge the safety of their decisions when it is
dependent on the decisions made by other people in other departments and orga-
nizations [5].

Part of the problem to blaming operators also stems from the linear and deter-
ministic approach to accident investigation where it is usually difficult to find an

Fig. 5 The role of mental models in operations (modified from [8])
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“event” preceding and causal to the operator behaviour [9]. If the problem is the
system design, there is no proximal event to explain the error. Even if a technical
failure precedes the human action, the tendency is to put the blame on an inadequate
response to the failure by an operator. Perrow [11] cites a U.S. Air Force study of
aviation accidents that concludes that the designation of a pilot error is a convenient
classification for mishaps whose real cause is uncertain, complex, or embarrassing
to the organization.

As argued by Reason and others [2, 5, 16–18, etc.], devising more effective
accident causality models requires shifting the emphasis in explaining the role of
humans in accidents from error (deviations from normative procedures) to focus on
the mechanisms and factors that shape human behavior, i.e., the performance-
shaping mechanisms and context in which human actions take place and decisions
are made. Modeling behavior by decomposing it into decisions and actions (i.e.,
events) and studying it as a phenomenon isolated from the context in which the
behavior takes place is not an effective way to understand behaviour.

3 Analyses and Discussion

Much effort has been done to avoid safety incidents, but they still occur. The
problem is that no engineering process is perfect, and every SS and its environment
evolve and are subject to change over time. However, our analysis tools are more of
static and deterministic (i.e., they model cause and effect linearly and focus on
events proximal to the loss).

In general, the causes for safety incidents in modern SSs:

1. May arise in the development and implementation of the system,
2. May reflect management and cultural deficiencies,
3. May arise in operations

3.1 Development and Implementation

• Inadequate safety incident analysis (assumptions about the system hazards or the
process used to identify them do not hold)

– Safety incident analysis is not performed(or is not completed)
– some safety incidents are not identified or are not handled because they are

often assumed to be “sufficiently unlikely”
– safety incident analysis is incomplete (important causes are omitted)

• Inadequate identification and design of control and mitigation measures for the
hazards (e.g., due to inappropriate assumptions about operations)

• Inadequate construction of control and mitigation measures
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3.2 Management and Cultural Deficiencies

• The design of the safety control structure is flawed
• The safety control structure does not operate the way it was designed to operate

– one general cause may be the safety culture, i.e., the goals and values of the
organization with respect to safety, degrades over time

– the behavior of those in the safety control structure may be influenced by
competitive, financial or other pressures

3.3 Operations

• Controls that designers assumed would exist during operations are not ade-
quately implemented.

• Changes over time violate the assumptions underlying the design and controls
[8]

– New hazards(arise with changes over time) were not anticipated during
design and development or were dismissed as unlikely to occur

– Physical controls and mitigation measures degrade over time in ways not
accounted for in the analysis and design process

– Components (including humans [1] ) behave differently over time (violate
assumptions made during design and analysis)

– The system environment changes over time (violates assumptions made
during design and analysis)

To adequately control (manage) safety incidents of modern SSs, we propose
systems thinking approaches to work in seamless integration with traditional
investigation and causal analysis methods (see Fig. 4). However, the potential
advantages of systems thinking approaches to seeing reality and summarizing
dynamically complex situations in more effective way depend on the people to
adapt a systems-oriented paradigm.

To understand the cause of accidents and to prevent future ones, the system’s
hierarchical safety control structure (see Fig. 4) must be examined to determine why
the controls at each level were inadequate to maintain the constraints on safe
behaviour at the level below and why the events occurred. To get a deep enough
understanding of the causal factors in an accident such as the Macondo blowout, the
reasons for the events and the conditions leading to those events as well as systemic
causes need to be identified.

The first step in the safety incident analysis is, hence, to understand the physical
proximal factors (micro issues) involved in the loss, including:

• the limitation of the physical system design (e.g., The BOP system was neither
designed nor tested for the dynamic conditions that most likely existed at the
time that attempts were made to recapture well control),
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• the failures and dysfunctional interactions among the physical system compo-
nents (e.g., the operator at Macondo blow out did not notice the positive
pressure test), and,

• environmental factors (e.g., deep water, high temperature, high pressure-HTHP)
that interacted with the physical system design

Most classical accident analyses include this information, though they usually
omit dysfunctional interactions and look only for component failures. Under-
standing the physical factors leading to the loss is only the first step in under-
standing why the accident occurred.

The next step is, understanding how the engineering design practices contributed
to the accident and how they could be changed to prevent such an accident in the
future. Why was the hazard (e.g., blowout as a result of spills) not adequately
controlled in the design? Some controls were installed to prevent this hazard (for
example, the BOP and the assignment to see pressure test), but some controls were
inadequate or missing.

Many of the reasons underlying poor design and operational practices stem from
management and oversight inadequacies due to conflicting requirements and
pressures. Identifying the factors lying behind the physical design starts with
identifying the safety-related responsibilities assigned to each component in the
hierarchical safety control structure along with their safety constraints [8]. Using
these safety-related responsibilities, the inadequate control actions for each of the
components in the control structure can be identified. In most major accidents, there
is inadequate control exhibited throughout the structure, assuming an adequate
control structure was designed to begin with (see Fig. 2). But simply finding out
how each person or group contributed to the loss is only the start of the process
necessary to learn what needs to be changed to prevent future accidents. We must
first understand why the “controllers” (see Fig. 1) provided inadequate control. The
analysis process must identify the systemic factors in the accident causation, not
just the symptoms.

To understand why people behave the way they do, we must examine their
mental models and the contextual factors affecting their decision making. All
human decision-making is based on the person’s mental model of the state and
operation of the system being controlled (see Fig. 5). Preventing inadequate control
actions in the future requires not only identifying the flaws in the controllers’
process models (including those of the management and government components of
the hierarchical safety control structure) but also why these flaws existed.

4 Conclusions

Two conclusions may be drawn from the study. One conclusion is related to the
critical review on some key assumptions (such as assumptions on: safety vs. reli-
ability; accident causation models; human and organizational error) and the

Managing Modern Sociotechnical Systems: New Perspectives … 1121



important of defining safety as: a control problem; system property (i.e., safety
deals with systems as a whole, not just components, knowing that many accidents
occur because of interactions among HOT subsystems); an emergent property.

The second conclusion is related the proposed approaches (i.e., using systemic
thinking approaches as a complement to the classical approaches) to managing risk
& safety incidents of modern and dynamic SSs. This approach could remove
hindsight bias views and conduct a modern SS towards foresight views.

In the future human, organization and technology (HOT) subsystems will be
even more coupled and interdependent, and the boundaries between them will be
more blurred. Complex and dynamic interactions, an ever advancing digital tech-
nology, trust (both in the technology and human), and common situational
awareness among the people at different locations are some of the issues that are
more likely to become more important in the future.

Even though traditional causal analysis tools are useful and necessary, they
model cause and effect linearly and they are less effective in representing the
complex and dynamic interactions between multiple actors and factors across time.
It is therefore proposed that systems thinking approaches (methods, tools) should be
employed in the analysis of macro-issues in a seamless integration with the tradi-
tional tools (which deal with proximal-to-the-loss events/micro issues) so that the
systemic structure that contributed to the incident can be more readily understood.
The use of systemic thinking approaches could facilitate the early identification of
emerging problems in modern industries so as to introduce proactive measures that
improve safety and risk management capacity rather than event-level interventions.
In addition, it is believed that more research and application of systems thinking
concepts will improve the overall effectiveness of safety, health and environment
management.
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Decision Support for Operations
and Maintenance of Offshore Wind Parks

Ole-Erik Vestøl Endrerud and Jayantha P. Liyanage

Abstract The world needs cleaner energy, and it needs more to keep up with the
growing demand globally. Renewable energy can provide long-term and low
emission energy, and wind energy has a large potential. Offshore wind energy
capacity in the EU have grown from zero in 1990 to 4 GW in 2011, meeting 0.4 %
of electricity demand in the European Union, and the aim is to have 150 GW
installed capacity by 2030. However, revenue is an issue in order to make offshore
wind energy economically viable in the future, hence, costs must be lowered and at
the same time availability must be increased. This paper presents a simulation
model developed for research experiments and decision support. It is based on an
ongoing project in the North Sea region that investigates configurations of opera-
tional infrastructure and work management systems under different governing
conditions. The project closely collaborates with one of the largest offshore wind
park operators in North Sea, and aims at the use of agent-based and discrete event
simulation to experiment with different wind park development scenarios, and to
eventually provide decision support for wind park developers and—operators.
Despite the use of different modeling techniques in offshore wind sector, the
potential benefits of agent-based simulation models in operational planning and
work management is still to be explored. The simulation model developed in this
paper is based on a multi-method paradigm involving both discrete-event and
agent-based modeling. This multi-method approach helps largely in limiting the set
of assumptions as well as in managing the drawbacks associated with a specific
simulation technique. The paper intends to explain the simulation model developed,
discuss the validity of the model and how such models can provide information for
decision making in planning and operating offshore wind parks.
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1 Introduction

Wind energy has achieved increasing momentum during the last decade due to a
rising demand for carbon neutral green energy. While much of the efforts have been
on the development and utilization of onshore wind energy sources earlier, for
example in Denmark, Germany and USA, the industrial opportunities relating to
offshore wind energy have been growing the last few years, and the energy potential
in offshore wind is large. In EU alone offshore wind energy capacity have grown
from zero in 1990 to 4 GW installed capacity in 2011, meeting 0.4 % of electricity
demand in the European Union [1].

Large-scale offshore wind turbine parks (WTP) consist typically of 80–100 wind
turbines (WT) composed of more than thousand components each, located from
near shore up to 100 km from the closest supply base, and strongly affected by local
weather conditions (wind and waves). The typical turbine sizes used in offshore
wind parks are in the range 2–3.6 MW, while the turbine size is increasing to 5 MW
and successively to an estimated maximum size of 10 MW in future developments.
Newly commissioned parks normally include a warranty period (3–5 years), in
which the original equipment manufacturer (OEM) has the primary responsibility
for operations and maintenance (O&M) in accordance with an O&M contract. After
the warranty period operators typically outsource O&M contracts, which are nor-
mally partly or fully performance based, dependent on wind park availability and
downtime.

However, two of the largest hurdles for the industry at the moment are low
margins and high cost of energy (CoE), making subsidizing an important mecha-
nism to stimulate industrial investments (for more on energy support mechanisms in
the EU see [2]). An important part of the CoE are operations and maintenance costs
(OPEX), which accounts for 20–30 % of CoE for offshore wind parks [3]. Typical
OPEX for offshore wind parks in operation in the EU range from 10 to 13 £/MWh
[2] and US offshore wind parks range from 17 to 35 £/MWh [4], both, very large
figures compared to onshore wind projects in the US, where average OPEX is 7 £/
MWh [4]. The high CoE and OPEX for offshore wind compared to onshore wind is
much due to the expensive marine logistics and access restrictions in the wind park.
With strong winds and high seas, access to a WT and marine operations are very
difficult to carry out, and restriction on significant wave height is typically in the
order of 1.5–2 m for small personnel transfer vessels (PTV) and large jack-ups.
Offshore wind is also competing with other markets for marine logistics, e.g. the oil
and gas industry and other offshore wind parks in the North Sea basin, which drive
OPEX upwards due to short term vessel availability constraints. Especially jack-ups
are a scarce resource.

The choice of maintenance strategy, and configuration of operational infra-
structure and work management system will affect availability and OPEX to a great
extent, but is dependent on more than the wind park itself. As mentioned earlier
local weather affects access to WTs and restricts marine operations in the park.
Moreover, outsourcing of O&M activities make the maintenance strategy
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dependent on a network of suppliers and service providers, with parts of the
operational infrastructure depending on service providers. In addition, when O&M
is dependent on an O&M service supplier network work management must be seen
in a more integrated approach for efficient and effective coordination and planning
of activities.

Different maintenance strategies and configurations of operational infrastructure
and work management system have been proposed and investigated. Especially
fleet mix and logistic solutions [5–6] and condition based maintenance [7, 8].

Because the offshore wind industry is a fairly small and young industry only
limited experience and historical data are available. In order to conduct research on
this problem a research method that is not dependent on historical data should be
used. Simulation modeling was chosen as research method to look at an offshore
wind park in a long-term perspective (10–20 years). A validated simulation model
can generate data series, which can be studied to investigate the effect of different
configurations of operational infrastructure and work management systems under
different maintenance strategies, and their effect on OPEX. The highly complex
setting in the offshore wind industry together with the lack of experience, historical
data and unsuitability for large scale testing make this an excellent subject for
simulation modeling.

Several other simulation models for offshore wind O&M exist. Norwegian off-
shore wind cost and benefit model (NOWIcob) is a simulation model and decision
tool developed by SINTEF for the purpose of simulating O&M and marine logistic
support during full lifetime cycles of an offshore wind park, to establish life cycle
cost and profit [9, 10]. This is a simulation model that also includes a Markov Chain
weather model based on historical data to include weather uncertainty [11]. The
University of Strathclyde develops another simulation model similar to the one
explained in this paper, which is based on MATLAB and uses Bayesian Belief
Networks for decision modeling [12]. Besnard et al. [6] have developed analytical
models to evaluate maintenance strategies and operational infrastructure concepts.
A thorough review of other O&M and cost simulation models for offshore wind
application is presented in [13]. Despite the apparent interest for agent-based
simulation in other fields of research such as ecology, economy and business
strategy [14] there have been surprisingly little work done in the field of mainte-
nance management. Only Kaegi et al. [15] have analyzed O&M strategies by means
of agent-based simulation.

In order to make offshore wind energy economically viable in the future, OPEX
and consequently CoE must be lowered by increasing wind park availability
through reducing downtime. To achieve this ambitious target new ideas and
thinking must be introduced in terms of work processes, maintenance strategies and
intelligent technologies. This paper suggests a new simulation model based on a
multi method approach to investigate maintenance strategies, operational infra-
structure and work management systems in a long-term perspective. Section 2 is a
description of the simulation model, Sect. 3 contains the first preliminary results
used for verification and validation, as well as investigating operational
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infrastructure for a corrective/preventive maintenance strategy, and Sect. 4
describes possible application areas for such a model.

2 Model Description

Simulation modeling is a method to study the real world in a computerized model
where controlled experiments can be conducted. In comparison to analytical models
a simulation model can capture internal variability and dynamic relations.

A multi method modeling approach is used combining agent based (AB) and
discrete event (DE) modeling to capture individual characteristics of turbines,
vessels and crew, in addition to decision making by the two latter, while efficiently
modeling work processes. An agent-based modeling approach is a bottom-up
modeling method that captures the individual characteristics of all individuals in a
system and its environment [16]. This modeling approach is—as opposed to dis-
crete event simulations and system dynamics—more capable of capturing intelli-
gent behavior in systems involving active, autonomous and adaptive entities (e.g.
organizations, people, machines, stocks), especially with emergent characteristics
[17]. On the other hand, DE is excellent at modeling processes, especially work
processes in this simulation model, but the entities passing through the process do
not exhibit individual characteristics; thus being a top-down modeling method. In
this model AB and DE are built into each other. It is important to keep in mind that
these modeling paradigms must not be seen as disparate modeling methods, but
rather as two outer poles on a continuum where different modeling problems can be
located in between.

While several software packages exist for agent-based (AB) and discrete event
(DE) simulation modeling (NetLogo, Arena, etc.), Any Logic is used for this
project because of its ability to very well integrate AB and DE paradigms in the
same model. Any Logic models are based on Java and the full code can easily be
debugged and viewed for verification purposes.

This section will present an overview of our O&M simulation model for offshore
wind with required input data, the internal model logic and the resulting output data.

2.1 Input Data

Our simulation model provides a framework for testing and optimizing maintenance
strategies, conduct parameter-sensitivity analyses, and optimizing work—and
decision processes. But it requires a comprehensive set of input parameters and
input data. It is also important to state that this model does not include the grid or
converter system.
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2.1.1 Weather Data

A bi-variate Markov Chain Monte Carlo model is used in this model to generate
synthetic weather time-series, for more information see e.g. [11]. The historical
time-series used as a basis to generate the preliminary results are data extracted
from the FINO database, which are wave and wind data measurements from outside
the German coast. Weather data need to be gathered from meteorological mea-
surement stations in the vicinity of the wind park in focus. The simulation model
described in this model uses hourly resolution data for wind speed and significant
wave height.

2.1.2 Cost and Electricity Price Data

Cost of spare parts, maintenance personnel and vessel chartering are the main cost
components going into the OPEX. In addition, lost production due to WT down-
time is also included in the model to provide a measure on the cost of downtime.
Income is only based on power production. In order to get reliable cost estimates
from the simulation model relevant cost figures and electricity price must be
gathered. In this model a 10 year average of 90 £/MWh is used, but more favorable
would be to have time series of electricity price relevant for the specific market. The
cost of different maintenance actions and spare parts in the preliminary simulations
is a combination of expert judgment and cost numbers from the NREL WindPACT
project [18]. Perfect demand of electricity is also assumed.

2.1.3 Vessel Data

The vessels represented in this model are generic and are not representing any
specific vessels on the market. Four vessel types are used: small personnel transfer
vessels (e.g. Windcat), medium size supply vessels with crane capability, large
jack-up vessels, and helicopter. The only two vessel characteristics used at this
moment are significant wave height criteria (Hs) and wind speed criteria (Uw).
Table 1 summarizes vessel characteristics. Whether vessels are chartered in for
limited periods or on long-term contracts must be identified. A parameter that is
important for transit time is vessel speed, which can easily be found in the vessel’s
datasheet.

Table 1 Vessel characteristics

Vessel Hs Uw v

PTV 1.5 m N/A 20 knots

Supply vessel 1.5 m 10 m/s 12 knots

Jack-up vessel 1.8 m 10 m/s 11 knots

Helicopter N/A 11 m/s 135 knots
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2.1.4 Wind Turbine and Park Data

Two important WT input data needed to run the simulation model are failure data
and the WT power curve (for more on analysis of failure data see e.g. [19, 20]). As
will be explained in the next section the failure model of a WT is a non-homog-
enous Poisson-process with a failure intensity that varies with time. Five failure
categories exist with different failure intensities. All failure intensity-values are
found through data analysis of historical failure data. At this moment such historical
failure data are not easily available for offshore wind parks, but [21] provides a
study of WT failure rates, both on component and system level, for onshore tur-
bines. For simulations relating to a specific WTP failure data corresponding to a
similar WTP is needed to capture how maintenance tasks are generated; conse-
quently affecting what type of maintenance strategy should be used and operational
infrastructure suitable for this wind park.

Another WT and park specific data is the power curve. The power curve
determines how much electrical power a WT will produce at different wind speeds,
and is dependent on turbine manufacturer, turbine capacity and location in the park.
In general there exist a cut-in wind speed (Ucut in) denoting when a WT starts
producing electricity from the wind, and a cut-out wind speed (Ucut out) when wind
speeds are to high and electricity production stops (see Fig. 1), e.g. by stopping the
rotating rotor or ensuring zero lift force by pitching the blades out of the wind for
variable speed WTs. The power curve also specifies what the rated power is for a
WT, corresponding to the machine plate capacity, and at what wind speed this
power maximum is reached. Because power curves are specific for each turbine
model and—manufacturer this is an important input data that need to be provided
for each WTP.

2.2 Model Logic

2.2.1 Failure Module

WTs and its subassemblies are complex mechanical systems and the number of
failures between time 0 and t, N(t), is commonly modeled as a Power Law Process
[19], where the non-homogenous Poisson-process is a special case if minimal
repairs are assumed [22], expressed mathematically in Eq. (1)

P N tð Þ ¼ ið Þ ¼ k tð Þ � tð Þi
i!

e�k tð Þ�t; i ¼ 0; 1; 2; . . . ð1Þ

with failure intensity λ(t) at time t (average number of failures per time unit t)
represented by a Weibull function
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k tð Þ ¼ kbtb�1 ð2Þ

where λ is the annual failure intensity when the turbine is new or repaired β is the
distribution shape factor (see [22, 23] for more details). If β equals 1.0 the failure
intensity becomes constant in time and reduces to an exponential distribution. A
β > 1 results in increasing failure intensity, typical for the late life phase, and β < 1
result in diminishing failure intensity, typical for the burn in period in the early life
phase. For the preliminary simulations a β value of 0.95 is chosen based on expert
judgment, resulting in diminishing failure intensity in the first 10 years of operation.
The shape and scale parameter can be estimated from failure data relevant to the
simulated wind park. Formula (2) can be rewritten as

TTF tð Þ ¼ TTF
btb�1 ð3Þ

where TTF is Time To Failure when a WT is new, which for mechanical and
electrical components is exponentially distributed with parameter �k, the average
annual failure rate.

Minimal repair is assumed because WTs consist of a great number of compo-
nents and repairing or replacing a component will most likely take the WT back to
the condition prior to the failure. This is a valid assumption according to [24].

λ

Failure

λe-λ

Opera

uu

Fig. 1 State chart and individual characteristics of the WT agent
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The chosen failure model formulation is assumed to be binomial, where a turbine
is regarded as one item with the two possible states: (1) working or (2) not working.
With reference to Fig. 1a WT is in the not working state when failed or when being
repaired, and in the working state when operating or waiting for periodic
maintenance.

Every turbine can go into the not working state by means of five different failure
categories: (i) manual reset, (ii) minor repair, (iii) medium repair, (iv) major repair
and (v) replacement. All the five failure categories have individual average annual
failure intensities, �ki tð Þ, and after a turbine is repaired a TTFi is sampled from a
cumulative exponential distribution with parameter �ki tð Þ for each failure category
for the repaired WT. TTFi is also sampled at the initiation of a simulation run for
every turbine. This procedure ensures that every WT will act as one individual
turbine, i.e. as one agent in the simulation model, and accounts for uncertainty in
actual technical condition. The average failure intensities used in the preliminary
simulations are given in Table 2.

A WT goes into the failed state when a timer (model time subtracted by time
since last repair) exceeds one of the five TTFi. All failure categories are
independent.

An alternative failure modeling approach is a damage accumulation model
applying physics of failure (e.g. fracture mechanics) instead of statistical models,
see e.g. [7].

2.2.2 Maintenance Planning and Scheduling Module

In addition to a failure module, the simulation model has a maintenance planning
and scheduling module that is analogous to a maintenance manager in real life. The
maintenance manager is modeled as an agent which: (1) monitor the WTP and
interpret alarms, (2) schedule repairs (create work orders), (3) charter vessels and
(4) assign work orders (WO) to vessels.

All personnel, maintenance technicians and—managers, work according to a
shift plan, which in this simulation model is set to one 12-h shift per day. Moreover,
this means that work will only be performed between 7 a.m. and 7 p.m. every day.

Table 2 Average annual
failure intensity

Failure category λ

Manual reset 7.5

Minor repair 3.5

Medium repair 0.275

Major repair 0.04

Replacement 0.08
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Maintenance scheduling is done by “first-come-first-served” principle, meaning
there is no prioritization, except from preventive tasks, which is scheduled after
repairs. This is done because a repair action is equivalent to a failed WT that do not
produce electricity.

2.2.3 Repair Module

Appropriate vessels, for transport and heavy lifting, and maintenance technicians
perform repairs and preventive actions. A WO is assigned to a vessel that will
mobilize and sign on as many technicians as needed to complete one or several
WO’s. Mobilization includes vessel transit time from its previous job to the supply
base, sign-on of technicians, and preparation of parts and equipment at the supply
base. After mobilization is done the captain check if there is an appropriate weather
window to complete the maintenance task. The weather window is defined as the
needed time to complete the operation for which the limiting criteria (Hs and Uw),
OPLIM, multiplied with an uncertainty factor α are fulfilled [25], see (5). The needed
weather window is taken as the total time to complete the WO and transit time to
and from the turbine, shown in (4),

tww ¼ ttransit þ taccess þ tdiagnose þ trepair ð4Þ

OPWW ¼ OPLIM � a ð5Þ

where OPWW is the weather window criteria. In (5), α is taken as 1.0 as perfect
weather forecast is assumed for the preliminary simulations. For α factors in case of
weather uncertainty see [25].

Transit time is dependent on vessel speed and WT location, and because every
turbine has a spatial location in 2D space transit time is calculated based on trav-
elling in a straight line between the base and turbine. Access—and diagnosis time
are deterministic numbers depending on the maintenance task at hand. Repair time
is a probabilistic number with a triangular distribution with maximum, minimum
and most likely values depending on the maintenance task. Table 3 lists the average
repair, diagnose and access parameters used to in the preliminary simulations, while
the OPLIM are given in Table 1.

Table 3 Time parameters

Maintenance action taccess (min) tdiagnose trepair (h)

Manual reset 15 0 min 3

Minor repair 15 1 h 3

Medium repair 15 1 h 10

Major repair 15 1 h 30

Replacement 15 1 h 5
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2.3 Output Data

The simulation model generates output in accordance with key performance
indicators (KPI) used in the offshore wind industry. Total power production (TP) is
given in TWh and total income (TI) is given as the product of TP and a fixed,
average electricity price (90 £/MWh used for the preliminary results). Operational
expenditure (OPEX) is split in three categories: (i) vessel cost, (ii) spare part and
repair cost, and iii) labor cost. Vessel cost is the product of day rate (£/day) and total
days chartered (including mobilization time). Spare part and repair cost for each
failure category is a deterministic number based on expert judgment, and is an extra
cost per WO (£/WO). Labor cost is the product of the number of maintenance
technicians and—managers and a fixed yearly salary (£/year). OPEX per produced
kWh is also automatically output and is calculated as the quotient of OPEX and TP
(£/kWh). To be able to look at maintenance efficiency and impact on production,
lost production (LP) is calculated as the electrical power (TWh) not produced due to
WT downtime. Technical availability is used to measure maintenance quality.
Technical availability is defined as the percentage of time a WT is ready to produce
electrical power when the wind speed is between cut-in and cut-out speed [23]. In
mathematical terms technical availability is

Atec ¼ s� g
s

ð6Þ

where τ is the total time wind speed is between cut-in and cut-out speed during a
time period, and η is the total downtime during the same period. Alternatively
availability can be expressed by energy terms

Aenergy ¼ ATP
TP

ð7Þ

where ATP is actual total production in TWh and TP is the total production in TWh
when assuming 100 % technical availability between the cut-in and cut-out wind
speed. Faulstich et al. [26] investigated the difference between these two measures
of availability and found that the difference is marginal.

In addition, an important measure of WTP utilization is the capacity factor,
which is defined as the ratio of the actual production over a period of time and the
potential production if producing at full nameplate capacity for the same period of
time [23]. In mathematical form

C ¼ TP
s � n � P ð8Þ

where n is the number of WTs and P is the nameplate capacity. The last output is
vessel utilization, which, is the ratio of the time a vessel is executing a WO
(mobilization, transit and repair) and the total simulation time.
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3 Results

The simulation model is still in an infant level, and is currently at the verification
and validation stage. Historical data are scarce for the offshore wind energy sector,
as only a limited number of WTP are in commercial operation and those who are
have not been operating for long periods. This fact makes validation difficult. As
goodness-of-fit tests are unviable face validity tests, comparison with similar sim-
ulation models and parameter-sensitivity analysis is used to check model validity.
Face validity tests have been run with participants from industrial collaborators of
the project, and the model was accepted as a credible representation of a real wind
park. Consequently, this simulation model will be used in the early concept study
for another large offshore wind park project in the North Sea, lead by one of the
industrial collaborators. A comparison with similar models from SINTEF,
MARINTEK, EDF and University of Strathclyde is carried out at the moment, and
is not yet completed at the time this paper is written.

The results of the parameter sensitivity analysis are shown in Table 4. The
maintenance strategy used in these simulations is a corrective/preventive mainte-
nance strategy and the parameters varied are: (i) number of personnel, (ii) number
of vessels, (iii) failure rate and (iv) weather sensitivity. To assure a satisfying level
of precision in the simulation results 50 simulation runs were conducted for each
case, and the following convergence criterion were used

r

l � ffiffiffiffi
N

p \2% ð9Þ

where σ is the standard deviation of the N runs, μ is the average of the N runs. For
all cases in Table 4 the convergence criteria were met.

4 Discussion

The parameter sensitivity analysis shows that the model act as expected in terms of
directionality. Because of very rough weather technical availability is low for the
base case. Availability gets worse for fewer technicians and vessels, and higher
failure intensities—as expected. The explanation is that fewer technicians and
vessels means fewer WO’s can be completed per time unit, hence, downtime
increases. And increasing failure rates will generate more WTs shutting down with
the same number of technicians and vessels, also increasing downtime.

Increasing the number of technicians does not have a large impact compared to
the base case. This indicates that the vessel availability and weather restrictions are
limiting the ability to utilize the added number of technicians. This dynamic
behavior is something that is captured in simulation models, but is invisible in
analytic models due to the latter’s lack of dynamic capability. OPEX is not very
different for 10 and 30 technicians; this can be explained by the coordination of
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tasks. With more technicians more WOs will be taken care of in parallel, hence,
vessel cost is not increased. However, the slight increase in OPEX for 30 techni-
cians is leveled by the decreased downtime.

Decreasing failure rates is very efficient for increasing availability, meaning
designing more reliable WTs is a very good measure for lowering downtime, but
must be seen in combination with an increased investment cost. The result of
decreasing failure rates is a lower OPEX, actually lower than actual reported OPEX
for offshore wind today in the EU (10–13 £/MWh).

Weather criteria are the second most critical parameters, having the potential to
increase availability to around 94 %. Moreover, the PTV is the most important
vessel and reducing the number of PTVs to one decreases availability drastically
and results in very high OPEX. Consequently, increasing the weather criteria of
PTVs has a very large potential for increased availability and lower OPEX.

Looking at the number of failures generated these numbers look odd at first, but
make sense. With one PTV the number of failures are very low compared to the
expected number of failures, but this is because a turbine will move into the
“failed”-state and will remain there until repaired, thus, unable to generate more
failures before repaired. Therefore, few PTVs mean few repaired WTs and thus few
failures generated. Consequently, all these results indicate that the model logic is
working.

5 Application Areas

The above section provides evidence that simulation modeling, and this model in
specific, represents the real world quite well. In other words, this can be a decision
support tool in different life cycle phases of a WTP. This simulation model can
provide basis for decisions on: (1) maintenance strategies to use by implementing
maintenance scheduling and work processes for testing how it will affect cost and
production; (2) which supply base to use or invest in can also be investigated by
means of simulation modeling by implementing restrictions and location of specific
supply bases; (3) also effects of synergies between closely located WTP, for
example by coordinated maintenance activities and sharing vessel capacity; (4) one
can also implement contract restrictions and prices to make decisions on contract
strategy for maintenance services and vessel chartering; (5) support investment
decisions, especially investments in operational infrastructure (vessels, supply
bases, personnel, etc.).

6 Conclusion

This paper has presented a simulation model based on a multi-method modeling
approach using a combination of agent-based and discrete event modeling. The
simulation model is capable of simulating the O&M and logistic support system
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during the O&M life cycle of a large-scale WTP. Three modules make up the model
logic: (1) failure module, (2) maintenance planning and scheduling module and (3)
repair module. Early verification and validation provide evidence for at least first
order of approximation, and the preliminary results indicate that directionality and
cost numbers are valid. A very important problem is the lack of historical data to
validate the model. Furthermore, after investigating a corrective maintenance
strategy two parameters emerged as critical: weather criteria for PTVs and WT
reliability. Future investments in technology development should therefore be
focused around increasing weather criteria (wave height and wind speed) for small
PTVs, in addition to increasing the reliability of WTs. Furthermore, a simulation
model like this one could also provide new insights into the dynamics of O&M of
offshore wind parks, as experience with such industrial assets is very limited.
Lastly, this simulation model can be used as a decision support for practitioners in
wind park planning and management.

Acknowledgment This work is a part of the Norwegian Centre for Offshore Wind Energy
(NORCOWE).
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Dealing with Uncertainty in the
Asset Replacement Decision

Ype Wijnia

Abstract To prevent dangerous situations from gas leaks, operators of the distri-
bution grids in the Netherlands are required to inspect all pipelines for leakages
once every 5 years. Leaks are generally fixed when encountered. However, given
that the distribution grid has been in use for many years, it may be wiser to replace
leaking sections of the grid. The right choice depends on the costs of replacement
versus the expected costs (including the monetized risks) of future repairs. The
number of future repairs to expect is uncertain, especially given that the asset is
ageing and the failure rate may be rising. In the paper, decision making on a
representative case is explored. In the basic approach (using past performance for
future failures) repairing is marginally better than replacing. However, assuming an
increasing failure rate because of ageing will tip the balance in favour of replace-
ment at some (uncertain) moment in future. The decision problem is thus trans-
formed from a choice between alternatives into timing one specific alternative. To
find the optimal moment given the uncertain development of the failure rate both
sensitivity analysis and real options analysis are applied. Different assumptions and
different decision methods result in different optima. However, from a total cost of
ownership perspective the differences are relatively small and they hardly justify
the analysis effort: any choice will be acceptable. The paper thus reaches the
(surprising) conclusion that it may be better to flip a coin than to try to find the best
solution.
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1 Introduction

In the Netherlands, virtually everybody (some 7 million customers) has been
connected to the gas distribution infrastructure. This large scale roll out of the
system followed on the discovery of large amount of natural gas in Groningen (the
Slochteren Field) in 1953, when the decision was made to sell it to consumers
instead of industry [1]. However, even though methane is a relatively safe gas (not
toxic, not corrosive, not vey flammable), it can explode at the right concentration in
a confined space. As natural gas has no smell (instead of the previously used
manufactured gas) the build-up of dangerous concentrations can happen unnoticed,
with the potential for disaster. A tragic example is the explosion of 1937 in New
London, Texas, where an undetected natural gas leak lead to the destruction of the
Consolidated High School, killing 294 people [2]. Since then, it is good practice
(which later became a legal requirement) to add an odorizing agent to natural gas. A
second measure against the dangerous build-up of gas is running a periodic gas leak
detection program. The prescribed interval in the Netherlands is 5 years. Detected
leaks are classified dependent on the size of leak, which is determined based on the
measured concentration in the ground. For large leaks immediate action is required,
but for smaller leaks a more delayed response is accepted. The standard response
for a leak is to repair is, either by placing a fix over the leak or by replacing a part of
the pipeline. In the Netherlands, the number of leakages on the distribution grid is
about 10,000 per year [3]. Given the total length of the infrastructure (some
120,000 km [4]) this is 1 leak per 12 km per year, or framed reversely, a kilometre
of grid leaks about once every 12 years. About half the leakages is detected
externally (people smelling gas, or third party interventions on the grid), the other
half is detected by the gas detection program. This means that spontaneous failures
(detected externally) occur once every 25 years/km, and one in five inspections
(spaced 5 years apart) per kilometre finds a leak.

However, the grid is not a uniform entity, it consists of many different materials
of different ages. Leakage prone materials are cast iron (the joints), asbestos cement
(cracking), and steel pipelines (corrosion). As a contrast, the current standard of
polyethylene shows much less leaks. Given that the large scale rollout of the gas
grid occurred in the 50s and 60s, large parts of the grid are of significant age.
Therefore, the time may have come to replace sections of the grid when leaks are
found, instead of just repairing the leak. The key question in this consideration is
how to determine when that time has come. In this paper, several approaches for
making the repair versus replace decision are explored for a typical case.

2 Case Introduction

In a street, a small gas leak has been detected in the gas leak detection program that
runs every 5 year. A similar gas leak was detected 5 years early in the same street.
There are no records of leaks before that. The pipeline has been constructed in
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1953, and may be approaching the end of life. Is it better to repair the leak or to
replace the whole pipeline? (Fig. 1).

3 Rule Based Decision Making

In a rule based approach the leak rate would be compared to the replacement
criterion. This section of 100 m has a leak every 5 years, which translates into 2
leaks per kilometer per year. Suppose the replacement criterion was 1 leak per
kilometer per year (say the top 5 % worst pipelines), the section would pass the
mark and would be replaced. A very clear and simple decision. However, it is not
evident the criterion properly balances costs and benefits of the replacement. There
will always be a worst performing 5 %, but the performance of these worst per-
formers can still be very high if they are compared to an absolute reference.

4 Basic Risk Based Approach

In a risk based approach the decision requires comparing the exposure of doing
nothing to the costs of replacing the pipeline right now. Replacing the pipeline costs
5,900 € (50 €/m plus 150 € for reconnecting the houses), whereas the single repair
costs 1,000 €. The typical gas leak found in the inspection program is very small,
therefore in terms of product loss it can be neglected. However, any gas leak is a
safety risk. According to Wijnia and Hermkens [5], the exposure for a small leakage
in a main (precursor 13) is on average 177 €. This brings the total cost of a leakage
to 1,177 €. The Table 1 summarizes these figures for comparing the options.

However, replacing the asset lasts for 60 years without leaks, and repairing the
asset only lasts 5 years. In a 60 year period, this cost would have to be made 12

Small Gas leak

Small Gas leak

(5 yearsago)

100 m

Fig. 1 Schematic representation of case
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times. If for this series of expenditures the net present value is calculated (real
interest rate on 5 %), a value of 5,146 € results. See the Fig. 2.

According to this approach, the repair option is cheaper, but the difference is not
as big as the initial expenditures may suggest. A more direct approach for com-
paring different lifetimes is the equivalent annual cost, being:

Eq:Ann:Cost ¼ Expenditure � r
1� 1

ð1þrÞN
ð1:1Þ

In this formula, r is the interest rate and N the expected lifetime. Using this
formula, the annual equivalent cost are 312 € per year for replacement (5,900 € for
60 years at 5 %), and 272 € per year for repairing (1,177 € for 5 years at 5 %).1

5 Accounting for an Increasing Failure Rate

In a more thorough analysis, the difference may even be smaller. The failure rate of
assets tends to increase over time, because of wear and tear. The precise devel-
opment of the failure rate is not known, but some reasonable boundaries can be
given. In a study on the long term optimization of asset replacement [6] the failure

Fig. 2 Comparing replacing and repairing the asset for the next 60 years

Table 1 Costs of different options

Leaks Cost Replacements

Cost of leak repair 1,000 € Replacing pipeline per meter 50 €

Risk of small gas leak 177 € Reconnecting service line 150 €

Average number of connections 60/km

Total costs of leak 1,177 € Total cost per kilometre 59,000 €

1 The ratio between these two figures is exactly the same as in the NPV calculation.
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rates for a large number of assets were estimated. The development of the failure
rate h(t) over time was described with an exponential curve:

hðtÞ ¼ h0 � e
� lnðh0Þ

T1
�t ð1:2Þ

In this formula, h0 is the failure rate just after commissioning (assuming no infant
fatality), and T1 is the age at which the failure rate becomes 1 per year, that is, the
maximum age of the asset. This latter figure was an expert opinion. However, h0 was
difficult to assess directly, therefore an estimate of the trouble free life was established
(e.g. the age at which less than 1 % of the population has failed). These two points fix
the curve, and h0 could be calculated. Typical values for h0 were in the range of
10−3–10−6, and values for maximum age in the range of 60–100 years. These result in
annual growth rates (=eln(h0)/t1) in the range of 5–25 % per year. Plugging these
numbers into the NPV calculation results in the following values (Table 2).

As can be seen, only if the failure rate does not grow, the repair strategy is better
than replacing, for all other scenarios it is better to replace the asset.

However, this calculation is stretching reality. If the failure rate increases, it
means the inspection results in more leaks to be repaired. But repairing 5 leaks is as
expensive as replacing the asset, thus at least if that level is reached, the asset will
be replaced. Using the equivalent annual cost, replacement is the best option once 2
leaks are found in the inspection.

Therefore, the proper question is not if to replace the asset, but when to replace
it. In the Fig. 3, the net present value for replacement at different (5 year interval)
moments is shown.

Replacing the asset right now is for all scenario’s regarding the development of
the failure rate equally expensive, as is (perhaps surprisingly) replacing the asset in
five years. This is because the cost for replacing the asset in 5 years do not depend
on the number of leaks found, as the leaks are not repaired. The number of leaks in
the next 5 years influences the cost of the alternative to replace the asset later, as can
be seen in the rising value of the cost for the scenarios in which the failure rate
grows. Based on these numbers, other interesting observations can be made. First of
all, the optimal replacement moment for all scenarios except the constant failure
rate, the optimal replacement moment is in 5 years. The second observation is that
differences are very small. Within any scenario, the costs for replacing now, at
5 years or at 10 years are comparable, i.e. within a 5 % margin of each other. Only
at 15 years significant differences appear. The conclusion of this analysis thus is that
the asset should be replaced at some moment between now and 10 years, but that it
does not really matter when precisely.

Table 2 NPV for several failure rate scenarios

Replacing
(€)

Repairing
at 0 %
growth (€)

Repairing
at 5 %
growth (€)

Repairing
at 10 %
growth (€)

Repairing
at 15 %
growth (€)

Repairing
at 20 %
growth (€)

NPV 5.900 5.146 12.388 52.422 320.574 2,235.946
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6 Real Option of Postponing the Decision

The analysis above is based on an average: if there is a number of situations to
which the above analysis applies, on average replacing the asset between now and
10 years is the best. However, averages do not mean much for individual cases.
Furthermore, it does not include the real option value of postponing a decision to
get more information. Suppose the decision to replace is delayed until after the next
inspection round. If then two leaks are reported, the failure rate most likely grows
and it is best to replace the asset, but if there is one or no leaks, the asset can be
operated for another 5 year. This can be shown in a decision tree (Fig. 4).

At the current decision moment, the decision can be made to replace the asset,
otherwise it has to be repaired. But in 5 years a new decision moment arrives. As
has been established earlier, if more than 2 leaks appear, it is better to replace the
asset, but if it is only 1 (or zero), it is best to continue operation.

To get an estimate for the option value, the tree above has to be expanded, as
there is a cost difference between 1 leak and 2 leaks. Furthermore, as the follow on
decision completely depends on the number of leaks, the decision tree is converted
into an event tree (Fig. 5).
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Fig. 3 Cost of replacement strategy for different moments at a range of failure rate growth rates
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Fig. 5 Expanded decision tree for replacing the asset
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If the decision is made to repair the asset, in 5 years’ time a new decision has to
be made. If there are two or more leaks, the asset will be replaced, if there is one
leak, the asset will be repaired at 1,177 €, and if no leaks are found operation will
continue for free. The probability that the 5 year period will be survived with a
given number of leaks is given by the Poisson distribution. For the scenario with a
constant failure rate of 20 % per year, the probability to survive 5 years without
leaks is 37 %, the probability of having 1 leak is also 37 %, and the probability of 2
or more leaks is the remaining 36 %. Thus, if the asset is repaired, there is a 36 %
probability it will be replaced in 5 years at 6,000 €, a 37 % probability it will be
repaired in 5 years, plus a 74 × 36 % probability it will be replaced in 10 years, a
74 × 37 % probability it will be repaired in 10 years, plus a 74 × 74 × 36 %
probability it will be replaced in 15 years, and so on. The total value of this decision
is given in the following formula:

PV ¼ 1177þ
X1

n¼0

ð0:74Þn � ð0:36Þ � 5900

ð1þ rÞðnþ1Þ�5
þ ð0:37Þ � 1177

ð1þ rÞðnþ1Þ�5

 ! !
ð1:3Þ

In this formula, n + 1 appears for the discount factor, as the first opportunity to
replace the asset is after 5 years. For situations where the failure rate is not a
constant, the formula is much more complicated, as the fractions are not constant. It
is better to define it recursively.

PVð0Þ ¼ 1177þ ðR0ð0Þ þ R1ð0ÞÞ � PVð1Þ ð1:4Þ

PVðnÞ ¼ ð1� R0ðnÞ � R1ðnÞÞ � 5900

ð1þ rÞðnÞ�5
þ R1ðnÞ � 1177

ð1þ rÞðnÞ�5
þ ðR0ðnÞ

þ R1ðnÞÞPVðnþ 1Þ
ð1:5Þ

PVðNÞ ¼ 5; 900

ð1þ rÞðNÞ�5
ð1:6Þ

This results in the following present values where asset is not replaced as long as
it has less than 2 leaks. N is set at 20 (100 years) (Table 3).

As can be seen, there is value in postponing the decision. It is highest for the
scenario with a 5 % growth, and lowest for the situation in which the failure rate
does not grow. According to the option theory, the option value increases if
uncertainty increases, and in a way the 5 % growth scenario has the most uncer-
tainty as it has the broadest optimum (please note this is uncertainty within a
scenario, of which it is uncertain it will happen). That postponement of the decision
even has value for a 0 % grow scenario may be a surprise, as in that scenario there is
no intention of replacing the asset. But if in that scenario two leaks will show up in
an inspection, it is better to replace the asset, even though on average it is better to
repair.
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7 Conclusion

Summarizing the results above, in a first order approach it was better to repair the
asset than to replace it. Adding the risk of an increasing failure rate to the problem,
resulted in the best alternative of replacing the asset in 5 years. Including post-
ponement of the decision as an alternative revealed the option value of postpone-
ment, resulting in the strategy of repairing the asset as long as less than 2 leaks
showed up in inspection and replace otherwise. However, the value differences
between all these approaches are limited, especially if the alternative of repairing is
omitted. The difference between replacing now and replacing in 5 years is a mere
100 € on 5,900 €, and postponement of the decision adds 5–10 % of value. In other
words, replacing the asset somewhere in the next 10 years is a good strategy, as is
postponing replacement for as long as less than 2 leaks show up. It may be slightly
better, but the difference is hardly large enough to justify the effort of calculation or
the effort to convince people they should do something different than they planned. If
the standard response would be to repair, that is fine, if the response is to replace the
asset that is fine as well. And if there is no standard response, it is better to flip a coin.
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Table 3 NPV for the strategy to postpone the replacement as long as less than 2 leaks occur,
compared to the best option in the classic approach

Scenario strategy 0 %
growth (€)

5 %
growth (€)

10 %
growth (€)

15 %
growth (€)

20 %
growth (€)

Postponement of
decision

4.862 5.231 5.384 5.473 5.534

Replace in
10 years

5.721 5.818 5.925 6.043 6.172

Replace in 5 years 5.799 5.799 5.799 5.799 5.799
Replace now 5.900 5.900 5.900 5.900 5.900

Not replacing 5.146 12.388 52.422 320.574 2.235.946

Option value 333 548 400 314 256
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Assessment of Engineering Asset
Management in the Public Sector

Joe Amadi-Echendu

Abstract The importance of asset management in the public sector takes on new
significance as capitalism confronts the modern era realities of globalisation and
sustainability. The sustainability of environmental, financial and geopolitical sys-
tems based on ‘real’ value demands innovative ways of managing both built
environment assets and natural resources. In most countries, the public sector is the
custodian of the largest base, especially of infrastructure assets, and with increasing
emphasis on accrual accounting, this paper briefly describes a framework for the
assessment of engineering assets management in the public sector.

Keywords Public sector asset management � Public sector services � Asset
management assessment

1 Introduction

Most people regard an asset as something of worth or value; something useful; a
means to an end. These are some of the reasons as to why many would prefer to
own and/or manage an asset. In addition to owning, management covers control-
ling, directing, and supervising the use of an asset toward achieving a profile of
desired values. An asset must be fit for the intended purpose, therefore asset
management should emanate from organisational strategies, and be consistent with
planning, tactical and operational processes. With regard to the public sector,
Ref. [1] includes some useful definitions but, as depicted in Fig. 1, the Australian
National Audit Office [2] “Better Practice Guide…” provides a useful high level
scope of matters that should be considered in the “…strategic and operational
management of assets by public sector entities.”
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In general, assets range from natural endowments (e.g., intellect and talent
capacities in human beings, land, mineral and other natural resources and the
natural environment) to capacities embedded in engineered systems that comprise
our built environment. In accordance to the International Public Sector Accounting
Standards (IPSAS 17)—“…property, plant and equipment classification recognises
separate asset classes such as land, operational buildings, roads, machinery, elec-
tricity transmission networks, motor vehicles, office equipment, furniture and
fixtures,…” A building, an item of equipment, a machine, a manufacturing or
process plant, or any type of physical infrastructure, is typically engineered towards
satisfying the profile of values as determined by the stakeholders.

An important consideration is who owns or controls the use of an asset. In most
countries, the public sector is typically the custodian/owner of the largest base of,
especially, infrastructure assets. Psychologically, custodianship/ownership tends to
engender a positive attitude, hence it is vital that a manager thinks and behaves like
an owner or custodian of the asset. The distinction between public and private
sector assets is essentially in terms of custodianship/ownership. This attribute is
thus primordial to the way an individual or an organisation manages an asset. The
management of assets in the public sector certainly depends on the business
objectives of the legal entity called ‘public’; and whether or not the public owns,
controls, directs, or supervises the use of the asset.

This paper briefly examines the management of engineered assets owned by, or
in the custody of the public sector, taking into consideration social, economic and
fiscal, and sustainability contexts. The discussion focuses on institutional
arrangements for the public sector management of engineering assets intended for
the provision of services to the citizenry.

Fig. 1 An asset management
framework (ref: State
Government of Victoria,
Australia)
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2 Asset Management in the Public Sector

The non-financial assets in the public sector are utilised to provide a wide range of
services to the citizenry. These assets include, for example, infrastructure to provide
services in education, health, security and transportation, and the services are generally
intended to facilitate economic and social development. Although in most jurisdic-
tions, government organisations act as legal monopolies to provide some services,
however, the ubiquitous nature of information and communication technologies has
provided impetus for increasing trends in internationalisation of public sector services
well beyond country-specific monopolies. Thus, on the one hand, the management of
engineering assets in the public sector depends on country-specific governance
structures, policy, legislative and regulatory regimes, as well as the level of economic,
political and social development. On the other hand, external macro-economic and
socio-political environments oftentimes exert conflicting and contradictory influences
on the management of assets in the public sector. Take for instance, the contradictions
embedded in interpretations of multilateral agreements such as the World Trade
Organisation (1995)General Agreement on Trade in Services (GATS) and the United
Nations Agreements on Human Rights. The contradictions tend to be more magnified
in underdeveloped/developing country jurisdictions, where it is not uncommon
for both the polity and citizenry to argue that certain essential services (e.g., water,
housing and sanitation) is a matter of human right and should be provided as ‘public
good’. The conflict or contradiction arises when the state also has to conform to
yet another multilateral agreement such as GATS which essentially promotes mark-
etization (i.e., privatisation) of services, of course, not excluding services provided
using government owned assets or assets in the custodianship of the public sector.

Arguing from an investment viewpoint, Ref. [3] points out that the advent of
privatisation raises the question as to which assets should be owned or controlled by
the public sector, and whether or not services should be provided using only
government owned assets. They posit that in a mature capital market within a stable
socio-political jurisdiction, the management of engineering assets in the public
sector would be expected to provide return on the economic investment as well as
social dividend as defined by the wishes of the citizenry, albeit that, such wishes are
more often bedevilled by contrasting value profiles. With respect to ownership
arrangements, public-private partnerships need to be approached from the view-
point that assets deployed for public service delivery are managed in an effective
manner that also provides net return to enterprise, at least recovering both invest-
ment and management costs.

Most public entities are becoming subject to financial management and
accountability legislation, thus, managers of public sector assets have to concur-
rently deal with, and contend with

i. fiscal prudence in budgetary execution,
ii. economic efficiency in terms of resource allocation,
iii. social equity in service delivery, and
iv. ecological footprint as a prime sustainability imperative.
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Public sector assets constitute a significant item in the governance balance sheet,
therefore, the management of land and engineering assets deployed for the provi-
sion of services should maximise net benefits to the citizenry. Continuous con-
sideration and harmonisation of social equity demands have to be compared against
the utilisation of public sector assets and the fiscal prudence of government
agencies. From the sustainability point of view, under utilisation of public sector
engineering assets indirectly increases ecological footprint.

The increasing legislative and regulatory adoption of output and outcomes based
accrual accounting by nation states also raises the question of capitalisation of
public sector assets. Accounting standards generally define public sector assets as
resources owned by, and/or in the custody of a legal entity as a result of past
investments in potential capacity to provide services that offer social equity,
encourage economic efficiency, and promote sustainable livelihoods. International
Accounting Standards Board (IASB) defines an asset as “a resource controlled by
the enterprise as a result of past events and from which future economic benefits are
expected to flow to the enterprise”. International Public Sector Accounting Stan-
dards Board (IPSASB) defines assets as “resources controlled by an entity as a
result of past events and from which future economic benefits are expected to flow
to the entity.” International Standards Valuation Committee (ISVC) defines public
sector assets as “those assets owned and/or controlled by governmental or quasi-
governmental entities to provide goods or services to the general public”. The focus
here is on the ISVC category of operational assets.

Reference [4] contends that accrual accounting capitalisation and reporting of
public assets becomes flawed if based on the condition that “… economic benefits or
service potential associated with an asset flows to the owning or custodian entity…”
First, the public entity is the citizenry which is not necessarily homogenous either in
economic or socio-political terms. Second, subsequent to this non-homogeneity, the
citizenry values often tend to be contradictory, conflicting, contrasting and nebulous,
particularly in the context of numerous and widely opposing political dispensations.

Irrespective of the vagarious citizenry values, the important thing is to maximise
the utility of public sector assets. Manning in [5] states that maximising public
assets “involves a culture shift” that requires integrating the management processes
“… into the local growth and regeneration agendas of the community”. Samuels in
[5] reiterates the importance of having a good register of assets, while Hall and
Baber in [5] report that multiplexed utilisation has resulted in savings of 10–30 % in
running costs in public asset portfolios.

Whereas it is widely acknowledged that what gets measured gets done, this
cliché is more applicable to quantifiable economic metrics and financial indicators
than to qualitative social equity and political value propositions which are not only
fuzzy but also, constantly changing. Furthermore, funding and financing consid-
erations often times provide the impetus for public sector asset managers to
manipulate the government fiscal allocation to gain more subsidies, especially when
the justification for the investment in an engineering asset is argued from the
viewpoint of ‘public good’ (i.e., for general public consumption as in the case of an
educational facility, a health facility, a road network, a recreational park, or even a
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weather station). The point here is that for such assets, free users abound and the
qualitative value of the asset is very subjective and difficult to measure.

Fair value and market valuation [6] have taken on new significance with the
increasing arrangements for public-private partnership ownerships, custodianships
and management of assets in the public sector. Irrespective of the method used (cf:
[7]), valuation of public sector assets provides an indication of the financial per-
formance and position of government, and thus influences the credit rating of
governments and their ability to attract finance from capital markets Notwith-
standing the increasing marketization of services through public-private partnership
arrangements, the contentious aspect of fair value market valuation of public assets
arises from the premise that such assets are used to deliver services in a monopoly
or absence of any market competition. With the increasing globalisation of previ-
ously entrenched local monopolies through the tradability of services, the perplexity
from an investment and valuation viewpoint is how to pay, for instance, for the
maintenance of an asset that provides public good towards satisfying social equity
aspirations.

3 Assessment of Asset Management in the Public Sector

According to [8], the lack of reliable information on public sector assets and sys-
tems for their management thereof “…hinders

i. determination of assets’ value,
ii. budgeting for asset management activities, and
iii. evaluation of public asset portfolio performance…”,

thus, resulting in adhoc and reactive attention to planning, utilisation and mainte-
nance of assets in the public sector. They articulate pre-conditions that are neces-
sary for conducting public sector asset management activities efficiently. In addition
to the elements shown in the framework in Fig. 1, and the proposals included in the
ISO 55000 standard [9], the following factors can be broadly applied to assess
public sector asset management (see also Table 1):

Table 1 Perception of public sector asset management

Qualification Description

Infancy (I) Tacit or informal planning, lack of systems of audit

Adhoc (A) Instances of planning, uncoordinated national system of audit

Coordinated (C) Coordinated planning based on accrual accounting standards

Institutionalised (N) Planned, auditable financial, legal and regulatory frameworks

Compliant (P) Clear evidence of compliance to auditable standards
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i. Organisational capabilities for the management of assets in the public sector.
ii. Knowledge of the input costs of acquiring public sector assets.
iii. Recurrent budgeting for public sector assets.
iv. Public asset registry and validity of the associated data.
v. Legislative and regulatory policies for managing public sector assets.
vi. Level of utilisation of public sector assets.
vii. Performance measurement of asset management in the public sector.

Although these factors and qualifications have not been subjected to any sci-
entific scrutiny, however, a high level framework that can be used to assess the
management of assets in the public sector may be derived as shown in Table 2.
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Factor Qualification

Organisational capabilities for management of assets I A C N P
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Public asset registry and validity of associated data I A C N P

Legislative and regulatory policies I A C N P

Utilisation of public sector assets I A C N P

Performance measurement of asset management I A C N P
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Is Good Governance Conceptualised
in Indonesia’s State Asset Management
Laws?

Diaswati Mardiasmo and Charles Sampford

Abstract Indonesia exemplified its enthusiasm in reforming state asset manage-
ment policies and practices through the establishment of the Directorate General of
State Assets in 2006. The Directorate General of State Assets have stressed the new
direction that it is taking state asset management laws through the introduction of
Republic of Indonesia Law Number 38 Year 2008; an amended regulation over-
ruling Republic of Indonesia Law Number 6 Year 2006 on Central/Regional
Government State Asset Management. Law number 38/2008 aims to further
exemplify good governance principles and puts forward a ‘the highest and best use
of assets’ principle in state asset management. However, there is still ambiguity in
the meaning of ‘the conceptualisation of good governance within state asset
management’—particularly in regards to the definition, context, extent, examples,
and guidelines. This paper examines state asset management regulations in three
Indonesian regional government case studies: DIY Yogyakarta, Gorontalo Prov-
ince, and DKI Jakarta. This paper introduces the ‘Good Governance Evaluator
Tool’, informed by Miles and Hubermann (1994) work in tabulation and matrix
data analysis tool. To facilitate the process of good governance conceptualisation
evaluation, it is empirical that each state asset management law, policies, technical
guidelines from each regional government is evaluated against the five good gov-
ernance principles: accountability, transparency, efficiency, stakeholder participa-
tion, and regulatory compliance. Through this process which good governance
principles are conceptualised, the level in which it is discussed within each clause of
a state management law, and the level in which this conceptualisation is understood
by state asset managers; can be mapped. This paper emphasises the variance, and at
times contradictory nature, in which good governance principles are conceptualised
in Indonesia’s state asset management laws. As such this paper informs future asset
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management policy makers of the quality in which asset governance is exemplified
in current laws and technical guidelines.

Keywords Good governance evaluator tool � State asset management laws �
Indonesia � Asset governance

1 Introduction

The practice of state asset management is gaining a momentum in importance
across governments worldwide [1–4]. Indonesia exemplified its enthusiasm in
reforming state asset management policies and practices through the establishment
of the Directorate General of State Assets in 2006. The Directorate General of State
Assets have stressed the new direction that it is taking in state asset management
laws and policies through the introduction of Republic of Indonesia Law Number
38 Year 2008, which is an amended regulation overruling Republic of Indonesia
Law Number 6 Year 2006 on Central/Regional Government State Asset Manage-
ment [5]. Law number 38/2008 aims to further exemplify good governance prin-
ciples and puts forward a ‘the highest and best use of assets’ principle in state asset
management [5].

This study will focus on analysing state asset management policies in Indonesia,
in particular reformed state asset management policies that were introduced with the
establishment of the Directorate General of State Assets. Indonesia is chosen as a
country case study for several reasons.

Firstly the re-introduction of good governance principles after the Asian
Financial Crises in 1997 is an ongoing process within the country, where improving
the understanding and implementation of good governance principles remains a
constant theme of all presidency regimes after Soeharto and is a main objective of
the current presidency regime. Thus there is a push for conceptualising good
governance principles in all areas of government responsibilities, including the
management of state assets. The Indonesian government and society however
acknowledges their tendency to ‘remember’ the entrenched ways of Soeharto’s
regime, which was, to a certain extent, contradictory from good governance prin-
ciples. It is identified that the change in mindset from the familiar ‘old’ regime to
‘new’ good governance principle abiding regime is incomplete. Therefore the
intricacy of conflicting sets of minds, entrenched ways of doing things, and the
optimist objective of conceptualising and implementing good governance principles
within public policies provide an interesting platform for understanding the com-
plexities in implementing state asset management reform.

Secondly a review of state asset management practices (of various countries) and
the literature on an integrated governance and asset management approach show
that although Indonesia is acknowledged to have interesting complexities within its
application of reformed state asset management practices [6–8], there is an absence
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of studies on Indonesia’s state asset management practices—both prior to and after
the introduction of state asset management reform in 2006. This shows that there is
much to discover, and will have the potential to add to state asset management
literature in terms of learning curves for other countries.

Thirdly Indonesia is unique in the sense that it is made up of 33 provinces with
different regional cultures, level of resources (human, capital, physical), and gov-
ernment policy objectives. Keeping this in mind, Indonesia introduced decentrali-
sation and regional autonomy regime in 2001, which transfers the authority of
governing many sectors (forestry, international trade, etc.) from central government
to regional government. This suggests there are potential complexities in the equal
implementation of state asset management policies across 33 provinces. A study
that focuses on analysing these potential complexities will not only have theoretical
contributions—that is within state asset management literature—but also practical
contributions for Indonesian state asset management policy makers.

Although the conceptualisation of good governance principles within reformed
state asset management policies is suggested, there is still ambiguity on the meaning
of ‘good governance conceptualisation within state asset management’—particu-
larly in regards to what is meant by good governance principles, which good
governance principles are conceptualised, and how these good governance princi-
ples are conceptualised. Therefore there is a need for a study that focuses on
understanding the relationship between good governance and state asset manage-
ment laws and policies.

2 The Good Governance Conceptualisation
Evaluation Tool

An objective within this study is to evaluate the level of good governance con-
ceptualisation within state asset management laws, policies, and technical guide-
lines in Indonesia. In order to facilitate the process of answering both questions, it is
crucial to perform an evaluation/analysis that compares each state asset manage-
ment law, policies, and technical guidelines against the five good governance
principles that are put forward in this study.

The good governance conceptualisation evaluation tool is a table/matrix, aiming
to illustrate two goals:

(a) The level of good governance conceptualisation within sections and/or clauses
of available (during the study) state asset management laws, policies, and
technical guidelines.

(b) The level that an integrated good governance and state asset management
approach (which are embodied within each state asset management laws and
policies sections and clauses) is understood and implemented by state asset
management related actors (i.e. interviewees of this study).
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To do so the good governance evaluator tool is set out as a matrix/table that
compares both subjects/goals to all five good governance principles through coded
symbols.

There are advantages of performing such an evaluation within a table/matrix.
First of all the utilisation of a matrix as a comparison tool echoes the benefits of a
matrix analysis as identified by [9], where they have recommended its use in
qualitative studies as a pattern-identifier tool. Secondly such a matrix assists cross-
case analysis, where Eisenhardt [10] has emphasised the importance of identifying
similar factors between case studies (i.e. the existence of specific state asset man-
agement legal products where applicable) and performing further in-depth analysis
by means of pattern-matching logic to draw conclusions. This method of analysis is
akin to that of IPC—inferential pattern coding [9], which has been commended to
assist cross-case analysis studies, whereby it provides an overall picture of any.
Thus the use of a matrix framework provide an overall picture of patterns and
interesting comparisons of good governance principles conceptualisation and
understanding within intra-regional government and inter-regional government, as
well as provide a platform to answer the research questions of the study.

2.1 Coding Rules of the Good Governance Evaluator Tool

The evaluation of good governance principles conceptualisation are based on
several coding rules, as the provision of guidelines in how to use the matrix is of
great importance [9]. The rules adopted are based on what are deemed to be best/
good practices—both in the level of good governance conceptualisation as well as
in the implementation stage. Determining factors of best/good practices are taken
from asset governance related literature such as that of [11–17]. Based on the
available literature on asset governance best practices, as well as state and or public
asset management, the following guidelines for the good governance conceptuali-
sation matrix are established and applied:

1. A confirmation of good governance conceptualisation (i.e. a filled circle●)
within state asset management legal product is provided on the basis of
explicitness. The level of explicitness is defined as ‘explicit mention of the good
governance principle followed by clear guidelines or advice on how it can be
evident during implementation’. Based on the two tier prerequisites within the
level of explicitness definition—two levels of coding systems are established.
These are:

(a) One confirmation (●) is awarded if a good governance principle is
explicitly mentioned within a particular section or article of the legal
product.

(b) Two confirmations (●●) are awarded if a good governance principle is
explicitly mentioned AND clear guideline of how to ensure its evidence
through implementation stage is provided.
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2. As the confirmation of conceptualisation is based on the level of explicitness, it
is therefore important to acknowledge the potential implicitness of good gov-
ernance conceptualisation (or non-confirmation). Implicitness is further defined
as ‘implicit or no mention of the good governance principle, however the section
or article’s content show similarity to the characteristics to a particular good
governance principle”. Again based on the breakdown of definition for
implicitness, two levels of coding systems (Non-filled circles○) are established.
These are:

(c) A non-filled circle (○) is awarded if a good governance principle is NOT
explicitly mentioned in the section/article of a legal document, however
said section/article contain explanation or implementation guidelines that is
of similar characteristics to a good governance principle.

(d) A cross (×) is awarded if a section and/or article of a legal document does
not mention a good governance principle, nor does the content of said
section and/or article can be linked to similar characteristics of a good
governance principle.

The purpose of the good governance conceptualisation evaluator tool/matrix is
not only to evaluate the level of good governance conceptualisation within state
asset management legal products, it is also a tool to evaluate the level of under-
standing and implementation within an integrated good governance and state asset
management approach that is evident among state asset management related actors.

It is designed that the left hand-side column and first row of confirmation (filled
circle/non-filled circle/cross) corresponds to the level of good governance con-
ceptualisation within legal products, whereas the right hand-side column and sec-
ond row of confirmation (filled circle/non-filled circle/cross) correspond to evaluate
the level of understanding and implementation within an integrated good gover-
nance and state asset management approach that is evident among state asset
management related actors.

Similar to the establishment of content in the left hand-side column, the right
hand-side column content is also drawn upon general information regarding state
asset management and the state asset lifecycle as portrayed in any state asset
management legal product. The difference here is in the point of view that this
content is perceived from, where for the right-hand side column it is necessary to
question whether or not good governance principles are understood and evident in
the implementation of each state asset lifecycle.

3. Similar to guideline number 1, the confirmation of good governance concep-
tualisation within state asset management understanding and implementation is
also based on explicitness, where explicitness in this criterion is defined as
‘ability to explicitly identify or acknowledge a good governance principle within
state asset management practices, as well as provide a thorough account of how
said good governance principle is evident in a particular activity of state asset
management practice’. Again the above definition can be divided into two
criteria, as below:
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(f) One confirmatory filled circle (●) is awarded if an interviewee is able to
identify or acknowledge (the potential) conceptualisation of a good gov-
ernance principle within state asset management practice, however said
interviewee is unable to provide explicit examples or explain how it is
evident in the state asset management practice.

(g) Two confirmatory filled circles (●●) are awarded if an interviewee is able
to identify or acknowledge a good governance principle within state asset
management practice as well as provide explicit examples and explanatory
of how it is evident in a particular state asset management practice.

(h) A non filled circle (○) is awarded if an interviewee is unable to explicitly
identify good governance principle evidence within a state asset manage-
ment activity; however said interviewees’ account and explanation of a
state asset management activity prove to have components that are
potentially similar to characteristics of a particular good governance
principle.

(i) A filled and non filled circle (●○) mark are awarded if there is explicit
mention of the good governance principle during interview however how
its conceptualisation and/or evidence in implementation is implied.

(j) A cross (×) is awarded if an interviewee is unable to explicitly identify
good governance principle evidence within a state asset management
activity, and their account/explanation of said state asset management
activity does not relate to any good governance characteristics.

2.2 Example of Good Governance Evaluator Tool

Table 1 provides an example of the Good Governance Evaluator Tool, being
applied to an asset management regulation; Gorontalo Provincial Government
Governor Regulation 23/2007. For a full list of tables and application of the tool,
please refer to Appendix A.

2.3 Justification for the Good Governance Evaluator Matrix

This evaluation matrix is justified in the qualitative methodology analytical tools
sense and is established in consideration of the various works in asset management
and public/state asset management literature. The matrix is to a certain extent is a
pure comparison of state asset management general information and lifecycle
against good governance principle; it is not clouded by potential/suspected
impediment factors such as culture, organisational differences, resources disparity,
or political intricacy. The matrix/tool allows users to simply categorise conforma-
tional filled circle/non-filled circle/cross based on document analysis and
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preliminary analysis of interview transcripts. It also allows the user to utilise the
tool/matrix as a stepping stone to further in-depth analysis of comparisons and
potential reasons for any emerging patterns. Therefore the matrix can be utilised in
other asset management related studies, providing that document analysis and
interviews are part of the methodology of the study.

3 Findings and Discussion

The objective of formulating Table 1 was to evaluate the level that good governance
principles are conceptualised within state asset management laws and policies, and
the level that such conceptualisation is understood and implemented.

In regards good governance conceptualisation within the state asset management
law, Table 1 suggests variance in three main matters:

(a) The level of good governance conceptualisation within a state asset man-
agement law/policy

(b) Which good governance principle is mostly conceptualised within a state asset
management law/policy

(c) The level that good governance conceptualisation within state asset manage-
ment laws and policies are understood and implemented by public policy
implementers

Based on the categorisation of confirmation filled circles/non-filled circle as per
Sect. 2.1 of this paper and its allocation in Table 1; the categorisation of high,
medium, and low level of conceptualised is organised in Table 2.

3.1 Level of Good Governance Conceptualised

The exercise of comparing Table 2 and the good governance evaluator matrix
(Table 1) suggest that good governance is conceptualised at varying levels in
different clauses and sections within state asset management law, regardless of the
SAM law structure. In comparing Tables 2 and 1 it is found that there is medium to
high level of good governance conceptualisation in sections that specifically
addresses matters such as: (a) planning and budgeting, (b) acquirement and/or
procurement of the state asset, (c) reporting of state asset, and (d) the change of
ownership process of a state asset.

In regards to the level of good governance conceptualisation within SAM law
based on regional groupings, it proved to be quite difficult to categorise, for there is
a variance in the level that good governance is conceptualised within each section,
chapter, and article within each state asset management law. That said, it is
observed that there is an absence of high level good governance conceptualisation
in all regional governments that were involved in this study, where a select few are
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of the medium-high and medium level category, and most are in the low or low-
medium level of good governance conceptualisation. Hence it is preliminary con-
cluded that there is a variance in the degree that good governance is conceptualised
within Indonesian regional government state asset management laws. This is as
illustrated in Fig. 1.

It is observed that Regulatory Compliance principle is most referred to and
explicitly mentioned in state asset management laws across all regions. In sections
and clauses that explicitly mention regulatory compliance principle there is an
emphasis on the need to perform state-asset related tasks and functions (or lifecycle)
in accordance to all applicable regulations, laws, and standards—for example
according to relevant governor decrees, international standards, or ensuring the
correct chain of command is adhered to in the decision making process.

Both Transparency and Accountability principles are found to be the second
most referred to, and explicitly mentioned and explained in state asset management
law sections/articles. The mention and explanation of Transparency and Account-
ability are mostly found in sections/articles that detail state asset management
matters such as reporting, provision of information, and providing accountable
justification (including audit of reports) of decisions made (mostly to the regional
people’s representative) regarding state assets.

Table 2 Good governance (GG) conceptualisation and understanding category

Level of conceptualisation
and understanding

Conceptualisation
category

Understanding category

Low level X in all five GG princi-
ples or

X in all five GG principles or

● in one/two GG prin-
ciples or

● in one/two GG principles or

○ In one/two GG
principles.

○In one/two GG principles.

Low-medium level ● in some GG princi-
ples or

● in some GG principles or

○ In some (more than
one) GG principles

○ in some GG principles, or

●○ In one/two of GG principles

Medium level ○ In all five GG princi-
ples or

●○ In some GG principles or

● in all five GG princi-
ples or

●● in one/two GG principles AND
○ in other GG principles

●● in one/two GG
principles

Medium-high level ●● in some GG prin-
ciples and

●○ In all five GG principles or

○ in other GG
principles

●● in some GG principles

High level ●● in all five GG
principles

●● in all five GG principles
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Stakeholder Participation and Efficiency governance principles conceptualisation
is also sighted, and explicit mention of the principle and how to conceptualise both
principles are also evident. However there is a tendency for Stakeholder Partici-
pation and Efficiency governance principles to be mentioned in specific parts of the
state asset management law—for example Stakeholder Participation is mentioned in
sections and articles that specifically discusses the change of ownership of state
assets only and Efficiency tend to be mentioned in sections and articles that specif-
ically discusses utilisation of state assets only. Hence Stakeholder Participation and
Efficiency are not explicitly evident throughout the state asset management law in the
manner that Regulatory Compliance is. Although Transparency and Accountability
are also found in specific sections only, both governance principles’ conceptuali-
sation are found to be explained in depth, whereas Stakeholder Participation and
Efficiency are mostly found to be implicitly adhered to.

In analysing which good governance principle is highly conceptualised in state
asset management laws, the finding that Regulatory Compliance is most explicitly
mentioned and explained is, to a certain extent, a surprise; for based on review of
literature concerning Indonesian public policy reform and related state asset man-
agement reform, and the opinions of interviewee’s, there seems to be a heavier
emphasis on the conceptualisation of Transparency and Accountability good gov-
ernance principles. This suggests the potential misunderstanding between the per-
ception of interviewees and the ‘black and white’ content of state asset management
laws. Such a misunderstanding can be explained by the thoughts of Mardiasmo [18];
where is a high level of hard control (laws, regulations, etc.) in governing public
policy reform, but low level of soft control (educating public policy implementers,

Fig. 1 Good governance principles conceptualised in Indonesia state asset management laws
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workshops, etc.) to ensure implementation of the public policy reform. The mis-
understanding can be explained in two ways: firstly there is a high level of hard
control—hence regulatory compliance is automatically emphasised in state asset
management laws and policies, and secondly there is low level of soft control which
leads to interviewees incorrectly identifying transparency and accountability as a
main factor in good governance conceptualisation.

3.2 Understanding of Good Governance Conceptualised
Within SAM Laws

The first interesting observation is that there seems to be a discrepancy in the
explicit conceptualisation of a good governance principle and the level that it is
understood and implemented, where an explicit conceptualisation does not seem to
guarantee a high level of understanding and implementation. An example is DKI
Jakarta, where explicit conceptualisation and in-depth explanation of accountability
and stakeholder participation are identified within sections and articles of SAM law;
yet interviewees do not exemplify high level understanding, with discussions on
accountability and stakeholder participation being limited to only acknowledging
the existence of the term within the state asset management law.

Interviewees explained this by highlighting the low level of state asset man-
agement reform training and knowledge that government official receives; whereby
those at high level government (echelon 1) are identified to have more opportunities
to gain knowledge than those at middle or lower level of government structure
(echelon 2 or echelon 3). As there is an abundance of middle and lower government
echelons compared to high level government echelons the discrepancy in state asset
management knowledge becomes more obvious/evident within a regional state
asset management body/division. This is illustrated in Fig. 2.

A second interesting observation is the varying levels of good governance
understanding within the state asset lifecycle. Based on the comparison exercise of
Tables 1 and 2, the variance in the level that good governance is conceptualised
within state asset lifecycle is understood and implemented are as below:

(a) Higher level of good governance understanding and implementation in the
early stages of state asset lifecycle (in particular planning and budgeting; and
procurement or acquisition of state assets) and the end/reporting stage of
state asset lifecycle (i.e. financial reporting and/or inventory reporting of state
asset).

(b) Some/mid level understanding of good governance principles in the change
of ownership/handover of state assets stage

(c) Low understanding and implementation of good governance principles in the
middle state asset lifecycle stages such as storage and/or distribution, allo-
cation and utilisation, and securing and maintenance of state assets.
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The observations above provide supporting evidence to the ‘lack of caring
culture’ (in state assets) argument provided by Pardiman [19] and Hadiyanto [5] in
their explanation of a stagnant state asset management reform, where there is more
of a focus on ensuring that the government has provided a fair, transparent, and
accountable procurement process to the public; as well as ensuring that financial
reports and inventories are up to date and complete in the event of an audit or a
request for report from bodies of higher authority—rather than ensuring maximised
utilisation and maintenance scheduling of state assets. Furthermore the observations
above also supports the theory that there is an incomplete sense of ownership or
stewardship towards state assets, as put forward by Kaganova and Peterson [11],
whereby the main challenge in state asset management reform is to change the
perception of those who manage it -from perceiving state assets as a free good to
one where state assets are a source of wealth, hence more emphasis on maximising
utilisation and maintenance.

A third interesting observation is the varying levels of understanding and
implementation for different good governance principles. Based on the number of
filled and non-filled circle in the good governance evaluator matrix (Table 2), it can
be concluded that:

(a) Higher level of understanding and implementation in transparency, account-
ability, and regulation compliance principles

(b) Some/mid level of understanding and implementation in efficiency and
stakeholder participation principles

Fig. 2 Good governance understanding based on echelon level
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It is interesting to see efficiency not highly understood and implemented, for
integrated governance and asset management initiatives such as those introduced by
Cornish and Morton [12], Kortelainen and Kommonen [14], and Woodhouse [13,
19] emphasised the need to articulate and conceptualise efficiency in state asset
management practices. It is even more surprising if compared to the main objective
of the Directorate General of State Asset’s motto, whereby they have pushed the
notion of ‘highest and best use of assets’ [5], which implicitly emphasises the need
for efficiency in asset management. To a certain extent it is not surprising to find
transparency and accountability as highly understood and implemented, as the two
good governance principles were also the two most highly understood in previous
research regarding good governance understanding and implementation within
government practices (see Mardiasmo [20]; Mardiasmo Barnes Sakurai [21] ); as
well as it being explicitly mentioned in the Directorate General of State Asset’s
roadmap to strategic state asset management [5]. The contrast in stakeholder par-
ticipation principle conceptualisation (high) and understanding and implementation
(mid-level) prove to be an interesting complexity, in particular as analysis of state
asset management laws, regulations, and technical guidelines indicate high level of
coordination with third parties and stakeholders—such as other regional govern-
ments, central government, builders and contractors, developers, government
bodies (external audit body, regional people’s representatives for example), and the
society itself.

4 Conclusion

The purpose of this paper is to evaluate the level in which good governance
principles are conceptualised within state asset management laws, and the level in
which these conceptualisations are understood by state asset managers. The simple
answer to the question is that it varies, in such a proportion that attempting to find a
general pattern and a causal effect linkage proved to be a vain effort. There is
variance between:

(a) The national view (i.e. central government view of how good governance
should be conceptualised in state asset management laws) and regional gov-
ernment view (at large),

(b) Government bodies within the regional government (province, regency, and
city government level)

(c) Between regional governments, and also between the different echelon levels
within a government body.

Understanding of good governance conceptualisation within state asset man-
agement laws and policies is also evident at varying levels, in particular between (a)
different echelon levels of a regional government, and (b) between regional gov-
ernment and central government officials. This study shows an opposite level of
understanding—the highest percentage at regional government level (40 %) have
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low level understanding whereas the highest percentage at central government level
(57 %) have high level of understanding. This explains, and lends to, the mismatch
in state asset management implementation level between the central government
and regional government. The central government, due to their high level of
understanding expects high level of state asset management implementation—
whereby they have projected their understanding and abilities on the subject of state
asset management to regional government officials. On the other hand, regional
government officials are challenged in implementing state asset management laws
and policies due to their low level of understanding—however this may not be
realised by the central government, sparking issues and tension between the two
levels of government.
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A Pandora Box Effect to State Asset
Management Reform in DIY Yogyakarta

Diaswati Mardiasmo and Paul Barnes

Abstract Indonesia’s public policy reform in state asset management ignited from
the publication of unfavourable quarterly external audit results, in which many
regional governments achieved low results. It is therefore interesting to observe that
after the introduction of said reform in 2006 there is slow improvement of the
quarterly external audit results, inducing increased concerns as to the level in which
it new state asset management laws and principles are understood and implemented
by regional government (Padirman 2009). Mardiasmo (2012) posed the question of
‘what are the influencing factors to implementation of reformed state asset man-
agement laws’; in which the ‘voices of reason’—bureaucratic culture, political
history, and traditional culture—are identified as a potential explanation to stag-
nancy in reform. The purpose of this paper is to further analyse the potential role of
‘voices of reason’ in the conceptualisation, introduction, socialisation, and imple-
mentation of newly reformed state asset management laws and regulations; with the
aim to determine whether or not ‘voices of reason’ does play a role, and if so, how.
Mardiasmo’s (2012) work suggested as such, however its validity and in what form
does such influence take shape, is not yet known. In achieving the above objective,
this paper will provide an in-depth discussion and analysis of one of the main case
studies in Mardiasmo’s (2012) work, DIY Yogyakarta Special Region, outlining
their version of state asset management laws and regulations; and elements that
influences the conceptualisation and implementation of said laws. Further this paper
will draw upon qualitative data (available laws and reports, interview transcripts,
and observation notes) collected during the period of June–July 2010. Through a
meta-analysis and thematic approach this paper creates an ethnography of DIY
Yogyakarta’s journey (thus far) in interpreting and moulding expected international
and national standards to sit comfortably within its ‘voices of reason’.
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Keywords Asset management policy � Decentralisation � DIY yogyakarta �
Culture � Duality in governing

1 Introduction

Indonesia’s public policy reform in state asset management ignited from the pub-
lication of unfavourable quarterly external audit results, in which many regional
governments achieved low results. It is therefore interesting to observe that after the
introduction of said reform in 2006 there is slow improvement of the quarterly
external audit results, sparking increased concerns as to the level in which it new
state asset management laws and principles are understood and implemented by
regional government [1]. Further, a review of state asset management literature has
revealed a dearth in research focused on Indonesia, both pre and post reform [2, 3].
This brings forward concerns regarding the level in which governance principles
are conceptualised and understood (by policy implementers) within reformed pol-
icies; and in particular the factors that influences its implementation.

Mardiasmo [3] explored the above phenomena in an empirical study involving
four provincial governments (and thus twelve regional/local governments in total);
concluding that there is a variance in the level in which reformed state asset
management laws and principles are conceptualised and understood in Indonesian
regional governments; in such a proportion that attempting to find a general pattern
and a causal effect linkage proved to be a vain effort. Mardiasmo [3] found that
variance existed in three ways:

(a) The level in which each reformed state asset management laws and principles
are conceptualised,

(b) The central government and the regional government view of how reformed
state asset management laws and principles should be conceptualised, and

(c) The level in which its conceptualisation is understood by different echelon/
responsibility levels of the regional government organisational structure.

Furthermore, Mardiasmo [3] posed the question of ‘what are the influencing
factors to implementation of reformed state asset management laws’; in which the
‘voices of reason’—bureaucratic culture, political history, and traditional culture—
are identified as a potential explanation to stagnancy in reform. A preliminary
analysis suggested the possibility of ‘voices of reason’ as a hindrance in the
translation of international standards into national, and further regional, public
policy conceptualisation; and ultimately the implementation of said policies.

The purpose of this paper is to further analyse the potential role of ‘voices of
reason’ in the conceptualisation, introduction, socialisation, and implementation of
newly reformed state asset management laws and regulations; with the aim to
determine whether or not ‘voices of reason’ does play a role, and if so, how.
Mardiasmo’s [3] work suggested as such, however its validity and in what form
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does such influence take shape, is not yet known. In achieving the above objective,
this paper will provide an in-depth discussion and analysis of one of the main case
studies in Mardiasmo’s [3] work, DIY Yogyakarta Special Region, outlining their
version of state asset management laws and regulations; and elements that influ-
ences the conceptualisation and implementation of said laws. Further this paper will
draw upon qualitative data (available laws and reports, interview transcripts, and
observation notes) to create ethnography of DIY Yogyakarta’s journey (thus far) in
interpreting and moulding expected international and national standards to sit
comfortably within its ‘voices of reason’.

2 Literature Review

2.1 Voices of Reason in Asset Management

The ownership of property, whether in the public or corporate domain, is founded
upon cultural principles embodied in countries’ constitutions, laws, regulations, and
norms [4]. Even when there is a similarity in culture, for example Canada and the
United States [5], property rights are based on very different legal principles [4]. The
fundamental culture differences (both ideological and political) regarding the own-
ership of state asset management have a profound effect on many aspects of state
asset management such as the levels of privatisation that governments will entertain,
the divide in authority between central and regional /local government, perspective
of state asset ownership and stewardship, perspective of state assets as a ‘free good’,
and national budget and financial management of the asset. In regards to the levels of
privatisation that governments will entertain for example. China is at one extreme—
maintaining strong state controls over all property rights, whereas countries such as
USA, Canada, Australia, New Zealand, and the United Kingdom are at the other end
of the spectrum—recognising the need to dispose of real property assets that no
longer serve a role in delivering government programs and services [4].

Real property has to do with ‘rights’ and the ability to bundle, alienate, transfer,
and dispose of and otherwise control rights of occupancy and use [4]. Property,
whether public or private, transcends mere physical attributes and is inextricably
linked to culture and society—real property has economic, social, spiritual, and
political values, and those that deal with real property must understand these many
dimensions and the complexities that they represent. It should be noted that the
right of regional governments to hold property is defined in the constitutions of
many countries and in the legislation governing lower tier governments. Hence it is
only logical to assume that the ability of regional governments to manage state
assets differs between countries depending on the level of authority given to them
by the central government and the ideology adhered to in terms of the function of a
government and how a country should be governed.

With the legal base of Law 22/1999 on Regional Government and Law 25/1999
on Fiscal Balance between the Regions and the Central Indonesian government;
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Indonesia has decentralised its government authority to local government level,
with the aim of a government that is more responsive and regional executives more
accountable for their actions [6]. This indicates a higher responsibility for local
government (both provincial and regional) in implementing good governance
aspects. A House of Representatives of the Regions (DPD) was established in 2004
to strengthen the voice of the different regional governments in political decision
making, and especially the voice of poorer regions [7].

Kaganova et al. [8] made a crucial observation in regards to how unique country
conditions can add complexity to the implementation of a state asset management
practices. They observed that political trade-offs will usually trump management
decisions, however there is still the role of asset managers to make their political
masters aware of the potential consequences of their ultimate choices. Differences
in ideologies, political history, and cultural values may affect the perspective of
ownership of state assets. It is further commented that for some countries where the
asset manager is also part of the government body (or appointed by a government
body) there is increased complexities. One could argue that said asset manager is
caught between pushing for increased efficiency and what is best for the society or
the asset, and following the political direction that is drafted or imposed on him/her.
One could also argue that the clash so far between the society and the government,
or the corporate sector and government is that neither party understand the priorities
and assumptions made by one another. Hence with the asset manager being
established /appointed by the government potentially suggests less conflict in
drafting state asset management policies and implementing it in practice.

2.2 Literature Gap

Instances where developing nations have moved towards converging or imple-
menting international standards within their context is well documented [9–19],
however instances where such an attempt have resulted in non-optimal results are
also abundant; whereby large differences in perception and culture has been iden-
tified as a main reason [20]. This is true in the case of public policy reform in
Philippines [11, 14], Thailand and Malaysia [9, 12], African countries [21, 22], and
Spain [23]. Many researchers have also identified the mismatch between western and
eastern values [20], where international standards developed in the west might not be
fully applicable to developing nations in the east; due to differences in eastern
perception on what the standard is and how it should be applied [21, 22, 24, 25].

Indonesia have a history of adapting international standards such as the ISO
standards, international accounting standards, and international auditing standards
[26] to name a few. However evaluation of these adaptations—for example in
studies by the Asian Development Bank—acknowledges that such alignments are
always adapted to Indonesian specific conditions and capability, where not all
aspects are complied with and those that are complied with have been re-adjusted.
Literature also stressed that international standards concocted by international

1176 D. Mardiasmo and P. Barnes



institutions mismatch Indonesia’s aspirations on a fundamental level. This mis-
match is contributed to ignorance of Indonesia’s uniqueness in their attempt to
standardize the world [27, 28], are based on an “ideal world” assumptions [29, 30],
and may not match Indonesia’s reform agenda [31–33].

Thus there is a need for research that provides clear and valid influencing factors
to non-optimal translation of international standards in a developing nation’s public
policy reform, where both international institutions and regional government policy
makers/implementers understand the role that each influencing factor play.
A research that provides a strategic map as a tool in translating international
standards within the context of the country’s “voices of reason” (i.e. culture, his-
tory, etc.) is thus crucial, both from a theoretical and practical point of view. Theory
wise it contributes a scholarly tool to an ongoing debate in the intricacies of
countries adopting international standards, whereas in the practical sense outcomes
of this research enables and answers current dilemmas faced by developing nations.

2.3 DIY Yogyakarta

DIY Yogyakarta is both a civil government and a monarchy, led simultaneously by
an individual that holds the title of governor (or state premier) and sultan. As a
governor (or state premier) performing civil government duties, civil law is upheld
and enforced; whereas as a sultan and head of a monarchy (sultanate), Javanese and
Islamic laws and traditions are followed. Therefore in regards to the conceptuali-
sation, introduction, socialisation, and implementation of a new public policies; the
juxtaposition of ‘voices of reasons’ in DIY Yogyakarta provides an interesting
journey to observe and analyse; answering the question of whether, and how, does
‘voices of reason’ influence public policy making and practice.

The government structure and level of regional autonomy adopted by the
Yogyakarta government is one where Yogyakarta, despite it special region status,
adopts the ‘regional government structure template’ as prescribed by the central
government. This results in a regional government that is made up of a provincial
government (Yogyakarta provincial government), regencies (Sleman regency,
Gunung Kidul Regency, Kulon Progo regency to name a few), and numerous cities
and villages; of equal level of governing rights. DIY Yogyakarta’s government
structure is reflected in Fig. 1.

3 Methodology, Findings, and Discussion

3.1 Methodology

A regional government is a chosen unit of analysis in this study as one of Indo-
nesia’s economic and politic transition policies in 1999 was the introduction of
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decentralisation and regional autonomy regime (officially introduced in 2001),
allowing regional government autonomic authority on the development of its region
and allocation of resources [34–40]. Under this regime regional governments have
the authority to establish its own set of laws, rules, regulations, and technical
guidelines; with the provision of national/federal government laws etc. being
consulted as a base and ‘umbrella’ laws. Furthermore public policy related literature
are either published by central government bodies [41, 42], international institutions
[43–45], or based on data released by either or both [10, 22, 46, 27, 28, 29, 31, 47,
48, 49].

The data collection process in Yogyakarta special regional government is that of
multi-method qualitative case study, which include three methods: document
analysis, semi-structured interviews, and on-site observation [50, 51]. A thematic
analysis [52] is utilised in this study, in order to map emerging themes in the data.
The first data collection is document analysis, involving the collection of relevant
state asset management documents such as: legislation, policies, technical guide-
lines, reports, etc.

An important gap exists with respect to the involvement of regional government
officials in the data collection process, leading to questions of reliability and reality
in daily regional government practices. Some attempt has been made in involving
Indonesian regional government officials in data collection process, such as studies
involving North Lampung, Flores Island, Bali, Northern Sulawesi, and Papua
[53–59]; however such literature concentrated on one regional government and is
based on legislative review and observation only, not direct government official
involvement.

One of the main concerns in inviting government officials to participate in this
study is ensuring that there is participation of low, middle, and high level gov-
ernment officials. Government officials classification is based on the Indonesian

Fig. 1 Government structure
of DIY Yogyakarta
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government’s classification of public service, as outlined by the Ministry of Human
Resource Planning; whereby echelon 1 and 2a-b ranking are considered to be high
level government officials, echelon 2c-d and 3 ranking considered being middle
level government, and echelon 4 ranking and other contract personnel are con-
sidered to be low level government. Table 1 provides an illustration of government
officials involved in the interview process.

The last data collection method is on-site observation. Approximately two days
was spent in each government office—which include participating in state asset
management related discussion and meetings, observing day to day activities of
state asset management related division/sub-division/actors, and visitation to sev-
eral state asset sites. In particular state assets that are the source of ‘management
tension’, such as state-owned housing and buildings located near the Sultanate, was
visited.

3.2 Findings

The complexity of a dual governing system in DIY Yogyakarta (of civil govern-
ment and Sultanate monarchy) is manifested in their state asset management laws,
rules, and regulations; exemplifying the complexity in any public policy concep-
tualisation and implementation within the region. The management of any state
asset within DIY Yogyakarta is governed by both the civil regulations and the
Javanese monarchical laws (or way of doing things), regardless of the official
ownership status of the state asset. Two reasons were provided by DIY Yogyakarta
interviewees to explain this statement:

First of all, prior to Indonesia’s independence from the Dutch colonisation,
Yogyakarta Sultanate kingdom was already in existence and was the ruling gov-
ernment of the jurisdiction. Hence indirectly any state assets within DIY Yogya-
karta were once belonging to, or under the jurisdiction of, the Sultanate. Therefore
all state assets’ management should be conceptualised and implemented in con-
sideration of the Javanese Sultanate laws, as a sign of respect and acknowledgement
of the ‘rightful owner’.

Table 1 DIY Yogyakarta list of interviews

Regional government High level govt
official

Middle level govt
official

Low level govt
official

Yogyakarta provincial
government

2 2 2

Sleman regency government 1 2 2

Yogyakarta city government 1 2 2

Yogyakarta internal audit gov-
ernment body

1 3 2
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Second of all, although it can be disputed that any state assets acquired through
the regional budget funds or any other legal means (i.e. gifted from another region,
gifted from central government, etc.) are acquired through the civil government; it
is important to remember that the head of the civil government, the Governor, is
also the Sultan. Hence indirectly, respect towards the Governor’s origins must be
shown, in the form of considering traditional Javanese Sultanate laws and way of
doing things.

Yogyakarta provincial government have chosen to establish its own specific set
of state asset management laws and regulations. Interviewees identified that the
traditional Javanese Sultanate way of doing things is a strong influence in every
aspect of governing, in particular as there is a high level of respect and loyalty from
the Yogyakarta’s society for their king. This has, more often than not, led to
confusion and uncertainty in the best action (or practice) to take when making
decisions. This experience has led interviewees from the Yogyakarta provincial
government to believe that such specific laws are necessary, not only because it
exercises their authority in congruence with decentralisation and regional auton-
omy, but also to mitigate any potential challenges or confusion caused by the
duality of governing. Interviewees believe that strict separation of rules and regu-
lations in state asset management is even more crucial, in particular as state asset
management is considered to be a new concept to be learned and implemented by
Yogyakarta government officials.

Interviewees identified state asset ownership as a major issue in Yogyakarta
provincial government; in particular as according to history there is belief that all
state assets once belonged to the Sultanate. This challenge is further heightened as
DIY Yogyakarta is classified as an ‘old’ regional government; its establishment date
dating back to the 1945s, and yet prior to the introduction of state asset management
reform in 2006 there is an absence of a formal state asset management practice.
Hence crucial state asset information such as ownership, utilisation, and current
condition, are largely undocumented or organised in a systematic manner.

The Yogyakarta provincial government has identified three fixed state assets that
are of main concern: state-owned housing, building, and land. The main issue is that
that there has always been a silent struggle between the provincial government
(civil) and the sultanate regarding ownership and management rights. The ‘silent
struggle’ for state asset ownership between the civil government and the Sultanate
is illustrated by interviewees in Box 1.

Box 1 ‘Silent struggle’ of State asset ownership between Civil government and
Sultanate

“…Land, building, homes—these have always been our main problem…because you
know, everything belonged to the Sultanate and the monarchy before hand, and so some
people think that technically its all still part of the sultanate, but of course its not, and so it
becomes confusing who owns what…”
…The Sultan himself may be a bit conflicted at times, that is to say, he is the governor and
the sultan, so sometimes he has to think what is best for the province, not saying he is
biased or incompetent, but I cant deny that this duality can sometimes be confusing and
causes problems…
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…The main problem is, we don’t really know what we own. Every time we decide on
taking an action on one of the state assets we have to be very careful, make sure that its ok
with both the national law and sultanate. Sometimes it can get exhausting and confusing,
and it means that everything is slowed down…

Yogyakarta’s specific state asset management is designed to explicitly provide
guidance to state asset management related actors and the society, as well as sig-
nalling (the potential of) a more sophisticated state asset management under-
standing and system. The positive implications of establishing specific state asset
management laws is expressed by Yogyakarta provincial government officials in
Box 2:

Box 2 Positive Opinions regarding Specific Yogyakarta Provincial Government
SAM Laws

…To a certain extent its good, because you know, we know exactly which laws to refer to,
these are the steps that needs to be taken, this is who the document goes to, etc.
“…I like it, because it gives me an exact structure where I know what is the next stage, and
I know which law to go to when I need to consult things, and these laws are much shorter—
they are about 2 or 3 pages, not the usual book length, so its very easy to read, understand,
and implement…”

Although there are positive implications to the key message of Yogyakarta’s
specific state asset management laws, there are also negative implications. The first
negative implication is the intricate and perhaps complex, multi-layered checks and
balances processes that may prove to be more of a disadvantage. The check and
balances process is illustrated in Fig. 2.

Fig. 2 Processes of legal product establishment in Yogyakarta provincial government

A Pandora Box Effect to State Asset … 1181



Figure 2 provide a step-by-step process that a state-asset management related
document (in particular maintenance, disposal, and change of ownership) must go
through, where the length of time taken to complete the process is dependent upon
factors such as: availability of government officials, comments and feedback given
to the document, meeting schedule of the regional people’s representative, and the
inclusion of any suggested revisions. Furthermore, the prolonged process of law
and/or legal product establishment in Yogyakarta Provincial Government is per-
ceived by some—both officials of the government and the internal audit body—as a
sign of red tape in bureaucracy and inefficient; as illustrated in Box 3.

Box 4 Negative Opinions regarding Specific Yogyakarta Provincial Government
SAM Laws

…the concept is good, i think, but the thing is, it makes everything so slow and its almost
like an excuse for things taking time to happen…for example…well the regional secretary
is not in office because he is travelling, or not all members of the regional representative
were present for the last meeting so they couldn’t take a vote, etc.
…well it does make sense to have the separate laws because even I’m sometimes confused
of whether the house in so and so address is under our jurisdiction or the sultanate, but yes
it does create a longer processing time and some times, because it does take a long time, it
becomes an ‘old case’, that is not efficient…

Yogyakarta Provincial Government has identified uncertainty in state asset
related role and task description as an area of continuous effort and challenge
within the process of implementing state asset management reform. Such a chal-
lenge is deemed justified by Yogyakarta Provincial Government officials as state
asset related roles were non-existent until the introduction of the reform (in the year
2006). Hence the introduction of state asset related roles and positions is considered
to be a new addition to the government body and organisational structure, one that
needs to be fully embraced and understood, yet is addressed with limited—almost
non-existent—experience.

3.3 Analysis

Political history plays a role in the conflicting loyalty and sense of stewardship that
is at times evident in not only the DIY Yogyakarta government officials and/or state
asset related actors, but also in the society. Historically, all citizens or residents of
DIY Yogyakarta were part of a kingdom—Sultanate (prior to Dutch colonisation),
and are thus loyal to their king and the traditional rituals or ways of the Sultanate.
DIY Yogyakarta government officials have identified that many within the gov-
erning body subscribes to the perception and ideology of being a royal subject,
mainly due to the fact that the their leader is of dual identity: civil government
governor and Sultan of the Sultanate. Thus their sense of stewardship is that of
‘serving my king’, with attributes of high loyalty and the need to consider his
‘ways’ and ‘wishes’ in day to day governing. Such views of stewardship is
further expedited by Indonesia’s high collectivist, high power distance, and high
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uncertainty avoidance [5] society, in which there is a higher tendency to act as a
group and follow the lead of their leader.

Further, a main challenge that is uniformly felt and expressed by DIY Yogya-
karta government officials is the ownership and management rights of a state asset.
The political history of DIY Yogyakarta highlights that prior to the Dutch colo-
nisation Yogyakarta was a kingdom who owned and managed all within the
jurisdiction (land). With the continuation of the Sultanate line after the Indonesian
Independence Day, there is still a perception that, to a degree, and by right, the
Sultanate owns the lands and everything within it, and not the civil government.
This is further strengthened by the introduction of decentralisation and regional
autonomy regime in 2001, for the regime, after 32 years of centralised Soeharto’s
regime, re-introduced the feeling of ‘sovereignty’ and ‘our right’ within regional
governments and an incomplete reporting system of state assets within the juris-
diction up between 1945 and 2006. That said DIY Yogyakarta government officials
can not dispute the fact that acquisition, maintenance, etc. of state assets are par-
tially (if not fully) funded through the DAU—allocated regional government
funding transferred from the federal/central government to regional government. As
a result, DIY Yogyakarta government officials are more often than not uncertain of
who has the ownership rights of a state asset, whether it is full or partial (and if
partial, what is the percentage of ownership and accountability actions required),
and who has the management responsibilities (again, full versus partial) of a state
asset.

DIY Yogyakarta regional government officials have expressed their uncertainty
and frustrations in this matter, for there are high ambiguity of ‘who owns what and
who manages what’. Such frustration is further evidenced in government officials’
questions of ‘which law should be applied?’ for government officials are more often
than not conflicted between applying civil government law or the traditional
Javanese way of doing things. The decision of which law to implement has the
potential for different outcomes and igniting different reactions from the society.
Therefore the state asset related actor, due to its high uncertainty avoidance nature
[5], is more often than not uncertain about which path to take; which causes lengthy
processes in state asset management matters. A main example of this is state-owned
houses, in particular regarding the utilisation and disposal stage of the lifecycle.

The Yogyakarta provincial civil government law for state-owned housing clearly
states the guidelines of who have the rights to living in a state-owned house and the
terms relating to maintenance, rent, sanctions, as well as guidelines on when a state-
owned house should be ‘returned’ to the regional government—for example when a
regional government is no longer in a particular position, death, etc. Therefore by
civil law, if a regional government official is no longer in his or her position due to
retirement, relocation, or redundancy; or has suffered from death, then the state-
owned house that they, and perhaps also their family/families, have lived in needs
to be ‘returned’ to the regional government; so that it can be utilised in other ways.

Although the above may make sense in the civil law, and in state asset man-
agement practices, it is in fact considered to be ‘cruelty’ and ‘disrespectful’, for it
breaks, or is in conflict, with one of the oldest, most upheld Javanese tradition
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known: the responsibility of looking after ‘family’. It is believed by the DIY Yo-
gyakarta society that all of Yogyakarta’s citizens are part of (or are subjects of) the
Sultanate, which means that there is a belief of ‘one big family’ and the need to
ensure prosperity of every member of the family. Hence not allowing the retired
regional government official a home, or him/her having to return the home he/she
has lived in for all the time she/he has served the government/sultanate/community,
is deemed to be inappropriate behaviour.

The same view/belief is upheld when there is a regional government official’s
death (in particular senior government officials) and their immediate family is,
under civil law, pressured to return a state-owned house to the regional government.
It is deemed to be ‘cruel’ to ask the family to give up the house they have lived in,
government officials are questioned in terms of their duty to ‘look after the society’
and their social responsibilities should they pressure the family to return the house.

Another difference is in the acquirement stage of the state asset management
lifecycle, where the civil law view takes into consideration, predominantly, eco-
nomic cost and utilization capacity. The Javanese view does take economic cost
into consideration; however it also takes into account religious or mythical beliefs
of the Javanese society. For example, it is believed that there is a straight line
connecting the Sultanate’s palace, Mount Merapi, and the South Sea; which sig-
nifies a direct line of prayers, luck, prosperity, and security. Therefore in Javanese/
Monarchy way of doing things, building or purchasing a state asset on or near this
‘direct line’ will be vetoed. The two examples show that there is a divergence in the
manner in which state asset management practices are approached and imple-
mented, however in order to establish a definite divergence/convergence conclusion
there is further need for a compare and contrast of the two views in all stages of the
state asset management lifecycle as well as in the task and functions of all state-
asset related division.

4 Conclusion

A high level of confusion in which state asset management legal products to
implement has further complications such as hindrance to best practices in state
asset management and further mismanagement or at times neglect, under the belief
that it is preferable to not implement any laws and policies for fear of implementing
incorrect laws and policies. It is therefore crucial to observe and analyse the voice
of reason that regional government employees use in determining the appropriate
approach, measures, and action regarding state assets management.

One of the potential ‘voices of reason’ that a government official (or a gov-
ernment body) might turn to, in the face of confusion, is the traditional beliefs or
societal culture that are the main roots of the regional government in question. 45 %
of interviewees have suggested that during times of confusion they are more likely
to refer to traditional culture or what is considered to be ‘the right thing to do’
according to societal beliefs and the local culture. A potential challenge with this
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line of thinking is, that there are differing traditional beliefs and societal culture
between regional governments, as well as between governing entities within a
regional government (for example depending on what traditional tribal views the
governing body is located in). This potentially brings the complexity in state asset
management to a heightened level, for the reverence back to traditional beliefs and
social culture suggest further inconsistency between the approaches taken by each
regional government body.

It is therefore concluded that the ‘voices of reasons’ does have an influential role
in the adaptation, conceptualisation, and implementation of state asset management
laws, regulations, and practices in DIY Yogyakarta. How ‘voices of reasons’ play a
role is starting to become clear in this paper, through exploration of practices and
views from DIY Yogyakarta government official interviewees. However the depth
in which ‘voices of reason’ plays a role, in terms of every aspect within the state
asset life-cycle, still needs further examination; and will prove to be an interesting
exercise. It is also necessary to examine the extent in which DIY Yogyakarta
regional governments would potentially revert back to traditional culture and
practices in the face of confusion; for doing so in decision making may in fact
increase the level of inconsistency in state asset management practices and stag-
nancy of reform.
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Asset Management Reform Through
Policies, Regulations, and Standards: The
Need for ‘Soft’ Interface

Diaswati Mardiasmo and Jayantha Liyanage

Abstract Asset management practices within a country or a region are under
continuous reform, particularly with the introduction of new ‘hard controls’—rules,
law, regulations, and policies, in various sectors. They are expected to provide the
necessary foundation for safety, efficiency and other performance needs as well as
the frame conditions for managing assets. To a certain extent they also reflect the
expectations of international standards. Despite the availability of abundance of
documents, organizations tend to spend much time in reality, for instance on ana-
lysing the minute detail of policy and regulation, to ensure the compliance as well as
validity in terms of expected results. In the modern roles of technical and operational
managers, the efforts involving compliance has become a daunting task due to
various conditions and complexities in organizational environments. This sheds the
light right on the asset reformation process, particularly in terms of feasibility and
adoptability Empirical research of 76 regional government officers, acting as state
asset managers, in twelve Indonesian provinces and district governments confirmed
this standpoint. It was found that despite the availability of comprehensive set of
laws, regulations, and technical guidelines; there is a high level of uncertainty,
ambiguity, inconsistency, and ultimately non-compliance in asset management
practice in these regional governments. It seems that there are other types of
absorbed/embedded complexities that tend to remain implicit in the nature of
transforming systems, and thus far has been difficult to interpret due to lack of
knowledge or understanding of these hidden interfaces that asset managers may have
inherit. For instance, a closer analysis of regional government officers reveals other
variables in play: ingrained asset management culture, political history of govern-
ment, religion, and the capability of the asset manager itself; all of which impact the
level in which changes in the system are received, interpreted, processed, and
implemented. What this suggests is that there may have been too much focus on
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perfectly ‘mechanising a hard control’ through policies, regulations, and standards.
This implies little or no focus on core attributes of the system in which imple-
mentation takes place, and even more on addressing the needs of those who bear
major stakes during as well as after implementation process. Thus, this paper argues
that acknowledgement and development of ‘softer’ measures and instruments are
just as important, if not even more so, as ‘hard controlled’ approach to realize the
best benefit of ongoing reforms in Asset management practices.

Keywords Asset management policy � Soft control � Asset reform � Compliance �
Systems approach � Resilience � Adaptive change

1 Introduction

Indonesia’s public policy reform in state asset management ignited from the pub-
lication of unfavourable quarterly external audit results, in which many regional
governments achieved low performance scores. At the helm of this reform is the
Directorate General of State Assets, acting as state asset manager for the Indonesian
central/federal government and initiators of new (and innovative) laws, regulations,
and roadmaps towards best practice in state asset management. The Directorate
General of State Asset Management have stressed the new direction of Indonesia’s
state asset management through the introduction of Republic of Indonesia Con-
stitution Number 38 Year 2008, which is an amended regulation overruling
Republic of Indonesia Constitution Number 6 Year 2006 on the management of
central and regional government assets; and the establishment of a 2006–2010
Roadmap to Strategic Asset Management. Furthermore, under the Asset Manage-
ment Reform (provincial, district, and local government inclusive), in conjunction
with the Decentralisation and Regional autonomy regime, regional governments
across Indonesia were encouraged to establish state asset management laws, reg-
ulations, and technical guidelines as seen fit. Indonesia’s decentralisation and
regional autonomy regime provides regional governments with the authority to: (a)
apply and implement central/federal government law without changes, (b) apply
and implement central/federal government law with changes, (c) create its own laws
with consideration of central/federal government law.

Indonesia’s experiences paramount the phenomena that Asset management
practices within a country or a region are under continuous reform, particularly with
the introduction of new ‘hard controls’—rules, law, regulations, and policies, in
various sectors. The underlying expectation mostly is to establish a reliable foun-
dation for safety, efficiency and other performance needs as well as the frame
conditions for managing assets. To a certain extent such hard controls may also
reflect the expectations of international standards that underline the use of square
frames in institutional context. Despite the availability of abundance of documents,
organizations tend to spend much time in reality, for instance on analysing the
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minute detail of policy and regulation, to ensure the compliance as well as validity
in terms of expected results. These on-going efforts appear to abandon the fact that
in the modern roles of technical and operational managers, the efforts involving
compliance has become a daunting task due to various conditions and complexities
in organizational environments. This sheds the light right on the adequacy of the
current asset reformation process and practice, particularly in terms of feasibility
and adoptability.

In order to explore this status, some empirical research involving 76 regional
government officers, acting as state asset managers, in twelve Indonesian provinces
and district governments were conducted recently. The study revealed that despite
the availability of comprehensive set of laws, regulations, and technical guidelines;
there is a high level of uncertainty; ambiguity, inconsistency, and ultimately non-
compliance in asset management practice in these regional governments. Subse-
quently, attention was drawn to the potential influence of other types of absorbed/
embedded complexities. One can argue that there remain various other core attri-
butes, mostly implicit, in the nature of transforming systems; of which can be
identified as ‘soft controls’ to the best practice in state asset management. Thus far
it has been difficult to interpret the extent in which ‘soft control’ play a role in the
implementation of best practice, due to lack of knowledge or understanding of these
hidden interfaces that asset managers may have inherit. Hence the purpose of this
paper to explore the facets that makes ‘soft control’ and identify its influence and
importance in asset management reforms.

2 Methodology

To achieve the objectives of this study it is essential to choose an organisation (i.e. a
case study) within Indonesia that has the responsibility of managing state assets. A
main variable considered in the implementation of reformed state asset management
is decentralisation and regional autonomy regime, as it has the potential to add
complexity in ensuring equal understanding and implementation of public policy
reform [1]. Decentralisation policy in Indonesia indicates regional independence in
terms of policy making and economic autonomy [2–4]. Each region has the inde-
pendence to enact policies based on the level of benefits reaped, where central
government acts as an advisory as well as a control mechanism [5–8].

Regional governments established after the introduction of decentralisation and
regional autonomy (in 2001) tend to embrace innovative ways of implementing
government procedures, due to dissatisfaction to previous practice (i.e. during
Soeharto’s regime) in governing [9–11]. Mishra [11] concluded that newer regional
governments would be more open to implementing good governance principles in
their public policy drafting and implementation as this is perceived as an innovative
way of governing.

The number of interviews involved within each case study is outlined in Table 1,
categorised by echelon level.
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As evident in Table 1, there is a slight discrepancy in the number of government
officials interviewed; due to time restrictions, availability of government officials,
and willingness of government officials to participate. It is also noted that the
number of participants from DKI Jakarta and Directorate General of State Assets
may seem low (in comparison to DIY Yogyakarta and Gorontalo). Lower numbers
of interview participants can be explained by the centralised government structure
and state asset management practice of both case studies, in contrast to the de-
centralised government structure and state asset management practice of DYI
Yogyakarta and Gorontalo.

3 Understanding an Asset and Its Regulating Conditions

An asset has a designated function and a role in any organizational, political,
economical, and technological environment. By default it has an intrinsic value that
can be seen from various perspectives, for instance in relation to economical as well
as social. At the same time it possesses a group of stakeholders whose engagements,
interests, and subsequent stakes vary depending on the nature as well as the impact
level of this value. Both the inherent value and the underlying stakes are two major
defining factors when an asset acquires and delivers its function and role in a
system. Over the last few years, the attention on asset management has grown
considerably as a modern approach to better capitalize and maximize value crea-
tion. With this gaining popularity, efforts are also seen on the horizon to introduce
standards, policies, and regulations to streamline asset reforms in various sectors,
both in public and private. However, this effort has also begun to reveal many
bottlenecks and challenges associated with asset management as well as reform
implementation processes.

The success or failure of any dedicated effort can in fact be attributed to two
fundamental conditions; i.e. (a) to what extent the underlying content is well-defined
or ill-defined in relation to the context, and (b) to what extent a particular reso-
lution has been adopted with due attention to the ‘soft’ regulating factors in a local
setting. This implies the need to avoid potential pit-falls of a ‘rigid mechanical

Table 1 Number of
interviews

Regional
government

High level
govt
official

Middle
level govt
official

Low level
govt
official

DIY
Yogyakarta

5 9 8

DKI Jakarta 3 4 4

Gorontalo 7 9 11

Directorate gen-
eral of state
assets

2 4 4
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process’ (or ‘hard control’ so to say). Instead, the efforts need to be ‘soft tuned’ with
a greater degree of knowledge and understanding of contextual attributes. At the
same time it has to lead the way through a systemic as well as a systematic process
for an adaptive change involving a continuous learning process. This is a matter of
time, resources, and quality rather than the speed or mere compliance assurance in
the bid to meet a set of specific performance targets or expectations.

In principal, during any dedicated effort for an asset reform a number of specific
conditions need to be thoroughly understood and evaluated to define an effective
path and an efficient course of action. This covers elements both in macro and micro
scales representing the actual environment within which an asset exists and per-
forms. There are some core principles that validate the need for a broader under-
standing of the actual circumstances, which for instance include;

• An asset is a dynamic element of a complex macro environment—an asset can
have a complex role in socio-economic and socio-political environment
depending on the nature and scale of its stakes in macro context.

• Asset has an organic life—an asset undergoes various changes and strategies in
various types and forms from time to time. At the same time it acquires a unique
life profile of its own with specific culture, norms, practices, etc.

• An asset comprises a complex configuration of different roles and functions—
managing an asset involves many different roles and functions that are config-
ured within a complex structure. The way in which these roles and functions
come to play under varying circumstances can mostly be difficult to foresee due
to the influence of complex regulating factors.

• Managing as well as reforming an asset requires a breadth of human skills and
supportive tools—Assets call for a multi-disciplinary (which some may call
cross-disciplinary) approach, indicating the need for a complementary set of
skills in various capacities. Owing to the breadth of the knowledge and expertise
required it also need effective supportive tools to establish efficient professional
collaborative interfaces. This has a direct implication on complex decision
processes within and without an asset.

• Adaptive pace of change and Learning experience—Managing an asset or
reformation process is not a one-off activity. It is a continuous process involving
various stages of change in different forms and types, through learning and
adaptation.

• Compliance as well as Resilience—An asset can be subjected to different
operational modes from time to time. As much as compliance is important under
controllable conditions it is equally important, if not more, to ensure resilience
under abnormal conditions. Latent issues embedded in an asset environment
have critical roles to play particularly when resilience comes into force.

The underlying key in a systemic process is not a matter of ‘hard control’. Rather
it is about the development and implementation of action programs that suits the
custom conditions by establishing the right level of awareness and knowledge. This
in principal is to ensure the right form of ‘hard-soft’ interfaces to boost performance
outcomes.
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4 State Asset Management Reform: The Case in Indonesia

Hadiyanto [12] documented reform in state asset management dating back from
2004, with Constitution number 1 year 2004 on State Treasury as a reform loco-
motive. However Hadiyanto [12] also commented that activities in state asset
management policies and practice is still minimal after the introduction of said
constitution on state treasury, where time was devoted more to conceptualizing
laws, policies, and technical guidelines for said laws and policies as opposed to
practice and/or implementation of the constitution. It is with the introduction of
Law no 6 year 2006 on state asset management that state asset management reform
in Indonesia ‘officially’ started [12] where the law broadly discusses the following:

(a) State asset management includes activities such as budgeting, acquisition,
utilisation, maintenance and monitoring, valuation, disposal, change/hand
over, administration/inventory, control mechanisms, and capacity building
function.

(b) Introduction of an asset manager role, where the directorate general of state
asset management is named asset manager, in a bid to ensure professionalism
in state asset management practices.

(c) Integration of managerial and reporting aspects in state asset management in
financial reporting as part of accountability

State asset management policies are further reformed through the establishment
of Law 38/2008. Based on the most recent law governing state asset management
Hadiyanto [12] define strategic state asset management as the integration of func-
tions such as planning, budgeting, maintenance, information system, disposal, and
accountability of state asset management that puts forward the principle of “the
highest and best use of assets”. This definition is within the corridor of asset
management definitions, such as the definition offered by Cagle [13] Komonen,
Kortelainen, and Raikkonen [14]; Lin, Gao, Koronios, and Chanana [15], Jabiri,
Jaafari, Platfoot, and Gunaratram [16], and others.

The concept of ensuring accountability and the highest and best use of asset is
also in line with how Loistl and Petrag [17], Cornish and Morton [18], Woodhouse
[19, 20], and Marlow and Burn [21] describe the integration of good governance
principles with asset management. This indicates a positive start for Indonesia’s
state asset management reform, however one needs to be slightly cautious based on
past performances of introducing new reforms [22].

The Indonesian government has considered the below points to be crucial in
improving current state asset management practices [12]:

(a) Increase in society participation—there is a need for the society to increase
their level of custodianship and ownership of state-assets.

(b) Increase the level of coordination and participation between different institutions
(c) Establishment of continuous financial support (that is of consistent amount)

from the government to other relevant institutions to finance maintenance of
state assets.
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(d) Provision of data and information system that is accurate, real, and accessible.
(e) Establish a set of norms, standard, guidelines, and manual within the context

of state asset management practices.
(f) Stronger rule of law in the rules and regulations that govern state asset

management practices.
(g) Further alignment with good governance principles and incorporation of such

principles in state asset management rules and regulations.

5 ‘Soft Interface’: Impeding Variables to Asset
Management Reform

Throughout the data collection process of this study, interviewees identified
numerous influences that play a role in the conceptualisation and implementation of
state asset management reform in Indonesia. These ‘impeding influences’ are pre-
sented in Fig. 1, along with the number of interviewees who has identified it as a
contributing challenge to state asset management reform.

Fig. 1 Support for impeding influences as identified by interviewees
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As evident in Fig. 1 interviewees identified five main impeding variables: pre-
maturity/infancy of reform, human resource capacity and capability, the notion of ‘I
need more time’, low legality/paperwork surrounding each asset (i.e. asset data
information), and dysfunctional sense of stewardship (towards state assets). It is
interesting to observe that out of the five main impeding variables, three are in
relation to human factors /‘soft control’.

Human resources capacity and capability, the ‘People’, are identified as an
influencing factor to state asset management reform by 89 % of interviewees.
Within this influencing factors (human resource) characteristics such as: commit-
ment, level of knowledge, willingness, personality, and capability/competence, and
sense of stewardship; are included. In fact, dysfunctional sense of stewardship as an
influencing factor is supported by 93 % of interviewees and incomplete training in
state asset management laws, policies, and implementation as an influencing factor
are supported by 68 % of interviewees.

Interviewees of this study provided several reasoning as to why “the people” is a
valid influencing factors. One of them is the disparity in state asset management
knowledge between government officials, where it is argued that the disparity in
knowledge have resulted in a discrepancy in expectation and outcome. Interest-
ingly, the mismatch between policy maker and implementer gained 61 % of
interviewee support (Fig. 1), which suggests that there is agreement surrounding the
mismatch as a product of disparity in state asset management knowledge.

Low stewardship and/or dysfunctional perception of custodianship have been
identified by interviewees as a potential influencing factor to state asset manage-
ment. This is supported by 93 % of interviewees, which leads to the belief that it is
indeed a valid influencing factors. Here, low level of stewardship or dysfunctional
perception of custodianship refers to state asset management actors viewing the
state assets in their care as a free good, not a good that needs to be managed in a
best practice manner to ensure optimisation of utilisation or wealth creation. State
asset management actors do not feel a sense of belonging towards the state assets in
their care, viewing that it belongs to another party (though who is unclear) and thus
it is not within their interest to ensure best practices in managing the state asset.

6 Conclusion

The increasing importance of an integrated governance and state asset management
approach is recognised by various governments around the world. Indonesia is no
exception, pledging its adherence to good governance principles within its newly
reformed state asset management laws and policies. In 2004 the government of
Indonesia introduced a reform in its state asset management laws, focusing on the
conceptualisation of good governance principles within policies and practices. This
was a response to an incomplete state asset management system, which (prior to the
reform) were associated with low state asset utilisation and wealth creation, as well
as high costs. However a stagnant and inconsistent implementation of reform is
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identified, leading to a reversed outcome of the intended reform decreasing the
society’s trust towards its government, whom are viewed as guardians to public
assets.

A review of Indonesia’s asset management reform process suggests an emphasis
on ‘hard controls’, whereby there is a fixation on establishing best practice asset
management law, policy, and technical guidelines; ensuring alignment with inter-
national standards and/or best practices from other countries. Analysis of impeding
variables to asset management reform in Indonesia this approach proved to be a
double edged sword. On one side newly appointed regional state asset managers
professed uncertainty in asset management practice due to high level of ambiguity
in the regulations that govern the practice, calling for clearer and more succinct
guidelines that allow them to translate federal and provincial policy into day to day
activities/practice. Yet at the same time regional state asset managers have identi-
fied three main impeding variables that are not classified as ‘hard control’, but that
of ‘soft control’: human resource capacity and capability, the notion of ‘I need more
time’, low legality/paperwork surrounding each asset.

This paper highlights the importance of a balanced ‘hard control’ and ‘soft
control’ emphasis within asset management reform, to ensure that other, ingrained
and intangible elements to managing assets are addressed. Particularly so for
Indonesia, for their reform in asset management is considered an innovation; with
no recorded asset management practice evolution between 1980 and 2004.

The main benefit of this research is in its rich dialogue, exploring the potential of
an evolutionary approach to state asset management—one that does not only
consider asset management as a theoretical and regulatory form, but also takes into
consideration the political history, traditional culture, and human aspects of man-
aging assets. Such a dialogue will assist governments in drafting laws, policies, and
practices that are based on consensus; thus reducing the ‘disconnect’ between
public policy makers and implementers. This leads to the reduction of the likeli-
hood of in appropriate state asset utilisation and lower levels of efficiency in state
asset management processes/practices; all of which play a crucial role in reducing
the high costs currently associated with a stagnant state asset management reform.
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Biodiesel Production Status: Are
the Present Policies Good Enough
for the Growth of Biodiesel Sector
in India?

N. Awalgaonkar, S. Tibdewal, V. Singal, J. Mathew
and A.K. Karthikeyan

Abstract Worldwide fossil fuel resources such as crude oil, natural gas, coal are
decreasing at an alarming rate due to the increasing demand for the fossil fuels
across the whole world. More than 75 % of the total crude oil consumed in India is
imported from foreign countries. The demand for diesel oil in India is increasing at
a staggering rate of 7.5 % per annum. The Indian economy is therefore widely
affected by the increasing prices of the diesel oil as most of the heavy vehicle
transport in India is run on the diesel engines. So in regards to the present energy
crisis and environmental concerns relating to the use and depletion of fossil fuels,
the alternative fuel of Biodiesel is gaining importance worldwide as a substitute fuel
for diesel in vehicle engines. Due to the increasing dependency of the country on
the fossil fuel imports, the Government of India has also made concerned efforts in
this regard and launched various ambitious national and state level programmes to
promote the biodiesel production and usage in the past decade or so. The recently
announced ‘National Policy on biofuels’ of India (2009) has marked a blending
target of 20 % for the biodiesel fuel with that of the conventional diesel fuel by the
year 2017. In spite of all these efforts taken by the government in the past decade,
the development of the biofuels production sector has been rather slow in India.
India is still to attain the 5 % biodiesel blending target that was proposed to be
achieved by the year end of the 2010 in the report of National Biofuels Mission in
the year 2003. In this chapter literature we have tried to assess the different reasons
behind the stunted Biodiesel production sector growth and development in India.
The current production potential of biodiesel obtained from major feed-stocks
available in India has been studied. The possible impacts of the present national and
state level policies on the biodiesel production and usage in different parts of the
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country have been assessed. Also, various state as well as national level policy
reforms pertaining to the biodiesel production in the country have been suggested,
so as to improve the production and usage of biodiesel fuel in the near future.

Keywords Biodiesel � Potential � India � Policies � Drawbacks � Recommendations

1 Introduction

The fossil fuels reserves in India as well as in the world are decreasing at an
alarming rate. Consequently, the prices of fossil fuel based energy sources such as
gasoline, diesel, furnace oil etc. are increasing exponentially every year. India is
heavily dependent on the oil imports for satisfying the energy needs of the country.
In the view of rising fossil fuel prices, environmental impacts and climatic changes,
different countries all over the world have launched various biofuels programs in
order to develop alternatives to the conventional use of fossil fuels. The growth of
biofuels production has been enormous in the recent years. The worldwide pro-
duction of bioethanol rose by 95 % and that of biodiesel increased by 295 %
between the years 2000–2005 [1]. Biofuels, as a renewable energy source seems
like a feasible option in addressing these energy concerns of the country. The
production and use of biofuels in the country like India would help us in issues such
as reducing the petroleum imports from other countries, stabilizing the environ-
ment, empowering rural people by creating more job opportunities etc.

During these past few years, there has been a growing interest in the field of
biodiesel amongst different scientists and researchers. The production of biodiesel
from tree borne oilseeds such as Jatropha, Pongamia, Mahua etc. offer an interesting
solution in addressing the current energy crisis situation in India. Apart from
addressing the energy issues of the country, biodiesel production would help us in
creating employment and income for the rural people of the country. It would also
help in stimulating the agricultural growth and development in the country. The
energy security of the country could be increased. It would also help in reducing the
greenhouse gas emissions and air pollution obtained through the burning of con-
ventional diesel fuel. The biodiesel production sector is still in early development
stage in India. The government of India has therefore made concerned efforts in
promoting the production and use of biodiesel in India. In supporting this new
endeavor the government started the work of drafting the National Policy on
Biofuels in the year 2003 under the aegis of the Planning commission of India. The
National Policy on Biofuels was finally approved in the year 2008 after various
debates and modifications in the existing policy draft. The biodiesel production in
India is a very different when compared with the biodiesel production scenario in
other leading countries. The Indian biodiesel sector is different from biofuel
activities in many other countries of the world because biodiesel in India is derived
from non-edible oils obtained from oil-bearing trees which can be grown on less
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fertile land. Jatropha was identified as the primary important crop for the production
of biodiesel in India as it has many advantages over the other oilseeds.

The advantages of using Jatropha are [2]:

1. The oil produced from Jatropha is non-edible, which helps us in eliminating the
issue of food-versus-fuel tradeoffs.

2. It has high oil content (50 %) and low gestation period (2–4 years) as compared
to the other non-edible oilseeds.

3. It can be grown on the areas of low rainfall and low fertility.
4. It requires less input and minimum care for cultivation.

Energy is been cited as a crucial infix for the socio-economic development as per
the National Policy on Biofuels 2008. It also stresses on the abrupt need of
substituting petro based fuels by developing biofuels from the inherent renewable
feedstock. With the dependency on petro products escalating with each second
passing, following objectives were set in two phases by the proposed National
Mission on Biodiesel [3]:

1. Phase-I comprised of an Illustrating Project scheduled to be put in action by the
year 2006–2007

2. Phase-II was scheduled to ascend in an independent manner for production of
adequate biodiesel for the requirement of 20 % blending by the year 2011–2012.

The biodiesel production sector in India has started only a few years ago. Hence,
the biodiesel sector in India is still in its primary state, which is mainly due to a lack
of economic viability for almost all activities related to the sector. Due to the lack of
economic viability for different activities related to the biodiesel production sector
in India, this sector is still in its primary stage in India. This chapter critically
discusses the following issues:

1. The National Biodiesel Policy along with other union policies and programmes.
2. Various state level policies for the promotion of Biodiesel.
3. Drawbacks in the current Biodiesel promotion policies along with the various

reasons associated with it.
4. Various recommendations in policies are suggested to improve the current state

of Biodiesel production sector in India.

2 National Biodiesel Policy Along with Other Union Policies
and Programmes

India is a federal nation in which the major policy implementation and decision
making is vested in the hands of state government under the supervision of national
government. Different policy decisions pertaining to agricultural matter, land pol-
icies and management, forest management and the rule making for local govern-
ment are all state matters. Hence different states governments are mostly
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responsible for taking major decisions pertaining to the production of biodiesel in
India. However, the Union also has important decision making responsibilities such
as different tax incentives, fiscal matters etc. Implementation of compulsory or
demand side policies, such as compulsory blending of diesel with biodiesel and
implementation of various taxes on fossil fuels, tax relaxations on biofuels etc. are
all matters of the Union government. The union government has the key role in
economic and social development for which it makes the use of various centrally-
sponsored Schemes to influence the policymaking in different states. Likewise, one
of the decisive field which needs to be chalked out is the Research and Develop-
ment field, the decisions pertaining to which are mainly addressed by the central
government [1].

In the year 2002, a committee on development of biofuels under the chair-
manship of the Planning Commission was set up by the government of India. The
Biofuel policy was finally approved in year 2008. The national biodiesel policy was
not able to gather the required amount of momentum because of the following
reasons [2]:

1. Considerable amount of uncertainty was created in the four years between
creation and final approval of the Biofuels policy.

2. Farmers and corporate investors had no reliable information as to whether the
government would make blending of biodiesel compulsory or recommendatory,
what all tax benefits would be available and which crops would be selected.

3. Information available about the Jatropha yields was highly vague. The actual
yields of Jatropha plantations were much lower than the actual predicted yields.
Jatropha was chosen as the major feedstock for biodiesel production without
having necessary research information about the soil conditions, climatic con-
ditions inputs and maintenance activities that are required to obtain economi-
cally viable yields from Jatropha. The research findings on the environmental
and social impacts of Jatropha plantations were also inadequate to obtain any
firm analysis. This can be considered as a major shortcoming of the National
Biodiesel Mission’s draft. The lack of information on the economics of Jatropha
cultivation was also one of the major reasons that affected the launch of policy
in a less positive way.

The National Policy on Biofuels firmly states that only biodiesel production
from non-edible oilseeds grown on marginal lands would be promoted. The policy
also focuses on the fact that oil imports from other oilseeds will not be permitted,
rather, oil production from indigenous biodiesel feedstock would be promoted on
native land. The policy also clearly states that Biodiesel plantations on government
or community lands will be encouraged, while plantation on fertile irrigated lands
will be strictly avoided. According to the new policy a number of demand-side
support mechanisms would be established as more of the attention would be placed
on innovation and research in the concerned biodiesel production areas. A number
of supply-side incentives would also be provided for the cultivation of tree based
oilseeds, majority of which would not be a part of National Policy on Biofuels [3].
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2.1 Demand Related Policies

The National Policy on Biofuels has set the target of blending of petrol and diesel
with biofuels to 20 % by the year 2017 [4]. A Minimum Support Price for biodiesel
oil seeds is being announced to provide a fair price to the growers. A Minimum
Purchase Price for the purchase of biodiesel by the Oil Marketing Companies will
also be set by the new policy, and it is fixed by linking it to the prevailing retail
diesel price. Although a fixed target for blending fuels has been set, there are still no
provisions made to make blending compulsory in the country. Mandatory blending
would have been a strong initiation in order to encourage large investments in the
tree based oilseeds crop cultivation and transesterification plants for extracting
biodiesel from the tree based oilseeds. However it remains to be seen whether the
minimum purchase price will be sufficiently high to encourage the production.
Already in October 2005, the Ministry of Petroleum and Natural Gas proclaimed a
biodiesel purchase policy that came into effect in January 2006. According to the
biodiesel purchase policy initiated by Ministry of Petroleum and Natural Gas, oil
marketing companies were to purchase biodiesel at a price of now Rs. 26.5 per litre.
The oil companies were expected to blend fossil fuel based diesel with biodiesel at a
maximum of 5 %. So far, the companies have not been able to produce and procure
any biodiesel, as the economically viable quantities of seeds and biodiesel are not
yet available and the purchase price offered is much too low for the industry [5].

2.2 Research and Development

The establishment of a sub-committee comprising the department of biotechnology
as well as the Ministries of Agriculture, New and Renewable Energy, and Rural
Development to support research on biofuels was stipulated by the new biodiesel
policy. Already in 2004, the National Oilseeds and Vegetable Oils Development
Board (NOVOD) had established a “National Network on Jatropha and Karanja” to
contribute in the development of high yielding varieties. Research seems to be
concentrated on Jatropha instead of Pongamia or other native tree based oilseeds as
the most suitable TBO for biodiesel production. In context with the Current figures,
in order to reach economic viability, Jatropha must yield 2 kg of seeds per plant
without spending money on irrigation and fertilizers, but however, actual yields
under these conditions are well below 1 kg. This focuses on the urgent need for
more research and development on the plant material, agro-climatic and soil con-
ditions, inputs, and maintenance activities necessary to obtain high level of pro-
ductivity of TBOs. Achieving higher productivity is necessary in order to make the
industry viable and to increase rural income. Also, there is a considerable lack of
research on yielding drought-resistant varieties of different oil-bearing tree species
that would give acceptable yields. In this present situation, the assumption that
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Jatropha and other oil-bearing tree species can be grown profitably on unfertile,
barren land does not hold. If drought-resistant tree based oilseeds were available,
they would help farmers in having additional income [6] (Table 1).

2.3 Supply-Side Policies

The New Biofuels Policy haven given the ‘declared goods status’ on biofuels. This
means that the biofuels will attract a uniform central sales tax or VAT rate rather
than the different sales tax rates prevalent in the states, and movement of the
biofuels within and outside any state will not be restricted. The government has
already given them the status of a ‘non-conventional energy resource’, meaning that
biofuels would be fully exempted from excise duty. At the current purchase prices,
this ‘non-conventional energy resource’ status reduces the price of biodiesel by
about 0.06 $/litre. This price does not, however, outweigh the benefits that con-
ventional diesel enjoys by the heavy subsidies provided. In addition, according to
the legal definition the biodiesel is not recognized as a renewable energy source,
which would therefore, not allow the investors to obtain additional tax benefits.

In order to encourage the supply of biodiesel, NOVOD also initiated a back-
ended credit-linked subsidy programme specifically for TBOs [7]. The program
provides subsidies for (a) commercial plantation and nursery raising, (b) establish-
ment of procurement centres and (c) installation of pre-processing and processing
equipments. It can be extended to governmental organizations, NGOs etc. Centrally-
sponsored schemes are the main elements of the concerned biodiesel policies [8].
There are a large number of centrally-sponsored schemes available than can be used
for the growth and promotion of biodiesel plantation. These schemes could be used
for the promotion of biodiesel plantation and thereby start the supply of TBOs on a
large scale. Some of these centrally sponsored schemes are- National Rural
Employment Guarantee Scheme (NREGS), National Afforestation Programme,
Village Energy Security Programme, Watershed Development Programme [2].

Table 1 Roles of various ministries involved in the growth of biodiesel sector in India [1]

Ministry Role

Ministry of new and renewable
energy (MNRE)

Research and technological development, overall policy
making

Ministry of petroleum and
natural gas (MoPNG)

Overall pricing and procurement policy development,
marketing

Ministry of agriculture (MoA) Research and development on the feedstock oilseeds

Ministry of science and tech-
nology (MoS&T)

Biotechnological researches on the feedstock oilseeds

Ministry of environment and
forests (MoEF)

Implementation of tree based oilseeds on forest wastelands,
inspecting the environmental effects of the biofuels
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3 State-Specific Policies

The various state-level policies and incentives supporting Biodiesel production in
India are given below [1].

3.1 Rajasthan

As a programme for wasteland reclamation and generation of livelihood opportu-
nities, the state of Rajasthan encourages biofuels planting missions. The respon-
sibility of promoting biofuels in Rajasthan is entrusted to Biofuel Authority of
Rajasthan (BFA). The main focus of this mission is on the plantations of Jatropha
Curcas on a target area of 21 lakh Hectares of wasteland. Under the Rajasthan Land
Revenue (Allotment of Wasteland for Biofuel Plantation and Biofuel based
Industrial Processing Unit) Rules 2007, private companies and government enter-
prises would be provided wastelands on lease up to a period of 20 years. Still, the
most pressing problem + that the state continues to face today is the lack of proper
processing facilities that can support the emerging processing requirements. Also,
the local farming community feels that any significant influence on the livelihood is
possible only through introduction of decentralized value-addition options.

3.2 Chhattisgarh

The cultivation of biofuel crops like Jatropha and Pongamia in Chhattisgarh is
strongly backed by sufficient land resources and favourable climate. In 2005, the
biofuel programme in Chhattisgarh was launched with the creation of Chhattisgarh
Biofuel Development Authority (CBDA) under the aegis of Chhattisgarh Renewal
Energy Development Authority (CREDA). The forest department and the depart-
ment of rural development are also strongly active in this mission. The Government
of Chhattisgarh has provided provision for private investors for undertaking
jatropha/pongamia plantation and setting up biodiesel processing facilities on
government lands procured on lease. The government has announced a minimum
support price of Rs. 6.50/kg for jatropha seeds and of Rs. 6.00/kg for pongamia
seeds so as to ensure fair prices for farmers [9]. A trans-esterification plant of the
capacity of 1 kl per day for biodiesel-production from jatropha seeds has been
established in Raipur. Rural electrification in a cluster of 50 villages has been
achieved by establishing biodiesel based power generators. The government has
also plans for setting up a state-of-the art laboratory with a capital outlay of about
Rs. 1.5 crores for testing oils, biodiesel, etc.
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3.3 Uttarakhand

At the grass root level biofuel promotion in Uttarakhand, is carried out by the Van
Panchayats, JFM committees and SHGs. Here, jatropha plantation in Van Panc-
hayat lands, undertaken by the FDC along with the participation of SHGs and
JFMs, supplies the seeds to the biofuel processing plant run by the Uttarakhand
Biofuel Limited (UBL). A target of covering an area of 2 lakh hectares with
Jatropha by the year 2012 was set by UBB. A Jatropha gene bank has been
established to preserve the high-yielding varieties. Biofuel-based rural electrifica-
tion of remote villages in the state is carried out by the board in collaboration with
MNRE. The beneficiaries are currently getting a price of Rs. 3.50/kg for Jatropha
seeds under the tripartite agreement. In comparison to other states, this price is
lower because of lack of competition in the state.

3.4 Orissa

The Biofuel Policy developed by the state of Orissa aims to utilize 30 % of the
state’s wastelands (0.6 million hectares) and expects to generate 10 million person-
days of work through biofuel production in the state. The estimated potential is
around a 1,000 kl per annum. According to the policy, Jatropha and Pongamia are
the most suitable oil-bearing species which can be chosen for biofuel production.
Currently the biofuel programme in Orissa is only at the inception stage.

3.5 Karnataka

Non-edible oil bearing crops like Jatropha, Pongamia, Simaruba, Neem and Mahua
has been identified by the government of Karnataka as feed-stocks for biofuel
production in the state. Similar to the biofuel policies of other states, this policy also
aims at private-public partnership models through long-term lease of government
fallow land. In the year 2009 A ‘State Task Force on Biofuel’ was established to
advise the government on policy and programmes related to biofuel from time to
time. To oversee the implementation of State Biofuel Policy it is proposed to set up
an apex agency by the name Karnataka State Biofuel Development Board (KSBDB).

3.6 Andhra Pradesh

A draft biodiesel policy was introduced by the government of Andhra Pradesh in
the year 2005 to facilitate investors and farmers to plant oil bearing trees, mainly
Jatropha, Pongamia and Simaruba. The Policy has proposed a tripartite partnership
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amongst government; farmers and industry wherein the provision of buy-back
arrangements for seeds and credit disbursement for farmers routed through industry
are the major highlights. The entire programme was terribly affected when the
beneficiary farmers diverted the 90 % subsidy meant for Jatropha irrigation to other
crops. Now, the state depends more on Pongamia as a feedstock crop.

3.7 Tamil Nadu

As in the case of Andhra Pradesh, the initial efforts of the government of Tamil Nadu
to distribute Jatropha seedlings free of cost to farmers backfired due to lack of
maintenance. Presently, the government is taking a cautious approach in promoting
biofuel crops. The official Biofuel Policy of Tamil Nadu was released in the year
2007–08 with a target of promoting 100,000 ha of Jatropha plantations over a period
of 5 years. On the financial side, Primary Agricultural Cooperative Banks in the state
are extending subsidized loans to farmers involved in Jatropha cultivation. The
Industrial Policy of Tamil Nadu states that 50 % subsidy is applicable to planting
material for Jatropha and other biofuel crops and extends the subsidy available to the
agro-processing industry to biofuel extraction plants. To incentivize the processing
plants, the government has exempted purchase tax on Jatropha seeds and VAT on
Jatropha oil for a period of 10 years from the date of commercial production. The
state is actively promoting contract farming for Jatropha cultivation.

4 Drawbacks of the Current Biodiesel Policies
and the Recommendations Suggested in Improving Them

The shortcomings in the current national as well as state level Biodiesel policies are
discussed in the subsequent section. Various recommendations and suggestions in
improving these policies for the growth of Biodiesel sector are also suggested [2].

4.1 Dejected Response from the Farmers

A major hurdle in the way of national bio fuel mission is the acquisition of barren
waste land, which can be used for cultivating biofuel feedstock. Majority of
wastelands’ ownership records do not exist, some are owned by the forestry, some
are occupied or owned by marginal farmers and landless labourers and some are
under the occupation of rural rich. These waste lands often classified as common
property resources (CPR) constitute major portion of rural equity. The day to day
necessities of a rural household are met from the resources obtained from these
wastelands. Hence, wastelands should be cultivated with plantations that meet the
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rural needs viz. fodder for cattle, firewood, fuel wood etc. The committee of
national mission is aiming for cultivation of Jatropha Curcas and making it the
primary shrub for oil seeds production. However, Jatropha does not seem to fulfill
the necessities of local people. The leaves of Jatropha cannot be used as fodder.
Also, the yield of wood from Jatropha is very less. Therefore, the local farmers are
reluctant to grow Jatropha. Though waste lands are one of India’s vast untapped
resources, a major part of it is not suitable for cultivation due to overgrazing and
overexploitation. Also the change in soil conditions of these lands question the
viability of bio fuel plantation. Jatropha Curcas, a perennial shrub which produces
oil seeds is capable of withstanding any adverse agro climatic conditions including
floods and drought [10]. But these affect their seed production and oil content. Also
to obtain higher plantation density the plant requires the soil and water conditions.
We are aware of the fact that irrigation plays an important role in increasing yield as
well as alternate quality. Most of the perennial plants are capable of withstanding
arid and dry condition but they do require proper irrigation during the initial years
or else the productivity decreases drastically. Same is the case with Jatropha [11].
Another disadvantage is the lack of small farmers in this field. The uncertainties
pertaining in the cultivation of the biofuel crops, the long maturation period and not
involving local farmers and communities in decision making related to allocation of
CPR are reasons why small farmers do not venture into bio fuel plantations. Also
subsidies provided for the cultivation mainly benefit the large farmers and it is
found to be higher than the cost of cultivation.

4.2 Sorgum and Caster: Potential Alternatives

Biofuel crops like Jatropha and Pongamia are perennial shrubs and need a long
maturation phase. Multipurpose Short duration annual crops are potential alterna-
tives that can yield fodder along with fuel. Through these crops daily needs of small
farmers will also be met. This is when annual crops like castor and sorghum come
to the rescue. These crops can be used to produce ethanol and biodiesel and allows
the farmer to adopt crop rotation. Sorghum can be cultivated in arid and semi-arid
regions and it is resistant to adverse agro-climatic conditions like floods, drought
and saline-alkaline soil. The main advantage of sweet sorghum compared to
Jatropha is the familiar cultivation method. It also produces more bio fuel than
Jatropha. It can also be used as fodder for cattle. Higher rate of photosynthesis in
these plants are the reason for the higher sugar content in the juice of their stem.
This can be processed into sugar, jaggery and ethanol and can be used for pro-
duction of electricity. So far sweet sorghum is one of the most sought out energy
plant in the world. Castor is mainly cultivated for its oil bean. Caster seeds, which
are the source of oil, contain 40–60 % oil. The cake obtained after extracting the oil
can be used as organic manure. One of major advantages of castor crop over other
oil crops is its short maturation period. It can be cultivated in rotation or mixed with
other crops.
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4.3 Research and Development: Need of the Hour

Research and development department should lay more emphasis on developing
Jatropha plants varieties with high yields. It needs expertise of efficient techniques
of cultivation and accordingly trains the farmers in different regions. Currently, well
established and efficient institutions are very few that are responsible for Jatropha
cultivation and therefore, shortage of such institutions was reduced by using NGOs
who lack the required knowledge of Jatropha cultivation and thus are unable to train
the local farmers as per the needs. In remote areas, NGOs are often outsiders and
lack knowledge of local agro-climatic conditions making it difficult for them to
choose the desired variety of Jatropha suitable for those areas. Therefore, appro-
priate institutions are needed that would do tests and experiments along with field
trials for the plant varieties developed at the research centres. Demonstration farms
also need to be established at various agro-climatic regions that provide training to
the farmers. As biodiesel production is aimed for good number of decades, suffi-
cient efforts are required to set up the standards of plant varieties and organization
for transfer of knowledge and technology to the farmers. Also it is important to
realize the need for various set ups like self-help groups, civil society and coop-
eratives. Solutions to complications related to use of biofuel in automobile industry
like poor lubrication, problem in cold starting due to increased viscosity at low
temperatures, increased NOx emissions because of very high temperature in com-
bustion chamber and oxidation of biofuel during storage needs high quality research
[12, 13]. Modifications in injection timings and durations of petro-diesel engines
need to be addressed to improve combustion of biofuels [14]. Exhaust gas recir-
culation results in NOx emissions reduction by around 50 and 15 % reduction in
smoke emissions [15].

4.4 Financial Factors

Biodiesel Association of India demanded an increase in price of Jatropha biodiesel
from Rs. 26.25 to Rs. 36 per litre. But in current scenario, several literatures report
the tentative pricing of Jatropha biodiesel to be 46.45 per litre. This is the case after
omitting the taxes to-be-levied and the money margins for investors/stakeholders.
This makes pricing an important factor in the production of biodiesel. But no
subsidy has been announced by the Government of India on biodiesel as yet. An
elementary push to the Jatropha biodiesel project can be given by lending initial
financial aid by the Government until the economics auto-accepts the biodiesel.
Further, government should incur for the duty losses faced by the state during
campaigning of any biofuel as no support by the government would discourage the
involvement of the states. On the other hand, a significant part of a state’s revenues
is raised from the taxations on petro-based products. Insurance cover schemes
which serves as a confidence builder for investors and small local farmers were
absent in the first phase of National Biodiesel Mission itself. This is one of the
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major reasons for failure of the mission in first phase with no returns on biodiesel
production. Some insurance policies exists that cover cost of replanting and loss of
income. Hence, schemes that insure yield risk must be introduced by the insurance
companies in public and private sector.

4.5 Other Recommendations

Cultivation of Jatropha also ensures large scale rural employment for a large share of
unemployed or under employed Indian population. Also, 62 % of the expenditure on
Jatropha is in the form of direct wages for unskilled labor. Thus any biofuel pro-
motion policy is an opportunity for mass employment and schemes like MNREGA
can also be incorporated with the biofuel promotion policy. Efforts must be taken to
promote biodiesel as a “renewable energy fuel”. It would also give tax relaxations to
the stakeholders, thus, creating and maintaining interests among them. Environ-
mental taxations should be imposed on fossil fuel based automobiles. Such taxations
would turn the heads in favour of renewable sources of energy. Although there is no
such bill passed by the parliament of India which authorizes Environment related
taxations, other ways such as mandating blending of petro-based diesel with bio-
diesel would prove to be solid. Usage of biodiesel in Public and governmental
carriers such as trucks, buses, railways etc. and other large scale petro-fuel con-
suming organizations should be motivated and appreciated. Pricing of food items
must be closely observed as production of Jatropha biodiesel requires wastelands
which itself are home for a variety of plants, crops, trees etc. As the wastelands
would get continued to be used for biodiesel production, food supply may go down,
consequently raising the demand and causing price inflations in food items. Thus the
level of blending should be escalated in a planned and organized way rather than
sudden changes. Exports on Biodiesel should be allowed, if the product is able to get
a big demand and consequent price in the global sectors. It would not only create
new job opportunities in the rural regions but would also bring down the debts
related to India’s energy trade and build up rural financing. Bidding must be done to
buy oilseeds from the village committees and farmers. This Competition will help
farmers sell oilseeds at higher. Care must be taken that the business-market should be
remained unaffected by the oilseed business over the cross-state boundaries.

5 Conclusions and Other Implications

With the increase in the demand of conventional diesel and mandated blending
requirements set by the government, the demand for Biodiesel is going to increase
in the coming years. In this regard, the development of Biofuels sector in a
developing country like India seems to be a highly lucrative option. Subsequently,
the Government of India’s National Policy on Biofuels have made sufficient efforts
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in addressing many precarious issues of food security, rural employment, effective
use of unfertile lands etc. relating to the growth of Biodiesel sector in the country.
However in spite of these efforts, there are several other problems relating to the
Biodiesel production which need to be addressed by the different sectors of the
Indian society. The economic viability of Jatropha plantations, successful com-
mercialization of Biodiesel, technical constraints relating to the growth and
development of the Biodiesel feedstock plantations, lack of usable data pertaining
to the development of Jatropha plantations in India etc. are some of the issues which
need immediate attention. Also, a proper resonance and coordination should be
maintained between the national and different state governments of India for the
effective implementation of the different biofuels policies in the country. In this
way, a more environmentally sustainable option of Biofuels sector can be devel-
oped which would help in addressing the current Energy crisis of the country.
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A Nominal Stress Based Reliability
Analysis Method for Dependent Fatigue
and Shock Processes

Hongxia Chen and Yunxia Chen

Abstract The product which has fatigue induced failure mechanism always suffers
complex fatigue loads accompanied by random shock loads. The existence of
shocks can increase the risk of failure because it can not only cause shock damages
or shock failure, but also impact the fatigue process. This chapter discussed the
dependent relationship between fatigue and shock processes when high cycle
fatigue and low-energy shocks are involved. The uncertainty of external loads and
internal properties are considered. The reliability of fatigue process is developed
with the stochastic fatigue loads and corresponding stochastic fatigue life model
based on the impact of shocks. The reliability of fatigue process is also modelled
with the assumption of HPP and the effect of fatigue damages. Overall competitive
reliability model is proposed with an engineering case of actuator cylinder.

Keywords Nominal stress � Indeterminacy � Dependent � Competitive reliability

1 Introduction

Fatigue is an important failure mechanism which causes damage to many kinds of
products. Fatigue damage is usually caused by working stress which is also called
as fatigue load during normal operation. Meanwhile, the products also suffer shock
loads caused by foreign object or environment inevitably during the process of
manufacturing, transportation, maintenance and operation.

Both the fatigue damage and shock damage have been studied in lots of liter-
atures [1–5]. There are a plenty of fatigue theories based on different definitions of
fatigue damages, such as fatigue crack, fatigue life, residual strength, residual
toughness, 1=N (N denotes fatigue life), and so on. The fatigue theory based on
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1=N is usually used to analyze the damages caused by variable amplitude of fatigue
loads which is called the accumulative fatigue damage theory. As to the constant
amplitude of fatigue loads, the nominal stress method based on the S� N curve is
the most widely used fatigue analysis method.

There are also many researches on shock damages, and the most common the-
ories based on statistical theories are cumulative model and extreme model [6, 7].
But they cannot be used to analyze the shock failure before specifying the per-
formance variable.

Some researchers have studied the relationship between fatigue damage and
shock damage when both fatigue and shock loads are involved. Liu et al. [8]
through the alternate compressive fatigue and impact loading test measured the
change of elastic modulus of LRBC. The coupling effects of fatigue damage and
impact damage were analyzed by defining the damage as cumulative dissipated
energy. The analysis shows that the fatigue damage and impact damage are coupled
each other, and the impact damage greatly influences the fatigue evolution. Zhu and
Xu [9] performed the test to investigate single impact effects with high strain rate on
the low cycle fatigue life of 1Cr18Ni9Ti. The result showed that the effects are
dependent with a coupling action of the welding residual stress and the impacted
plastic-induced mechanism. Many other researchers have studied the residual
strength after shocks. Zhu and Xu [9] discussed the relationship between damage
area, compressive strength and impact energy after impact, and analyzed the major
damage mechanism of damaged composite under fatigue load. The results showed
that the impact damage affected the compressive strength and fatigue performance
greatly. Deniz et al. [10] studies the effects of the tube diameter and the impact
energy level on the impact and compression after impact behaviour. Results indi-
cated that both specimen diameter and impact energy highly affect the impact
response and compression-after impact strength of composite tubes. The above
researches indicate that, fatigue and shock damage have a coupling relationship,
and the effect of shock to fatigue can be reflected in the residual strength. However,
little quantitative analysis has been done on this coupling relationship.

In addition, Chen and Chen [11] developed a coupling model for the fatigue and
shock damage, but it only gave a general model without any application. What’s
more, some random factors such as random fatigue life, random shock stress, and so
on, have not been taken into consideration. This chapter proposed a specific reliable
analysis method based on the nominal stress with random factors.

The organization of this passage is as follows. In Sect. 2 fatigue damage, shock
damage and their relationship are analyzed based on the nominal stress method. The
reliable life model is developed by considering the randomness of fatigue and shock
loads, as well as the fatigue life in Sect. 3. Section 4 provides an application case of
actuator cylinder. And conclusions are given in Sect. 5.
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2 Fatigue and Shock Analysis Based on Deterministic
Method

2.1 Nominal Stress Fatigue Analysis Method

The traditional nominal stress fatigue analysis method is to analyze the nominal
stress of the critical location and use the S� N curve to achieve the fatigue life from
nominal stress. This method is effective only when the fatigue load belongs to high
cycle fatigue (HCF). However, when the S� N curve is not available, the devel-
oped nominal stress method is applied in fatigue analysis. The process of the
developed nominal stress method which is applied in variable amplitude fatigue
problem is as follows with the assumption that the fatigue load spectrum is con-
sisted of m different stress levels.

(1) Analyze the nominal stress spectrum of the critical location of the component,
and get the maximum stress rmax and minimum stress rmin.

(2) The Goodman equation is used to modify the average nominal stress to get the
equivalent stress rs.

rs ¼ ra
1� rm

rb

ð1Þ

where ra ¼ rmax�rmin

2 is the amplitude of stress and rm ¼ rmaxþ rmin

2 is the average
stress. rb is the ultimate of strength.

(3) Determine the fatigue limit r�1A and its corresponding fatigue life N0. The
Basquin equation is utilized to calculate the fatigue life which is corresponding
to the nominal stress of each stress level in the form of Eq. (2).

Ni ¼ ð ris
r�1A

ÞbN0 ð2Þ

where ris is the equivalent stress of the ith stress level, b is the fatigue
performance related constant, and Ni is the fatigue life of the ith level.

(4) Calculate the accumulative damage by accumulative damage theory. The most
common accumulative damage theory is the Miner–Palmgren law:

D ¼
Xm
i¼1

ni
Ni

ð3Þ

where ni is the cycles of fatigue loads in the ith level.
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2.2 Shock Analysis

As mentioned in introduction, the shock models cannot be used before giving the
specific meaning to the shock variable. In the stress-strength theory, the extreme
model is used and the condition of shock failure is

rbðtÞ� rsðtÞ ð4Þ

where rb is the ultimate strength, and rs is the stress. The shock variable is the
amplitude of stress.

2.3 Coupling Relationship

Present researches [2–9] show that, the shock load will decrease the residual
strength and residual fatigue life. Tests of material shows that when the times of
shock is less than 500–1,000, the damage law is similar with single shock, but when
larger than 100,000, the damage law is same as fatigue damage. Chen assumes that
before the 1,000th shock, the ultimate strength of material of product will decrease
by the effect of each shock, however, after the 1,000th shock, the ultimate strength
will stop depredating because the property of shock is similar as fatigue, and the
damage caused by shock will accumulates together with fatigue damage. By using
the static strength degradation model, the relationship of shock stress and rb after
ith shocks can be written as

r�b ¼ rbðSSÞ ¼ rbð0Þ �
Xminði;1;000Þ

j¼1

qSSpj ð5Þ

where p and q are material related constant. When i tends to the corresponding life
of the shock stress, r�b is much less than rbð0Þ, that is the left side of Eq. (5) can be
ignored, and hence Eq. (5) can be regarded as a S − N curve. The constant p and
q can be derived by S − N curve with shocking test.

3 Reliability Model Based on Indeterminacy Analysis

3.1 Random Fatigue Loads Analysis

The external loads measured in real systems are often quite irregular [12]. This
means fatigue loads are varying with time which can be considered a random
variable. In order to determine the fatigue damage caused by an irregular load,
counting methods are generally adopted. Among the counting methods, the
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rainflow count is widely regarded as the best counting procedure. Hereafter, another
counting method is introduced for its simplicity.

As the random load in Fig. 1, the time varying load xðtÞ can be assumed to only
depend on the sequence of extremes (maxima and minima), hence xðtÞ is given by
the sequence xðtÞ ¼ m0;M0;m1;M1;m2;M2; . . .f g. The sequence maybe very long,
and the calculation of fatigue damage is complex. An approximate way is to
determine a sequence with a fixed level (often 64 or 128, …), and the criterion
sequence is

mc
0;M

c
0;m

c
1;M

c
1; . . .;m

c
n;M

c
n

� � ð6Þ

We can project the real load sequence to the nearest level, and count the cycles
in each level. Then the load spectrum is formed and the random load is changed
into multi-amplitude load.

3.2 Random Shock Process

When the arrival of shock load is in random, the Homogeneous Poisson Process
(HPP) is used to describe the shock process. Assume the arrival time follows the
HPP with parameter k, and the shock stress SSi is a random variable follows the
same lognormal distribution LNðls; r2s Þ, independently. With the theory in Sect. 2,
the ultimate strength rb after shock at time t is

r�bðtÞ ¼
X1
i¼0

P nðtÞ ¼ if g rbð0Þ �
Xminði;1;000Þ

j¼0

qSSpj

 !

¼
X1
i¼0

ekt
ktð Þi
i!

rbð0Þ �minði; 1;000ÞqSSpð Þ
ð7Þ

Lo
ad

time

Fig. 1 Random load
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where nðtÞ denotes the arrival times of shock process at time t, SS denotes the
average shock stress, and SS ¼ expðlsÞ.

When nðtÞ ¼ i and i� 1;000, the equivalent fatigue stress at time t is

rsðtÞ ¼ raðtÞ
1� rmðtÞ

r�bðtÞ
¼ raðtÞ

1� rmðtÞ
rbð0Þ�minði;1;000ÞqSSp

ð8Þ

The fatigue life between the interval t; t þ 1½ � is

NðtÞ ¼ rsðtÞ
r�1A

� �b

N0 ¼ raðtÞ=r�1A

1� rmðtÞ
rbð0Þ�minði;1;000ÞqSSp

0
@

1
A

b

N0 ð9Þ

The fatigue damage caused in this interval is

DDðtÞ ¼ 1
NðtÞ ð10Þ

The accumulative fatigue damage caused by

Df ðtÞ ¼
Xt
s¼0

1
NðsÞ ¼

Xt
s¼0

X1
i¼0

ekt
ksð Þi
i!

1
N0

1� rmðsÞ
rbð0Þ�minði;1;000ÞqSSp

� �b

raðsÞ=r�1Að Þb ð11Þ

When nðtÞ ¼ i[ 1;000, the ultimate strength does not degrade with the shock
loads, and it keeps at r�bðtÞ ¼ rbð0Þ �

P1;000
j¼1 qSSjðsÞp ¼ rbð0Þ � 1;000qSSp. The

equivalent stress of shock load is

rss ¼ SS=2

1� SS=2
rbð0Þ�1;000qSSp

ð12Þ

The life corresponding to the equivalent stress is

Ns ¼ rss
r�1A

� �b

N0 ¼ SS=r�1A

2� SS
rbð0Þ�1;000qSSp

 !b

N0 ð13Þ

The accumulative fatigue damage caused by shock loads before time t is:

DshðtÞ ¼
Xt
s¼0

1
NsðsÞ ¼

Xt
s¼0

X1
i¼1;001

ekt
ksð Þi
i!

1
N0

2� SS
rbð0Þ�1;000qSSp

� �b

SS=r�1Að Þb ð14Þ
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Considered the above two kinds of fatigue damage, the total damage at time t can
be achieved from Eq. (15):

DðtÞ ¼ Df ðtÞ þ DshðtÞ ð15Þ

Substitute Eqs. (11) and (14) into Eq. (15), we can get overall fatigue damage.
The reliability life can be written as

RðtÞ ¼ Rf ðtÞRhðtÞ ð16Þ

where Rf ðtÞ ¼ P DðtÞ�Df
� �

is the probability of no fatigue failure. For the fatigue
induced failure, the threshold of failure Df is usually a probabilistic variable rather
than a fixed value because of the dispersion from material or external factors. The
specific distribution is decided by material properties and environment, and it can
usually be given through engineering experience. Usually, Df �Nðlf ; r2f Þ, then

Rf ðtÞ ¼ P DðtÞ�Df
� �

¼ 1� U
DðtÞ � lf

rf

� � ð17Þ

In Eq. (16), RhðtÞ denotes the probability of no shock failure. According to the
condition of shock failure determined by Eq. (4), RhðtÞ can be derived from the
following equations.

The reliability at time t þ Dt is

Rhðt þ DtÞ ¼ P r�bðsÞ� rðsÞ þ SSðsÞ; 8s 2 ½0; t�� �
P r�bðsÞ� rðsÞ þ SSðsÞ; 8s 2 ½t; t þ Dt�� �

¼ RhðtÞ 1� kDtP r�bðs0Þ� rðs0Þ þ SS; 9s0 2 ½t; t þ Dt�� �þ oðDtÞ� 	

� RhðtÞð1� kÞDtP r�bðs0Þ� rðs0Þ; 9s0 2 ½t; t þ Dt�� �

ð18Þ

As the probability of P r�bðs0Þ� rðs0Þ; 9s0 2 ½t; t þ Dt�� � ¼ 0, when Dt ! 0,
we have s0 ! t. Hence,

dRhðtÞ
dt

¼ �RhðtÞkP r�bðsÞ� rðsÞ þ SSðsÞ� � ð19Þ
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The integral of Eq. (19) is

RhðtÞ ¼ exp ð�k
Z t

0

Pfr�bðsÞ� rðsÞ þ SSgdsÞ

¼ exp �k
Z t

0

P
X1
i¼0

eks
ksð Þi
i!

rbð0Þ �minði; 1;000ÞqSSpð Þ� rðsÞ þ SSðsÞ
( )

ds

0
@

1
A

ð20Þ

As each of the shock stress SSi follows the same lognormal distribution
LNðls; r2s Þ, independently, then

P
X1
i¼0

eks
ksð Þi
i!

rbð0Þ �minði; 1;000ÞqSSpð Þ� rðsÞ þ SSðsÞ
( )

¼ P rbð0Þ �
X1
i¼0

eks
ksð Þi
i!

minði; 1;000ÞqSSpð Þ � rðsÞ� SSðsÞ
( ) ð21Þ

Hence

P
X1
i¼0

eks
ksð Þi
i!

rbð0Þ �
Xminði;1;000Þ

j¼1

qSSpj

 !
� rðsÞ þ SS

( )

¼ 1� LnU rbð0Þ �
X1
i¼0

eks
ksð Þi
i!

minði; 1;000ÞqSSpð Þ � rðsÞ; ls; r2s
 ! ð22Þ

3.3 Random Fatigue Life

On the other hand, if the fatigue life N0 corresponding to the fatigue limit is
considered to follow the lognormal distribution, that is N0 � LNðln0; r2n0Þ, and then
1
N0

� LNð�ln0; r
2
n0Þ.

DðtÞ ¼
Xt
s¼0

X1
i¼0

ekt
ksð Þi
i!

1
N0

1� rmðsÞ
rbð0Þ�minði;1;000ÞqSSp

� �b

raðsÞ=r�1Að Þb þ
Xt
s¼0

X1
i¼1;001

ekt
ksð Þi
i!

1
N0

2� SSi
rbð0Þ�1;000qSSp

� �b

SSi=r�1Að Þb

¼ 1
N0

Xt
s¼0

X1
i¼0

ekt
ksð Þi
i!

1� rmðsÞ
rbð0Þ�minði;1;000ÞqSSp

� �b

raðsÞ=r�1Að Þb þ
Xt
s¼0

X1
i¼1;001

ekt
ksð Þi
i!

2� SSi
rbð0Þ�1;000qSSp

� �b

SSi=r�1Að Þb

8><
>:

9>=
>;

ð23Þ
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Let

yðtÞ ¼
Xt
s¼0

X1
i¼0

ekt
ksð Þi
i!

1� rmðsÞ
rbð0Þ�minði;1;000ÞqSSp

� �b

raðsÞ=r�1Að Þb þ
Xt
s¼0

X1
i¼1;001

ekt
ksð Þi
i!

2� SSi
rbð0Þ�1;000qSSp

� �b

SSi=r�1Að Þb

denotes the fatigue coefficient, and we can have DðtÞ� LNð�yðtÞln0; y2ðtÞr2n0Þ.
Then

Rf ðtÞ ¼ P DðtÞ�Df
� �

¼ LnU
Df þ yðtÞln0

yðtÞrn0

� � ð24Þ

Through the analysis of Sect. 3.1, the random fatigue loads can be changed into
an approximate load spectrum with r stress levels and each has ni cycles. The stress
amplitude raðtÞ and average stress rmðtÞ is determined by the load spectrum. The
load level lðtÞ at time t can be obtained from Eq. (25).

lðtÞ ¼ min l

s:t:

t � ½t=
Xr
i¼1

ni�
Xr
i¼1

ni �
Xl
i¼1

ni � 0

ð25Þ

The symbol ½�� means the largest integer in Eq. (25). When t � ½t=L�L ¼ 0, we
have lðtÞ ¼ r. For any time t, we have raðtÞ ¼ raðlðtÞÞ and rmðtÞ ¼ rmðlðtÞÞ.

4 Case Study

The dominating failure mechanism of an actuator cylinder is the fatigue induced
failure. Meanwhile, the actuator cylinder also suffers random shocks. In order to
evaluate the fatigue life of the actuator cylinder, the load history is analyzed and the
cyclic unit of fatigue load spectrum is listed in Table 1. The original ultimate
strength rbð0Þ ¼ 1;310 MPa. Besides, the shock process follows a HPP with k ¼
0:01 time/cycle, and the shock stress SSi � LNðls ¼ 6:215; r2s ¼ 0:03352Þ. The
fatigue load belongs to HCF, and the shock load is in low-energy. Therefore,
the method proposed in this chapter can be applied to estimate the reliable life of the
actuator cylinder.

The average shock stress SS ¼ els ¼ 500 MPa. The material related constants in
Eq. (7) are p ¼ 0:28; q ¼ 0:048. The parameters in Eq. (8) are b ¼ �3:92,
r�1A ¼ 343 MPa. If the fatigue life corresponding to the fatigue limit is a fixed
value, we also have N0 ¼ 107.
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Df ðtÞ ¼
Xt
s¼0

X1
i¼0

eks
ksð Þi
i!

1
N0

1� rmðsÞ
rbð0Þ�minði;1;000ÞqSSp

� �b

raðsÞ=r�1Að Þb

¼
Xt
s¼0

X1
i¼0

e�ks ksð Þi
i!

1
107

1� rmðlðsÞÞ
1;310�0:48	5000:036minði;1;000Þ

� ��3:92

raðlðsÞÞ=343ð Þ�3:92

and

DshðtÞ ¼
Xt
s¼0

X1
i¼1;001

eks
ksð Þi
i!

1
N0

2� SS
rbð0Þ�1;000qSSp

� �b

SS=r�1Að Þb

¼
Xt
s¼0

X1
i¼1;001

eks
ksð Þi
i!

1
107

2� 500
1;310� 1;000	0:48	 5000:036

� ��3:92

500=343ð Þ�3:92

Equation (16) is used to obtain the probability of no fatigue failure when the
shock is random, and the reliability curve is shown in Fig. 2 which is plotted by red

Table 1 Load spectrum of actuator cylinder

Level stage l Cyclic number ni rmax (MPa) rmin (MPa) raðlÞ ¼ rmðlÞ (MPa)

1 4,000 289 0 144.5

2 8,000 423 0 211.5

3 18,000 534 0 267

4 91,000 423 0 211.5

5 217,000 319 0 159.5

6 1,444,000 301 0 150.5

Fig. 2 Reliability curve of no
fatigue failure considering
random shock and fixed shock
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asterisk. In addition, the probability of no fatigue failure when the shock arrives
fixed is also shown in Fig. 2. We can find that the product fails at 15 units for the
largest probability when the shock is random, while the product fails at 26 units for
the largest probability when the shock is fixed.

As to probability of no shock failure, SS� LN 6:215; 0:03352ð Þ, then we have

RhðtÞ ¼ exp �kt þ kLnU rbð0Þ �
X1
i¼0

eks
ksð Þi
i!

minði; 1;000ÞqSSpð Þ � rðsÞ; ls; r2s
 !

ds

( )


 1	 exp �kt þ k
Z t

120;000

LnU rbð0Þ � 1;000qSSp � rðsÞ; ls; r2s

 �

ds

8><
>:

9>=
>;

¼ exp �kt þ k
Z t

120;000

LnU 1;036:5� rðsÞ; 6:215; 0:03352
 �
ds

8><
>:

9>=
>;

The probability of no shock failure is plotted in Fig. 3. As we can see, the
product fails at 10th units for the largest probability. Combined with the fatigue
failure, the product fails at the 10th units for the largest probability.

5 Conclusions

This chapter proposes an approach to estimate the reliability life for the product
suffers fatigue induced failure based on both fatigue load and random shocks. Based
on the assumption of HCF and low-energy shocks, the nominal stress method was
used to analyze the fatigue damage and shock damage. The coupling relationship
between them is reflected on the degradation of ultimate strength of material

Fig. 3 The probability of no
shock failure
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directly, and therefore the damage caused by fatigue load after each shock increases
within the 1,000th shock. Reliable life models are developed when the random
factors are considered, which include random fatigue loads, random shock process
and the dispersion of fatigue life. Finally, an engineering case utilizes the proposed
approach to estimate reliability life of actuator cylinder which shows the applicable
of this approach. The result shows that the risk of estimation is much higher when
the random factors are not considered. It provides a more precise way to predict the
life of mechanical and electrical product as a basis of reliability related test design,
making a more reasonable maintenance schedule.
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Study of Li-Ion Cells Accelerated Test
Based on Degradation Path

YunLong Huang and XiaoGang Li

Abstract According to the characteristics of long life, high reliability of Li-ion
cells, a constant stress accelerated degradation test method is put forward to
assessing reliability and predict lifetime of Li-ion cells. First, FMEA analysis is
carried out on Li-ion cells, and the most common failure mode is capacity reduction
which the temperature is the most important accelerated stress. Second, the
accelerated degradation model and the parameters degradation path model of Li-ion
cells are determined, and the accelerated degradation test of Li-ion cells is designed
through the analysis of sensitive stresses. With the method of Bartlett statistics, the
degradation mechanism consistency boundary is determined on the base of
parameter degeneration path in order to obtain the accelerated stress level. The
reliability of Li-ion cells is assessed based on pseudo lifetime.

Keywords Li-ion cells � FMEA � Capacity reduction � Accelerated degradation
test � Bartlett statistic

1 Introduction

Li-ion cells are independent power supplies of good performance and long life.
Since the superiority of Li-ion cells, its breadth of application becomes wider and
wider, including the automobile traffic, the satellite spacecraft, the backup power
supply and the energy reserves. Li-ion cells play an increasingly important role.
Therefore, the requirements of its performance, lifetime and reliability are also
increasing.
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The products of Li-ion cells not only have long-life and high reliability features,
but also update quickly. To obtain the credible lifetime and reliability targets of Li-
ion cells, in the case of saving time and cost, the appropriate testing techniques and
life assessment methods must be used. If the accelerated life testing is used for
assessing the reliability of products, a sufficient number of failure data must be
required. Obviously, this is inappropriate for the products of long life and high
reliability. Accelerated degradation testing is a method of accelerating the degra-
dation performance of products by increasing the levels of stress and collecting data
of performance degradation in the condition of the same degradation mechanism.
The degradation data are used to assess the reliability of products and extrapolate the
lifetime of highly reliable products under normal use conditions statistically. Con-
sidering the implementation of constant stress accelerated degradation testing is
simple and processing data easily, constant stress accelerated degradation testing for
Li-ion cells are studied in this chapter. First, FMEA analysis is carried out on Li-ion
cells. Using accelerated degradation testing, the degradation mechanism consistency
boundary is determined with the method of Bartlett statistics. By the integration of
the accelerated model and the degradation model of performance parameters, the
reliability and lifetime of Li-ion cells are assessed based on pseudo lifetime.

2 Weak Link Analysis and Sensitive Stresses Analysis
of Li-Ion Cells

2.1 FMEA of Li-Ion Cells

After reading a lot of research articles about the failure mechanism of Li-ion cells
[1–4], the common failure modes of Li-ion cells include capacity reduction, liquid
leakage, gas leakage and thermal runaway etc. FMEA analysis is carried out on Li-
ion cells according to its failure mechanism and failure modes. The causes of
degradation are summarized in the order of “failure cause—effects—performance
degradation—sensitive stresses” in Table 1.

The analysis shows that failure mechanisms of Li-ion cells are complicated, but
the most common failure mode of Li-ion cells is capacity reduction. Li-ion cells can
identify capacity reduction failure when the capacity of Li-ion cells decays to below
70 % of the initial capacity [5]. In the design of accelerated degradation test, the
capacity of Li-ion cells can be used as performance degradation parameter.

2.2 Sensitive Stresses of Li-Ion Cells

Capacity reduction is caused by various failure mechanisms for Li-ion cells.
Temperature and charging current are two main stresses of accelerating the capacity
reduction of Li-ion cells. Since the charging system of Li-ion cells is fixed, the case
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of charging current is generally constant. Thus, the only stress used in the testing is
temperature. Figure 1 shows the influence of different temperatures on cycle life,
and the capacity of Li-ion cells reduces faster in the higher temperature.

3 Li-Ion Cells Failure Models Based on Accelerated
Degradation

3.1 Accelerated Degradation Models

According to accelerated degradation models, the relationship between temperature
and lifetime of Li-ion cells is established. Furthermore, the lifetime of Li-ion cells

Table 1 Failure mode and effect analysis of Li-ion cells

Failure causes Effects Degradation
performance

Sensitive
stresses

Electrolyte decomposition
(slow boundary effect)

Lithium loss, resistance
increases

Energy
capacity

High
temperature
high SOC

Solvent gas precipitation,
molecules cracking

Lithium loss, active sub-
stance loss

Capacity Overcharge

The reduction of contact
areas as a result of the
growing passivation layer

Resistance increases Energy High
temperature
high SOC
overcharge

Porosity changes Resistance increases Energy High-fre-
quency cycles
high SOC

The active substance loss
caused by voltage’s
changes

Active substance loss Capacity High-fre-
quency cycles
high DOD
overcharge

Adhesive decomposition Lithium loss, decreased
stability

Capacity High
temperature
high SOC

Collector corrosion Resistance increases,
disproportionation

Energy Over-
discharge
low SOC

Lithium precipitation Li-ion loss Capacity High-fre-
quency cycles
hypothermia

Volume change of lattice
with deintercalation

Electrode phase transition Energy
Capacity

High
temperature
high SOC

Note SOC state of charge, 0–100 %, the percentage of actual storage capacity; DOD depth of
discharge, 0–100 %, the percentage of electricity discharge
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under normal use conditions can be extrapolated. Before accelerated degradation
models are determined, the assumption is put forward: Under different accelerated
stress levels Si, pseudo lifetime distribution of Li-ion cells obeys Weibull distri-
bution Wðmi; giÞ; i ¼ 0; 1; . . .; k:

In accelerated degradation testing, temperature is used as the accelerated stress.
Therefore, the Arrhenius model is chosen. Because it is assumed pseudo lifetime
distribution of Li-ion cells is Weibull distribution, characteristic life g is used as the
indicator. For convenience, logarithmic transform of the Arrhenius model is made:

ln g ¼ aþ b=T ð1Þ

In this equation, g represents the characteristic life of Li-ion cells. It is a ¼ ln A,
and A is constant. With b ¼ E=K, E is activation energy and K is Boltzman’s
constant. T is thermodynamic temperature stress.

3.2 Accelerated Degradation Path Model

For Li-ion cells, the lifetime is charge–discharge cycles when the capacity of Li-ion
cells decays to below 70 % of the initial capacity. In the constant stress accelerated
degradation test, there are ni samples in every stress Si. The performance degra-
dation data of different testing samples, (tj, yik(tj)), are measured in test periods
t1; t2; . . .; tmi (i = 1, 2, …, d; j = 1, 2,…, mi; k = 1, 2,…, ni). The curve that capacity
data for each sample is changed with the charging and discharging cycles is drawn
under different stress levels Si. The degradation curve of Li-ion cells capacity data is
fitted with the appropriate degradation paths. When capacity reduction data of Li-
ion cells are measured, it generally requires that capacity data are recorded in each
cycle. However, if the number of cycles is very large, capacity data can be mea-
sured once each certain number of cycles.

Fig. 1 Influence of
temperature on cycle life
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The performance degradation of Li-ion cells is observed according to the
cumulative damage principle, and the capacity reduction data of Li-ion cells will
monotonically decrease with time variation. The capacity data of the kth sample
under the Sith stress level should meet: yi1k � yi2k � � � � � yijk � � � � � yimik.
Therefore, the degradation path model of Li-ion cells is built:

yijk ¼ gðtj; biÞ þ eijk ð2Þ

where yijk is the capacity measurement of the kth sample with ti charge–discharge
cycles under the Sith stress level, βi is the parameter vector related with accelerated
stress, and εijk is the measurement error that obeys the normal distributions with
zero mean.

The parameters of the degradation path model can be estimated by the least
squares method. So the degradation path of each Li-ion cell can be obtained under
each stress level. Then the pseudo lifetime of each Li-ion cell is determined
according to the failure threshold value.

4 Accelerated Degradation Testing Design of Li-Ion Cells

4.1 Consistency Test of Failure Mechanisms

Before accelerated degradation testing, the accelerated stress levels must be
determined accurately. Accelerated degradation test of Li-ion cells is conducted on
the premise that the degradation mechanisms remain consistent under high stress
levels. It means that improving the stress level only increases degradation rate
without changing the degradation mechanisms [6, 7]. If the stress level isn’t high
enough, it would not achieve the effect of accelerated degradation. So determining
accelerated stress level is very important. To improve the accuracy of Li-ion cells
accelerated degradation test and determine the degradation mechanism consistency
boundary, the method of Bartlett statistics is presented.

Under each temperature stress level Si, the pseudo lifetime tikði ¼
1; 2; . . .; d; k ¼ 1; 2; . . .; niÞ of each Li-ion cell obeys Weibull distribution. Take the
logarithm of tik, namely

xik ¼ ln tikði ¼ 1; 2; . . .; d; k ¼ 1; 2; . . .; niÞ: ð3Þ

xik obeys extreme value distribution Gðli; riÞ, where it is li ¼ ln gi; ri ¼ 1=mi. xik
is ordered from small to large, and r̂ is obtained according to best linear unbiased
estimate (BLUE). The variance of r̂ is

Varðr̂iÞ ¼ lninir
2; i ¼ 1; 2; . . .; d ð4Þ
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In the Eq. (4), lnini is variance coefficient of r̂i and it can be acquired through
Hand-book of table for reliability testing [8]. 2l�1

nini r̂i=ri approximately obeys v2

distribution with degree of freedom 2l�1
nini .

Determine degradation mechanism consistency boundary, namely demonstrate
the shape parameter consistency under different temperature stress levels
S1; S2; . . .; Si [9]:

H0 : m1 ¼ m2 ¼ � � � ¼ md

Because it is σi = 1/mi, it is equivalent to demonstrate that the various σi are
equal:

H0
0 : r1 ¼ r2 ¼ � � � ¼ rd

According to Bartlett statistics [10], it shows:

B2 ¼ 2
Xd

i¼1

l�1
nlni

 !
ln

Xd

i¼1

l�1
nini

r̂i

 !
� ln

Xd

i¼1

l�1
nini

 !$ %
� 2

Xd

i¼1

l�1
nini

ln r̂i ð5Þ

C ¼ 1þ 1
6 d� 1ð Þ

Xd

i¼1

lnini �
Xd

i¼1

l�1
nini

 !�1
6664

7775 ð6Þ

If H0
′ is available, B2/C approximately obeys v2 distribution with degree of

freedom d − 1 with the specified significance level a: When it is
B2=C[ v2a d� 1ð Þ; H0

0 is refused. When boundary stress is determined with
Bartlett statistics, it should be demonstrated one by one, namely demonstrating
whether the first two stresses r1 and r2 are equal. If it is r1 ¼ r2, demonstrate the
third stress r3, testing r1 ¼ r2 ¼ r3: This continues until rd is tested under
boundary stress condition, thereby degradation mechanism consistency boundary is
determined.

4.2 Accelerated Degradation Testing Design

The operating temperature range of Li-ion cells is 0–40 °C [11]. The higher the
temperature is, the faster the capacity of Li-ion cells reduces. Therefore, the tem-
perature stress level of failure mechanism consistency must be determined before
accelerated degradation testing. According to Bartlett statistics, significance level is
set as 0.05, using the Eqs. (5) and (6), the boundary temperature stress of Li-ion
cells is determined. Three different temperature stresses are chosen as accelerated
stresses, namely 45, 60, 75 °C. After calculating, the failure mechanism of Li-ion
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cells isn’t changed under these 3 different temperature stress levels. The reference
[12] shows that Li-ion cells will not explode, leak and appear other unexpected
failures as long as the temperature does not exceed 90 °C.

Five Li-ion cells of the same initial capacity, model and batch are chosen under
each temperature stress level. A standard method for charging and discharging is
used. The charging current (power factor) is 1 C, the charging termination voltage is
4.2 V, and the discharging termination voltage is 3 V. It cycles 200 times like this,
and capacity data for each sample are recorded once each ten cycles. Capacity data
for each sample are yikðtjÞ; i ¼ 1; 2; 3; k ¼ 1; . . .; 5; tj ¼ 1; . . .; 20: According to
degradation data, the degradation path fitting for every product is conducted under
each stress level. Combined with the failure criterion of Li-ion cells capacity
reduction, the pseudo lifetime of every sample is tik under every stress level. The
pseudo lifetime tik is the charging–discharging cycle number that the capacity of Li-
ion cells reduces to a predetermined threshold.

5 Reliability Assessment of Li-Ion Cells Based
on Degradation Data

Reliability assessment of Li-ion cells based on degradation data is to estimate the
reliability indicators in the normal stress level through the life characteristics of
products in the high stress levels, combined with the accelerated degradation
equations. Firstly according to the failure threshold, the pseudo lifetime of every Li-
ion cell tik is obtained in each stress level Si: According to the order from small to
large, the pseudo lifetimes are arranged as ti1 � ti2 � � � � � tij � � � � � tin, taking
their logarithm as xi1 � xi2 � � � � � xij � � � � � xin: Secondly using BLUE meth-
odology, parameter estimation l̂i of extreme value distribution li is calculated.
Finally, li ¼ ln gi, so there is li ¼ ln gi: The accelerated equation in each stress
level is obtained:

ln gi ¼ aþ b=Ti ð7Þ

According to d different stress levels, characteristic lifetimes of d different Li-ion
cells under corresponding temperature stress levels are achieved, namely
ðTi; ĝiÞ; i ¼ 1; 2; . . .; d: â; b̂ are obtained according to the least squares estimation.
So the life distribution parameter of Li-ion cells in normal stress level is acquired:

ĝ0 ¼ expðâþ b̂=T0Þ ð8Þ

Because degradation mechanism maintains consistent in accelerated degradation
test of Li-ion cells, shape parameter m0 maintains constant in normal stress level T0
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and accelerated stress levels Tiði ¼ 1; 2; . . .; dÞ: Therefore, the reliability of Li-ion
cells in the normal operating temperature is obtained with specified Charging and
discharging cycles:

R̂ðtÞ ¼exp½�ð t
ĝ0

)m0 � ð9Þ

6 Conclusion

According to FMEA analysis, the most common failure mode of Li-ion cells is
capacity reduction. Temperature and charging current are two main stresses of
accelerating capacity reduction. In the accelerated degradation testing of Li-ion
cells, the degradation mechanism consistency boundary is determined with the
method of Bartlett statistics. This method can effectively determine the boundary
stress of Li-ion cells degradation testing and improve the accuracy and reliability of
the test. Finally, the reliability of Li-ion cells is assessed based on pseudo lifetime.
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Applicability Study on Fault Diagnostic
Methods for Analog Electronic Systems

Rongbin Guo, Shunong Zhang, Peng Gao and Jiaming Liu

Abstract In this article, a comprehensive investigation to the current fault diag-
nostic methods for analog circuits is conducted. The ideas of these methods are
described. Some key capabilities of these methods for analog circuits are taken into
account, which include the capabilities of detection, location and identification, the
capabilities of detecting single fault or multiple faults and soft faults or hard faults,
the capabilities of diagnosing linear circuits or nonlinear circuits, etc. Then, what
kinds of methods are applied to the built-in test (BIT) for electronic systems is
investigated. At last, summary and future work on the research are presented.

1 Introduction

Prognostics and Health Management (PHM) is the key technology to achieve
Condition Based Maintenance (CBM) and Automatic logistic (AL), where PHM
applied to Electronic Systems is one of the most important application areas, while
fault diagnosis is a prerequisite for fault prognosis. Electronic systems are generally
composed of digital and analog circuits. Since the 1960s, a series of exploration on
the topics of fault diagnosis are conducted. So far, some satisfactory results have been
made in the digital circuit fault diagnosis; however, the development of fault diag-
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nosis on analog circuits has been slow. The main reason is that the fault diagnosis on
analog circuit encountered some difficulties that the fault diagnosis on digital circuit
does not have, which mainly come from the analog component tolerances and
nonlinear properties. According to the literature [1], although 80 % of the part of
electronic system is composed of digital circuits, more than 80 % of the faults come
from the analog circuits. Therefore, the fault diagnosis on analog circuit has been a
“bottleneck” problem on the development of electronic industry for a long time.

The fault diagnostic techniques on analog circuits has been reviewed by some
literatures, such as Duhames [2–4], etc. This chapter just focuses on the applica-
bility of the methods of fault diagnosis for analog electronic systems.

2 Classification of the Fault Diagnostic Methods for Analog
Circuits

Based on the circuit simulation is before or after test, the fault diagnostic methods
for analog circuits can be divided into: simulation before test and simulation after
test, as shown in Fig. 1.

The diagnostic methods of simulation before test mainly include the fault dictio-
narymethod and probabilitymethod, and themost basic and typicalmethod is the fault
dictionary method. The diagnostic methods of simulation after test mainly include
parameter identification method, network decomposition method, fault verification
method and artificial intelligence method which developed rapidly in recent years.

In order to be able to monitor real-time electronic system health condition, the
software with online diagnosis and prognosis is needed. Furthermore, we need to
know which method can be used for fault detection, which method can be used for
fault location, and which method can be used for fault identification. Also, we need
to know under which conditions the fault diagnostic methods can quickly and
accurately diagnose faults, namely the selection of best method.

To conduct PHM, method selection needs to be finished at the design stage of
products, therefore, the applicability of the methods for fault diagnosis mentioned
above, which mainly include the following aspects, need to be clearly indicated.

1. Whether the method can finish the three processes of fault diagnosis, namely the
detection, isolation and identification. Some methods can isolate the fault to the
system level, some can isolate to the subsystems or module levels, and some can
isolate to single component. There are also some methods which can identify the
degrees of faults.

2. Whether the method can be applicable to linear circuits or nonlinear circuits. A
linear circuit is the circuit composed entirely of linear elements, such as the
circuit composed entirely of resistance, power source and other linear elements.
A nonlinear circuit is the circuit containing any nonlinear elements. By means of
the circuit analysis for linear circuits, we can obtain the circuit equations, while
it is difficult to obtain the circuit equations of nonlinear circuits.
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3. Whether the method can be used to diagnose single fault or multi faults. Some
fault diagnostic methods are based on a single fault assumption, namely there is
only one element fails at one time. But in practical situations, multiple faults
may appear. So the diagnostic methods we select should correspond to the
actual diagnostic requirements.

4. Whether the method can be used to diagnose hard faults or soft faults. The faults
of circuit elements can be divided into hard and soft faults. Hard faults refer to
some outburst faults like open or short circuit faults of the elements. Soft faults
refer to the parameters of these elements exceeding their tolerances which mean
the elements do not completely fail. Generally, the methods used for soft fault
diagnosis can diagnose hard faults, because a hard fault can be regarded as a
special case of a soft fault.

Fault diagnostic methods for analog 
electronic systems

Diagnostic methods of 
simulation before test 

Diagnostic methods of 
simulation after test 

Fault dictionary 
method

Probability 
method

Parameter 
identification 

methods

Network
decomposition 

methods

Fault
verification  

methods

Artificial 
intelligence 

methods

Fig. 1 Classification of fault diagnostic methods for analog electronic systems
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3 The Characters and Applicability of the Fault Diagnostic
Methods for Analog Circuits

3.1 Diagnostic Methods of Simulation Before Test

The diagnostic methods of simulation before test mainly include fault dictionary
method and probability method:

1. The idea of fault dictionary method [5]: Circuit simulations need to be con-
ducted firstly to find fault characteristics. Then a fault dictionary needs to
constitute according to the fault characteristics of almost all kinds of faults. The
measured values of characteristics of the circuits under test need to be compared
with the values in the fault dictionary so as to identify the circuit faults when it
was used for diagnosis.

2. The idea of probability method [6]: According to the measured data of system
parameters and their distribution, statistical techniques are used to determine the
fault probabilities of the elements with the related circuit parameters. The
probability methods include inverse probability method, statistical simulation
method and statistical inference method.

3.2 Diagnostic Methods of Simulation After Test

The diagnostic methods of simulation after test mentioned will be described
respectively below.

3.2.1 Parameter Identification Methods

Parameter identification methods [5] are those methods whose purpose is to identify
all the parameters of the circuit network through testing in order to determine the
fault locations. Using the analytic relationship between the circuit network char-
acteristics and the component parameters, and calculating all the element parameter
values through the measurement values, fault elements can be determined according
to whether these values are within the tolerance ranges or not. The methods are
especially suitable for detection of soft faults. Based on the characteristics of
diagnostic equations, the method can be divided into two kinds: linear and non-
linear. Generally, the global unique solution usually can be gotten for linear
diagnostic equations, while the local unique solution can be gotten for nonlinear
diagnostic equations [7]. The parameter identification methods mainly include
parameter estimation methods, Navid transfer admittance parameter method, adjoint
circuit method, component connection model method, equivalent circuit conversion
method, etc.
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1: Parameter estimation methods [5] are approximate methods which in most
cases require only a small amount of measurement data to estimate the most
likely failure element by using the estimation techniques. The parameter esti-
mation methods include combined criteria method, iterative method, quadratic
programming method, L1 norm method, symbolic transfer function method,
voting method, minimum standard deviation method, potential function
method, impact function method, etc.

• Combined criteria method [5]: For this method, the most probable fault
parameters can be determined by finding the parameters corresponding to
the smallest characteristic deviation. The advantage of this method is that
the few measurement data are needed.

• Iterative method [5, 8]: For this method, a criteria which is similar to a
sensitivity factor is used, and the value of each parameter when the criteria
reaches the minimum, which is the actual value of each parameter, is cal-
culated and then is compared with its rated value to determine the fault
location.

• Quadratic programming method [5]: This method is based on the least
squares method. The Merrill optimization method and linearization process
are used to establish standard quadratic programming problems, so as to
achieve the goal of fault location and identification.

• L1 norm method [5, 7]: The idea of this method is to establish the optimized
mathematical model by the character that the sum of residual squares of first
order norm is equal to the sum of the absolute value of each component.
Since the objective function and constraints are linear, it belongs to linear
programming method. The deviations of all the components need to be
calculated under the constraints of equations and the minimum of the
objective function. Then, any element, whose deviation is beyond the tol-
erance limit, can be diagnosed as fault element.

• Symbolic transfer function method [5]: For this method, the symbolic
transfer function formula of the circuits to be diagnosed needs to be cal-
culated firstly, then a set of circuit parameters which satisfy the frequency
response of the circuit which is most close to that of the circuit to be
diagnosed can be found by optimization methods. Thus the values of the set
of circuit parameters are the approximate value of the parameters of the fault
circuit, and then the fault components can be isolated. Due to the adoption
of conjugate direction method to optimize the symbolic transfer function
method, the convergence speed is quickly.

• Voting method [5]: Its idea is as follows: Compare the characteristics of bias
and sensitivity matrix to identify the fault component; for the elements of
sensitivity matrix, only its symbol needs to be considered, and its values can
be ignored. The advantage of this method is that the diagnose process is
very simple and the probable fault sequence can be arranged by diagnostic
results.
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• The minimum standard deviation method [5]: After excitation is implement
to the diagnostic circuit, the measured characteristic values (assume there
are m values) can be gotten, and they can be compared with the related
normal characteristic values, and then the deviations of the m characteristic
values can be gotten. Assume that these characteristics deviations are
generated by a parameter deviation of a fault component. According to the
deviation of each characteristic value and the sensitivities that the charac-
teristic value is related to this parameter, a value for the parameter deviation
can be calculated. So m values can be gotten, and then the fault component
can be diagnosed by the distributions of the m values.

• Potential function method [5]: Use the potential function, under a certain
recursive procedure, to get the deviation of response of the circuit to be
diagnosed. This method is effective when a certain parameter deviation is
much greater than others. This method can make full use of the large
amount of data recorded in normal operation, and can save the computer
capacity. However, this method should not be used when the measured data
are not all ready.

• Impulse function method [5]: This method is based on the impulse
responses of the circuit under test to estimate circuit parameters. Under the
condition that the circuit parameters are all rated value, the sensitivity of the
impulse responses of each discrete point to the circuit parameters are con-
sidered. Then the deviations of impulse responses between measured values
and rated values under normal conditions are calculated to determine the
fault components.

2: Navid transfer admittance method [5–7]: For this method, the nonlinear
equations of the transfer admittance parameters of circuit network ports need to
be solved to determine the network element values. Its advantage is ease to test,
while its shortcoming is that the transfer admittance function is nonlinear.
Therefore a logarithmic transformation is needed to convert it to quasilinear
problems.

3: Adjoint circuit method [5, 9–12]: For this method, the Tellegen’s theorem and
the adjoint circuit are used to establish fault circuit equations, so as to calculate
incensement of the parameters of each element in the circuits to be diagnosed.
In practical application, the circuits to be diagnosed should be divided into
several sub circuits with fewer unknowns in order to avoid the problem of
insufficient number of independent equations of fault circuit. In the meanwhile,
the circuits should be divided into several independent cut sets and each cut set
should be a sub circuit so as to avoid loop circuits in the sub circuits.

4: Component connection model (CCM) method [7, 9, 10, 13]: The idea of CCM
is that the element characteristics and its connection in the system are described
respectively by two equations: element characteristic equation and its con-
nection equation. The effect concerning the element and the connection to the
circuit performances can be discriminated after the element equation and its
connection equation are separated.

1238 R. Guo et al.



5: Equivalent circuit conversion method [5, 11]: It is a generalization of Y-Δ
transformation method, which can transform a star network with controlled
source to a polygonal network. The idea of this method is to use the equivalent
transform gradually eliminate all the inaccessible nodes in the circuit network,
and finally get an network with all node accessible. Then use the test values to
determine the parameters of each element of the new network, and use the
inverse transform to restore the inaccessible nodes of the original network
gradually. Finally find all the element parameters of the original network.

Table 1 shows some comparison of the applicability of these methods.

3.2.2 Network Decomposition Methods

Network decomposition method [5, 7] (or network tearing method, network split-
ting method): The idea of this method is as follows: Decomposes the large-scale
circuit into many sub circuits in some accessible nodes, then uses the self-testing
and mutual testing conditions to test these sub circuits, and introduces the logic
function to analysis the results of each different test conditions, so as to determine
the sub circuit free from faults. Then, divide those sub circuits, which are faulty or
not sure, into smaller circuits, and repeat these up steps including verification and
logical analysis for the new sub circuits until the smaller fault circuit is diagnosed.

Table 1 Parameter identification methods

Methods ① ② ③ ④ ⑤ ⑥ ⑦ ⑧
Combined criteria Y YP N L and NL Y N Y N

Iterative Y YP Y L and NL Y Y Y

Quadratic programming Y YP Y L Y Y Y

L1 norm Y YP N L and (NL) Y Y Y

Symbolic transfer function Y YP Y L Y Y Y

Voting Y YP N L Y Y Y

Minimum standard
deviation

Y YP N L Y Y Y

Potential function Y YPCS N L Y Y

Impact function Y YPCS Y L Y Y Y Y

Navid transfer admittance Y YP Y L and (NL) Y Y

Adjoint circuit Y YP Y L/NL Y Y Y

CCM Y YP Y L/NL Y Y Y

Equivalent circuit
conversion

Y YP Y L Y

① Detection; ② Location (Component (P), Circuit (C), System (S)); ③ Identification; ④ Linear
(L)/Nonlinear(NL); ⑤ Single fault; ⑥ Multi-fault; ⑦ Soft fault; ⑧ Hard fault
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The network decomposition method include branch tearing method, node tearing
method, etc.

1. Branch tearing method [5]: For this method, the linear fault diagnostic equations
which are based on Kirchhoff’s circuit laws (KCL) are used and the voltage
testing in nodes under the given current excitation are conducted to divide the
circuit into sub circuits or appropriate groups. Then through the consistency test
of the fault diagnostic equations, the location of fault circuits can be determined.

2. Node tearing method [38, 39]: For this method, the accessible nodes, and also
the inaccessible nodes whose voltage can be calculated according to the network
topology and Kirchhoff’s current equation are regarded as the tearing nodes.
Then the fault sub circuit can be found by the continuity of the Kirchhoff
equation in tearing nodes and the positioning technology of fuzzy sets for further
location of the fault components.

Table 2 shows some comparison of the applicability of these methods.

3.2.3 Fault Verification Methods

Fault verification methods [5]: This method assumes that there are multiple faults
appeared at the same time, and limited measurement and appropriate calculation
through a certain algorithm (such as a test of compatibility for some linear equa-
tions) can be conducted to determine the fault. This method is based on the fact that
the probability of simultaneous faults of all components is minimal to realize
multiple fault diagnosis. The way is to inspect whether a subset of the network fails
to identify the circuit fault, so the test points decline significantly [10]. Fault ver-
ification methods include K-fault diagnostic method, multi-port network indepen-
dent response vector theorem method, multi frequency transfer function method,
maximum rank inverse matrix method, the sensitivity matrix method, transfer
impedance matrix method, fault location in linear circuit with tolerance, failure
bound method, class fault diagnostic method, etc.

1: K-fault diagnostic method [10]: In this method, the component parameters will
be uniformly converted into currents, while the number of faults in the network
(not necessarily the fault component number) is limited in k. Therefore, the
parameters to be verified are the currents. That the current is zero means
the component is fault-free, otherwise the component is considered faulty.

Table 2 Network decomposition methods

Methods ① ② ③ ④ ⑤ ⑥ ⑦ ⑧
Branch tearing Y YC L/NL Y Y – –

Node tearing Y YP L/NL Y Y

① Detection; ② Location (Component (P), Circuit (C), System (S)); ③ Identification; ④ Linear
(L)/Nonlinear(NL); ⑤ Single fault; ⑥ Multi-fault; ⑦ Soft fault; ⑧ Hard fault
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This method has an important assumption: The effect of several failures may
not be offset each other. K-fault diagnostic method include, branch diagnostic
method, node diagnostic method, and cut-set diagnostic method, etc.

• Branching diagnostic method [9, 10, 14]: For this method, the branches
whose fault currents are not zero are directly verified to locate the fault
branch and components. If the K branches have a loop, only no more than
K-2 fault branches can be determined; and if there is a loop or a cut set in
the fault branch set, the method cannot be used; if there is only one branch,
who belongs to a loop or a cut set, in the fault branch set, the method has
multiple solutions.

• Node diagnostic method [9, 10]: For this method, the nodes that the faulty
current is not zero is firstly verified to locate the fault nodes, then the fault
branch (element) can be determined by the fault node currents. The
advantage of this method is a small amount of post-test calculations and few
test points are required.

• Cut sets diagnostic method [2, 14]: For this method, the circuit topology
requirement is not restrict, and few accessible nodes are required. This
method is flexible, and is applicable to various types of faults. Its diagnostic
equations are linear. The fault sources other than the parameters are used in
fault description for the non-linear element, and the number of fault source
is usually less than that of the parameters. It is also applicable to charac-
teristics curves of nonlinear elements, where analytic function methods are
difficult to deal with.

2: Multi-port network independent response vector theorem method [5]: This
method is a multiple fault diagnostic method for linear nonreciprocal circuit,
and the required internal measurement data are small. It is suitable for a micro-
computer for its reduced computation complexity.

3: Multi-frequency transfer function method [5]: This method uses a certain
algebraic characters which are invariant concerning the transfer function related
to the fault component set, and is with the help of multi-frequency testing to
achieve fault diagnosis.

4: Sensitivity matrix method [5, 7, 15] and the transfer impedance matrix method
[5]: These two methods both require that the coefficient matrix of the fault
diagnostic equations is inverse matrix of full column rank, which limits the
effectiveness of these methods. Ss a consequence, some faults cannot be
diagnosed, that is, when the coefficient matrix of fault diagnostic equation is not
full column rank matrix, faults cannot be diagnosed. In this case, the inverse
matrix with maximum rank of the coefficient matrix can still be used for fault
diagnosis.

5: Fault location in linear circuit with tolerance method [5]: This method is based
on statistical theory. First it assumes that parameters of normal circuit com-
ponents follow normal distributions to establish the fault circuit model and the

Applicability Study on Fault Diagnostic Methods … 1241



fault diagnostic equation. Then the theorem of necessary conditions for the fault
branch set is proposed to achieve multi-fault location. For the single fault
diagnosis, the concept of component separation boundary is proposed to narrow
down the range of the fault location. Only some measured voltage values of
accessible port are needed, and the majority of calculations can be carried out
before test, moreover the method can diagnose the soft faults with small
deviations.

6: Failure bound method [7, 9–11]: This method assumes that the maximum
number of the faults is bounded. The amount of calculation is smaller than that
of the K-fault diagnostic method for a large network. The idea of this method is
as follows: Let the number of the fault parameters (or the number of fault
elements) of a certain network to not exceed a given limit (the limit is con-
cerned with the number of the accessible nodes), and assume that any of the
two faults are not mutually offset in the network.

7: Class fault diagnostic method [7, 16, 17]: This method is based on the
equivalence relationship of the K element set. All the k element set in the circuit
need to be classified and the compatibility of each k elements set (but not all)
needs to be inspected so as to diagnose the fault classes. This method is a sub-
network-level diagnostic method whose calculation after test is small. And
there are no limits on the topology, accessible node locations and incentives.

Table 3 shows some comparison of the applicability of these methods.

Table 3 Fault verification methods

Methods ① ② ③ ④ ⑤ ⑥ ⑦ ⑧
Branching diagnostic Y YP Y L/NL Y Y Y –

Node diagnosis Y YP Y L/NL Y Y Y

Cut sets diagnosis Y YP Y L/NL Y

Multi-port network independent
response vector theorem diagnosis

Y L Y

Multi-frequency transfer function
method

Y Y L Y

Sensitivity matrix Y YP Y L Y Y Y

Transfer impedance matrix Y YC L Y

maximum rank inverse matrix Y YC L Y

Fault location in linear circuit with
tolerance

Y YP L Y Y Y

Failure bound Y YP Y L/NL Y Y Y

Class fault diagnosis Y YP Y L Y Y

Detection; ② Location (Component (P), Circuit (C), System (S)); ③ Identification; ④ Linear(L)/
Nonlinear (NL); ⑤ Single fault; ⑥ Multi-fault; ⑦ Soft fault; ⑧ Hard fault
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3.2.4 Artificial Intelligence Methods

Artificial intelligence methods: These methods partially resolve the problems with
ambiguity and uncertainty of fault diagnosis and other problems that the conven-
tional methods cannot solve, and they are suitable for fault diagnosis of nonlinear
systems. There are many kinds of artificial intelligence methods, such as wavelets
transform [9, 18, 28, 40], multi-dimensional information fusion [7, 19], artificial
neural network (ANN) [13, 20–22], support vector machine (SVM) [9, 23–27],
fuzzy theory [22, 28, 29], genetic algorithms [18, 41], fractal theory [18, 31, 32],
etc. These methods are familiar for people in recent years, so here will not illustrate
the basic ideas of these methods, just show the comparison of the applicability of
these methods as Table 4.

4 Fault Diagnostic Methods Used in BIT

BIT is an abbreviation of Build In Test. According to the definition of MIL—STD-
1309-c, BIT is the automatic testing ability of fault-detection and fault-isolation
which is provided by the inside of systems and equipments. It means that the
system or the equipment itself has an automatic test ability of fault detection,
isolation, or diagnosis [33]. Compared to traditional automatic test equipment
(ATE), BIT equipment can complete the online detection and location for the
system, and effectively reduce the test cost and maintenance time. In the process of
BIT design, the selection of fault diagnostic methods and integrating them in the
system are need to be considered, and also, the different characteristics and their
respective diagnostic method of the analog circuit and digital circuit need to be
considered. For digital circuits, the boundary scan technique is often used to
diagnose device level and board level system, and formed the relevant criteria and
standards [34]. For analog circuits, because the nonlinear circuit has not a general

Table 4 Artificial intelligence methods

Methods ① ② ③ ④ ⑤ ⑥ ⑦ ⑧
Wavelets transform Y YP Y L Y Y

Multidimensional information fusion Y YP Y L Y Y Y Y

ANN Y YP Y L Y Y Y Y

SVM Y YP L/NL Y Y Y

Fuzzy Y YP Y Y Y

Genetic algorithms Y YP Y L Y Y

Fractal theory Y YP Y L/NL Y

① Detection; ② Location(Component (P), Circuit (C), System (S)); ③ Identification; ④ Linear
(L)/Nonlinear(NL); ⑤ Single fault; ⑥ Multi-fault; ⑦ Soft fault; ⑧ Hard fault
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fault diagnostic method, designers usually determine test points, test parameters and
thresholds according to the specific circuits, and combine with fault localization
strategy to achieve fault diagnosis and isolation [35]. For most practical circuits—
digital-analog hybrid circuits, in some literatures, the testability models are used by
abstracting the actual circuits as a logical model for board-level system without
using a specific fault diagnostic method. Then a testability analysis is used to obtain
fault detection and location strategy; while for digital /analog components, the
designers usually depend on the component functions to determine the fault diag-
nostic methods and criteria. For the system which the digital circuits and analog
circuits can be separated, the fault diagnostic methods with digital and analog
circuits can be selected respectively [36]. In recent years, with the continuous
development of artificial intelligence techniques, the development of these methods
of intelligent BIT technique has become a hot research topic, but there are few
related cases [37].

5 Summary and Future Work

In this chapter, fault diagnostic methods for analog circuits are classified, and the
ideas of these specific methods are described, and then the applicability of each
method is analyzed and presented by tables. An investigation concerning current
fault diagnostic methods used in BIT is conducted. Based on the review investi-
gation in this chapter, the future work should focus on the case studies of these
methods for analog circuits.
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An AcciMap Analysis on the
China-Yongwen Railway Accident

Lu Chen, Yuan Zhao and Tingdi Zhao

Abstract An AcciMap is a multi-layered causal diagram that arranges the various
causes of an accident in terms of their causal remoteness from the accident. This
chapter applied an AcciMap to analyse the China-Yongwen railway accident for a
more comprehensive view of the accident. Some improvement measures were
proposed to prevent similar accidents in the future on the base of this analysis. With
the focus of the railway conditions, railway stations, dispatching office, the train
drivers and the maintenance personnel, an AcciMap analysis was performed to
describe the entire accident trajectory and assemble the contributing factors into a
coherent causal diagram that illustrates the interrelationships between them. As a
result, some new causes were recognized compared with other analysis methods
based on STAMP. Through this study, more critical points and suggestions are
provided for enhancing the safety management of Motor Train Unit.

1 Introduction

On 23 July, 2011, a railway accident occurred on the Yongwen High-Speed railway
line in Zhejiang province, which took away 40 people’s lives. The High-Speed train
D301 rear-ended the D3115 with a speed of 99 km/h, as a result, seven cars ran off
the rails and two of them went off the bridge [1]. It is considered to be the most
serious railway accident in the development of Chinese railway history.
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It is now generally accepted that accidents represent a complex systems-
phenomenon, in which causal factors reside at all levels of complex socio-technical
systems, and interact across them [4, 2]. The railway accident is a typical complex
systems-phenomenon.

Three accident causation models currently dominate the Human Factors litera-
ture [3, 4] risik management framework (AcciMap), Reason’s [5] omnipresent
Swiss Cheese model and Leveson’s [2] Systems Theoretic Accident Modelling and
Processes model (STAMP). These models have engendered their own distinct
approach for analysing accidents. Rasmussen’s framework [1] is helpful in this
regard, because it has public policy implications for how to design a “vertically
integrated” system that can safeguard public health in face of unanticipated events
and environmental stressors. For in-depth analysis of single, large scale, complex
accidents, the present analysis suggests that the AcciMap method is the most
suitable [3] so an AcciMap analysis was performed to describe the entire accident
trajectory and assemble the contributing factors into a coherent causal diagram that
illustrates the interrelationships between them.

In order to present a more comprehensive and intuitive view of the China-
Yongwen railway accident, this chapter applied the AcciMap which is a multi-
layered causal diagram that arranges the various causes of an accident in terms of
their causal remoteness from the accident.

In this chapter, the factors are separated into five layers corresponding to the
domains under which they occur. The results are displayed in a (discrete-
mathematics-type) graph, with “nodes” (boxes) representing the factors, and
“directed edges” (arrows) representing the causal influence. Furthermore, some
critical points and suggestions are provided to enhance the safety management of
Motor Train Unit.

2 The Method and Accident

2.1 AcciMap Tool

Graphic representation is always useful in providing an overview of intricate events
and processes during accidents. An AcciMap is a multi-layered causal diagram that
arranges various causes of an accident in terms of their causal remoteness from the
accident [4]. This approach is useful to structurally analysis hazardous work sys-
tems, and identifies the interactions in a social-technical system in which accidents
unfold themselves [1, 8]. Unlike other methods, this approach assembles the con-
tributing factors into a coherent causal diagram that illustrates the interrelationships
between them, thereby highlighting the problem areas that should be addressed to
prevent similar accidents in the future.

The socio-technical system actually involved in the control of safety is
cross discipline. Policy, decision theory, industrial engineering, human factors,
traditional engineering, etc. are all involved in AcciMap. The causal factors of the
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socio-technical system are then assembled into a diagram that reveals how condi-
tions and events throughout the system interacted with one another to produce the
final negative outcome. This process is useful for highlighting the organizational
and systemic inadequacies that contributed to the accident, so that attention is not
directed solely towards the events and human errors that led directly to the accident.

2.2 The China-Yongwen Railway Accident

On 23 July, 2011, the accident occurred on the Yongwen High-Speed railway line
in Zhejiang province southeast of China. The following is the accident process:

At 19:39, the watch keeper in Wenzhou south station noticed the red light strip,
the failure that all lights displayed as red, covered three occlusive sections on the
down direction of Yongjia Station. The red light strip indicated that the occlusive
section was occupied by a train or in a failure state. Then he reported the problem
to the train dispatcher in Shanghai railway administration and also informed the
servicemen to do inspection and maintain the failure.

At about 19:45, the servicemen of the signalling branch started to deal with the
problem. They maintained some devices without putting the equipment out of
service.

At 19:51, D3115 arrived at Yongjia Station.
At 19:54, the train dispatcher commanded the watchman of Wenzhou south

station to change the driving mode from Decentralized autonomous control to
Unconventional station control. And at 19:55, Yongjia Station changed to
Unconventional station control mode, too. Unconventional station control mode
means the failure of the interval signal. However, in order to meet the demand of
efficiency, the station needs to maintain part of driving by artificial control.

At 20:09, the train dispatcher told the train driver of D3115 that the Yongjia
Station is on the Unconventional station control mode, thus, the train should be
switched to the on-sight driving mode and continue running rather than stop as a
result of signal break down. The driver confirmed this with the train dispatcher.

At 20:12, D301 stopped at Yongjia Station waiting for the signals.
At 20:14, D3115 left Yongjia Station. And at 20:17, the train dispatcher

informed the D3115 driver that he should switch to the on-sight driving mode and
drive at a speed less than 20 km/h. However, D3115 triggered the Automatic Train
protection (ATP) and stopped as the result of the failure of the track circuit. Worse
still, from 20:21 to 20:28, the D3115 driver had failed to drive in on-sight mode 3
times, and the communication among D3115 driver, the train dispatcher and the
watchman in Wenzhou south station had failed from time to time.

At 20:24, D301 left Yongjia station heading for Wenzhou south station.
At 20:29:26, D3115 succeeded in starting the train by switching to the on-sight

driving mode.
At 20:29:32, D301 entered the faulted occlusive section. The driver of D301 saw

the slowly moving D3115 and launched emergency brake.
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At 20:30:05, D301 with the speed of 99 km/h rear-ended D3115 with the speed
of 16 km/h.

The error came from the signal light played a crucial role in the rear-end col-
lision between D301 and D3115. But beyond that, there are also other latent factors
existed for a long time which contributed to the likelihood of the initiating event
and intermediate events.

3 Accident Analyses with AcciMap

3.1 AcciMap Construction

There’s no direct weakness in governmental policy, so that, this chapter didn’t
consider factor of the ministry of railway in the China-Yongwen railway accident
AcciMap. Based on the process of AcciMap and some principle materials, the
construction of the accident AcciMap is presented in the Fig. 1 Pertinent precon-
ditions and events are identified and correlated in a graphical way.

3.2 Conditions Summary

The conditions for the accident can be generalized into following texts:

• Thunderstorm weather of the day;
• Maintenance personnel worked without attaching importance to safety

standards;
• There existed obstacle in the communication between the train driver and

dispatcher;
• Under the abnormal situation, the decision made by the dispatcher might have

some error;
• The defect of the management system. The dispatcher and the monitoring

personnel in the station had not monitored the abnormal traffic at every moment.

3.3 AcciMap Evaluation

The flow of important boxes is elaborated by the text underneath.
Level 1: dispatching office
The dispatcher of Shanghai railway bureau who related to the accident had neither
monitored the abnormal driving section at every moment nor contacted with D3115
train driver. What’s worse, the dispatcher neither knew clearly about his respon-
sibility, nor performed the work specification seriously.
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The dispatcher was not fully understood about the whole situation of the safety
traffic process. In the handling of the emergency, the decision made by the dis-
patcher might have some error. In the process of the decision-making about train
scheduling, if the dispatcher had not approved the D301 train departure until the
D3115 train driven out of the 5829 AG section, this accident would have been
avoided.
Level 2: railway stations
The monitoring personnel in Wenzhou south station had neither monitored the
abnormal driving section at every moment nor contacted with D3115 train driver
timely. What’s worse, the monitoring personnel neither knew clearly about his
responsibility, nor performed the work specification seriously.
Level 3: the train drivers
There existed obstacle in the communication among the D3115 driver, dispatcher
and the monitoring personnel in Wenzhou south station. The D3115 driver had
called the train dispatcher 6 times and the watchman in Wenzhou south station
had called the D3115 driver 3 times but all failed due to communication failure.

Level 2: 
Railway Station

Level 3: 
Train Drivers

Level 4: 
Railway Condition

Level 1: 
Shanghai Railway Bureau

The thunderstorm 
weather

The fault of the transmitter 
of the track circuit 5829 AG

Watchman

Entered into the occlusive 
section of D3115

The Driver of D301

The Driver of D3115

Wenzhou South Station

Yongjia  Station 

Train  dispatcher

The signal light of 5829AG 
showed up with “Green”

Level 5: 
Maintenance Personnel Informed the engineer  to do 

inspection and maintenance

Changed from Decentralized 
autonomous control mode  to  

Unconventional station control mode

Changed from Decentralized 
autonomous control mode  to  

Unconventional station control mode

Automatic 
braked 

The signal light of 5829AG 
showed up with “ Red”

Steered 
slowly

D301 rear-ended  
D3115

Changed from Decentralized 
autonomous control mode  to  

Unconventional station control mode

Changed from Decentralized 
autonomous control mode  to  

Unconventional station control mode

 Watchman

Failed to contact with the train 
dispatcher several times 

Replaced some devices without 
putting the equipment out of service

Entered into the 
occlusive section

Failed to contact with the 
watch keeper several times 

Steered with a 
high speed in the 
occlusive section

Fig. 1 AcciMap of Yongwen railway accident
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It’s not the fault of D301 driver. Based on the system design principles and the
driving rules, if the signal light showed up with “Green” in the occlusive section,
which indicates that there was no train over this section, the train should continue to
travel with a high speed.
Level 4: railway conditions
Specific equipments related to the accident were failure. It’s comparatively easy to
control every specific activity. In the design of the equipment, the technologist
should attach importance to the robustness of the device, and improve the reliability
of equipment.
Level 5: the maintenance personnel
Electricity workers’ safety consciousness was weak, and they didn’t explicitly
understand the work responsibility. In the maintenance process, electricity workers
replaced some devices without putting the equipment out of service. In the repair of
signal system, the operation of the electricity workers could lead to the signal light
showed up with “green” by mistake, which leads to the driver of D301 who rely
deeply on the signal system continued to travel with a high speed mistakenly.

3.4 Compared with Other Analysis

Adopting AcciMap to analyse the accident process, some new causes were rec-
ognized compared with other analysis methods based on STAMP [7].

• Over the level 1 of the AcciMap construction, i.e. dispatching office, the deci-
sions made by the dispatcher had some logic errors. After the emergency
appears, the dispatcher should know well about each bug might occur in the
process of train running, for the sake of safety. The train travels from Yongjia
station to Wenzhou south station only need 10 min normally. From the per-
spective of “safety first”, if the dispatcher had not approved the D301 train
departure until the D3115 train driven out of the 5829 AG section, this accident
would have been avoided.

• The actors at each level were not committed to safety over the whole process of
the train’s safety running. For instance, the maintenance personnel did not know
well about the train operation process, so that they had replaced some devices
without putting the equipment out of service. Actors at each level were unable to
see how their decisions interact with those made by actors at other levels, so the
threats to safety were not obvious before an accident occurs. If actors at
each level had a clear understanding of the whole process of the train’s safety
running, the accident would be avoided to a large extent.
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4 Discussions and Suggestion

As the authors’ intent of AcciMap is improvement of the system, it can be drawn
from the figure that the possible links and factors are sensitive to improvement.
Through the analysis of the China-Yongwen Railway Accident by AcciMap, the
following experience is to be kept so as to prevent similar accidents from occurring
in the future.

1. The information interaction was not available. For example, during the “Red
light strip” section, D3115 fail to call the train dispatcher several times, other-
wise, the accident can be avoided.

2. After the failure occurs, the design on the interaction logic in the failure treat-
ment process of the system emerged some flaws. For instance, after the “Red
light strip” appeared, if the dispatcher had not approved the D301 train departure
until the D3115 train arrived at Wenzhou south railway station, this accident
would have been avoided.

3. Ensure that the actors at each level have the required competencies.
4. Ensure that the actors at each level are committed to safety (i.e. each level have a

positive safety culture).
5. Make the work objectives at each layer explicit.

In order to prevent similar accidents, it is necessary to find the root causes at the
different levels of socio-technical system. The AcciMap is one of useful methods
for identifying the root causes of accident. The AcciMap could be added to train
travelling safety management system structure to support the system to be
improved.
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Studying the Potentials of Physical Asset
Management of Hybrid Base Stations
in Telecommunication Companies

Nikola Asurdzic and Macro Macchi

Abstract The importance of energy related topics has been increased during last
years, and it will be in future for sure. In particular energy cost is estimated to
increase; further on one of the hot topics today is also the global climate change,
which is due to increased CO2 and other greenhouse gases emissions. To reduce
these impacts decrease of usage of fossil fuels can be a proper lever, and can be
obtained both by improving energy efficiency and by using renewable energy
resources. On the other hand, focusing specifically in the Telecom sector by
introduction of Android, iPhone, iPad, Kindle and social network such as Face-
book, demand for cellular data traffic has grown significantly. Indeed, Base
Transceiver Stations (BTS) consume a maximum portion of the total energy used in
a cellular system (around 60 %). Eventually, it is known that Information and
Communication Technology (ICT) already represents about 2–2.5 % of total carbon
emissions and this is expected to increase every year. The most convenient ways to
reduce energy consumption of BTS is usage of renewable energy sources (wind and
sun).This is recognized by existing theory and practice. Available literature covers
the performances of Hybrid Base Station (HBTS), site indicators, on one side, and,
on the other side, the necessity of the Telecom Company to reduce energy con-
sumption and GHG emission on sustainable way. These are the two extremes of this
knowledge domain: more precisely, on one side, there is a literature related to the
vendors of HBTS and, on the other side, there is literature dedicated to Telecom
Companies as technology users. But there is no bond and, in fact, insufficient
knowledge technology management. Indeed what we see as a missing link here is
the availability of a clear information and design of the practical “guideline” for
implementation of HBTS in a Telecom company. The literature of Physical Asset
Management (PAM) offers good references for an empirical research to unveil such
missing link. In particular, based on the holistic lifecycle approach, that is a relevant
concept of PAM. We planned to develop an on field research with Telecom
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companies, to understand how the technology is managed in practice. On-going
case study provided some insights to us during writing this paper. Hence, the
research will aim at assessing every single step of HBTS implementation in a
Telecom Company. This approach will cover all the Asset Life Cycle stages,
ranging from Concept and Project Approval to Decommissioning and Disposal, so
to let emerge existing practices in a broad range of activities. This paper will focus
on the whole architecture established for the empirical research, focusing initially
on the literature survey used as background, which may help then showing the
structure of the questionnaire used for the research and its first results after an initial
validation with Telecom experts.

Keywords Telecommunication � Physical asset management � Renewable energy
sources

1 Introduction

The importance of energy related topics has been increasing during the last years.
Energy cost is estimated to grow in the future. Furthermore, it is not merely an
economic matter: energy consumption and global warming potentials are amongst
the most relevant environmental impact categories, and enhanced attention on such
issues is demonstrated by the ever strict regulations from governments and public
awareness on “green” performance. Henceforth, indicators for environmental
impacts are nowadays a subject of more attention: when dealing with a technical/
technological solution, it is a matter of fact that economic factors are not the only
drivers, also the environmental factors are becoming essential; therefore, the energy
impacts of technical/technological solutions are being studied in terms of energy
requirements (measured e.g. in kWh), subsequent effects on greenhouse gas (GHG)
emissions, etc.… It is indeed relevant that an industrial or service activity is
assessed for such impacts, with the purpose to drive the contribution of industrial/
service sectors to sustainable development.

As public utilities, telecommunication companies (shortly, in the remainder,
telecom) should and, indeed, pay attention on such relevant matters. On the other
hand, telecom companies are clearly operating in a growing market [1] in particular,
due to ICT (Information and Communication Technology) evolution and, in par-
ticular, the introduction of Android, iPhone, iPad, Kindle and social networks such
as Facebook and Twitter, the demand for cellular data traffic has grown signifi-
cantly. The market growth is obviously representing a positive issue as economic
factor, even if it can be a source of negative effects for the environmental burdens.
This paper discusses the trade-offs between the economic and environmental fac-
tors: to this end, the results of a literature review on current trends in energy and
GHG emissions are summarized (Sect. 2), both assuming a global and a specific
(telecom oriented) perspective; a market analysis is also provided (in Sect. 2)
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considering the unprecedented growth of new demand for voice and data transfer in
the telecom sector; the effects of such relevant trends lead to focus on the needs for
an enhanced technology management in the telecom companies (Sect. 3), having a
special insight on the adoption of Physical Asset Management (PAM) as relevant
lever in order to manage the introduction of new technologies. The particular
concern kept within the paper aims at especially looking at the introduction of
“green” technologies: to this end, Hybrid Base Station (HBTS) are analysed as a
specific solution for telecom using renewable energy sources (i.e., HBTS are
powered by wind and sun).

The paper is driven by a relevant question on the background: “are the man-
agement processes of a telecom company prepared for enabling effective the
implementation of “green” technologies, such as it is the case of HBTS?”; “how
should management processes be changed in order to enable a more affordable and
effective implementation of “green” technologies (that is HBTS)?”; more precisely,
“how is decision making enabled, considering different needs in terms of supporting
resources—information, knowledge/expertise, procedures …—along the asset
(HTBS) life cycle?”. All in all, it is interesting to focus on the acquisition, in-service
support and disposal of the assets (HBTS) in a telecom company, considering that
supporting resources are dispersed in the telecom business context: the evidences of
market analysis in fact reveal that such supporting resources are fragmented amongst
many operators present in the market; in other terms, a telecom company—
managing the assets with the basic objective to achieve the quality of the provided
service—is in a sense just “the end of the line”, whilst other actors are involved,
especially OEMs (Original Equipment Manufacturers) of physical assets, as the
HBTS. As such, there is a relevant information and knowledge to be mobilized and
captured by telecom companies, sourced from third parties: to this end, PAM seems
a relevant lever that can be considered as an interesting subject of further study.

2 Background and Motivations

2.1 Global Energy Consumption

The importance of energy related topics has been increasing during last years, and it
will be in future for sure. According to IEA (International Energy Agency) data from
1990 to 2008, the average energy use per person increased 10 % while world popu-
lation increased 27%. Regional energy use also grew from1990 to 2008 (see Table 1).

Energy consumption in G20 increased by more than 5 % in 2010 after the slight
decline of 2009. In 2009, world energy consumption decreased for the first time in
30 years, by −1.1 % (equivalent to 130 mega tonnes of oil), as a result of the
financial and economic crisis, which reduced world GDP by 0.6 % in 2009 [2].
China became the world’s largest energy consumer (18 % of the total) since its
consumption surged by 8 % during 2009 (up from 4 % in 2008). Oil remained the
largest energy source (33 %), despite the fact that its share has been decreasing over
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time. Coal posted a growing role in the world’s energy consumption: in 2009, it
accounted for 27 % of the total consumption.

It is well known that resources of fossil energy are limited, and they are running
out of capacity since humans are excavating each day an enormous amount of them.
Regulations and technologies are leading to slow down the usage of fossil fuels, but
they cannot stop excavation. There is a need for a sustainable, long term solution.
The implementation of renewable ways for collecting the energy is a solution
fostered for the future: wind, solar, biofuels, geothermal, waves are just some of the
sources providing energy in a sustainable way [3].

2.2 Global CO2 and GHG Emission

Since 1751 approximately 337 billion tons of carbon have been released to the
atmosphere from the consumption of fossil fuels and cement production. Half of
these emissions have occurred since the mid’70ies. The 2007 global fossil-fuel
carbon emission estimate, 8365 million metric tons of carbon, represents an all-time
high, and a 1.7 % increase from 2006 [4].

As more people consume more fossil fuels, the increasing amounts of carbon
dioxide (CO2) emitted into the atmosphere have begun to dramatically change
atmospheric composition. At the beginning of the industrial revolution, CO2

concentrations in the atmosphere were 280 parts per million (ppm). Today, the
concentrations have reached 390 ppm (see Table 2). With increased CO2 concen-
trations implicated as a major factor in global warming and ozone layer, under-
standing the relationship between emissions and economics has become a crucial
aspect worldwide. The United Nations Framework Convention on Climate Change
in fact calls for “stabilization of greenhouse-gas concentrations in the atmosphere at
a level that would prevent dangerous anthropogenic interference with the climate
system” [5].

One of the most convenient way of reducing CO2 and GHG emissions, but still
to fulfil demand for energy, is to switch from fossil fuels energy resources to
renewable energy resources such as wind, sun and waves power, geothermal power,
hydropower and biofuels [3].

Table 2 Current greenhouse gas concentrations

Gas Pre-1750
tropospheric
concentration

Recent
tropospheric
concentration

Absolute
increase
since 1750

Percentage
increase
since 1750 (%)

Carbon dioxide(CO2) 280 ppm 392.6 ppm 112.6 ppm 40.2

Methane (CH4) 700 ppb 1,874 ppb 1,174 ppb 167.7

Nitrous oxide (N2O) 270 ppb 324 ppb 54 ppb 20.0

Tropospheric ozone (O3) 25 ppb 34 ppb 9 ppb 36
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2.3 New Demand for Voice and Data Transfer in Telecom
Sector

Privatization swept the world and high competition was introduced in many
countries, especially in mobile telecom market. The movement from state
monopolies to privatized telecom companies, the introduction of competition where
none existed before, and the rise of mobile service motivate a comprehensive
examination of the changing worldwide telecom business.

During the last decade, there has been a particular, tremendous growth in cellular
networks. The number of subscribers and the demand for cellular traffic has
escalated astronomically. By August 2007 there were 3 billion mobile connections
in the world. Considering that it took fixed line telephony more than 125 years in
order to reach 1 billion lines, this is clearly a dramatic growth. Indeed, mobile
connections increased from 1 to 3 billion in less than 6 years. At present, new
mobile phone connections are growing at around 45 million/month or, equivalent to
say, 1.5 million/day [6].

With the introduction of Android and iPhone devices, the use of e-book readers
such as iPad and Kindle and tablet PCs, and the success of social networking giants
such as Facebook and Twitter, the demand for cellular data traffic have also grown
significantly in the recent years. Henceforth, mobile operators have been devel-
oping while meeting these new demands in wireless cellular networks, competing
on new services and reduced costs [1] (Table 3).

Future demand for data transfer in telecom market can be even increasing due to
the introduction of Internet of Things (IoT). As an idea, IoT is a novel paradigm that
is rapidly gaining ground in the scenario of modern wireless telecoms. The basic
idea of this concept is the pervasive presence around us of a variety of things or
objects—such as Radio-Frequency Identification (RFID) tags, sensors, actuators,
mobile phones, etc.—which, through unique addressing schemes, are capable to
interact with each other and cooperate with their neighbours in order to reach
common goals. Since most of the things that will be “a piece of pie” of IoT are

Table 3 Mobile cellular subscriptions (per 100 people)

Country name 1992 1997 2002 2007 2011

Austria 2 15 83 119 155

Italy 1 21 94 151 158

Switzerland 5 15 79 109 131

USA 4 20 49 82 93

Brazil – 3 19 64 124

Mexico – 2 25 61 82

Japan 1 31 64 85 105

UAE 2 12 75 143 149

Source The World Bank
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mobile it is necessary to use telecom networks to connect and interact with them.
Wireless, mobile connections represent the most suitable solution for networking in
order to support functioning of IoT [7].

2.4 Energy Consumption in Telecom Sector

Unprecedented growth in cellular industry has pushed the limits of energy con-
sumption in wireless networks. The price that has to be paid for this enormous
growth in data rates and market penetration is a rising power requirement for ICT
systems. Both in server farms as core units of the internet [8] as well as in mobile
communications systems [9], a rise of the power consumption of 16–20 % per year
can be observed in the last years, corresponding to a doubling every 4–5 years.

There are currently more than 4 million base stations (BSs) serving mobile users,
each consuming an average of 25 MWh/year. The number of BSs in developing
regions is expected to almost double by 2012 [1].

Other interesting numbers are the followings: today, more than two thirds of the
operational expenses in cellular networks in India are due to the buying of diesel for
running the generators of cellular BSs; cellular network operators spend beyond
200 million euro each year for their electricity bills in Germany alone; electricity
has grown to a cost factor comparable to the total wages of the engineers who keep
the network running. As a further example, Fig. 1 outlines the increase of energy
consumption in one of the leading Telecom Company in Europe, Vodafone: blue
pillars represent energy consumption of Vodafone D2, a branch in charge for
German territory, and red pillars show energy consumption in the whole Vodafone
group in a period of 3 years.

Fig. 1 Electricity consumption of Vodafone network. (Source Vodafone Corporate Social
Responsibility Reports 2001/02 to 2005/06)
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2.5 CO2 and GHG Emission from Telecom Sector

ICT already represents about 2–2.5 % of total carbon emissions, presently
accounting for approximately 0.86 metric gigatonnes of carbon emissions annually.
In particular, fixed-line telecoms account for about 15 % of the total ICT carbon
emissions, while mobile telecoms contribute an additional 9 %, LAN and office
telecoms about 7 %. Servers, including cooling systems, account for 23 %. From
[10] lifecycle assessment studies, and other published data sources, it is estimated
that approximately 0.14 % of global CO2 emissions and approximately 0.12 % of
primary energy use are attributable to mobile telecoms. This compares with 20 % of
CO2 emissions and approximately 23 % of primary energy use for travel and
transport, for example. Using other “tangible” numbers, it is worth underlining that:
(i) the annual CO2 footprint of the average mobile subscriber is around 25 kg—
which is comparable to driving an average car on the motorway for 1 h, or running
a 5 W lamp for a year; (ii) many telecom operators have about the same energy
consumption today as they did in 1995, but with twice as many total subscribers.

Therefore, technology improvements have been relevant to keep energy usage
very low, even if there are still great opportunities for the ICT industry to reduce
CO2 emissions. For example, smart use of telecom, intelligent homes and offices,
and travel substitution could all have a dramatic effect on energy usage and CO2

footprint. Nonetheless, if nothing is done, the ICT contribution to GHG emissions is
projected to nearly double—to about 4 %—by 2020 [11]. ICT usage is in fact
expected to expand rapidly over the coming decade, especially in developing
countries [11].

3 Network, Critical Assets and Existing Solutions

3.1 The Mobile Network and Its Critical Assets for Energy
Consumption

The typical mobile network consists of three main components: (i) Core Network
(for switching, interfacing to the fixed network, billing, etc.); (ii) Base Station
(to support radio frequency interface between network and mobile terminals);
Mobile Terminals (used by mobile subscribers to make phone and data calls).
Figure 2 provides a summarizing overview of such an infrastructure.

In terms of energy consumption, the key components are the base stations, as the
number of base stations is relative high with relative high energy consumption per
station. The energy consumption of a typical single base station could vary from
0.5 kW up to 2.0 kW. As number of core networks is low, even one single core
network could consume energy up to 10 kW. On the other hand, the energy con-
sumption of mobile terminals is very low due to mobile nature. Figure 3 shows a
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breakdown of power consumption in a typical cellular network, giving an insight
into the possible critical assets for reducing energy consumption in wireless com-
munications [12].

3.2 Solutions to Reduce the Energy Consumption of Base
Stations

An important goal is then to reduce the energy consumption of base stations, with
the purpose to reduce total energy consumption of mobile networks thus having a
sustainable net effect by combining decreased costs and carbon footprint.

Cells: Macro, 
Pico, Femto. 

Base 
Transceiver 

Station

Backhaul 
Transmission

Fig. 2 Mobile network and its components

Fig. 3 Breakdown of power consumption in a typical mobile network: Power consumption of a
typical wireless mobile network [17]
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The solutions to decrease energy consumption of base stations, and thus to
reduce cost and CO2 emissions, could be divided into three main categories:
(i) minimizing the based stations energy consumption; (ii) minimizing the number
of base stations sites; (iii) usage of renewable energy sources by means of Hybrid
Based Stations (HTBS) powered by wind and sun. Minimizing BTS energy con-
sumption is more a technical on-site solution, which includes both software and
hardware improvements. Minimizing the number of BTS sites is based on an
optimized design solution precedent to the creation and implementation of archi-
tecture of telecoms’ network. The last way of reducing energy consumption and
CO2 emissions in Telecom sector, and the focus of this paper, is the usage of
renewable energy sources through HTBS.

3.3 The Use of Renewable Energy Sources as a Solution

Renewable energy is energy derived from resources that are regenerative. For this
reason, renewable energy sources are fundamentally different from fossil fuels, and
do not produce greenhouse gases like CO2. The most feasible renewable energy
source for BTS sites are considered solar and wind. In most cases also a hybrid
solution combining solar and wind resources is actually the most feasible for
autonomous BTS sites [10, 13–15].

For BTS sites the renewable energy could be used for several reasons like: in
case of long distance to the electricity grid, with an unreliable grid, and with the
purpose to reduce amount of CO2 emission and energy consumption [1].

Typical Hybrid Base Transceiver Station (HBTS) consists of: wind generator
situated on the top of the mast which is high up to 10 m, photovoltaic cells covering
up to 20 m2 surfaces and battery pack which is used during the night or during
no-wind hours. This battery pack is charged by wind and solar power when con-
ditions are good. Alternatively, HBTS can include: power diesel generator or
hydrogen fuel cells. Both this energy sources are used alternatively when the weather
conditions are not satisfactory for producing sufficient amount of energy from wind
and sun and when battery is in low power (see Telecom Power Solutions, Power
Oasis, http://www.power-oasis.com/).

According to a new report from [16], annual deployments of off-grid power
supplies, using renewable or alternative energy sources, for remote mobile base
stations will grow from fewer than 13,000 worldwide in 2012 to more than 84,000
in 2020. All in all, more than 390,000 of such base stations will be deployed from
2012 through 2020, the study concludes. Currently, there are around 640,000 off-
grid base stations which represent 16 % of all number of worldwide base stations
(total number of 4 millions).
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4 Studying the Potentials of Physical Asset Management

4.1 Motivation and Structure of the Questionnaire
for Empirical Research

Existing literature and practice in the field of HBTS can be split on two different
sides: on one side, there is the manufacturer/vendor of HBTS and HBTS auxiliary
equipment, on the other side there is the Telecommunication Company. Indeed,
manufacturers/vendors literature is mostly concerned on a number of items such as:
performances of HBTS, indicators of specific site, performances of HBTS that are
customized for the specific site. On the other hand, Telecom literature is much wider
in scope, because it discusses the necessity of energy consumption and GHG
emission reduction, as well as the necessity to cover off-grid areas. Manufacturers/
vendors and Telecommunication companies are the two extremes of a knowledge/
information domain, and there is no clear bond between the two sides, which may
eventually result in insufficient knowledge/information for technology management.
Indeed, what we see as a missing link is the availability of clear information, together
with the design of a practical “guideline” for implementation of HBTS in the context
of a Telecom company. The present paper will focus on the architecture established
for the empirical research with the purpose to study such a knowledge/information
domain; the PAM literature is considered as a background for its justification.

More specifically, the architecture is based on the main hypothesis that the PAM
approach should cover such a knowledge/information domain. To this concern, seven
stages of development of HBTS in a Telecom company are assumed; further on, an
on-going case study is carried on in order to help proving that these stages are
recognized in a Telecom Company during implementation of HBTS. Table 4 is a
derivation from some PAM literature references, mainly from [17], and it distin-
guishes the seven stages; Fig. 4 shows a breakdown of Life Cycle Cost in CAPEX and
OPEX, relating costs to the different stages of the life cycle, as derived from [17, 18].

Having in mind that we have to fulfil all stages mentioned above in order to
support HBTS implementation, we formed the questionnaire. Structure of the
questionnaire consists of two parts: the first part has the aim to collect general
information on respondents such as company name, country of origin, function and
sector of corresponding person; the second part is reserved to questions more
related to the adoption of PAM approach. On the whole, there are 58 questions
divided in seven PAM stages and three levers: strategy, management and tech-
nology. Such levers can be motivated considering the general literature of PAM
and, in particular, different statements revealing how PAM is intended. We can take
out for example the statement from [17], which is well representing: “Asset man-
agement is concerned with applying technical and financial strategy and sound
management practices to deciding what assets we need to meet our business aims,
and then to acquiring and logistically sustaining the assets over their whole life,
through to disposal”. Table 5 provides a summary of the questionnaire, with the
number of questions through each PAM stage and lever.
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4.2 Using the Questionnaire for State of the Art and State
of Practice Analysis

The questionnaire may be used to confirm what is publicly available at the state of
the art, as well as to reveal what is effectively done at the state of practice in a
company. To this regard, it is worth observing that a subset of questions can be
answered also based on public literature: hence, a respondent of the questionnaire
may “customize” the answers, reflecting the specific attitude of his/her company as
well as comparing the answers with respect to what generally known as the state of
the art. The remaining answers have to be collected necessarily from the Telecom
Companies and Original Equipment Manufacturers because of their “practical
nature”, not precisely known from literature review: that is, they are related to the

Table 4 PAM stages in the life cycle of a single HBTS

Name of the stage Description of the stage

Feasibility stage The initial engineering investigations and preliminary design
work to establish project costs associated with operational
requirements, environmental requirements, safety case require-
ments, policy requirements and submission of total capital
requirements for financial approval

Project approval stage Review of the financial justification, and analysis of business
risk prior approval, or not, of capital expenditure

Detailed design stage The development of all engineering calculations, engineering
specifications, electrical/mechanical/civil/structural drawings,
equipment selection specifications, maintenance strategy,
maintenance documentation, construction specifications, and
contractual documentation needed to build, commission and
operate the HBTS and its equipment

Procurement stage The detailed specification and purchase of equipment and
materials to construct and start-up the operation of HBTS

Construction (installation,
commissioning)

This consists of site works, earthworks, services, materials and
labour to build a single HBTS, divided in installation and
commissioning

Installation—the placing and mounting of equipment into
position on their foundations and the provision of services and
process interconnections to operate them at design specification
to provide quality of the service at the required company
availability and service provision rate

Commissioning—testing and proving the HBTS equipment can
be operated safely and would meet all design specifications
prior to acceptance and handover

Operations This consists of safely and sustainably running HBTS equip-
ment to provide in-specification service at the design rate and
cost

Decommissioning This refers to the safe removal from service of company and
equipment for sale, storage or scrapping
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state of practice. Subsequently, it can be said that answers are hidden in knowledge
and information domains of different business actors operating in the telecom
market. Table 6 outlines the number (percentage) of questions that can be answered
also using existing literature as an initial source, and the number (percentage) of
questions that requires answers from specific respondents, either from the Telecom
Company or from the Original Equipment Manufacturer. This classification has
been done by leaning on PAM methodology from the reviewed literature.
Regarding this, we can see that some stages and sub-stages in PAM consist of the
universal activities for the most of the fixed assets and, in this case, can be also
applied to HBTS asset management. While, on the other hand, some of the stages
are totally dependent of the experience of focused company and has to be observed
directly during on-going case study.

From Table 6 we can see that number of questions that can find answers in
literature is slightly minor than the number of questions that seek for the answers in
the state of practice: 28 versus 30. This reveals our expectation that PAM approach
of HBTS may come out from an adequate balance between state of the art and state
of practice. These numbers in fact motivate the questionnaire and, in particular, the
collection of answers on the practical side, to achieve a comprehensive picture of
PAM of HBTS. Further on, it is worth observing that the number of questions from
the same lever is quite similar (comparing literature and practical side), which
implies that none of the levers can be obtained from literature only.

Structure of the questions in our questionnaire is mainly based on PAM
knowledge/information. That implies that these questions are not yet perfectly
suited and shaped for Telecom Company, they are more general to all fixed assets.
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On-going research in Telecom Company will enable customizing and shaping these
questions and bringing it closer, more focused on the specific issues due to the
Telecom Sector, while still following the PAM approach.

4.3 Initial Results from the State of Practice Analysis
in a Case Study

The first feedbacks of application of the questionnaire in a case study confirmed our
assumption, based on the existing literature, that the implementation of HBTS in a
Telecom Company is conducted using a similar methodology as PAM methodology
through the stages we mentioned earlier in this paper (see Table 4). Further on,
some answers collected during the case study provided us with new insights: these
revealed that a Telecom Company may conduct some procedures in different stages
of PAM, differently from what we assumed initially in our questionnaire; these
feedbacks will be used to enhance the questionnaire for the next application in other
Telecom Companies.

Results from the case study also showed that the strategy of implementation of
HBTS may be carried out in parallel technology implementation phases. In the
specific company target of study, the first phase concerned only the implementation
of standard base station equipment not related to the power section (i.e., antenna,
tower, cables, shelter, cooling system, switches and monitoring system), while the
second phase consisted of the implementation of Hybrid part of the Base Station
equipment (photovoltaic cells, wind turbine, special batteries for downtime support,
controller for optimization usage of energy resources and special monitoring system
for hybrid part of the equipment, in this case called “Greenmeter” www.greenmeter.
com). First phase was conducted on the regular organizational regime, as for any
other standard base station, since equipment and technology is unchanged comparing
to non-hybrid base station: since this is one of the primary Telecom Company
activities, the company’s technical personnel is well trained and experienced for
standard implementation. The second phase, i.e. the introduction of Hybrid part of
the equipment, was new to the Telecom technicians: a special project team was then
formed and charged for HBTS implementation; this team consisted of the employees
from different departments such as design, maintenance, implementation, technical
and site design area. Main source of knowledge for this phase for the team was
existing literature and consultation with OEM. After completion of project

Table 6 Cataloguing the questions according to the source

Also literature Only respondent

Strategy 10 (17 %) 11 (19 %)

Asset management 13 (22 %) 15 (26 %)

Technology 5 (9 %) 4 (7 %)

Total 28 (48 %) 30 (52 %)
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documents, tender was opened for the procurement of equipment and selection of
manufacturers. OEM for each part of the Hybrid equipment was then selected based
on the optimal ratio of technical characteristics and prices. Beyond procurement, we
also found out, during our analysis, that the criticality for operations and maintenance
of the hybrid part of the equipment was judged as medium by the Company; besides,
we got insight in the list of standards that the company must follow during the
construction stage of the HBTS (construction, electro technical, and lightning rod).

We also got the answers to some questions that have a “customized nature”, in
the sense that they should reflect the unique attitude of each company in its business
context. As an example, the answer to the question; “describe how your company
decides to approve, or not, the financing of Hybrid Base Station acquisition, by
identifying the relevant drivers (financial versus non-financial)”. The answer of this
question is unique for each company, because it depends on its strategy in the
competitive context. In the case study, policies and interests of the company were
the initial cornerstone for project initiation. Since this Company operates in a
country, where the price of the electricity is one of the lowest in Europe, reduction
of OPEX of HBTS was not so feasible. Hence, what initiated the HBTS imple-
mentation project was the marketing department, which identified the HBTS as a
great opportunity for promoting the “Green” attitude of the company. This is unique
example, and we can of course consider that the reason for financial approval for
HBTS implementation will vary from company to company, from country to
country, from region to region and so forth.

5 Concluding Remarks

As concluding remarks, it is worth pointing out that the questionnaire proposed in
this paper is a result of our design choices after literature analysis. Further on, it can
be used as indicator of our perception of the partial results one can have only from
literature, poor on some particular aspects of the asset life cycle management.
Accordingly to such perception, more than 50 % of answers should represent
practical experience of each individual company, therefore they would be collected
directly at company level to effectively comprehend how the stages of PAM, i.e.
from feasibility until decommissioning and disposal, are actually run.

With all the answers from the questionnaire we would expect to achieve an
insight on HBTS implementation guided by usage of PAM, integrating in a bal-
anced way state of the art from literature and state of practice from the point of view
of companies operating in the telecom market. Besides, we believe that, with this
research approach, we would enhance knowledge and information publicly avail-
able for some of the PAM stages and, in that sense, we would highlight issues
needed to enhance the whole PAM approach of implementation of HBTS in an
“average” Telecom Company. Last but not least, what we see as a final result is a
practical “guideline” that will facilitate the implementation of HBTS to Telecom
Companies, having the holistic life cycle perspective of PAM.
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The literature of Physical Asset Management (PAM) offers good references to
drive the empirical research. In particular, based on its holistic lifecycle view, the
PAM approach can support Telecom Company endeavour for HBTS implemen-
tation. This is the main assumption of the present work. Deriving from PAM well
known concepts, we can then identify the target issues of HBTS implementation
process that can be enhanced by introduction of our potential design guideline on:
(i) the Life Cycle Cost, providing insight through a breakdown into CAPEX and
OPEX of HTBS; (ii) the strategy and technology recommended for HTBS use; (iii)
the resources and expertise needed to support acquisition and in-service of HBTS;
(iv) the systems and facilities needed to support HBTSs throughout their life. The
case study analysis, whose initial insights have been provided in this paper, has
provided positive feedback on the expected results of PAM as a relevant lever to
integrate knowledge/information domain dispersed in the telecom market. More-
over, during this case study we can state that the first implementation of the hybrid
part of base station for Telecom Company is rather “unfamiliar” process. Details of
each stage of implementation were not all known by technical staff, so they had to
consult existing literature and OEM in order to learn and to assume each successive
stage of implementation. This fact identifies relevant gaps interesting for our study.
Indeed, we believe that “product” of our study, “guideline”, will facilitate the
implementation of the above-mentioned process by giving insights inside the PAM
stages. The project team would not have to spend time reviewing the existing
literature and consultation with OEMs; then, a “guideline” will contain all these
information in a concise and comprehensive level.

6 Future Opportunities

As was predicted by [19], telecom operators in the developed world will deploy
alternative energy solutions at cell sites in three stages:

• First, operators will look to the few areas so remote no grid is available - this
already started happening.

• Second, telecom operators will start deploying alternative energy systems in
areas where the power grid is available but renewable energy is abundant, such
as the sun-drenched regions of the southwest or wind-swept central plains.
These will represent the “best-effort” deployments which will use alternative
power for the majority of the site’s power needs, but with fall back on the power
grid when power supplies get low.

• Thirdly and finally, Telecom operators and HBTS companies will get into the
power-generation business. As green energy technology gets cheaper and more
efficient, sites will be able to store up excess energy, saving some of it for “rainy
days”, but distributing much of it back into the energy grid. Wireless operators
globally are in the unique position of owning highly distributed networks with
hundreds of thousands of cell sites, which can act as gigantic distributed energy
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farms. All that is necessary to make such a scenario feasible is the right set of
economic conditions and incentives.

We see these predictions as future guideline for necessity of implementation of
HBTS. All literature points to the fact that in the near future most of resources of
energy will be shifted from fossil ones to renewable ones. This is the reason why
we see bright future for the “practical guideline” for HBTS implementation that we
want to form. In future, usage of renewable energy sources will be necessity, not
the technical innovation or cutting edge technology. “There are some favourable
conditions and there are some conditions working against operators. Once the
return on investment is there, though, you will see this happen” [19]. When this will
happen, this would be beneficial also to new PAM applications: accordingly with
our first empirical feedbacks, there may be expectations for enhanced PAM
methodologies applied to the telecom business.
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Application of Feature Extraction Based
on Fractal Theory in Fault Diagnosis
of Bearing

Wentao Li, Xiaoyang Li and Tongmin Jiang

Abstract Fractal theory can be applied to state recognition and fault diagnosis of
bearing for the nonlinear property of rotation machinery’s vibration signal. In this
paper, a feature extraction method based on fractal theory is introduced and the
fractal feature is extracted by computing the correlation dimension of vibration
signals in different conditions. Correlation dimension can be determined by G-P
algorithm and relevant parameters’ selection methods are discussed. C–C method is
used to calculate the time delay of phase space reconstruction. The example of
bearing shows that the correlation of bearing in fault condition is much higher than
that in normal condition, which can help to recognize bearing’s state and discover
bearing’s fault promptly.

Keywords Feature extraction � Fractal theory � G-P algorithm � Correlation
dimension

1 Introduction

The fault diagnostic technology is applied to recognize mechanical equipment’s
operation state using information which is generated in the working procedure.
However, part of mechanical equipment’s vibration signals contain intense nonlinear
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feature in non-stationary conditions. So using traditional time domain or frequency
domain approaches can’t get accurate result. In contrast, the fractal theory can be
applied to vibration signal process.

As an important mathematical branch of nonlinear subjects, Fractal theory has
developed rapidly since 1970s. Now there are mainly two ways to apply fractal
theory to fault diagnosis of mechanical equipment. The first way is to extract the
fractal feature of abrasive dust and provide evidence for on-line fault diagnosis by
getting the wear rate indirectly. The second way is to analyse the characteristic
signals of machine operation state and calculate the fractal dimension, then the state
of machine can be inferred according to fractal dimension. In general, the latter
method is mainly used to fault diagnosis of rotating machinery.

2 Fractal Feature Extraction

2.1 Correlation Dimension

Fractal dimension has many definitions and corresponding calculation methods
have been developed. Since the collected data signal is often a single time series in
condition monitoring and fault diagnosis, correlation dimension is a common way
to data analysis. Some research has been done on calculating correlation dimension,
such as measuring relational method, correlation function method, spectrum method
and G-P method [1]. G-P method is the most widely used algorithm now and it is
proposed by [1] in 1983, according to Whitehead imbedding theorem and Packing
phase space reconstruction. The basic thinking is as follows:

For a time series x1, x2, x3, …, xN−1, xN to phase space reconstruction, assume
that the embedding dimension is m, we can get the reconstruction space [3],

X ¼ ½X1;X2; . . .;XN0�M ;XN0�Mþ1�T

¼

x1 x1þs � � � x1þðm�1Þs
x2 x2þs � � � x2þðm�1Þs
. . .. . .

xNm�1 xNm�1þs � � � xN�1

xNm xNmþs � � � xN

2
6666664

3
7777775

ð1Þ

where Nm is the number of reconstruction space’s vectors, and Nm = N−(m−1)τ,
m is the embedding dimension; N is the data number of time series, τ is the time
delay. So the definition of correlation integral function is

CðrÞ ¼ 2
NmðNm � 1Þ

X

1� i\j�Nm

Hðr � xi � xj
�� ��Þ ð2Þ
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where H{*} is Heaviside function(step function), that is

HðXÞ ¼ 1 X� 0

0 X\0

(
ð3Þ

So the correlation dimension can be calculated as

D2 ¼ lim
r!0

½lnCmðrÞ= ln r� ð4Þ

The specific steps to calculate correlation dimension using G-P algorithm is:

(1) For a time series x1, x2, x3, …, xN−1, firstly choose a smaller value m0 to
reconstruct the phase space according to Eq. (1).

(2) Calculate the correlation integral function according to Eq. (2).
(3) For a suitable range of r, get the fitting curve of lnC(r) * ln(r) according to

Eq. (4).
(4) Increase embedding dimension and let m1 > m0, repeat steps (2) and (3) till,

D2, the estimated value of corresponding correlation dimension, becomes
stable with m increasing. Thus we get the correlation dimension, and the
corresponding m is the optimal embedding dimension.

2.2 Relevant Parameters of Phase Space Reconstruction

Since the reconstructed phase space can’t fully recover mechanical system’s
dynamic behavior when we choose the value of m and τ unreasoningly, the key
point of phase space reconstruction is how to obtain the value of m and τ. Now there
are two ways to get m and τ. one way believes that m and τ are independent, and
correlation function approach [4], mutual information approach [5] are used to
calculate τ; while FNN [6] approach and Cao approach are used to calculate m. The
other way believes that m and τ are related, such as C–C [7] approach. Research
now shows that C–C approach is more reasonable to determine m and τ.

When to handle the bearing’s vibration signals, this paper uses C–C approach to
determine τ, and take the estimation of m as the reference value. Then increase the
value of m slightly and we can get the optimal embedding dimension when cor-
relation dimension curve converges (Fig. 1).

Correlation integral function expresses the probability of the distance between
arbitrary two points less than r in phase space. We define a test statistic as [3]

S1ðm;N; r; tÞ ¼ Cðm;N; r; tÞ � Cmð1;N; r; tÞ ð5Þ
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where m, N, r, t are introduced in Sect. 2.1. To compute Eq. (5), we take the
blocking strategy and define

S2ðm;N; r; tÞ ¼ 1
t

Xt

s¼1

Csðm;N=t; r; tÞ � Cm
s ð1;N=t; r; tÞ

� � ð6Þ

Let N → ∞, we have

S2ðm; r; tÞ ¼ 1
t

Xt

s¼1

Csðm; r; tÞ � Cm
s ð1; r; tÞ

� � ð7Þ

In order to measure the max maximum deviation of S2(m, r, t) * t for all the
radius r, we define

DS2ðm; tÞ ¼ max S2ðm; rj; tÞ
� ��min S2ðm; rj; tÞ

� � ð8Þ

Then the optimal time delay, τd, is the first zero point of S2(m, r, t)* t or the first
local minimum point of ΔS2(m, t).

According to BDS statistical conclusions we can get the reasonable estimation of
N, m, r. Here we set N = 3,000, m = 2, 3, 4, 5, ri = i*0.5σ, σ = std(x) (σ is the
standard deviation of time series). i = 1, 2, 3, 4. Calculate Eqs. (9) and (10)

S2ðtÞ ¼ 1
16

X5

m¼2

X4

i¼1

S2ðm; ri; tÞ ð9Þ

DS2ðtÞ ¼ 1
4
DS2ðm; tÞ ð10Þ

And the first local minimum point of DS2ðtÞ is τd.

Increasing the embedding 
dimension to make 

correlation dimension stable

According to different radius 
of hyperplane, calculate the 
corresponding correlation 

dimension 

Phase space reconstruction of 
vibration data

Read the vibration data of 
bearing

Output the correlation 
dimension

stable

Not stable

Fig. 1 Flow chart of G-P algorithm

1276 W. Li et al.



3 Example

In this section, fractal feature extraction of bearing’s vibration signal is imple-
mented and the vibration data comes from a bearing life testing carried out by [8].
The Bearing test rig hosts the bearing on a shaft which is driven by an AC motor.
The rotation speed was kept constant at 2,000 rpm. A radial load of 6,000 lbs. is
added to the shaft and bearing by a spring mechanism. Vibration data was collected
every 20 min and data collection is conducted by a National Instruments LabVIEW
program. The data sampling rate is 20 kHz and the data length is 20,480 points. At
the end of the test a crack was found near the shoulder of a bearing.

Here, two sets of vibration data of the wear bearing are selected to feature
extraction. We denote the normal condition of bearing by condition A and the wear
condition of bearing by condition B. Considering that computing too many points is
unnecessary and time-consuming, we intercept 5,000 points from the 20,480 points
for analysis. The corresponding vibration signals are shown in Fig. 2.

From Fig. 2 we can see that the signal amplitude of condition B is much higher
than that of condition A. It shows the rapid wear of bearing at the end of test.

Using C–C method to get τ, as is shown in Fig. 3. The LnC(r)-ln(r) curve is
shown in Fig. 4.

Figure 4a, b show the LnC(r)-ln(r) curve with different m in condition A and
Fig. 4c, d show the D2-m curve in condition A and B, which reflects how the
correlation dimension changes versus m. When the D2-m curve converges we get
the value of correlation dimension and the corresponding m is the optimal
embedding dimension.

The result of vibration signal analysis is given in Table 1. It shows that the
correlation dimension in condition B is much higher than that in condition A, which
can help us to recognize bearing’s state and discover bearing’s fault promptly.
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Fig. 2 The vibration signal of condition (a) and condition (b)
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4 Conclusion

In this paper a feature extraction method based on fractal theory of is proposed to
bearing’s state recognition and fault diagnosis. G-P algorithm for calculating cor-
relation dimension is introduced and the selection of related parameters is also

0 20 40 60 80 100
0

0.01

0.02

0.03

0.04

0.05

0.06

t

de
lta

 S

0 20 40 60 80 100
0

0.005

0.01

0.015

0.02

t

de
lta

 S
(a) (b)

Fig. 3 Calculation of τ using C–C method. DS2ðtÞ *t curve using C-C method in condition (a),
DS2ðtÞ*t curve using C-C method in condition (b)
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Fig. 4 LnC(r)-ln(r) curve and D2 (correlation dimension)-m curve of condition A and B

Table 1 The bearing’s correlation dimension in different conditions

Condition of bearing τ m D2 (Correlation dimension)

A 3 6 5.5

B 1 11 10.1
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discussed. The example of bearing’s fractal feature extraction shows that vibration
the bearing has different correlation dimensions in different conditions, and the
correlation dimension of wear bearing is much higher than that in normal condition.
By analysing the vibration signal, we can recognize bearing’s state and discover
bearing’s fault promptly.
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Performance Monitoring with Application
of Reliability Growth Analysis

Allen S.B. Tam

Abstract Reliability growth analysis is a popular tool in monitoring reliability
changes over time. The methods used include Duane plots and the Army Materiel
Systems Analysis Activity (AMSAA) model. The reliability growth analysis is
traditionally applied to the time domain of failure. The amplitude of failure is not
considered. For equipment or processes with same MTBF should not be treated
with the same priority without looking into loss of opportunity in wealth creation.
This research proposes the application of reliability growth method to failure losses
in unit of production loss for monitoring changes in magnitude of production loss
due to failure events. In conjunction with reliability growth in time domain, a new
analytical visualisation of reliability assessment, named Reliability Quadrant Graph,
is proposed. This research provides a new way for high level reliability performance
monitoring.

Keywords Reliability growth � Reliability quadrant � Equipment reliability anal-
ysis � Production losses

1 Introduction

Reliability growth analysis is a popular tool in monitoring reliability changes over
time. Popular modules include Duane plot and the AMSAA model. The model has
been applied to a number of different industry such as defence [1, 2], power
transmission and distribution [3], software engineering and information technology
system [4, 5].
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More recent development and extension in the theory of reliability growth model
was reported in the Reliability and Maintainability Symposium (RAMS) in recent
years. Tananko et al. [2] applied the growth model to product verification test for
mobile gun system during production for improving the design for reliability. Crow
[6] proposed the extended continuous evaluation reliability growth model that is to
be applied for reliability growth evaluation over a single or multiple test phases for
“operational-like” testing. Kraisch [7] pointed out that common practise of addi-
tions of test times at failure n reliability growth test data analysis with multiple test
items is unsuitable for design or manufacturing issues. Kriasch [7] proposed an
analytical method applying the original Non-Homogeneous Poisson Process
(NHPP) to correct the error. Strunz and Herrmann [8] addressed the issue with
limited data points (such as liquid rocket engine) by introducing a new Bayesian
estimation based methodology.

These developments however, focus in the application of the growth model in
time domain, monitoring failure time. The amplitude of impact of the failure to
business is not covered.

This research proposes a new paradigm of application of the growth model by
applying the model to failure losses in unit of production losses. Production losses
can be measured in tonnes (mining and manufacturing industry), Mega Watt Hour
(power generation), downtime (manufacturing), customer minutes off supplies/
services (telecommunication and power transmission and distributions). This allows
monitoring of the trend of losses magnitude. In conjunction with reliability growth
in time domain, a new analytical visualisation of reliability assessment, named
Asset Health Condition Graph, is proposed.

2 Reliability Growth Models

2.1 Time Growth Model

The time based reliability growth model is a non-homogenous Poisson process
(NHPP) [9]. This growth model is also known as the AMSAA reliability growth
model. The AMSAA reliability growth model in general is given as [10]:

NðtÞ ¼ ktb ð1Þ

If the model applies to the data, the natural logarithms of equation give:

LnNðtÞ ¼ Lnkþ bLnt ð2Þ

And by plotting LnNðtÞ on y-axis versus LnðtÞ on x-axis, where:

• t is the cumulative time
• NðtÞ—Cumulative number of failures/events at cumulative time t
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• k—y intercept when t = 1
• Β—indicator of reliability improvement

The model is generally used in monitoring system reliability trends using the β
value as the health indicator. When β value is:

• More than 1, the system is deteriorating (i.e. decreasing Mean Time Between
Failure (MTBF))

• Equals to 1, the system is stable (i.e. constant MTBF)
• Less than 1, the system is improving (i.e. increasing MTBF)

2.2 Loss Growth Model

The reliability growth model is applied to monitoring the time domain of failure but
the model by itself is insufficient as the failure consequence in losses amplitude.
Frequent small failure that has little impact to production will rank higher than less
frequent failure with increasing losses amplitude.

To address this deficiency, this research proposes the application of the growth
model to losses magnitude.

Applying the same model but replacing “t” with “l”, and to avoid confusion of
the slope values, the slope of the model is termed α. The growth model for losses
amplitude is therefore:

NðlÞ ¼ kla ð3Þ

LnNðlÞ ¼ Lnkþ aLnl ð4Þ

By plotting LnNðlÞ on y-axis versus LnðlÞ on x-axis, where:

• l is the cumulative losses magnitude
• N(l)—Cumulative number of events at cumulative losses magnitude l
• k—y intercept when t = 1
• α—slope

When α value is:

• More than 1, the mean loss magnitude between events is decreasing
• Equals to 1, the mean loss magnitude between events is constant
• Less than 1, the mean loss magnitude between events is increasing.

The slope α has a different meaning to β. The system is ‘good’ when the mean
losses between events is decreasing, which means that the failure impact to pro-
duction has a decreasing trend.
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3 Reliability Quadrant Graph

The quadrant graph (Fig. 1) is a visualisation tool for assessing plant reliability. On
the X-axis is the time growth slope and on the Y-axis is the losses magnitude
growth slope. If slope for both loss and time equals to 1, this indicates that there is
no change in both time and loss magnitude for the given dataset. The quadrant
graph takes the coordinate (1, 1) as the origin, which divided the graph into 4
quadrants. The system/subsystem growth slopes values will fall into one of the 4
quadrants. Each quadrant is an indicator of individual plant system/subsystem
reliability and is interpreted as follows:

1. Quadrant (A) a[ 1; b\1

• Decreasing mean loss between events
• Increasing MTBF
• Good Quadrant

2. Quadrant (B) a[ 1; b[ 1

• Decreasing mean loss between events
• Decreasing MTBF

3. Quadrant (C) a\1; b\1

• Increasing mean loss between events
• Increasing MTBF
• Failures are becoming less frequent but more severe

Quadrant Graph
0

2

10 2

Beta

Alpha

Increasing Mean Losses

(B)
- Decreasing mean loss between events
- Decreasing MTBF

(A) 
- Decreasing mean loss between events
- Increasing MTBF

GOOD QUADRANT

(D)
- Increasing mean loss between events
- Decreasing MTBF

BAD QUADRANT

(C)
-Increasing mean loss between events

-Increasing MTBF
Failures are becoming less frequent but 
more severe.

No Change

Decreasing MTBF

Fig. 1 Quadrant graph
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4. Quadrant (D) a\1; b[ 1

• Increasing mean loss b/w events
• Decreasing MTBF
• Bad Quadrant

If all the plant systems growth slopes values are obtained and plotted on the
same graph, this scatter plot (Fig. 2) provides a performance indicator of plant
reliability. If most of the points are in:

1. Quadrant (A)

• Plant reliability is in control

2. Quadrant (B)

• Systemic issues
• Quick fixes
• Breakdown work ok, but has not fixed the root cause
• Failures becoming more frequent but less severe

3. Quadrant (C)

• Failures becoming less frequent but more severe
• One-off major loss events—needs more attention to hidden plant problem

Quadrant Graph
0
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2

0 1 2

Beta

Alpha

Increasing Mean Losses

(B)

Systemic issues
Quick fixes
Breakdown work ok, but has not fixed 
the root cause
Failures becoming more frequent but 
less severe

(A) 

Plant reliability is in control
Failures getting less frequent 
and less severe

(D)

Failures becoming more frequent and 
more severe
Plant reliability getting out of control

(C)

•

•

•

•

•

•

•

•

•

•

•

No Change

Decreasing MTBF

Failures becoming less frequent but more 
severe
One-off major loss events – needs more 
attention to hidden plant problem
Failures are becoming less frequent but less 
severe

Fig. 2 Quadrant graph—plant wide analysis
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4. Quadrant (D)

• Failures becoming more frequent and more severe
• Plant reliability getting out of control.

4 Application

4.1 Numerical Example

A system of a manufacturing plant is considered. At failure, system is assumed to
undergo minimum repair. Under the current production practices and maintenance
policy, a total of 10 failures that causes losses of production are experienced to-
date. The time of failure and the total losses of production due to failure are given in
Table 1.

The growth slope can be calculated by using the maximum likelihood estimator
formula:

b̂ ¼ n

n ln T�ð Þ �Pn

i¼1
ln Ti

ð5Þ

• T�—is the time of last failure for failure terminate analysis, or for time termi-
nated analysis is the future time of interest

• n—Cumulative number of failure
• i—the “i” failure

Table 1 Failure data for a system of a manufacturing plant

Event Weeks Losses in
unit of
production

Cumulative
losses

LN (No. of
events)

LN
(Weeks)

LN (cumula-
tive losses)

1 8 200 200 0 2.0794 5.2983

2 20 100 300 0.6931 2.9957 5.7037

3 30 300 600 1.0986 3.4011 6.396

4 50 250 850 1.3862 3.9120 6.7452

5 60 60 910 1.6094 4.0943 6.8134

6 90 500 1410 1.7917 4.499 7.2513

7 106 20 1430 1.9459 4.6634 7.2654

8 150 200 1630 2.0794 5.0106 7.3963

9 180 100 1730 2.1972 5.1929 7.4558

10 260 300 2030 2.3025 5.5606 7.6157
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For this example, the calculated values are:
Time growth:

b̂ ¼ 10
10 ln 260ð Þ � 41:41

¼ 0:704

Losses magnitude growth:

â ¼ 10
10 ln 2030ð Þ � 67:94

¼ 1:22

5 Case Study

In this section, a power station is considered to illustrate application of the reli-
ability quadrant graph. The numbering used represents a subsystem in the power
station.

The two plots, Figs. 3 and 4, compare for the same systems, using two different
time period. Figure 3 analyse data between the year 2002–2008. Figure 4 looks at
data trend between 2002 and 2009. The additional dataset of 2009 provide com-
parison of changes of performance within the year. The target of the scatter plot is
to have points (representing a system) to move from right to left, and from top to
bottom towards the lower left hand quadrant. It is interpreted that as plant systems
are moving for an increasing trend of loss magnitude and failure events occurrence
to a decreasing trend of loss magnitude and failure events occurrence.
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Fig. 3 Reliability quadrant graph (Time Period 2002–2008)
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6 Conclusion

This paper proposed a new application of the reliability growth analysis. The
proposed reliability quadrant graph provides a high level visualisation for managers
and engineers to understand the changes of their asset based on data. The appli-
cation of this approach provides high level summary of plant reliability
performance.

Acknowledgment The author would like to acknowledge the support of Silcar for the devel-
opment of this paper between 2007 and 2010.
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Design for Probe-Type Fault Injector
and Application Study of PHM Case

Jun-you Shi, Xiao-tian Wang and Hong-tao Liu

Abstract Prognostics and health management (PHM) is a highlight of current
research in modern industrial equipment fields. Aiming at the requirement of ver-
ification of PHM system’s fault diagnosis capability, a fault injection device is
designed and it consists of the digital control unit, fault injection unit, failure mode
switching unit, channel switch unit, a status indication unit, data acquisition unit,
communication unit and control software unit. The procedures of fault injection
experiment are expounded in this chapter. Then a control computer system is
applied to a fault injection experiment based on the probe-type fault injector, and
the capabilities of fault diagnosis of PHM system are verified. Experiment results
show that the probe-type fault injector can be effectively used to verify the PHM
fault diagnosis capability of electronic systems and it is non-destructive and easy for
operation.
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1 Introduction

Prognostics and health management (PHM) is becoming the key technology in the
research and development of complex weapon equipment system [1]. With the
intensive study and extensive application of the PHM technology, it has great
meaning to validate and evaluate the PHM system’s design capability and it has
become a highlight of current research in PHM fields [2, 3]. PHM consists of fault
diagnosis, fault prognostics and health management [4] and thus the validation and
evaluation of PHM system’s design capability includes the verification of fault
diagnosis, the validation of fault prognostics and the validation of health manage-
ment [5].

In this chapter, it mainly involved fault diagnosis capability’s validation of PHM
system. At present, there are three main approaches to validate and evaluate the
PHM system’s fault diagnosis capability: the method of basing analysis and val-
uation, the method based on simulation (including entire system simulation and
semi-physical simulation) and the method based on fault injection experiment [6].
Compared with other methods, the method based on fault injection experiment has
the advantages of flexible, convenient, low-cost and effective and it is playing a
more and more important role in this field.

The method based on fault injection experiment refers to validating and evalu-
ating the PHM system’s fault diagnosis capability by injecting fault on the target
system or equivalent system to observe and analyze PHM system’s running status
[7]. There are many different ways in the concrete implementation of the fault
injection experiment, including simulation, hardware, software, heavy ion radiation
and laser irradiation. In the verification of electronic system’s PHM fault diagnosis
capability, the hardware implementation is more rapid and effective, but it faces
the problems of transient fault unable to be injected, fault injection equipment
difficultly inserting target system and easy to cause critical damage on target system
[8, 9]. In this background, we design a probe-type fault injector and it is applied to
validate the PHM system’s fault diagnosis capability of an aircraft’s control com-
puter system.

2 The Design of Probe-Type Fault Injector

2.1 The Structure of Probe-Type Fault Injector

The structure of probe-type fault injector is shown in the Fig. 1 and the picture of
the probe-type fault injector is shown in the Fig. 2. In the following, the function of
each module will be described.
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• Digital Control Unit
The digital control unit is the heart of the probe injector and it can control fault
injection channel on–off, failure mode’s switch, indication unit’s status indi-
cating, and keep fault injector communicating with the control software.

• Fault Injection Unit
In this unit, it can make kinds of failure modes, such as the stuck at 0 fault, stuck
at 1 fault and broken fault by changing the signal from the input probe.

• Failure Mode Switching Unit

Digital Control 
Unit

Communi
cation 
Unit

Status Indication 
Unit

USB

Fault Injection 

Unit

Channel
Switching Unit

Output Probe

Input  Probe

Data Acquisition 
Unit

Control
Software Unit

Failure

Mode

Switching 

Unit

Fig. 1 The structure of Probe-type fault injector

Fig. 2 The Probe-type fault injector
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According to the needs of fault injection experiment, it can switch the fault
injection mode by the failure mode switching unit.

• Channel Switching Unit
The probe-type fault injector has 16 channels and it can control fault injection
channel on–off by the Channel Switching Unit. On the other hand, it provides an
access to the fault injector for the input probe and output probe.

• Data Acquisition Unit
It can collect the signal in the input and output channel and make sure the signal
can be conveniently observed and recorded in the fault injection process by this
unit.

• Status Indication Unit
The function of this unit is displaying some basic information about the fault
injection, such as the fault time, fault injection mode and fault injection channel,
etc.

• Communication Unit
The main function of this unit is to achieve reliable communication between the
fault injector and the control computer.

• Control Software Unit
The control software is located in the control computer and it can choose the
fault injection channel and fault injection mode and control the time and cycle of
fault injection by this unit.

2.2 The Main Module Design of the Fault Injector

2.2.1 The Fault Injection Unit

The probe-type fault injector can inject kinds of failure modes in different situations
and the Table 1 show the main information of failure mode that can be injected by
the probe-type fault injector.

Owing to space constraints, this chapter only elaborates the principle of injecting
the Stuck at 0 fault and Stuck at 1 fault. The schematic diagram of the Stuck at 0
fault and Stuck at 1 fault is shown in the Fig. 3.

The heart of Stuck at 0 fault and Stuck at 1 fault module is adjustable high-
precision resistance unit and it can adjust the voltage of the input signal in the fault

Table 1 Information of failure mode

Applicable scope Electronic system

Number of
channels

16

Failure modes Stuck at 0 fault, stuck at 1 fault, broken fault, short fault, inversion fault

Time of duration Transient fault, continuous fault, intermittent fault
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injection experiment according the need of verification experiment. At the begging
of fault injection experiment, we should connect the TH probe with the chip’s
power pin and connect the TL probe with the chip’s ground pin. In The Next, we
need to connect the Ti (i = 1, 2…n) probe with chip’s pin, which need inject fault
according to verification experiment and fix the TH, TL and Ti (i = 1, 2…n) probe
on the circuit board by insulating cement which can’t damage the circuit board in
this way. After replacing the circuit board in target electronic system, we should
power-on target electronic system and adjust high-precision resistance unit to inject
Stuck at 0 fault or Stuck at 1 fault.

2.2.2 Channel Switching Unit

Channel switching unit consists of input and output probe and the relay module.
The main function of input and output probe make sure fault injector can reliably
connect the target system without serious damage target system. According to the
characteristic of electronic system, we designed two types of probe: the needle-like
probe and the probe with clip connector. The picture of the two kinds of probe is
shown in the Fig. 4.

The relay module consists of sixteen isolated relays and drive circuits and it can
control sixteen channels on–off according to the signal from the digital control unit.

Channel
Switching

Unit

.

.

.

Failure
Mode

Switching
Unit

T1

T1

T2

T2

Tn

R

Fig. 3 The schematic diagram of the stuck at 0 fault and stuck at 1 fault

Fig. 4 The picture of the
probe
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Since the output signal from the digital control unit is unable to drive the relay, it
needs the adjunct circuit to drive the relay and we use the Darlington push-pull
circuit to drive the relay. After the signal from the digital unit is amplified in the
Darlington push-pull circuit, it can control relay on–off and thus control fault
injection channel on–off.

2.2.3 Failure Mode Switching Unit

The failure mode switching unit consists of a series of multiple-way switch ana-
logue switch and we choose CD4052BC as multiple-way switch to control the
switch of failure mode in the fault injector. The CD4052BC is digitally controlled
analogue switch having low “ON” impedance and very low “OFF” leakage currents
and it is a differential 4-channel multiplexer having two binary control inputs, A and
B, and an inhibit input. The two binary input signals select 1 or 4 pairs of channels
to be turned on and connect the differential analogue inputs to the differential
outputs. According the need of the verification experiment, it can switch different
failure modes by the CD4052BC.

2.2.4 Control Software Unit

Man-machine interface is an important component of the fault injector and we use
Visual C++ to develop control software unit in WINDOWS platform. Before the
fault injection experiment, the control software assigns an address for the fault
injector by transferring API function to ensure the injector can be recognized. To
ensure the probe-type fault injector is no hardware fault, it should run self-checking
program. After the Power-On Self-Test, the control software unit can choose the
fault injection channel and fault injection mode and control the time and cycle of
fault injection according the need of the verification experiment. The software flow-
chart of the control software is shown in the Fig. 5.

3 The Procedure of Fault Injection Experiment

We should analyse the target system to determine the failure mode, the number of
how many fault should be injected and the position of where the fault should be
injected before the fault injection experiment. In the next, we should connect the
target system and the probe-type fault injector and ensure that the communication is
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well between the control computer and the probe-type fault injector. After the fault
injection system is constructed, we can inject the failure mode according the need of
the fault injection experiment and should make detailed records about the experi-
ment. In the last, we should analyse the experiment data and write the verification
report about the PHM fault diagnosis capability. The detailed steps of the fault
injection experiment are shown in the Fig. 6.

4 Application Study of PHM Case

After the probe-type fault injector is designed, we construct a verification test on the
PHM system of an aircraft’s control computer. In electronic systems, fault diagnosis
mainly refers to detect and isolate the fault by using the information from the Built-
In Test System (BITS). Therefore, it is one of the most important sections to
validate the validity of the Built-In Test (BIT) when we verify the PHM fault
diagnosis capability of electronic systems.

After the analysis of the control computer’s PHM system, we determine to inject
fifty faults in this experiment. The PHM system detects fifty faults and isolates forty

Power-On

Assign Addresses for 
Probe Fault Injector

Y

Start Fault Injection

 Fault 
Injection is 
Finished?

N

Y

End

Equipment Self-Checking 

Fig. 5 Control software
flow-chart
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seven faults. It can be obtained the fault detection rate is 100 % and the fault
isolation rate is 94 % after calculation. We successfully validate the PHM system’s
fault diagnosis capability of the control computer and it has a positive effect on the
follow-up work of the PHM system’s verification. This chapter

selects four typical signal diagrams which indicate the change of the signal before
and after the fault is injected to the he control computer system. Figure 7 shows the
signal change after the stuck at 1 fault is continuously injected. Figure 8 shows
the signal change after the stuck at 1 fault is intermittently injected. Figure 9 shows the
signal change after the stuck at 0 fault is continuously injected. Figure 10 shows
the signal change after the stuck at 0 fault is intermittently injected.

Inject Fault and 

Observe and Record the 

Experiment Data

Analyze Experiment Data and 

Write Verification Report

Repeal Fault Injected and 

Observe and Record the 

Experiment Data

Construct Fault Injection 
Experiment System

Analyse  Target System

Start Fault Injection Experiment

Observe and Record the Data before Injection 
Experiment 

Fig. 6 The steps of fault
injection experiment
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Fig. 7 Continuously inject stuck at 1 fault

Fig. 8 Intermittently inject stuck at 1 fault
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5 Conclusion

It is an important part to research fault injector which is applicable for electronic
equipment in the work of verifying the PHM fault diagnosis capability of electronic
systems. Aiming at the requirement of verification of PHM system’s fault diagnosis
capability and combining the characteristics of generality, scalability and security
the instrument and equipment should have, we designed a probe-type fault injector,
which can inject Stuck at 0 fault, Stuck at 1 fault, Broken fault, Short fault and
Inversion fault, etc. To verify the effect and availability of the probe-type fault
injector, we carried out a fault injection experiment. Through the fault injection
experiment, we verify the fault injection capability of the probe-type fault injector.
On the other hand, we also find the probe-type fault injector has some drawbacks,
such as the fault injection type is not enough, the data acquisition accuracy of data
acquisition unit is not precise and the application scope is limited, etc. Therefore,
there are still some areas that need us to improve the performance of the probe-type
fault injector.

Fig. 9 Continuously inject stuck at 0 fault
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A Method of Establishing the Dependency
Integrated Matrix Based on Diagonally
Dominant Fuzzy Transitive Matrix

Tong Zhang, Jun-You Shi and Yin-Yin Peng

Abstract For the purpose of detecting the state of systems or equipment, and
isolating the internal faults in the field of testability, a method of establishing the
dependency integrated matrix based on diagonally dominant fuzzy transitive matrix
is proposed. The principle of dependency integrated matrix is introduced. On the
basis of fuzzy transitive modeling towards the faults and the signs of systems or
equipment under detection, the fuzzy transitive matrix is achieved [1]. Furthermore,
according to the diagonally dominant matrix, the zero rows (rows with all zero
elements) of dependency matrix are settled, and the dependency integrated matrix
applied to fault detection is proposed based on the transitive relationship between the
faults and the symptoms with the maximum degree of membership [2, 3]. The flow of
establishment for dependency integrated model is described in detail. The statistics of
a certain circuit are taken as an example for application, which demonstrates this
method is feasible and effective.

Keywords Testability � Dependency integrated matrix � Diagonally dominant �
Fuzzy transitive matrix
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1 Introduction

Diagonally dominant matrix is a widely used class of matrices, which attaches great
importance to the application in information theory, systems theory, modern eco-
nomics, networks, algorithms, program design, and so forth. In the field of test-
ability, It exercises a far-reaching influence on application to analyze diagonally
dominant fuzzy transitive matrices, and establish the dependency integrated matrices
that present the correlations between faults and tests on the basis of analysis.

The theory of dependency correlation has played an indispensable role in the
technique of testability configuration and analysis [4]. It proposes the dependency
correlations between faults and tests by means of testability model and dependency
integrated matrix, which bases on single fault assumption. In accordance with
dependency correlations, the ordination for tests can be achieved.

The fuzzy transitive matrix indicates the probability relations between symptoms
and causes of faults, while the dependency integrated matrix proposes the certain
logic correlations between failure modes and tests. Only when the symptoms and
faults refer to certain tests and failure modes does fuzzy transitive matrix interrelate
to the corresponding dependency integrated matrix. Meanwhile, both of them are
interconverted in the sense of mathematics, in which the fuzzy transitive matrix RT

is available to be obtained through engineering data among tests, not compatible for
applying directly because of the variety data, while the dependency integrated
matrix D fulfills the condition that quick and intuitive. To sum up, the latter would
be an added asset in engineering projects.

2 Related Definitions

The complete process of testability modeling contains collection, collation, digestion
and modelling. It is complicated as short of the unified method of data collection
and processing. During the actual modeling process, there are generally related
definitions in the field of testability as follows [5]:

Definition 1 Diagonally Dominant Fuzzy Transitive Matrix
Let (rij) donate an m × n matrix, rij2 Rm�n, and m� n.
The matrix (rij) is diagonally dominant fuzzy transitive matrix if

riij j �
Xn

j¼1;j6¼i

rij
�� ��; i ¼ 1; 2; . . .; n ð1Þ

In (1): rij is the probability that i-th fault Yi causes j-th symptom Xj. And rij
�� �� is

the absolute value of rij.
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Definition 2 Dependency Integrated Matrix
Let (dij) donate an m × n matrix.
The matrix (dij) is dependency integrated matrix if

dij 2 0; 1f g; i ¼ 1; 2; . . .;m; j ¼ 1; 2; . . .; n ð2Þ

In (2): dij presents the correlation between i-th failure mode Fi and j-th test Tj.

dij ¼ 0; Tj cannot detect Fi; when Tj observethe logic value (Tj and Fi areunrelated)
1; Tj can detect Fi; when Tj observe the logic value (Tj and Fi are related)

�

Definition 3 Let Y be the set of all existing faults in a UUT (Unit Under Test), then

Y ¼ Y1; Y2; . . .; Ymf g ð3Þ

In (3): m is the amount of variety faults.

Definition 4 And let all symptoms that the faults cause be X, shown as:

Y ¼ Y1; Y2; . . .;Ynf g ð4Þ

In (4): n is the amount of symptoms.

Definition 5 As the faults correspond to the symptoms, the matrix R based on the
X and Y can be achieved according to the fuzzy logic, shown as:

Rn�m ¼

Y1 Y2 � � � Ym
X1

X2

..

.

Xn

r11 r12 � � � r1m
r21 r22 � � � r2m
..
. ..

. . .
. ..

.

rn1 rn2 � � � rnm

2
6664

3
7775

ð5Þ

In (5): Xj is the j-th fault, Yi is the i-th symptom, and rij is the grade of mem-
bership value that i-th symptom corresponds to j-th fault, 0� rij � 1;
1� i� n; 1� j�m.

Definition 6 Same as RT, the fuzzy transitive matrix, which is the transpose of the
matrix R and also called fuzzy diagnosis matrix in the field of fault diagnosis, as
below:

RT
m�n ¼

X1 X2 � � � Xn

Y1
Y2
..
.

Ym

r11 r12 � � � r1n
r21 r22 � � � r2n
..
. ..

. . .
. ..

.

rm1 rm2 � � � rmn

2
6664

3
7775

ð6Þ
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Dependency integrated matrix presents the logic correlations between failure
modes and tests. In a UUT comprised of m units, Let Fi be the faults of variety
units, and dij indicates the logic correlation with the n corresponding test points.

Definition 7 The dependency integrated matrix of the UUT is proposed as below:

Dm�n ¼

T1 T2 � � � Tn
F1

F2

..

.

Fm

d11 d12 � � � d1n
d21 d22 � � � d2n
..
. ..

. . .
. ..

.

dm1 dm2 � � � dmn

2
6664

3
7775

ð7Þ

In (7): Fi ¼ ½di1; di2. . .din� is the dependence of i-th failure mode and the test set
Tjðj ¼ 1; 2; . . .; nÞ. The Tj ¼ ½d1j d2j. . .dmj�T is the j-th dependency of the test and
the failure mode Fiði ¼ 1; 2; . . .;mÞ. And the value of dij is as below:

dij ¼ 0; Tj cannot detect Fi; when Tj observethe logic value (Tj and Fi areunrelated)
1; Tj can detect Fi; when Tj observe the logic value (Tj and Fi are related)

�

ð8Þ

3 Algorithms and Flowcharts

The objective method proposes to establish the dependency integrated matrix based
on diagonally dominant fuzzy transitive matrix, and aims at further tests though the
obtained matrix [6, 7]. The entire flow of this method is demonstrated in Fig. 1.

Specifically steps of the process as follows:

i. Apply fuzzy transitive modeling to faults and symptoms of the system under
test, and achieve the fuzzy transitive matrix RT ¼ rij

� �
; rij 2 Rm�n; m� n;. The

element rij indicates the probability that i-th fault Yi causes j-th symptom Xj [8].
During the project application, there is no condition that the signs of fault
appear while no fault occurred, i.e. it is impossible that n[m in this method.
Then judge the fuzzy transitive matrix RT if diagonally dominant, see details in
Definition 1.

ii. Transform the matrix RT into diagonally dominant matrix. The process of
arranging fuzzy transitive matrix RT into diagonally dominant matrix RT 0 is
shown in Fig. 2.
Specifically steps of the process as follows:

(1) Begin with the i-th row of the fuzzy transitive matrix RT, initial i = 1;
(2) Let j = 1, variable k = 0;
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(3) Select the j-th element, judge if rij
�� �� is greater than the sum the absolute

value of the rest elements in the j-th rank of the fuzzy transitive matrix RT,
if yes, go to (4); or go to (5);

(4) Record rij
�� ��, and update k = k + 1;

(5) Update j = j + 1, and judge if j is greater than n, if yes, go to (6); or go to
(3);

(6) Judge if k > 1, if yes, the fuzzy transitive matrix cannot be transformed
into diagonally dominant fuzzy transitive matrix, break; or go to (7);

(7) Update i = i + 1, and judge if i > m, if yes, go to (8); or go to (1)
(8) Towards the previous rij

�� ��, exchange i-th and j-th rank of the fuzzy
transitive matrix RT. The exchanging information is obtained, and the
transformation of the fuzzy transitive matrix into diagonally dominant
fuzzy transitive matrix is done, break.

Apply fuzzy transitive modeling and achieve 
RT

If RT is diagonally dominant 
matrix?

Structure transitive relationship with the 
maximum degree of membership

Transform RT into 
diagonally dominant matrix

If RT can be transformed into 
diagonally dominant matrix via 

elementary transformation?

YES

NO

YES

Ascertain the zero rows of D

Establish  D through transitive relationship 
with maximum degree of membership

Select the test point for detection and isolation 
Generate diagnostic strategy

Fig. 1 The process of establishing the dependency integrated matrix
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Select i-th row of RT,initial  j=1, k=0

Select the j-th element

Initial i=1

Found all the dominant elements
Conduct corresponding relations

Input (RT=[rij]mxn)

If |rij| greater than the absolute value 
assumption of the rest elements

Let j=j+1

If j>n?

If i>m?

Record |rij|

Let k=k+1

If k>1？

RT cannot be transformed into 
diagonally dominant matrix

Transform RT into diagonally dominant 
matrix via elementary transformation

Start

YES

NO

YES

NO

YES

NO

NO

YES

Break

Let i=i+1

Fig. 2 The process of arranging fuzzy transitive matrix RT into diagonally dominant matrix RT0
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Sort out the diagonally dominant fuzzy transitive matrix RT 0and the correlations
between faults and symptoms.

iii. In accordance with the diagonally dominant fuzzy transitive matrix RT 0,
structure the transitive relationship between the faults and the symptoms with
the maximum degree of membership. The fault Yi and the symptom Xi that rii
corresponds indicates the maximum probability that Yi causes Xi, and Xi

appears. Set up the corresponding relation Xi ! Yi, and “!” coveys the
corresponding relation [9–12].

iv. Let D be the requested dependency integrated matrix, D ¼ dij
� �

; dij 2 Rm�n.
The element dij indicates the logic correlation between i-th failure mode Fi and
j-th test Tj. Ascertain the zero rows of the corresponding dependency matrix
for tests according to the corresponding relations: the p-th row in matrix D is
zero, nþ 1� p�m.

v. Establish the dependency integrated matrix D through the transitive relation-
ship between the faults and the symptoms with the maximum degree of
membership from the fuzzy transitive matrix RT. The process of setting up
zero rows of dependency integrated matrix D is shown in Fig. 3.

Let dpi=0 in D=[dij]mxn

1 i n, n+1 p m

Generate D
(D=[dij]mxn, n m)

p-th row in D is zero

Input RT

(RT =[rij]mxn, m n)

rp1<max{ri2},rp2<max{ri2}, ,
rpn<max{rin}, n+1 p m

Let dii=0 in D=[dij]mxn

1 i n

Achieve the requested D

Start

Break

Fig. 3 The process of setting
up zero rows of dependency
integrated matrix D
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vi. Let dii ¼ 1, dij ¼ 0, ði 6¼ jÞ, and the requested dependency integrated matrix
D is achieved as below:

D ¼

T1 � � � Tn
F1

..

.

Fn

Fnþ1

..

.

Fm

1 � � � 0
..
. . .

. ..
.

0 � � � 1
0 � � � 0
..
. . .

. ..
.

0 � � � 0

2
66666664

3
77777775

vi. Select the test point for detection and the test point for isolation, generate the
diagnostic strategy, so as to further detection and localization, in accordance
with the acquired dependency integrated matrix D [12].

4 Application

For the signal disposal circuit of an avionics module, the fuzzy transitive matrix RT

is obtained by modeling to the faults and the symptoms as below:

RT ¼

X1 X2 X3 X4 X5
Y1
Y2
Y3
Y4
Y5
Y6
Y7

0:018 0:546 0:027 0:081 0:028
0:546 0:046 0:046 0:059 0:046
0:084 0:052 0:574 0:062 0:074
0:04 0:066 0:048 0:574 0:073
0:066 0:079 0:076 0:019 0:68
0:09 0:05 0:03 0:03 0:07
0:06 0:075 0:075 0:092 0:098

2
666666664

3
777777775

Y1 * Y7 means the 1st* 7th fault, X1 * X5 means symptoms that the 1st* 7th
fault causes, rij indicates the probability that i-th fault Yi causes j-th symptom Xj.

The fuzzy transitive matrix RT is diagonally dominant matrix judging from
Definition 1. Afterwards, transform the matrix RT into diagonally dominant matrix.
In the fuzzy transitive matrix RT, exchanging the rank Xi and Yj, does not interrupt
the correlation between the certain fault and symptom. Therefore, RT can be con-
sidered diagonally dominant if it satisfy Definition 1 after limited time exchange.

Sort out the diagonally dominant fuzzy transitive matrix RT 0.It can be noticed
that r12 ¼ 0:546 in 1st row; r21 ¼ 0:546 in 2nd row; r33 ¼ 0:574 in 3rd row;
r44 ¼ 0:574 in 4th row; r55 ¼ 0:68 in 5th row, which meets the Definition 1.

1310 T. Zhang et al.



Exchange the 2nd and the 1st rank, RT 0 is obtained as below:

RT 0 ¼

X1 X2 X3 X4 X5
Y1
Y2
Y3
Y4
Y5
Y6
Y7

0:546 0:018 0:027 0:081 0:028
0:046 0:546 0:046 0:059 0:046
0:052 0:084 0:574 0:062 0:074
0:066 0:04 0:048 0:574 0:073
0:079 0:066 0:076 0:019 0:68
0:05 0:09 0:03 0:03 0:07
0:075 0:06 0:075 0:092 0:098

2
666666664

3
777777775

Verify the RT 0 satisfy Definition 1.
Set up the corresponding relation Xi ! Yi, and achieve X1 ! Y1;X2 !

Y2; . . .;X5 ! Y5: Therefore, p-th row is zero in the dependency integrated matrix D,
nþ 1� p�m, i.e. dp1 ¼ dp2 ¼ � � � ¼ dpn ¼ 0.

Generate the requested dependency integrated matrix in accordance with
established corresponding relations and the zero rows as below:

D ¼

T1 T2 � � � Tn�1 Tn
F1

F2

F3

..

.

Fn

Fnþ1

..

.

Fm

1 0 � � � 0 0
0 1 0 � � � 0
..
.

0 1 . .
. ..

.

0 ..
. . .

.
1 0

0 0 � � � 0 1
0 0 � � � 0 0
..
.

0

..

.

0

..

.

� � �
..
.

0

..

.

0

2
6666666666664

3
7777777777775

Specifically shown as below:

D ¼

T1 T2 T3 T4 T5
F1

F2

F3

F4

F5

F6

F7

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0

2
666666664

3
777777775

Based on the obtained dependency integrated matrix D, select the detecting test
point and the isolating test point, generate the diagnostic strategy, consisting of
sequence for detection, fault isolation and fault diagnostic tree [13–15], so as to
further detection and localization, in accordance with the acquired dependency
integrated matrix D.
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In the generated matrix D, the weighted value of fault detection of each test
WFD ¼ 1, select the test T3 which can simplify the process. And the weighted value
of fault isolation of each test WFI ¼ 5, therefore, select the test T3 that has been
proposed as the test point for detection [16].

5 Conclusion

This paper provides a standardized method of establishing the dependency inte-
grated matrix based on diagonally dominant fuzzy transitive matrix, aiming at
generating the dependency integrated matrix in accordance with the diagonally
dominant fuzzy transitive matrix, and conducting fault detection through the
achieved matrix.

The method supplies a gap of generating the dependency integrated matrix
through known fuzzy transitive matrix, helps generate the transitive correlations
between faults and symptoms intuitively and feasibly, and achieve the requested
dependency integrated matrix for fault detection and isolation. Therefore, further
operation of diagnosis and fault localization can be conducted.
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Understanding and Evaluating IT Budgets
and Funding

Indira Venkatraman and Paul T. Shantapriyan

Abstract The average firm spends over two-thirds of the IT budget on maintaining
the present infrastructure and architecture. The IT budget in turn makes up between
30 and 50 % of the capital expenditure of a firm annually. An appreciation of the
models would enhance an understanding of funding for new IT initiatives and/or
making improved decisions on IT investments and operations. In an era where IT
infrastructure is essential, a sound IT portfolio is important. This chapter explores
the necessities of maintaining a firm’s current IT health, investing in future capacity
and improving the competitive position of the firm. This chapter tries to suggest
how an organisation can shift from barely maintaining the current IT infrastructure,
much to the chagrin of everyone involved, to an industry leading, value generating
and sound IT infrastructure. This chapter first examines four models for Budgeting
and Funding for Information Technology in a firm (Charge Based, Lord and
Master, Revenue Percentage, Absolute Outsourcing). Then it proceeds to develop a
speculative framework to assist IT budget and funding. There is evidence that the
first four models (Charge-based, Lord and Master, Revenue Percentage and
Absolute Outsourcing). Charge-based is a model where the IT unit is treated out-
right as a service provider and paid for services implemented. In Lord and Master, a
firm’s IT unit has absolute control over implementation and execution of IT ser-
vices. Revenue Percentage is where the IT unit compete for budgets in the form of a
percentage of the organisation’s overall revenue/profits. Absolute Outsourcing is
also a service-charge based system; the only difference being that there is no
defined IT unit within firm. IT needs are outsourced to an IT firm outside of the
organisation and services rendered, charged back to the organisation. The impact an
IT department has, whatever model it uses to exist, on organizational activities is
un-questionable. The study of these models will help firms gather knowledge as to
where they stand and also analyse if they need a change in their IT related financial
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environment. The proposed models are evaluated on: how each model works, how
much is allocated as an IT budget, how the financial relationship of IT with other
departments and stake holders functions, and implications on organizational
learning. Using the funding and budgeting models as building blocks future
research is welcomed on governance, change management as well as operational,
day to day practical decision making which has relevance to both academic and
practitioners.

Keywords Performance monitoring and management � IT budgets � Funding
models

1 Introduction

The budgeting for Information Technology (IT) is viewed from two perspectives:
the capital budgeting expenditure and the operating expenditure. Capital expendi-
ture is investment in: infrastructure assets to establish the IT, the purchase of the
software, the cost of implementation, training and investment in human resources to
leverage the capabilities of IT. Around 46 % of the total IT investment is on
infrastructure [1]. The cost of implementing IT from an enterprise perspective has
grown, with challenges that the time and budget are often exceeded as well as the
value of such IT to the decision maker questioned. Once the IT is established in an
enterprise, the operating budget becomes the next subject to debate. The operating
expenditure is the recurrent yearly spend on: salaries and wages of IT professionals,
maintenance of the software and infrastructure; and licence charges for the soft-
ware. Within each of these two perspectives are two further expenditures, mandated
and discretionary [2]. Mandated expenditures are outlays which are necessary while
discretionary outlays are those that can be delayed or avoided completely. As the
costs of IT grow, there is increasing pressure for senior management to defer, delay
or not invest in further capital expenditure or cull the operating expenditure of IT.
Therefore, what should be mandated can be from the view of financially constrained
managers, becomes discretionary. Often, the existing charging system for IT can
shape the mind set of senior management. One important aspect of investing and
budgeting for IT is how savvy the management team is with regard to IT.

2 IT Savvy Firms and Their Funding

Being IT savvy does not require everyone in the firm to learn everything IT, An
overall knowledge of the basic principles and their own IT needs should suffice.
There are five characteristics for the IT savvy enterprise [1]:
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1. IT for internal and external communication. The intensity and frequency of use
of IT for internal and external communications shapes how savvy a firm is;

2. Internet use. The use of open internet architectures for building customer,
employee engagement, performance management and learning.

3. Digital Transactions. The percentage of digitization undertaken by customers,
employees and managers;

4. Companywide skills. The captures the technical and business competencies of
the IT human resources.

5. Management involvement. This reflects the commitment by senior management
as well as the degree to which IT is diffused throughout the enterprise.

Those enterprises which have a low IT savvy would invest less in infrastructure
and strategic information capture and invest more in low risk transactional systems
that provide the information for day to day operations [1]. Such decisions would be
to reduce the magnitude of the IT expenditure and the exposure to longer term
infrastructure assets [1]. The urge to reduce IT costs has seen the use of cloud
technology [3] where the use of Infrastructure as a Service (IaaS) can reduce the
upfront investment in infrastructure costs (processing, storage and other security
resources) of the firm [4].

Having an open mind towards new developments would be good. IT funding
models at IT savvy firms have three important components [5];

1. Senior executives establish clear priorities and criteria for IT investments
2. Management develops a transparent process for assessing potential
3. Monitor impacts of prior investment decisions and uses the learning in future

In an era where IT infrastructure is an essential despite what an organisation does
for business, a sound IT portfolio is as important as the value of company shares and
the nature of people hired to work for the firm. This chapter develops a portfolio
based approach to IT investment. How IT money is distributed and used in a firm is
based on whether or not the firm is IT savvy or IT ignorant. Various areas of a
business that this topic might affect are looked at; for example cost control, learning
curves, governance challenges and change management. Finally all this analysis will
lead on to the discussion of the speculative framework titled Portfolio Model.

3 Overview of Models

3.1 Charge Based Model

In this scenario the IT department within an organisation behaves like an in-house
consultancy or service provider that bills individual departments and the manage-
ment for providing both soft and hard services in IT. The business units get bud-
get allocated to them for IT expenditures, then IT units charge based on an “internal
pricing system” [6].
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The percentage of money allocated for IT thus depends on how much each unit
demands and/or are willing to spend on IT. Although this model keeps a clear
account of what IT services have been requested and provided, it fails to give a big
picture of how the entire firm benefits from IT and how much the IT unit really
needs to progress, not just give what is requested. A sense of detachment may arise
in the morale of the IT unit. They might feel like an external unit and be retreated so
by other units. Their rapport might be purely service based and a sense of belonging
might be lost.

3.2 Lord and Master Model

In this model the IT unit gets a budget and is allowed to make almost all decisions
about all the IT needs and service requirements of the entire firm as a collective.
Though it might seem like sensible centralised control one might argue that this
system puts too much control in the hands of the IT managers. Conflicts might arise
on how IT services are to be provided and even on what type of hardware and/or
software is to be provided. Unlike charge-based the people working in the IT unit
might feel as part of the entire company. How the IT unit uses the money allocated
can be a cause for conflict. Business units within the firm might see the lord and
master approach as a takeover by all things IT.

3.3 Revenue Percentage Model

This scenario can take two roads. One, the IT unit/department can have a pre-
existing budget and can be eligible for a percentage of the revenue over and about
the existing budget. Second, the entire IT budget can be based on a revenue per-
centage. In this case, after initial set up costs, an IT unit has to keep working at
contributing to the revenue increase of a firm to get more funding.

Though such a model has the benefits of meeting the needs of business units
operating in a competitive market place, the reward for the IT unit would be limited
by the IT non savvy nature of the business unit managers. IF there is no growth in
the Strategic Business Units (SBU), this system can demoralise people working for
the IT unit if there is not much to work towards. Unless a firms overall IT needs are
dynamic and the SBU decision making align with the corporate strategy, there
are limits to what an IT unit can do/provide. Unless the funding for all/most units
are revenue percentage based, the other units might view this as unfair. Senior
Management might find it hard to assess the contributions of IT to the business as
tangible evidence for the percentage. Therefore, the separability of the IT
co-creation of value can raise questions about investing further in IT for future
periods.
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3.4 Absolute Outsourcing Model

Some companies do not see the need to have an IT department in the organization at
all. In this way, the capital expenditure on hardware, implementation and software
costs are avoided as IT is viewed as a support service. At times some firms only need
high speed internet and/or video conferencing abilities. In those cases they might
find that contracting an IPS service provider is a better deal than having a few extra
employees running around setting up something. This also applies to smaller firms
who prefer to outsource their Accounting information system (AIS). Application
Service Providers (ASP) and Business Process Outsourcing (BPO) are in these lines.

While it has the advantage of experienced outsource agents to handle an orga-
nizational IT needs, there can be issues of who owns the data, risk management, and
privacy of customer data. The party offering the services is basically a stranger; this
can play on the morale and trust levels of employees. In the event an IT budget is
supplied to each business unit to afford IT services, there is the possibility of
individual units hiring different service providers and private company information
being up for grabs. Senior management on the other hand might find it difficult to
customise and cost save when time comes to update the IT provisions if the pro-
vider is an outsider. They might not intrinsically understand the companies IT needs
and alignment.

4 Where to from Here?

One could argue that IT and related fields are just new fads or enhancements that
make the process of business more refined and easy to follow. Well it is true that
trade, manufacture, accounting, investing, medicine, law, etc., etc. have existed
powerfully way before computers were even invented. But one needs to just look
around to realise that if we all decided to wind the clock back to a time where
computers did not exist, life would be boring indeed and tasks that are a breeze with
IT would end up being anvils around our neck.

IT has proceeded far beyond computers, their software and has become an
environment, an eco-system if you must that has evolved from the human mind into
a tool or prospect that can enhance the way we perform and earn.

So what now? Let us take a portfolio view of IT. A firm can go on treating every
IT need as a project or step a bit forward and include IT as a company’s portfolio
[5]. In the portfolio approach, the IT investment is broken down into four asset
classes.

The IT asset classes are;

1. Strategic IT
2. Informational IT
3. Transactional IT
4. IT infrastructure
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The framework is based on the portfolio classes and various other parameters.
End of the day a firm has to “Follow the Money”; IT or no IT. So reverse engi-
neering from an investment perspective seemed nice. We are calling it Portfolio
Model. The suggested framework is hopefully developed into a sort of box of tools.
You know it is there, but you do not have to use every tool every single time. They
are there when you need it and are easily put out of sight until needed again. We are
taking the four asset classes one step further. We decompose each asset class into
key factors that will generate future economic benefits. The following diagram
portrays the factors dealt within each portfolio class (Fig. 1).

4.1 Strategic IT

This is basically IT services and processes that assist the strategy, alignment and
decision making needs of a firm. Rather than being a top down approach, we prefer
to keep this portfolio group as a collection of fields. Like packets of data that make

Fig. 1 Portfolio model
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up a massive cluster of an important strategic tool. Parts of this cluster are (but not
limiting to)

• Governance
• Learning
• Interactive and Diagnostic Control
• Change Management
• Customer Orientation
• Revenue Generation.

Corporate governance of IT [7] revolves around the use of IT to enable: strategic
decision making, the integration of technical choices, the coordination of resources
and structure of IT, the meeting of business unit needs and expectations and the
prioritization of investment decision [8].

In appreciating the complexities of strategic investment in IT, accounting can at
time lead to myopic decision making. One method commonly used in Discounted
Cash Flows of incremental cash flows. A new project would have to generate future
cash flows which when discounted would exceed the initial outlay. As investments
in IT grow to tens of millions to hundreds of millions, the likelihood is low for any
increased cash flows from operations to justify such large outlays. What is not
addressed in traditional DCF is that if there is no investment, customers may walk
away from the business to competitors. What needs to be discounted is the total
shaded area on the right of Fig. 2:

The accuracy of estimating the fall in customers is an imprecise science [9].
However, learning what customers want, how competitors are positioned in the
market place and the likely response from the organization is pivotal to generating
future revenues. For example, a university that invests in internet based delivery can
find future masters applied programs being designed which attract new customers
that would not have been possible. This view of options pricing for investing in IT
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Fig. 2 Alternatives to new investment. (Adapted from Kaplan and Atkinson 1998 [13];
Christensen, Kaufman, Shih 2008 [14])
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is gaining credence. We suggest that the future value of the option of IT is
dependent on the project teams that use “big data” or business intelligence to have
the freedom to analyse data, processes and opportunities to create this value [3]. To
facilitate such decision making, certain sets of information would be basis of debate
with managers and employees where this interactive use of information [10] would
direct and shape the strategic intention of an organization. The ability to manage
change as a result of this set of interactive levers of control can enable an orga-
nization to optimize the core existing products, expand into adjacent product lines
or develop breakthrough products and create new markets [11].

4.2 Informational IT

The main influence that IT had brought about is in the area of information and
information handling. Most companies would in their process of establishment and
continuity produce both private and public information sets. Informational IT
covers the areas of Archiving this Data and maintaining the privacy if the private
information by means of security and assurance.

Data/Information generation is not a one of process. It is continuous and on-
going iterative process. As project teams learn and mature in their IT savvy
approach to generating value, so does the nature and sources of data to be trans-
formed into information. There is an increase in the incoming new and even
complex information sets into the systems environment of the firm.

4.3 Transactional IT

This section covers the actual to and fro of transactions/actions between BU’s and
how IT interacts with those transactions and puts charges on them. It also involves
the maintenance of connectivity with regard to network connectivity, internet
connectivity and connectivity of shared devices.

A major portion of this section can/may be dedicated to solving problems arising
from lack of knowledge with regard to devices and software and wrong usage. One
can refer to that process as trouble shooting.

So overall this side of IT can handle the likes of

• Operational Cost Management
• Trouble Shooting
• Connectivity Maintenance
• The Charging and Cost of IT.
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4.4 IT Assets and Infrastructure

From an IT point of view, all devices, services and programs used to assist or
enhance the day to day running and revenue generation of a firm, are considered IT
ASSETS and make up parts of the overall IT architecture.

But this does not restrict itself to only what is already present or what has already
been spent on. Neither is it about the maintenance of existing assets only. This
category can render itself to suit the needs and aspirations of a firm. Thus it can
include (but not only pertaining to)

• Costs: Incremental, Capacity and Sunk
• R & M of Existing Infrastructure
• New Initiatives
• Management of knowledge Content
• Purchases/Sales/Allocation
• Data Security and Integrity.

5 Conclusion

Investment in IT and the resulting communication and infrastructure assets needed
requires an understanding of the strategic needs of the organization as well as how
IT savvy the management teams are to extract value from data and the resulting big
data. Accounting techniques such as DCF can ignore the likely costs of NOT
investing in new technology. The choice of charging or budgeting for the recurrent
IT expenditure, such as actual costs, does not provide incentives to the IT support to
meet the needs of the intermediate customer (the SBU manager) nor be efficient in
cost control. The Lord and Master charging system can be suitable for managers
who are not IT savvy but the needs of present and future IT savvy customers may
not be met. Outsourcing IT support, in the era of cloud technology does reduce the
impact of large initial outlays while increasing reliability and stability of storage
capacity. However, outsource agents are not the best agents for learning or change.
The organization is reliant on the outsource agents and not masters of their own
destiny. The proposed portfolio approach to IT investment and management
requires a high level of IT savvy managers to leverage value from the IT assets and
infrastructure. The existing investment by production companies in core activities is
seventy percent; twenty percent for new business opportunities while ten percent
invested in breakthrough or new market development [11]. Technology companies
will invest more in transformational and less in core [11] to enable new or inno-
vative products and markets to emerge.

The portfolio approach to IT investment does not fit the traditional norms of
meeting timelines and budgeted cost. Strategies are dynamic and the IT investment
and infrastructure must not only align to the strategy but also test the strategy. As
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one CEO notes “any recommendation will be challenged, the reasoning challenged
and the data challenged” [12]. Therefore, a continuous investment in IT assets and
infrastructure to leverage the skills of “big data” scientists and IT savvy managers
has become the competitive frontier.
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Virtual Test-Based Reliability Evaluation
of Airborne Electronic Product

Cheng Qi, Li Chuanri and Guo Ying

Abstract In the development of airborne product reliability, the reliability of
electronic products is an important factor to determine the reliability of aviation
equipment. Based on the character and practicability of components in airborne
product, virtual test technology is used to simulate the vibration and thermal stress
that the airborne products are actually exposed to, and electronic component’s life
can be obtained through the reliability prediction software CALCE PWA. In terms
of the failure life, the calculating methods of failure distribution for component
level, board level and device level are proposed, which use single point distribution
fitting, Monte Carlo random sampling and multipoint distribution fusion, to get the
reliability indices such as MTBF etc. Based on these study, the evaluation methods
relating to airborne product from component level to device level are established.

Keywords Virtual test � Airborne electronic product � Failure distribution �
Reliability evaluation

1 Introduction

With the development of electronic technology, reliability and quality of electronic
products are becoming more and more important across different fields. In civilian
products field, reliability not only provides improvements for companies’ product
quality, but also enhances consumers’ confidence. In the aerospace field, higher
reliability is required due to the severe loss resulted from reliability accidents.
Relevant statistics disclosed that the global plane crash occurred for more than 200
times in recent years, and consequently in the aerospace field, product reliability
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cannot be ignored [1]. For the reliability assessment of aviation electronics, a large
number of flight tests are not applicable to assess the reliability due to the cost and
some other reasons. In the absence of experimental data, the full use of virtual
simulation tests is fundamental for the assessment of reliability. Since relevant
studies on reliability simulation have just started in China, reliability prediction and
assessment of avionics product mainly depend on foreign research and software.

According to the development needs of domestic aviation electronics, this chapter
use reliable virtual test as the basis to carry on simulation analysis and obtain the
reliability parameters of electronic components through reliability simulation and
prediction software, and then calculating the MTBF of board-level and device-level
to complete the assessment of the reliability of aviation electronics according to
failure distribution fitting of single point, distributed fusion of multipoint and so on.
The issue start from the failure mechanism of components to fit the distribution and
analyze the reliability indices step by step, from failure mechanism to component
level, board level and device level, and finally achieved good results.

2 Reliability Virtual Test Method and Process

Airborne products mainly consist of the chassis, circuit boards, connectors and
other components. The main part of failure is the component above the circuit
board. In the avionics life cycle, it is known that the environmental conditions of
that airborne electronic products withstanding are vibration and temperature
changes based on actual test data. Therefore, thermal stress and vibration stress are
the main load stresses that lead to the wear out failure of avionics. Reliability virtual
test is based on physical failure theory and computer technology to establish digital
model and analyse the effect of the applied load (vibration load and thermal load),
thereby performing stress analysis and damage analysis [2]. In this chapter, virtual
tests are used to analyse the vibration stress and temperature stress experienced by
avionics in all-life cycle of product. The parameters calculated by virtual tests, such
as load stress and ambient temperature, will be entered into the reliability prediction
software, CALCE PWA, thus producing the estimated failure life data of compo-
nents. A summary of our tests is available as Fig. 1 here.

2.1 Modelling and Simulation of Virtual Test

Electronic product design information is the key to the reliability virtual test. The
more detailed on design information, the more reliable of the modelling. Mean-
while, modelling can be modified according to the type of test. For instance, during
thermal simulation, some non-power devices, such as connectors and locking strips,
can be deleted and some device of small size and quality can be negligible in the
vibration simulation.
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1. Thermal simulation modelling and analysis
In this chapter, the software FLOTHERM is used for thermal analysis. FLO-
THERM is developed by mature technology and numerical simulation of
numerical heat transfer. Thermal analysis can be achieved from component
level, board level and module level, device level. The model of thermal analysis
can be obtained from SOLIDWORKS or designer and the material of thermal
properties can be obtained through design document. After establishing CFD
Digital Prototyping through FLOTHERM, the temperature distribution of the
PCB shell temperature and components can be obtained by analysing the CFD
Digital Prototyping in the FLOTHERM.

2. Vibration Simulation Modelling and Analysis
Vibration simulation analysis mainly uses ANSYS. ANSYS is one of the largest
general-purpose finite element analysis software that has integrated structure,
fluid, electromagnetic, acoustic field and coupling field analysis. Vibration
simulation modelling is generally constructed by digital prototyping, like CA-
TIA and SOLIDWORKS models that are provided by design side. The size and
structure of the product and related material properties can be obtained from
CAD model and Design and Parts Manual accordingly. After establishing FEA
Digital Prototyping in ANSYS system, ANSYS simulation can get a response
PSD, stress and strain cloud, cloud displacement, acceleration cloud and so on.

2.2 Reliability Prediction

Theoretically, product reliability cannot be obtained after large numbers of life
tests. However, in industrial production it is not a very economical way, as well as
too late, to measure the reliability after products are produced. Therefore, it is very
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necessary to control the reliability before manufacturing, which means that the
reliability must be predicted in the product design stage, especially for large and
complex systems. Software CALCE PWA, which was developed by University of
Maryland, is based on physics of failure method of printed circuit boards. It pro-
vides an integrated design environment for the design of complex multi-layer
printed circuit boards. First PWA determines the temperature and vibration stress at
the joint, shell and bottom, and then calculates the failure rate of components and
PCB [3], so as to prepare for the next step of reliability assessment. The steps of
predicting failure are as follows:

(a) PCB modelling: First determine board size, number of layers and material,
then determine the size, package, position, weight, power consumption, pins
and other information of each component by querying manuals and design
drawings. Ensure that the model is the same as the actual board

(b) Thermal stress analysis: Input the environmental temperature that obtained
from simulation of FLOTHERM, then analysis the thermal stress of PCB
combined with power consumption of each components.

(c) Vibration stress analysis: Input the PSD that obtained from simulation of
ANSYS and then analyse the material information such as the position and
weight of all components to get the PCB vibration stress.

(d) Simulation and prediction: First integrate the thermal stress and vibration
stress, as well as the life profile that actually used, and set the Monte Carlo
simulation times. Then CALCEPWA use materials, structures, process and
performance parameters of the stress to create a digital model and analyse its
failure mode, failure mechanism and effect to get its all potential failure points
and corresponding physical model. Eventually it gets the large samples sim-
ulate failure time of each component under some failure mechanism through
using stress damage to analyse every PCB.

3 Reliability Assessment

Reliability assessment is a kind of statistical inference of reliability characteristics
which is based on the reliability of the product structure, product reliability life
model and all relevant information. This chapter evaluates the reliability through
the failure time matrix of components that CALCE PWA generated. The reliability
level division of airborne electronic products is usually from component level to
board level until device level. According to the result of simulate prediction, the
failure is mainly caused by vibration and thermal failure. The chapter uses dis-
tributed fusion with the two failure mechanisms, fit the failure distribution and get
the failure distribution of components. Then it use the failure matrix which can be
obtained from the sampling method of Monte Carlo simulation to analyse reliability
step by step and get the reliability parameters of device finally. The evaluation
process is as Fig. 2.
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3.1 Failure Distribution Fitting of Single Point

According to the failure time matrix of one failure point that Monte Carlo simu-
lation generated, distribution fitting is a method that using statistical method to fit
the failure time distribution of potential failure point. Failure distribution fitting of
single point can transform failure time to failure distribution, which can be prepared
for the random sampling of Monte Carlo subsequently. It is very useful to use
goodness-of-fit test to obtain the optimal failure distribution. Common distributions
are normal distribution, exponential distribution, lognormal distribution and Wei-
bull distribution. In engineering, parameters of Weibull distribution can express
positive bias, negative bias, symmetry, and its capability of fitting curve is very
excellent. Its basic function of reliability has a sealed analytical expression and it is
very convenient for mathematical treatments. After double logarithmic transfor-
mation, it can be linearized so that the computer graphics processing and linear
regression techniques can be easily and widely applied. Besides normal and
exponential distribution can be seen as a special case of the Weibull distribution.
Therefore it is very suitable to use Weibull distribution to fit the life distribution of
board and device level in engineering [4].

3.2 Estimation Methods for 3-Parameter Weibull
Distribution

In the past, common parameter estimation methods for 3-parameter Weibull dis-
tribution are graphing method, regression analysis method, third moment method
and maximum likelihood estimator method. These methods are all exposed to the
weaknesses of huge computation and low accuracy. This chapter use correlation
coefficient method [5] to fit the life distribution, which is very simple, practical and
suitable for the project.
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Accumulative failure rate model of Weibull distribution is as follows

FðxÞ ¼ 1� exp½�ðx� l
r

Þm� ð1Þ

After twice logarithmic transformation:

lnðlnð 1
1� FðxÞÞÞ ¼ m lnðx� lÞ � m lnðrÞ ð2Þ

Set

Y ¼ lnðlnð 1
1�FðxÞÞÞ

X ¼ lnðx� lÞ
b ¼ �m lnðrÞ

8
<

:

9
=

; ð3Þ

Eq. (2) turn into

Y ¼ mX þ b ð4Þ

Equation (4) means that X and Y has a linear relationship. According to Eq. (2),
when the estimated value of l is correct, X and Y have the maximum correlation
coefficient. So when the correlation coefficient R reaches the maximum value, the
estimated value l̂ ofl is the best estimated value. The specific procedures are as Fig. 3:

Given step t, correlation coefficient R vector can be obtained according to the
procedure above. Taking R the largest number and the column number for V, so the
estimated value of l is equal to V � t. it is positional parameter. After positional
parameter is obtained, we can use maximum likelihood estimation to get the value
of m and r.
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Fig. 3 The process of
correlation coefficient method
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In engineering, it is not accurate to express MTBF with mathematical mean. So
mean of Weibull distribution is often used to replace MTBF [6]. The mean life is
calculated as:

MTBF = E(t) = lþ rCð1þ 1
m
Þ ð5Þ

3.3 Distribution Fusion of Multipoint

Distribution fusion of multipoint fuses different failure points into general failure.
Specifically, after fitting each failure element with failure distribution fitting of single
point, failure distribution functions of each failure element is obtained. Assuming
that all failure elements are independent, and failure distribution follow Weibull
distribution. Using Monte Carlo simulation method for different failure distribution
of each element to conduct a number of random sampling of failure time. After each
sampling, the failure time is obtained based on competing failure, which is the failure
time of module under a sampling. After simulating for N times, we can get a large
number of failure time data of module [7].

4 Case Analysis

This case takes an airborne servo amplifier for example to introduce the procedure
of reliability simulation and assessment. By thermal simulation, vibration simula-
tion and failure prediction, a large number of matrix of failure time can be obtained.
Through assessing the matrix of failure time, it can work out the MTBF of board
and device eventually.

The device contains 6 PCB. The components of PCB are more than 2,700
including transistors, diodes, integrated circuits, chip capacitors, heat sink, and
resistors and so on.

4.1 Thermal Analysis and Vibration Analysis

After the CAD model is simplified, it is inputted into FLOTHERM and ANSYS,
and then the digital prototypes of CFD and FEA can be obtained after processing.
The CAD model, digital prototypes of CFD and FEA are as Fig. 4.

Combined with the digital prototype of CFD, FLOTHERM set the power con-
sumption, material, plate spacing, ambient temperature profile, etc. In ANSYS it set
Young’s modulus, density and Poisson’s ratio combined with the digital prototype
of FEA. Thus the results of stress analysis are obtained after thermal analysis and
random vibration analysis. The results of thermal and vibration analysis are as Fig. 5.
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4.2 Failure Prediction

Based on the collected information, the CALCE PWA establishes model for each
PCB including pin, package, size, power consumption and position of every
component in it. Then it need to determine the layers and copper content. One PCB
model is as Fig. 6.

Input the PSD, which is obtained from vibration simulation and temperature
distribution, which is obtained from thermal analysis into CALCE PWA, and
calculate the effect of vibration and temperature. Combined with the effect of two

Fig. 4 The CAD model and digital prototypes of CFD and FEA

Fig. 5 a The thermal results of device and PCB. b The vibration results of device and PCB
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kind of stress, the times of Monte Carlo simulation are set up. And finally the failure
mode (solder joints fracture, wire open, thermal fatigue, etc.), failure mechanism
and a large number of failure time are obtained. The result of failure time is as
Fig. 7.

4.3 Reliability Assessment

By reliability prediction, it can get a large number of matrixes of failure time under
different failure mechanism. Using failure distribution fitting of single point to

Fig. 6 The model of failure prediction

Fig. 7 The result of failure
prediction
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conduct matrix of failure time and fit different failure distribution of each failure
mechanism. Then use distribution fusion of multipoint to conduct the failure dis-
tribution obtained above, the number of times of sampling N = 1000. Thus the
matrix of failure time of each component is obtained. Repeat the steps above to get
the failure time distribution of each module as well as the device. According to
failure time distribution, it can capture the MTBF of modules and device. Specific
results of assessment are as Table 1.

5 Conclusion

This chapter uses reliability virtual test approach to analyse reliability assessment
method that starts with failure mechanism level and calculates the MTBF through
practical example. Compared with the traditional assessment methods, it starts from
the analysis of the failure mechanism and solves the problem related to the different
distribution of different mechanisms that traditional methods always ignore, and
make the results more reasonable. Through this research, it establishes a kind of
idea and method of assessment with good results and meets the domestic demand
for avionics product.
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Feature Signal Extraction Based
on Ensemble Empirical Mode
Decomposition for Multi-fault Bearings

W. Guo, K.S. Wang, D. Wang and P.W. Tse

Abstract Multi-fault diagnosis for bearings is a challenge task. It is difficult to
identify all the features from measured vibration signals when there is more than
one bearing fault, especially, when some fault feature at the early stage is relatively
weak and easily immersed in noise and other signals. The ensemble empirical mode
decomposition (EEMD) method inherits the advantage of the popular empirical
mode decomposition (EMD) method and can adaptively decompose a multi-com-
ponent signal into a number of different bands of signal components called intrinsic
mode functions (IMFs). In this chapter, the strategies of parameter optimization and
signal component combination are combined with the normal EEMD to enhance its
performance on signal processing. A vibration signal collected from a multi-fault
bearing was used to verify the effectiveness of the enhanced EEMD method. The
results demonstrate that the proposed method can accurately extract the feature
signal; meanwhile, it makes the physical meaning of each IMF clear.

1 Introduction

For the vast majority of rotating machinery, rolling bearings are one of the most
widely used and most likely to fail components. The fault of machinery reduces the
production rate and increases the costs of production and maintenance, so knowl-
edge of what, where and how faults occur is very important [1]. Research on
rotating machinery multi-fault diagnosis is important to improve rotating machinery
performance and safety [2].
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Growing efforts are made to explore innovative methods to increase the per-
formance of signal process for bearing fault diagnosis, such as, PCA [3], support
vector machine classifier [4], blind source separation [5], wavelet analysis and
hidden Markov model [6], and so on. However, at the early stage of bearing defects,
the weak fault features are difficult to be identified. The weak bearing fault signal is
easily to be overwhelmed by background noise and other vibration signals gener-
ated by strong defects and other machine components. Advanced signal processing
methods are thus necessary to be developed for the identification of weak and
multiple fault features.

Empirical mode decomposition (EMD) method [7, 8] is a popular adaptive
signal processing method to decompose a nonlinear and non-stationary signal as the
sum of some simpler signal components, termed as intrinsic mode functions
(IMFs). This method is able to visualize signal energy spread between available
frequencies locally in time, thus resembling the wavelet transform [9]. The EMD
method has been proven to be effective for the fault diagnosis and structure health
monitoring of rotating machinery. The mode mixing is one limitation of the EMD
and degrades the accuracy of bearing fault diagnosis. Various methods for
removing the mixed modes in the EMD method are published, in which Wu and
Huang [10] introduced the white noise as the assistance for signal decomposition
and presented a noise-assisted signal processing method, named ensemble EMD
(EEMD) method. Its main idea is to use the property of the white noise to perturb
the signal and enable the EMD method to visit all possible solutions in the finite
neighborhood of the true final IMF [10]. Based on the property of zero mean for
white noise, the added white noise can be cancelled each other out in the final
ensemble mean if there are sufficient trials. Only the signal itself can survive in the
final decomposition result. As of today, there are no general equations reported in
the literature to guide the choice of EEMD parameters [11–14], especially the
amplitude of the added white noise. In most of applications and modification,
EEMD parameters were set to empirical values proposed by Wu and Huang in [10]
or authors’ empirical value. Žvokelj et al. [15, 16], Chang et al. [17], Zhang et al.
[18], and Yeh et al. [19] independently introduced signal-to-noise ratio to select the
noise amplitude. However, the assumption is the meaning signal or its power is
known a priori. Niazy et al. [20] used an index, called relative root-mean-square
error (RMSE), to evaluate the EEMD performances when setting different noise
amplitudes. Guo and Tse [21] proposed a parameter optimization method for
EEMD, in which relative RMSE was used to select the appropriate noise amplitude.

Fault diagnosis of multi-fault bearings is a challenging task. Multiple faults
usually happen in one bearing simultaneously and have different characteristic
frequency components. Due to the installation of measurement sensors and the
property of faults, for accurate multi-fault diagnosis, it is difficult to identify
the number, type, and level of faults, especially the relatively weak fault feature.
The EEMD method, as an adaptive signal processing method, combining with
parameter optimization, can decompose a raw vibration signal into a series of IMF.
Another problem for the EEMD method is the dispersive signal components in the
decomposition results, i.e. one signal component or a residue spreads in more than

1338 W. Guo et al.



one IMF, not a natural IMF. This is because the repeating decomposition process in
EEMD. In this chapter, the optimal EEMD method would be combined with the
strategy of signal component combination based on the cyclic coherence [22] to
enhance the property of EEMD. This enhanced EEMD method is designed for the
vibration signal analysis. An experiment of a multi-fault bearing and the corre-
sponding fault diagnosis are conducted for investigating the performance of the
enhanced EEMD method.

The remainder of this chapter is organized as follows. Section 2 briefly intro-
duces the EEMD method. Section 3 applies the EEMD method with optimal
parameters and signal combination to extract the bearing feature signal from the raw
vibration signal collected from a multi-fault bearing. Experiment and fault diagnosis
are conducted to verify the performance of the above signal processing method.
Finally, conclusions are drawn in Sect. 4.

2 Ensemble Empirical Mode Decomposition

Ensemble Empirical Mode Decomposition (EEMD) method [10] is developed from
the popular EMD method. It has been proven that EEMD is the improvement over
the normal EMD method and solves one problem of mode mixing in EMD when
the analyzed signal contains high-frequency intermittent oscillations. The procedure
of the EEMD method is listed as follows:
Step 1 Initialize parameters: the ensemble number, NE, and the amplitude of the

added white noise, a, which is a fraction of the standard deviation of the
signal to be analyzed. The index of the ensemble starts from 1, m = 1

Step 2 Generate the white-noise-added signal, xm = x + nm, where nm is the added
white noise with the pre-setting amplitude, and x is the signal to be
analyzed

Step 3 Perform the m-th signal decomposition using the EMD method. The
decomposition result is some IMFs, ci,m, (i = 1, 2, …, NIMF), and a non-
zero low-order residue, rm, where NIMF is the number of IMFs obtained in
each decomposition

Step 4 Repeat Steps 2 and 3 with m = m + 1 until the index m reaches the pre-
setting ensemble number, NE

Step 5 Calculate the ensemble means. Each final IMF, �ci (i = 1, 2, …, NIMF) is
the ensemble mean of the corresponding IMFs, ci,m; and the final residue,
�r, is the mean of all residues, rm, where NIMF is the number of IMFs
obtained from each decomposition process.

Although each individual signal decomposition will generate a relatively noisy
result, the added white noise is necessary to force the sifting process to visit all
possible solutions in the finite neighborhood of real extreme and then generates
different solutions for the final IMF [10]. Meanwhile, the zero mean of white noise
is helpful for the cancellation of the added white noise in the final ensemble mean if
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there are sufficient trails. Hence, only the signal itself can survive in the final
decomposition result. This method not only solves the mode mixing problem, but
also enhances the robustness of the decomposition results. It is applicable for
analyzing and identifying the vibrations in rotating machines. For more details
about EEMD method, please refer to Ref. [10].

3 Feature Signal Extraction for a Multi-fault Bearing

3.1 Parameter Optimization of EEMD

As mentioned in the previous sections, two critical parameters, the noise amplitude,
AN, (a fraction or noise level, LN, of the standard deviation of the analyzed signal)
and the ensemble number, NE, need to be prescribed before signal decomposition if
using the EEMD method. It would be ideal to automatically select the appropriate
EEMD parameters, especially selecting the noise level, for the signal to be ana-
lyzed. An optimization method for EEMD parameters has been proposed in Ref.
[21], in which an index, termed relative RMSE, was introduced to evaluate the
performances of EEMD for various noise levels and hence to determine the optimal
noise level for the analyzed signal; the index, signal-to-noise ratio, was used to
evaluate the remaining noise in the decomposition result and then determine the
appropriate ensemble number.

Assume that the original vibration signal, xo(k), is composed of the main com-
ponent(s) related to the feature signal, the noise and some signal components with
small correlation with the feature signal. In the decomposition results, the IMF,
cmax(k), has the largest correlation coefficient with the original signal and contains
the main signal component in the original signal. As a result, this IMF is selected as
the feature signal for further signal analysis. The desired decomposition is to
separate the feature signal from the noise and other irrelevant signal components.
Relative RMSE is defined as the ratio between root-mean-square of the error and
root-mean-square of the original signal, where the error is the difference between
the original signal, xo(k), and the selected IMF, cmax(k). It is expressed as follows:

RelativeRMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PN

k¼1
ðxoðkÞ � cmaxðkÞÞ2

PN

k¼1
x2oðkÞ

vuuuuuut
; ð1Þ

where N is the number of samples in the analyzed signal. If the relative RMSE is
very small and close to zero, it indicates that the selected IMF, cmax(k), is close to
the original signal; that is to say, the selected IMF, cmax(k), contains not only the
main component of the original signal but also part of noise and other redundant
signal components. Accordingly, the difference between the original signal and the
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selected IMF is small and the desired decomposition has not been reached. How-
ever, there must be a value to maximize the relative RMSE. At this point, the
selected IMF, cmax(k), contains only the main component and is separated from
noise and other redundant components. Hence, the optimal noise level is the value
that maximizes the relative RMSE. If the mean of the original signal is not zero,
xo(k) in the denominator of Eq. (1) is replaced by the difference of the original
signal and its mean value. It can remove the effect of non-zero mean and make the
index independent of the mean value.

As for the ensemble number, it can be determined by using the signal-to-noise
ratio after the optimal noise level is determined. The appropriate value of the
ensemble number is the value that makes the remaining noise level minimal.

3.2 Combination of Related Signal Components

Due to the repeating decomposition operation in the EEMD method, there are two
kinds of unsatisfied signal components in the decomposition results, one of which is
some similar residues, the other of which is some successive IMFs with the same or
similar frequency band. Such IMFs does not satisfy the definition of the IMF (a
mono-component signal) and should exist in a single signal component. Therefore,
a strategy is necessary to determine whether two successive IMFs are “related” and
how to combine such IMFs. Considering that the signal components to be com-
bined share similar features in the frequency domain, an index, cyclic coherence,
was thus introduced to finish such a task. Cyclic coherence [22] between two
signals, x and y (one is another shifted by a cyclic frequency), is to measure the
linear spectral correlation at a specific frequency. The value of the cyclic coherence
is in the range of 1 and 0. If the value of the cyclic coherence of two signals at a
cyclic frequency is close to one, it indicates that these two signals are “strongly”
jointly cyclo-stationary at that cyclic frequency. Otherwise, if the value of this index
is close to zero, it indicates that these two signals to be analyzed share no cyclo-
stationary at that cyclic frequency (even though they may be strongly coherent
when the cyclic frequency is equal to zero). For the decomposition results obtained
using the EEMD method, the cyclic coherence can be used to measure the spectral
coherence of each two successive IMFs.

For the signal component to be analyzed, ci(t), its frequency spectrum is
obtained by the fast Fourier transform and is denoted as Ci(F) (i = 1, 2, …, N). For
two successive IMFs, cj(t) and cj+1(t), their spectral coherence, γj,j+1(F) (j = 1, …,
N − 1), is to measure the spectral linear dependence of their spectral components,
Cj(F) and Cj+1(F), at the frequency of F. It is defined as the following equation:

cj;jþ1ðFÞ ¼
CjðFÞ � Cjþ1ðFÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

CjðFÞ � CjðFÞ
� �

Cjþ1ðFÞ � Cjþ1ðFÞ
� �q : ð2Þ
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Based on the definition of the cyclic coherence, the spectral coherence, �cj;jþ1
(j = 1, 2, …, N − 1), is to measure the spectral coherence of two successive IMFs
over whole frequency range. This index is calculated by using the following
equation:

�cj;jþ1 ¼
P
F
CjðFÞ � Cjþ1ðFÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P
F
CjðFÞ � CjðFÞ

� � P
F
Cjþ1ðFÞ � Cjþ1ðFÞ

� �s : ð3Þ

The value of index �cj;jþ1 is constrained to the range of zero and one. If the value
of the index �cj;jþ1 is close to 1, it indicates that these two successive IMFs are
spectral coherence over the whole frequency range and can be combined into one
natural IMF. If the value of the index �cj;jþ1 is close to zero, the analyzed two signal
components are spectral independent. If the value of the index is around 0.5, the
spectral coherence of two signal components over the whole frequency can’t be
determined. Based on this calculation result of the index between each two IMFs,
the decision of whether combining them can be made. When the value of the index
is close to 1, the analyzed two IMFs belong to the one signal component and can be
combined together. The corresponding procedure can be described as follows:
firstly, calculate the spectral coherence �cj;jþ1 of two IMFs, cj(t) and cj+1(t); if the
value of the index is close to one, the signal component cj(t) is combined with the
signal component cj+1(t) and replaces the original signal component cj(t), at the
same time, update the sequence number of the IMFs and decrease the number of
IMFs by one; otherwise, move to the next two successive IMFs; repeat this process
until all of IMFs are considered.

3.3 Experiments and Analyses

In this sub-section, the enhanced EEMD method proposed above is applied to the
multi-fault diagnosis of rotating machinery. A bearing with a multi-defect, in this
case defects on the outer and the inner races, was considered in the experiment [21,
23]. Vibration signals were collected from the faulty bearing. The tested bearing
(SKF 1206 EKTN9) was installed in a motor with a speed of 1,400 rpm. The
sampling frequency for data acquisition was set to 80 kHz. The impulses generated
by the inner race defect are rather weak and easily concealed by the impulses
generated by the outer race defect and noise. It is thus difficult to identify such a
weak bearing signal for accurate fault diagnosis. In addition, when the outer and the
inner race defects exist in one bearing, the impacts individually generated by the
faulty machine components influence each other; accordingly, the identified char-
acteristic frequency may be different from the theoretical value obtained under the
assumption that only one defect exists in the bearing.
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Figure 1 shows a vibration signal collected from the multi-fault bearing. After
applying the parameter optimization method to this vibration signal, the relative
RMSEs for different noise levels were obtained and are shown in Fig. 2a. The noise
level corresponding to the maximum relative RMSE is 1.2 and is the optimal one.
When setting this noise level, the selected IMF (IMF2) is shown in Fig. 2b. Its
kurtosis value is 25.27. To compare with this decomposition result, other two non-
optimal noise levels were set in the signal decomposition process and the results are
shown in Fig. 3. Figure 3a, b show the selected IMFs when setting the noise levels,
LN = 2 and LN = 0.1, respectively. The corresponding kurtosis values are 14.10 and
9.20, respectively.

Comparing the temporal waveform of IMFs in Fig. 2b with those in Fig. 3, it can
be seen that some impulses are not involved in the selected IMFs. This is because
impulses are partly distributed into other IMFs with smaller correlation coefficient
with the original vibration signal. From the temporal waveforms, it can be seen that
these extracted main signal components still contain much noise and the feature
signals are not as obvious as that shown in Fig. 2b. This comparison demonstrates
that the optimization method provides an appropriate noise level for the analyzed
signal. After that, the appropriate ensemble number is set 140.
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Fig. 1 A vibration signal measured from a multi-fault bearing, in which there are defects on the
outer and the inner races
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Fig. 2 Results using the parameter optimization: a Relative RMSEs when adding the white noise
with various noise levels to the vibration signal from the bearing with a multiple defect (on the
outer and inner races). The optimal noise level for this signal is 1.2. b The selected IMF (IMF2)
when setting the noise level of 1.2 and its kurtosis value is 25.27
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After computing the spectral coherence values of each two successive IMFs
obtained by using the above optimal EEMD method, the results are shown in
Table 1. As the table shows, the first two and the last three coherence values are
close to ones. The former has relatively high value because some impulses are
distributed into other IMFs, not in the main signal component. The latter are also
caused by repeating signal decomposition and are residues in the decomposition
process. Therefore, the first three IMFs and the last four IMFs are individually
combined and generate the final signal decomposition results.

3.4 Validation—Fault Diagnosis

To validate the performance of the above enhanced EEMD method, the envelope
spectral analysis is applied to the extracted bearing feature signal. For the tested
bearing in the experiment, the theoretical ball pass frequency of the outer race
(BPFO) and ball pass frequency of the inner race (BPFI) are 135 and 192 Hz,
respectively. For the vibration signal collected from the multi-fault bearing
(including the outer and the inner race defects), IMF1, IMF2 and IMF3 are com-
bined as the bearing feature signal and used for fault diagnosis. The envelope
spectrum of IMF2 is shown in Fig. 4 and reveals the identified BPFO (140 Hz) and
its harmonics (2×, 3×, 4×, and 5× BPFO) along with the BPFI (209 Hz). In practice,
there is always some sliding and slippage especially when the machine component
in the bearing wears out. It leads to small frequency error between the theoretical
and the identified one. Although the amplitude at BPFI is relatively small, this
characteristic defect frequency (CDF) generated by the inner race defect was clearly
observed in the frequency spectrum of the bearing signal. The envelope spectrum of
the extracted bearing signal also demonstrates the effect of the interaction caused by
multiple defective machine components in one bearing. The case of multi-fault
diagnosis does not follow the assumption of CDF calculation and also contributes
to the errors between the theoretical and the identified CDFs (BPFO and BPFI).
However, it can be confirmed that the tested bearing has defects on two races.
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Fig. 3 The selected IMFs when setting non-optimal noise levels: a setting LN = 2, and b setting
LN = 0.1. Their kurtosis values are 14.10 and 9.20, respectively
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4 Conclusions

In this chapter, an enhanced EEMD method is proposed to extract bearing feature
signal for fault diagnosis of multi-fault bearings, in which the parameter optimi-
zation method is used to automatically select the appropriate EEMD parameters for
the vibration signal to be analyzed, and the index spectral coherence is used to
determine whether combine successive IMFs with the similar frequency band. The
former is to solve the problem of empirical parameter setting, and the latter is to
remove the problem of disperse signal components in the decomposition results,
which is caused by the repeating decomposition process in the EEMD method.
Experimental results demonstrate that the enhanced EEMD method is effective for
extracting the feature signal of the multi-fault bearing. Furthermore, the signal
components are distributed in right IMFs, and their meaning is clearer than those
obtained using the normal EEMD method. The envelope spectral analysis on the
extracted feature signal reveals the characteristic defect frequencies hidden in the
bearing signal and determines the fault types of the tested bearing.
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The Influence of Corrosion Test
on Performances of Printed Circuit Board
Coatings

Chengyu Ju, Xiaohui Wang, Run Zhu and Xiaoming Ren

Abstract In this chapter, the failure of acrylic coatings has been studied system-
atically by fungus test, salt fog test and humidity test, and then we designed a
laboratory test to simulate marine climate. We analyze failure of acrylic coating and
compare laboratory test with field test by SEM (scanning electron microscope) and
EDS (energy dispersive spectrometer), The results show that there is a good cor-
relation between laboratory test and field test in failure mechanism and failure
mode.

Keywords Acrylic coating � Fungus test � Salt fog test � Humidity test � Insulation
resistance

1 Introduction

Printed circuit board is the carrier of electronic components which is widely used in
areas such as airborne electronic equipment. Its coating is the first barrier for
protection circuit. Once the coating is damaged, the performances of printed circuit
board will decrease rapidly until failure, therefore, the coating has important roles in
the entire printed circuit board. When the coating works in high temperature, high
humidity [1] or in marine environment [2], it will lead to degradation [3, 4] in
mechanical [5], thermal, porosity [6] and electrical insulation performance. So we
designed a laboratory test to simulate marine climate. We analyze failure of acrylic
coating [7] and compare laboratory test with field test by SEM (scanning electron
microscope) and EDS (energy dispersive spectrometer), The results show that there
is a good correlation between laboratory test and field test in failure mechanism and
failure mode.
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2 Test Methods and Test Scheme

2.1 Test Material

Acrylic coating on printed circuit board.

2.2 Test Methods

Clean the sample by anhydrous ethanol before the experiment and then dry it. Test
methods are as follows in Fig. 1.

2.3 Test Conditions

2.3.1 Humidity Test

Y751C-12® alternating temperature humidity test chamber is used in the laboratory
test. Test conditions is set according to GJB150.9 [8], test conditions are as follows:
low temperature at 30 °C ± 20 °C, high temperature at 60 °C ± 2 °C and the relative
humidity at 90–98 %, test period: 10 days.

2.3.2 Fungus Test

QDF-10KA® fungus test chamber is used. Test conditions are according to
GJB150.10 [9]. The temperature is 30 °C ± 1 °C and the relative humidity is
95 ± 5 %, test period: 28 days.

fungus test

Salt fog 
test

humidity 
test

Salt fog 
test

humidity 
test

Salt fog 
test

The first test The second 
test

The third test

Samples 2

SEM

EDS

Samples 1

Samples 3

Fig. 1 The test methods of the coating
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2.3.3 Salt Fog Test

NQ-1000A® salt spray cabinet is used. Test conditions are according to GJB150.11
[10]. Test conditions are as follows: NaCl concentration: 5 %, pH: 6.5–7.2. The
temperature is 35 °C ± 2 °C and the fallout rate is 1.5 ml/80(cm2·h), test period: 96-
h.

2.3.4 Field Test in Wanning Station

The test station is located in tropical marine climate. The annual average temper-
ature is 24.6 °C, the average humidity is 86 % and average annual rainfall is
1,942 mm. The average concentration of Cl− is 9,729 mg/m3. Test period is 1 year;
the observed time is 1st month, 2nd months, 3rd months, 6th months, 9th months
and 12th months. The measurement is insulation resistance of the coating according
to GJB 360A-1996 [11]. The voltage of apparatus is 500 ± 10 % V DC. We analyze
the sample by using SEM (scanning electron microscope) and EDS (energy dis-
persive spectrometer) after 12 months experiment.

2.4 Measurement of Insulation Resistance

According to the standard QJ519A-19995 [12], the GPI-735A® testing instrument
is used to test insulation resistance of the coating. Its testing voltage is 500 V and
the measuring ranges of the apparatus is 1–9,900 MΩ. If it is beyond quantum, it
only can provide whether it is smaller than the minimum range or larger than the
greatest range.

2.5 Measurement of Moisture Absorption

BS-124S® electronic weighing instrument is used. Measurement accuracy is
0.0001 g. After cleaning and drying the sample, weigh the sample by electronic
scale and records G0. After the test, we remove the water with filter paper and dry
the coating. Then weigh the sample and records G1. At last calculate the rate of
moisture absorption ρ. The calculation formula is as follows:

q ¼ G1 � G0ð Þ=G0 ð1Þ
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3 Experimental Results and Analysis

3.1 The First Test Results

3.1.1 Fungus Test

The result rating the extent of microbial growth in the coating after fungus test
according to GJB150.10 [9] shows substrate is devoid of microbial growth. Its
rating is level 0. The insulation resistance value is greater than 9,900 MΩ and the
rate of moisture absorption is 0.05042 %.

3.1.2 Salt Fog Test

Analysis of the coating after salt fog test according to GB/T 1766-2008 [13], acrylic
coating becomes pulverization in appearance. The insulation resistance value is
greater than 9,900 MΩ and the rate of moisture absorption is 0.5320 %.

3.1.3 Humidity Test

Analysis of the coating after humidity test according to GB/T 1766-2008 [13], there
is a discoloration on the coating in appearance. The insulation resistance value is
greater than 9,900 MΩ and the rate of moisture absorption is 1.0553 %.

3.1.4 Data Analysis

(1) There is a good anti-mildew property for acrylic coating according to the
results of fungus test.

(2) The moisture absorption has been improved after the humidity. The main
reason is as follows: as the temperature changes, condensation phenomenon
will appear. It will prompt the coating to absorb moisture. What is more, the
change of temperature can affect performance of the coating and lead to aging
phenomenon. It can also promote moisture absorption of the coating.

(3) There is a little degeneracy phenomenon on the coating after salt fog test and
humidity test by the appearance. But the insulation resistance is greater than
9,900 MΩ.

(4) According to the analysis above, there is no obvious influence on the insu-
lation resistance of the coating after corrosion test. Therefore, the second salt
fog test and humidity test are put on. The test condition is the same with the
first test in order to strengthen the impact on the coating by corrosion test.
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3.2 The Second Test Results

Fungus test is got rid in the second test. There are two reasons: First, Fungus test
has a very small influence on the coating added fungicide and the conditions are too
mild, so it has little impact on appearance, moisture absorption and insulation
resistance. Second, Wanning station belongs to tropical marine climate. It is diffi-
cult for microbial growth in the higher salt content environment. Therefore,
humidity and salt fog are two main factors.

3.2.1 Salt Fog Test → Salt Fog Test

The second salt fog test is put on. The condition of the test is the same as the first
salt fog test. The result shows that insulation resistance value is still greater than
9,900 MΩ and the rate of moisture absorption is 1.1826 %.

3.2.2 Humidity Test → Humidity Test

The second humidity is put on. The conditions of the test are the same with the first
humidity test. The result shows insulation resistance value of the coating is less than
the minimum range (10 MΩ) in the edge of the solder paste and through-hole on
printed circuit board. Obviously this part of the coating is failure. The rate of
moisture absorption is 1.1005 %.

3.2.3 Data Analysis

(1) From the experimental phenomena we can conclude that humidity test have
larger effect on the coating than salt fog test in the second test. It mainly
because humidity test has a long time and there exist temperature cycling,
therefore, it has a larger effect on the coating. It improves very slowly after the
rate of moisture absorption exceeds 1 %. Therefore that moisture absorption of
the coating has reached saturation.

(2) From the results of the experiment we can also conclude that the edge of the
solder paste and through-hole on the coating are weaknesses in printed circuit
board. Continuous data between 1 and 9,900 MΩ of insulation resistance is
not detected. So the value of insulation resistance falls suddenly means the
rapid failure of the coating.
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3.3 The Third Test Results

3.3.1 Humidity Test → Humidity Test → Salt Spray Test

To simulate the real environmental better and evaluate the performance of acrylic
coating by corrosion test, we do salt fog test again after the humidity test twice. The
result shows insulation resistance value of the coating is less than the minimum
range (10 MΩ) in the edge and surface of the solder paste and through-hole of the
printed circuit board. The rate of moisture absorption is 1.2926 %.

Next we compare the coating by humidity test → humidity test → salt spray test
with field test on corrosion morphology, corrosion composition, and insulation
resistance etc.

(1) The results of the third test and field test are alike on corrosion morphology of
the pin coating, all the coating are covered with large amount of corrosive
substance in the pin of the component, both of their coatings generate cracks
and the coatings on the corrosion position are loose and porous (Figs. 2 and 3),
what is more, corrosion products of the third test and field test are alike by
EDS, we find the coating on the edge of the pins contains many contents of Sn
and Pb and a little bit of Cl. That prove the solder is corroded because the
contents of Sn and Pb are composition of solder under the coating. It can infer
the two elements first dissolve and diffuse and then they flew into the coating.

(2) All the coating emerge cracking and dropping after the third test and field test
on the corners and through-hole (Figs. 4 and 5), because of the influence of
edge effects between components and substrate of printed circuit board, when
we spray painting on printed circuit board, it is hard to keep the coating

Fig. 2 SEM image on the
edge of the pins after the third
test
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uniform. The thin parts will be destroyed at first. Humidity accumulated will
generate the coating swelling, deformation and internal stress for a long time;
serious cracking and dropping phenomenon of the coating is emerged.
Therefore there is a good correlation between laboratory test and field test in
failure mechanism and failure mode.

(3) We obtained few accuracy data on insulating resistance for the measuring
ranges of the apparatus by the laboratory test. But we can still infer that the
insulating resistance value of the coating stays stable stage firstly after a series

Fig. 3 SEM image on the
edge of the pins for the 12th
month field test

Fig. 4 SEM image on the
coating after the third test
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of test, and then it falls suddenly due to the failure of the coating. Figure 6
shows the trend of insulating resistance value by the field test. The insulating
resistance value almost did not change at all and the performance of the
coating is good on the first 2 months. As time passes, the insulation resistance
value keeps decreasing and become more and more quickly. After the ninth
month, it decreased sharply. The phenomena are similar to those by the lab-
oratory test.

Fig. 5 SEM image on the
coating for the 12th month
after field test

Fig. 6 Electrical capacity trend of the coating by the field test
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4 Conclusion

(1) We discovered that humidity test play the most important role on the rate of
moisture absorption, then salt fog test, the last fungus test during the corrosion
tests.

(2) The combination test of humidity test → humidity test → salt fog test can
simulate the field test well, they are relatively similar on corrosion morphol-
ogy, corrosion product and so on.

(3) We find that the value of insulation resistance falls suddenly by the laboratory
test and field test. If we can find out the time before it happen, we can predict its
failure life. To find the failure life will be a research direction of this subject.

(4) This chapter provides many detection methods about the coating on Printed
circuit board. The weakness such as the edge of the solder paste and through-
hole of the printed circuit board are confirmed. What is more, there is a good
correlation between laboratory test and field test in failure mechanism and
failure mode.
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Comparative Analysis of Printed Circuit
Board Coating on Corrosion Test

Chengyu Ju, Xiaohui Wang, Run Zhu and Xiaoming Ren

Abstract In this paper, four kinds of coating (acrylic coating, polyurethane coat-
ing, silicone coating, ParyleneC coating) on printed circuit board have been studied
in terms of moisture absorption, insulation resistance and surface morphology by
fungus test, salt fog test and humidity test. The results show humidity test has
largely effect on coating than salt fog test; the smallest effect is fungus test. Par-
yleneC coating is the best material by the three corrosion test, the second is silicone
coating, the third is polyurethane coating, and the last one is acrylic coating. What
is more, the weakest parts on acrylic coating are the edge of the solder paste,
through-hole and so on.

Keywords Coating � Fungus test � Salt fog test � Humidity test � Insulation
resistance � Moisture absorption � AFM (atomic force microscopy)

1 Instruction

Printed circuit board is the carrier of electronic components which is widely used in
areas such as airborne electronic equipment. Its coating is the first barrier for pro-
tection circuit. Once the coating is damaged, the performances of printed circuit board
will decrease rapidly until failure [1], therefore, the coating has important roles in the
entire printed circuit board. Lots of work in terms of environmental behavior and
failure mechanism of coating has been done and remarkable progress has been made
in recent years [2–5]. NowAR (acrylic acid), SR (organ silicone), UR(Polyurethane),
XY (Parylene) and ER(modified epoxy resin) are widely applied as protective coat-
ings. There are large differences in these types of coatings on the selection of the
material and its performances [6]. In this paper, we make comparison test by GJB, so
that we can choose materials that is used on the surface of PCB better.
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2 Test Method

2.1 Testing Materials

Acrylic coating on printed circuit board, Polyurethane coating, Silicone coating,
ParyleneC coating.

2.2 Test Scheme

Clean the sample by anhydrous ethanol before the experiment and then dry it. Test
methods are as follows in Fig. 1.

2.3 Test Conditions

2.3.1 Humidity Test

Y751C-12® alternating temperature humidity test chamber is used in the laboratory
test. Test conditions is set according to GJB150.9 [7], test conditions are as follows:
low temperature at 30 °C ± 2 °C, high temperature at 60 °C ± 2 °C and the relative
humidity at 90–98 %, test period: 10 days.

2.3.2 Fungus Test

QDF-10KA® fungus test chamber is used. Test conditions are according to
GJB150.10 [8]. The temperature is 30 °C ± 1 °C and the relative humidity is
95 % ± 5 %, test period: 28 days.

Fungus test

Salt fog test

Humidity 
test

Salt fog test

Humidity 
test

The first test The second 
test

Acrylic coating

Polyurethane coating

Silicone coating

ParyleneC coating

AFM

AFM

Fig. 1 Test Scheme of the Coatings
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2.3.3 Salt Fog Test

NQ-1000A® salt spray cabinet is used. Test conditions are according to GJB150.11
[9]. Test conditions are as follows: NaCl concentration: 5 %, pH: 6.5–7.2, the tem-
perature is 35 °C ± 2 °C and the fall out rate is 1.5 ml/80 (cm2 · h), test period: 96-h.

2.4 Sample Performance Test

2.4.1 Measurement of Insulation Resistance

According to the standard QJ519A-19995 [10], the GPI-735A® testing instrument
is used to test insulation resistance of the coating. Its testing voltage is 500 V and
the measuring ranges of the apparatus is 1–9,900 MΩ. If it is beyond quantum, it
only can provide whether it is smaller than the minimum range or larger than the
greatest range.

2.4.2 Measurement of Moisture Absorption

BS-124S® electronic weighing instrument is used. Measurement accuracy is
0.0001 g. After cleaning and drying the sample, weigh the sample by electronic
scale and records G0. After the test, we remove the water with filter paper and dry
the coating. Then weigh the sample and records G1. At last calculate the rate of
moisture absorption ρ. The calculation formula is as follows:

q ¼ G1 � G0ð Þ=G0

3 Experimental Results and Analysis

3.1 The First Test Results

3.1.1 Fungus Test

The result rating the extent of microbial growth in the coating after fungus test
according to GJB150.10 [8] shows as follows.

From Table 1 we know that substrate is devoid of microbial growth. Its rating is
level 0. The insulation resistance value is greater than 9,900 MΩ, which proves that
the antifungal property and insulating property of these coating materials are fairly
good. Moisture absorption rate from largest to smallest is that: Polyurethane
coating > Silicone coating > Acrylic coating > ParleneC coating. And moisture
absorption rate of the four coating is relatively small. The reason is that the added
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mildew protective coating makes it difficult for fungus to grow, so the damage to
coating becomes minimal. And fungus test conditions are mild which make coating
less affected by the temperature and humidity. So the moisture absorption rate is
very low.

3.1.2 Salt Fog Test

Analysis of the coating after salt fog test according to GB/T 1766-2008 [11], acrylic
coating becomes pulverization and polyurethane coating becomes discoloration in
appearance, but the extent is not serious. Concrete results are shown in Table 2:

From Table 2, we found that after salt fog test, all four of insulation resistance of
coatings for more than 9,900 MΩ, which proved their good insulations. Moisture
absorption rate from largest to smallest is: Polyurethane coating > Silicone coat-
ing > Acrylic coating > ParleneC coating. From the salt fog test results, we noticed
that compared to fungus test, the four kinds of coated moisture absorption rate in
salt fog test improves nearly 10 times, but the sort of moisture absorption rate does
not change. As can be seen, salt fog has more effect on moisture absorption rate of
these printed circuit board coatings.

3.1.3 Humidity Test

Analysis of the coating after humidity test according to GB/T 1766-2008 [11], there
is a discoloration on the coating in appearance. Concrete results are shown in
Table 3:

Table 1 The results of fungus testing

Material type Ratings Moisture absorption (%) Insulation resistance (MΩ)

Acrylic 0 0.05042 >9,900

Polyurethane 0 0.06352 >9,900

Silicone 0 0.05299 >9,900

ParyleneC 0 0.01053 >9,900

Table 2 The results of salt
fog test

Coating
types

Moisture absorption
rate (%)

Insulation resis-
tance (MΩ)

Acrylic 0.5320 >9,900

Polyurethane 0.6523 >9,900

Silicone 0.5964 >9,900

ParyleneC 0.1055 >9,900
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From the experimental phenomena, we find that, all four kinds of insulation
resistance of coatings are more than 9,900 MΩ after humidity test, which proved its
good insulation. Moisture absorption rate from largest to smallest is: Polyurethane
coating > Acrylic coating > Silicone coating > ParleneC coating. Compared to salt
fog test, Acrylic and polyurethane coatings moisture absorption rate increases 1
time, moisture absorption rate of silicone and ParyleneC Coating is almost
unchanged, ParyleneC moisture absorption rate is much less than other types of
coatings. The effects of humidity test for the appearance of the coating and moisture
absorption become more pronounced. In addition, the sort has a change in the rate
of moisture absorption of the coating, acrylic coating of moisture absorption rate is
greater than the silicone; salt fog test are quite the opposite by fungus test. This
phenomenon indicates that acrylic coating has more effect on temperature, but
organic silicon coating are sensitive to temperature and humidity changes than
acrylic coating.

3.1.4 Data Analysis

(1) There is a good anti-mildew property for the four kinds of printed circuit board
of coatings according to the results of fungus test.

(2) The moisture absorption of the four kinds of printed circuit board coating has
been improved after the humidity. The main reason is as follows: as the
temperature changes, condensation phenomenon will appear. It will prompt
the coating to absorb moisture. What is more, the change of temperature can
affect performance of the coating and lead to aging phenomenon. It can also
promote moisture absorption of the coating.

(3) There is a little degeneracy phenomenon on the coating after salt fog test and
humidity test by the appearance. But the insulation resistance is greater than
9,900 MΩ. It does not have a large impact on insulation performance.

(4) According to the analysis above, there is no obvious influence on the insu-
lation resistance of the coating after corrosion test. Therefore, the second salt
fog test and humidity test are put on. The test condition is the same with the
first test in order to strengthen the impact on the coating by corrosion test.

Table 3 The results of
humidity test

Coating
types

Moisture absorption
rate (%)

Insulation resis-
tance (MΩ)

Acrylic 1.0553 >9,900

Polyurethane 1.2424 >9,900

Silicone 0.8067 >9,900

ParyleneC 0.1089 >9,900
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3.2 The Second Test Results

Fungus test is got rid in the second test. The main reason is that fungus test has a
very small influence on the coating added fungicide and the conditions are too mild,
so it has little impact on appearance, moisture absorption and insulation resistance.
Compared to the salt fog test and the humidity test, its influence can be neglected.

3.2.1 Salt Fog Test → Salt Fog Test

The second salt fog testis put on. The condition of the test is the same as the first
salt fog test. The results are shown in Table 4:

From Table 4, we find all four of insulation resistances of coatings are more than
9,900 MΩ. It proved that after the second salt fog test, it still not to have a greater
impact on the insulation resistance of the coating. For different types of coatings,
moisture absorption rate from largest to smallest is: polyurethane coating > silicone
coating > acrylic coating > parleneC coating. Compared to the result of the first salt
fog test, moisture absorption rate of acrylic coating, polyurethane coating and
silicone coating increased 100 %, but paryleneC coating moisture absorption rate
was almost unchanged. The three kinds of coating could improve the moisture
absorption, it shows that after the first test, moisture is not sufficient, moisture
absorption rate of paryleneC coating remained almost unchanged, and the moisture
absorption rate is kept to a minimum.

After the second salt fog test, we observed coatings by AFM. Surface mor-
phology of the coating is shown in Figs. 2, 3, 4 and 5.

3.2.2 Humidity Test → Humidity Test

The second humidity is put on. The conditions of the test are the same with the first
humidity test. The results are shown in Table 5.

From Table 5, we find that after the second humidity test, insulation resistance
value of the coating is less than the minimum range (10 MΩ) in the edge of the
solder paste and through-hole on printed circuit board. Obviously this part of the

Table 4 The results of salt
fog test → salt fog test

Coating types Moisture absorption
rate (%)

Insulation resis-
tance (MΩ)

Acrylic coating 1.1826 >9,900

Polyurethane
coating

1.3769 >9,900

Silicone
coating

1.0138 >9,900

ParyleneC
coating

0.1211 >9,900
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Fig. 2 Acrylic surface morphology by AFM. a The surface of the substrate, and b represents a
solder paste components

Fig. 3 Silicone surface morphology by AFM. a The surface of the substrate, and b represents a
solder paste components

Fig. 4 Polyurethane surface morphology by AFM. a The surface of the substrate, and b represents
a solder paste components

Fig. 5 ParyleneC surface morphology by AFM. a The surface of the substrate, and b represents a
solder paste components
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coating is failure. Insulation resistance of other coatings is more than 9,900 MΩ,
and insulation properties are good. Therefore speculated that acrylic coating are
more sensitive to changes in temperature and humidity, Continuous data between 1
and 9,900 MΩ of insulation resistance is not detected. So the value of insulation
resistance falls suddenly means the rapid failure of the coating. Moisture absorption
rate compare to the first humidity increased about 10 %; the range of increases was
smaller. It means that moisture absorption of coating in humidity test for the first
time after almost reached saturation point. Four kinds of coating, moisture
absorption rate of the sort generally is: Polyurethane coated > acrylic coated > sili-
cone coating > ParleneC coating.

After two rounds of humidity test, we observed coatings using AFM. Surface
morphology of the resulting photos part as shown in Figs. 6, 7, 8, 9.

3.2.3 Data Analysis

Compared the AFM photos after two rounds of humidity test with those after salt
fog → salt fog test,we found that the morphology on the surface of the coating

Table 5 The results of
humidity test → humidity test

Coating types Moisture absorption
rate (%)

Insulation resis-
tance (MΩ)

Acrylic coating 1.1005 a

Polyurethane
coating

1.4187 >9,900

Silicone
coating

0.97375 >9,900

ParyleneC
coating

0.11755 >9,900

Note a insulation resistance value of the coating is less than the
minimum range (10 MΩ) in the edge of the solder paste and
through-hole on printed circuit board

Fig. 6 Acrylic surface morphology of AFM. a The surface of the substrate, and b represents a
solder paste components
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changes larger and the coating bump is more serious after humidity test → humid-
ity test. Therefore, we speculated that changes in temperature and humidity have a
more significant effect on organic coatings.

4 Conclusions

(1) After fungus test, humidity test, salt fog test on the four coatings, we found
that humidity test play the most important role on the rate of moisture
absorption, then salt fog test, the last fungus test during the corrosion tests.

Fig. 7 Silicone surface morphology of AFM. a The surface of the substrate, and b representsa
solder paste components

Fig. 8 Polyurethane surface morphology of AFM. a The surface of the substrate, and b represents
a solder paste components

Fig. 9 ParyleneC surface morphology of AFM. a The surface of the substrate, and b represents a
solder paste components
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And in terms of moisture absorption rate, humidity is equal to two round of
salt fog test.

(2) Addition to moisture absorption rate of the ParyleneC printed circuit board
coating is relatively small, saturated moisture absorption rate of the remaining
three are over 1 %.

(3) According tomoisture absorption rate, appearance of coating after corrosion test
and insulation resistance, these three properties of coatings from superior to
inferior sorts are: ParleneC coating > Silicone coated > Polyurethane coat-
ing > Acrylic coating. The main reasons are as follows: Acrylic coating after a
humidity or salt fog test, acrylic coating appears to change color, powder and so
on. After humidity test→ humidity test, it appears insulation failure, and insu-
lation resistance reflects the barrier properties of the coating on the media. So the
performance is the worst. Polyurethane coating in the first round after the
humidity test and salt fog test, came up the discoloration, and its moisture
absorption rate was always the biggest in several coatings, planted which will
actually cause a larger risk, but the insulation failure does not occur throughout
the process, which means the protective properties of coatings have not lost, So
corrosion performance is slightly better than the acrylic coating. ParleneC
coating moisture absorption rate is minimum, moisture proof is the best and the
insulation performance is also good, and it did not appear clearly chalking, color
changing throughout the test procedure. Therefore, its performance is superior to
the other three kinds. Silicone coating’s overall performance is second only to the
ParleneC coating, but superior to polyurethane and acrylic coatings.

(4) From the results of the experiment we can also conclude that the edge of the
solder paste and through-hole on the coating are weaknesses of the acrylic
coatings. Continuous data between 1 and 9,900 MΩ of insulation resistance is
not detected. So the value of insulation resistance falls suddenly means the
rapid failure of the coating. If we can discover the dump earlier, then its failure
life can be predicted earlier, which is a direction of our research on this project
in the future.

(5) This paper provides many detection methods about the coating on Printed
circuit board. The weakness such as the edge of the solder paste and through-
hole of the printed circuit board are confirmed.
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Improvements in Computed Order
Tracking for Rotating Machinery
Fault Diagnosis

K.S. Wang, D.S. Luo, W. Guo and P.S. Heyns

Abstract This paper introduces two improved procedures in computed order
tracking analysis which enhances the ability of the method for rotating machinery
fault diagnosis. Firstly, the method for the improvement of resolution of the
resultant order spectrum is introduced. Secondly, an alternative method to com-
puted order tracking analysis which avoids time to angle domain transformation for
measured data is discussed. The two improvements enhance abilities to computed
order tracking analysis in terms of better order spectrum resolution and alternative
implementation procedure to obtain order spectrum of the signals. The proposed
improvements to order tracking analysis are useful for rotating machine condition
monitoring and are expected for further applications in real practices.

1 Introduction

Computed order tracking (COT) is, nowadays, one of the widely used and resear-
ched order tracking techniques. It excludes speed variation effects in measured data
by re-sampling time domain signals to angle domain so that the subsequent Fourier
analysis may present clear spectrum components [1]. Researchers have extensively
studied the method in its theory and applications [1–3]. However, due to assump-
tions and constraints in the procedures of COT, several unfavourable restrictions
exist in some implementations. Such restrictions include for instance, the constant
angular acceleration assumption which artificially assumes a linear rotational speed
in a revolution to re-sample time signals to the angle domain; the use of polynomial
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interpolation to find re-sampled data amplitudes which violate the sinusoidal cyclic
nature of rotating machine vibrations; fewer revolutions of the measured data that
limits the order resolution in the final order spectrum, etc. [1]. As a result these
procedures influence the accuracy of the resultant order spectrum and compromise
the diagnostic ability of COT. However for the sake of simplicity of the method,
these disadvantages are accepted and are to a large extent unavoidable. Simple
methods to avoid and improve the consequences of the above limitations of COT are
beneficial to the diagnostic ability of the method.

In this paper, firstly a zero padding method which was originally proposed to the
DFT for a better approximation of Fourier transform is briefly introduced. However,
here the zero padding method is discussed in terms of angle domain data instead of
original time domain data. Advantages of the zero padding method are considered
and further developed into a non-zero padding method which is specially for rotating
machine vibration data. The introduction of non-zero padding method in COT
enhances the ability of COT in machine fault diagnostics. Secondly, an approach
which uses measured signal and rotational speed based complex exponential func-
tions to calculate modified Fourier coefficients to obtain order spectra, is proposed. It
could be an alternative way to COT method with absence of data re-sampling
procedures and avoids most of the limitations and constraints from traditional COT
method. In the following, the first section briefly explains the basic rationale of those
methods and then the following section demonstrates the abilities of the proposed
methods through some synthetic signals.

2 Basic Rationale

2.1 Zero Padding and Non-zero Padding Method

Basically, zero padding is to add a string of zeros to a signal so that the frequency
step by DFT can be decreased therefore a better frequency resolution spectrum can
be obtained [4]. “The zero padded data may be thought of as an infinite signal
multiplied by a finite length rectangular window in time domain and this process is
equivalent to introduce a convolution of the signal with a sinc function” (where
sinc = sin(x)/x) in the frequency domain. The main purpose of the technique is to
allow a better approximation to the Fourier transform of a signal to be calculated
using DFT [4]. For order tracking analysis, the zero padding method may be
introduced into the analysis of angle domain signals which is transformed from
measured time domain data in terms of rotational speed, e.g. COT. Naturally, the
introduction of zero padding may decrease the order step of resultant COT spectrum
and therefore, improves the quality of resultant order spectrum. The details of the-
oretic background are discussed by author’s previous report, readers may refer to [5].

However, it should be realized that although the order step has been decreased
by zero padding, the signal that is being analyzed remains the same. In other words,
a rectangular window applied on the zero padded signals yield the same result of
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the measured signals and for this reason, executing a DFT in the order domain does
not really represent a true improvement in order resolution but rather a better
approximation of the order spectrum through the zero padding method. This
however leads to the further thought that if more data are being analyzed and it is
equivalent to a wider rectangular window applied in angle domain and therefore
results in a narrower sinc function in order domain, an improvement of order
resolution may result. Thus, a simple assumption can be made as the measured
rotating machine vibration data repeats itself for several other revolutions. It is
reasonable to make this assumption that the rotating machine vibrations are cyclicly
repeating every revolution. If such an assumption is made, the angle domain data
can be non-zero padded. In short, for COT, angle domain signal could be modified
in terms of zero or non-zero padding methods. Order resolutions in the order
spectrum could be improved. A comparison of traditional computed order tracking
(COT), zero and non-zero padding COTs is made in Table 1 [5].

2.2 Order Tracking Analysis from Rotational Speed Based
on Fourier Coefficient Calculations

COT has been widely used over decades, however researchers have also pointed out
disadvantages of the method, e.g. that it involves several artificial assumptions and
data manipulations which inevitably introduce errors and compromise diagnostic
ability of the method [1, 5]. Unfortunately, nowadays there is almost no equivalent
method to COT for order tracking analysis and the analyst usually has to live with
the limitations of the method. In this paper, a rotational speed based Fourier
coefficient calculations is proposed through which an alternative way to obtain
order spectrum in terms of Fourier calculations. And by doing so, data re-sampling
procedure is avoided and therefore most of the limitations and constrains from
traditional COT method are eliminated. In the following, the basic rationale of
method will be discussed.

It is well known that simple sinusoids are commonly considered as the building
blocks of most complicated signals. Generally speaking, the methods to determine
those building blocks are usually referred to as Fourier analysis. Considering
rotating machine vibration signals, the typical characteristics are its rotational speed
frequencies. And in most cases, the rotational speed related vibrations comprise
most of the energy in the measured data. Therefore, it is reasonable to rebuild
signals by special building blocks, i.e. rotational speed vibrations and their har-
monics. By doing so, the rotating machine vibrations, in fact, are interpreted in
terms of rotational speed and a perspective in terms of order(s) or rotating speed is
provided. Notice that, this process does not involve procedures to transform signals
from the time to the angle domain which is inevitable in traditional COT. Therefore,
it offers a possible solution to order tracking analysis without introducing artificial
errors. To briefly introduce its theoretical basis, the logic of above method could be
depicted as in Table 2.

Improvements in Computed Order Tracking for Rotating … 1373
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According to Table 2, for each k, the stationary complex exponential, e2pjkt, is
then modified to be possible non-stationary in terms of rotational speed, e2pjmf ðtÞ.
Further, based upon the theory of Fourier analysis, the term am could be calculated

by a dot product between xðtÞ and e2pjmf ðtÞ, i.e. am ¼ R 1
0 e

�2pjmf ðtÞxðtÞdt. Once am is
determined, the order spectrum results. This process, in fact, is to represent the
signal xðtÞ through combination of possible non-stationary complex exponentials in
terms of rotational speed f ðtÞ. By doing so, the modified Fourier coefficient am or
order spectrum of xðtÞ is brought out.

3 Demonstration Through Synthetic Signal

3.1 Demonstrations for Zero and Non-zero Padding Methods

A 10 s analytical signal consisting of a sum of three orders, that is 3rd, 3.2 th and 5
th, is considered for demonstration of non-zero padding method. A varying rota-
tional speed is simulated through which the rotor complete two revolutions within
10 s. The details of the simulation signals are listed in Table 3. Readers may also
refer to Ref. [5].

Traditional computed order tracking (COT) is applied to the simulated signal y,
the time waveform is firstly transformed into evenly distributed angle domain
waveforms. Based upon this angle domain signal, further Fourier analysis which
follows the traditional COT, zero padded COT and non-zero padded COT are
performed and order spectral are depicted as in Fig. 1.

Table 2 Rationale of the proposed method

x(t) decomposition !
in terms of traditional
Fourier Series
representation

xðtÞ ¼ Pþ1

k¼0
ake2pjkt ! Frequency spectrum ak at complex

exponential with fundamental
frequency k

+
Modify complex exponential by rotational speed frequency f(t)

+
x(t) decomposition !
in terms of the proposed
rotational speed based
representation

xðtÞ ¼ Pþ1

m¼0
ame2pjmf ðtÞ ! Frequency spectrum am at complex

exponential of rotational speed
frequency, f(t)

where x(t)—a general form of any rotating machine vibrations
ak—Fourier coefficient
am—Modified Fourier coefficient
f(t)—Rotational speed frequency
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As can be expected, the order step of traditional COT is

Do ¼ 1
R
¼ 1

2
¼ 0:5 ðorderÞ:

where R is revolutions of the measured signal. This is, of course, is not good
enough for the close orders, 3rd and 3.2th order. It can be seen in the top figure of
Fig. 1 that 3rd and 3.2 th orders are mixed together within one thick order peak.
The COT cannot distinguish them. Then the zero padding method is applied to the
re-sampled angle domain signals and the new order step becomes

Do ¼ 1
R
¼ 1

40
¼ 0:025 ðorderÞ:

Table 3 Signal simulation

Initial
conditions

Sampling
rate

Angles that
rotor turns
through (θ)

Angular
acceleration (α)

Angular
speed
(ω)

t0 ¼ 0;x0 ¼ 0
a0 ¼ ð8pÞ=100

Time domain:
1,024 points/
Second.
Angle domain:
500 points/
revolution

h ¼ x0t þ 1
2 at

2 a ¼ ð8pÞ=100
α is determined
by substituting
h ¼ 2 � 2pt ¼ 10s
into
h ¼ x0t þ 1

2 at
2

x ¼ at

Simulated
analytical
signals

y ¼ sinð3xtÞ þ sinð3:2xtÞ þ sinð5xtÞ

Fig. 1 COT, zero and non-
zero padded COT
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The order spectrum is shown in the middle figure of Fig. 1. It is good to see that
two close round order peaks emerge after the zero padding. However it should also
be noticed that quite a few side lobes of order peaks are obvious which may
possibly lead the confusions to other order peaks or sidebands. This effect is
actually because the equivalent length of the rectangular window does not increase
with the increase of data length. And therefore the corresponding sinc function in
order domain cannot be narrowed which produces several side lobes in the order
spectrum. Further, the non-zero padding method is applied to the re-sampled angle
domain signals to overcome this drawback, as is shown in the bottom figure of
Fig. 1. Clearly, three distinct order peaks are rendered, there are no more side lobes
and narrow order peaks are obtained. This is the result of the increase of revolutions
which decrease the order step and the increase the width of rectangular window
which narrowed the corresponding sinc function peak in order domain.

In short, zero and non-zero padded COT overcomes the limitations of traditional
COT in order spectrum resolution and non-zero padded COT further overcomes the
shortcoming of extra side lobs for the zero padded COT in order spectrum.

3.2 Demonstrations for Order Tracking Analysis
from Rotational Speed Based Fourier Coefficient
Calculations

In order to validate the proposed method, vibration signal from a single-degree-of-
freedom rotor simulation model is used for demonstration. The lateral response of a
symmetric rotor is modelled as two uncoupled single degree of freedom systems. It
is assumed that a rotor of mass m is mounted on bearings of total stiffness k and
damping coefficient c. The rotor rotates at an increasing rotational speed to

Table 4 Signal Simulation

Parameter Value

Stiffness k 500,000 N/m

Rotor mass m 20 kg

Eccentricity ru 0.1 m

Unbalance mass mu 0.05 kg

Damping coefficient c 100 Ns/m

Initial time t0 0 s

Final time tf 5 s

Number of time steps 4,096

Number of revolutions 100

Angular speed x1 x ¼ 15:0796 t2 rad/s

External excitation F ¼ A sinð5xtÞ þ 0:8A sinð5:1xtÞ, A ¼ mux2ru
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complete 100 revolutions within 5 s. For details of the model, readers may refer to
Wang and Heyns [6]. However, different external excitation models in this simu-
lation study are adopted to explicitly demonstrate the ability of the proposed
method. The characteristics of the model are shown in Table 4, considering the
response in the vertical direction.

From Table 4, one can envision some distinct features of the simulated signals.
Firstly, mass m and stiffness k are two important parameters that determine the
resonance frequency of the system which is proportional to the square root of k/
m. Secondly, the vibration amplitude and frequency of simulated signals are not
constant but varying with rotational speed for the external excitation is being set.
Thirdly, two close orders, i.e. 5 th and 5.1 th are rendered in the system responses
due to the two closely spaced external excitations, defined by F ¼ Am sinð5xtÞþ
0:8Am sinð5:1xtÞ. The nature of simulated signals is discussed and the proposed
method demonstrated in the following.

Fig. 2 COT and the proposed
method. a Computed order
tracking (COT) number of
sampling intervals = 100,
b Modified Fourier coefficient
based order tracking
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Since the proposedmethod yields order spectra which are similar to those obtained
from computed order tracking (COT), is first applied and shown in Fig. 2a for
comparison. In order to make the order spectrum maps more comparable, the order
spectra are all normalized in terms of the maximum value of each spectrum map.

Figure 2a shows that the 5 th and 5.1 th spectra are explicitly differentiated by
COT in terms of the order spectrum. Then, the proposed method is applied to the
simulated signals and order spectrum computed through the proposed method is
presented in Fig. 2b where orders from 3 to 7 with a step size of 0.05 orders are
chosen. That is m ¼ 3; 3:05; 3:1; 3:15; . . .; 7. It is encouraging to see that the 5 th
and 5.1 th orders are again explicitly differentiated and two figures in Fig. 2 are
nearly identical. This comparison demonstrates that the proposed method yields
similar results to the conventional COT method and suggests that the method could
be a substitution to COT for order spectrum analysis. However, it should be borne
in mind that, the proposed method, is a totally different method from COT with the
absence of signal transformation from time to angle domain and most of limitations
are naturally avoided.

4 Conclusions

In this paper, the two improvements on computed order tracking (COT) are
discussed. Firstly, zero and non-zero padding methods are introduced to overcome
the limitations of order spectrum resolution. The results show that the zero and non-
zero padded COT can both effectively decrease the order step of order spectrum
which is useful for distinguish close orders. Further, a modified Fourier coefficient
based order tracking is proposed. It can be a substitution to COT analysis. Com-
pared to COT, the proposed method yields similar order spectrum and with absence
of data re-sampling process, to a large extent, minimizes artificial errors and
enhances diagnostic ability to order tracking analysis. Two improvements of order
tracking analysis are both useful and effective in the augment of COT in vibration
monitoring. Further research on the theory as well as experimental demonstrations
are currently underway.
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Application of Reliability Growth
Model in Step-Down Stress Accelerated
Storage Test

YaHui Wang, XiaoGang Li and TaiChun Qin

Abstract Step-down accelerated storage test is equalled to reliability growth, a
method of step-down stress accelerated storage test based Army Materiel System
Analysis Activity (AMSAA) model is proposed, according to the step-down stress,
the mean time between failures (MTBF) under normal stress can be obtained, by
using the AMSAA model. First, through the product’s cumulative failure time,
cumulative failure numbers and based on AMSAA model, the product’s instanta-
neous MTBF is shown. Then the step-down stress is divided into n ladders, and
there is only one fault under each stress, the joint probability density function is
shown by the cumulative failure time of each step-down stress, and the parameters
of the AMSAA model are estimated by the maximum likelihood estimation, then
the point estimation of the product’s instantaneous MTBF is got. By choosing
instantaneous MTBF of certain accelerated stresses and combined respective
physical accelerated model, the product’s storage lifetime is estimated. Finally, a
case study is performed using this method. The effectiveness of this method is
shown, for the point estimation of each parameter is little different. Thus it provides
a new evaluation method for step-down accelerated storage test.

Keywords Step-down stress � Reliability growth � AMSAA model � MTBF �
Physical accelerated model

1 Introduction

As for missile products, it also has an important characteristic besides use function,
that is, it needs the long-term storage before using, therefore carrying out storage
test of missiles has a strategic significance. The assessment of storage reliability is
very difficult under normal stress level; however, the problem can be solved well by

Y. Wang � X. Li (&) � T. Qin
School of Reliability and System Engineering, Beihang University, Beijing, China
e-mail: lxg@buaa.edu.cn

© Springer International Publishing Switzerland 2015
P.W. Tse et al. (eds.), Engineering Asset Management - Systems,
Professional Practices and Certification, Lecture Notes in Mechanical Engineering,
DOI 10.1007/978-3-319-09507-3_117

1381



the accelerated life testing (ALT). Based on the differences of the stress loaded,
ALT can be divided into as: constant stress accelerated life testing, step-stress
accelerated life testing, and progressive stress accelerated life testing. At present,
among the accelerated life testing, the application of constant stress accelerated life
testing is comparatively mature. But tests at constant,the required samples are
comparatively large and the testing time is also relatively long [1], on the contrary,
step-stress accelerated life testing conquers these problems, and gets more prefer-
ence in the engineering. During step-stress accelerated life testing, there is little
fault under initial low stress, thus the initial stress and test time are not easily
controlled.

Considered above problems, Zhang and Chen [2, 3] proposed a method of step-
down accelerated life testing, and studied the effectiveness by theoretical model,
Monte Carlo simulations, and comparative experiments. Wang and Zhang [4]
proposed a new optimizing design method of step-down accelerated life testing
based on Monte Carlo simulations. Tan [5] built the data conversion formula of
step-down accelerated life testing by accelerated model, and then made improve-
ment for the three step method of step-down test. Xu [6] compared the effectiveness
between step-down test and step-stress test by Monte Carlo simulations, and
obtained the condition when the efficiency of the step-down test was superior to that
of the step-stress test.

According to the thought of reliability growth, this paper puts forward a method
of step-down accelerated storage testing based on Army Materiel System Analysis
Activity (AMSAA) model, which divides step-down stress into n ladders; sets there
is only one failure under each stress; describes the joint probability density function
by the cumulative failure time of each step-down stress; and estimates the
parameters of the AMSAA model by the maximum likelihood estimation to obtain
the point estimation of the product’s instantaneous MTBF. We combine instanta-
neous MTBF of certain accelerated stresses with relative physical model to estimate
the storage lifetime of products. This paper selects temperature as accelerated
storage stress and Arrhenius model as accelerated storage model.

2 AMSAA Model in the Step-Down Accelerated
Storage Testing

2.1 Calculate the Instantaneous MTBF of Products
by AMSAA Model

When we exert step-down stress on products, at the beginning, there will be a lot of
failures, with the reduction of stress level, the fault will gradually decrease.
Obviously, more fault information can be obtained by the step-down accelerated
stress testing. We can use Reliability Enhancement Test (RET) to ascertain the
highest stress level which can load on products [7], as long as the initial stress is
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proper, the failure mechanism will not be changed. In this experiment, the cumu-
lative number of failures is a stochastic process, which exactly corresponds with the
theory of AMSAA model; According to AMSAA model, the cumulative number of
failures is an inhomogeneous Poisson distribution.

When we performance the step-down accelerated storage testing for repairable
electronic products, according to the relation between the cumulative number of
failures and the accumulated accelerated storage time, the instantaneous failure rate
of products is given by [8–11]:

kðtÞ ¼ abtb�1 ð1Þ

where a > 0 is a scale parameter, b > 0 is a shape parameter. The instantaneous
MTBF of products is the inverse of instantaneous failure rate, which is shown as
follows:

MðtÞ ¼ 1
kðtÞ ¼

1
abtb�1 ¼ abtb�1� ��1 ð2Þ

2.2 Statistical Analysis of AMSAA Model

Due to AMSAA model is established based on rigid stochastic process theory, in
the step-down accelerated storage lifetime testing, when we use AMSAA model to
estimate the storage lifetime of products, there exists a series of statistical analysis
methods, that is, the censored time and the censored data, and this paper chooses the
censored data.

Suppose that the number offailures at each stress condition isNS1 ;NS2 ; . . .;NSn ; and
its corresponding failure time is tS1 ; tS2 ; . . .; tSn . Then we can get the accumulated
failure is tj ¼

P j
i¼1 tSi ; and the accumulated number of failures is NðtjÞ ¼

P j
i¼1 NSi .

Hence, the likelihood function of the data of the censored data can be obtained
by:

f tS1 ; tS2 ; . . .; tSnð Þ ¼ abð ÞNðtnÞe�atbn �
Yn

j¼1

tb�1
j ð3Þ

Then in the AMSAA the maximum likelihood estimation of (a, b) is given by:

bb ¼ NðtnÞPn
j¼1 ln

tn
tj

ð4Þ

â ¼ N(tn)

tb̂n
ð5Þ
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Thus when the step-down stress is down to relative accelerated stress, the
instantaneous MTBFi can be obtained, and the maximum likelihood estimation of
MTBF is given by:

ĥðtjÞ ¼ âb̂tb̂�1
j

h i�1
ð6Þ

3 The Computation of Storage Lifetime by Accelerated Model

This paper selects temperature as accelerated storage stress, thus the accelerated
model is Arrhenius model, which can be written as:

n ¼ AeEa=kT ð7Þ

where n denotes some life characteristic, A is a constant, k denotes Boltzmann’s
constant, as 8:617� 10�5eV=K;Ea denotes activation energy. From Eq. (7), with
the increment of temperature, the life characteristic decreases exponentially. By
taking the natural logarithm of both sides of Eq. (7), we can get:

ln n ¼ d þ e=T ð8Þ

Based on Eq. (6), the instantaneous MTBF can be obtained at each temperature
stress, in the step-down accelerated storage lifetime, we can choose some step-down
accelerated stress, then combine the step-down accelerated stress with corre-
sponding instantaneous MTBFi, and get several groups of value of temperature and
lifetime. After that, the least-squares estimator (LSE) d̂; ê of d, e can be obtained
based on Eq. (8), and the storage lifetime under normal stress can be obtained.

4 An Illustrative Example

Assuming that assembly products’ lifetime is an exponential distribution, h ¼ 2; 000h,
temperature as the accelerated stress, the step-down stress accelerated test can be
considered as reliability growth test, which the first step data T1, that is the highest
stress which is called the initial value of growth test, can be ascertained based on
RET. This paper assumes that T1 = 85 °C, when there exists only one failure, the test
will be turned to the next temperature ladder, we take 2.5 °C as a ladder. Based on
the above conditions, the simulation failure data is listed in Table 1.

Based on the Eqs. (4) and (5), the MLE â and b̂ can be computed, then we can
count the instantaneous MTBFi respectively from the highest stress condition 85 °C
to accelerated stress condition 35, 40, 45, 50 °C, which are listed in Table 2.
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From the Table 2 we can get, when the highest stress growths to the different
stress, the difference of each parameter is small. Thus it illustrates that the growth
rate is considered as constant in the step-down stress reliability growth test, that is,
we use the thought of reliability growth to carry out the step-down stress acceler-
ated storage test is feasible.

Based on the Table 2, the relation between the instantaneous MTBFi under
accelerated stress and corresponding accelerated stress is shown in the Fig. 1.

Based on the Eq. (8), the LSE of d, e can be obtained, that is, d̂ ¼ �36:85;
ê ¼ 13250: Then the storage lifetime under normal stress can be extrapolated.

Table 1 The cumulative
failure data of assemblies

N N (tj) Ti (k) Tj (h)

1 1 358 4.4

2 2 355.5 10.7

3 3 353 16.4

4 4 350.5 22.5

5 5 348 33.9

6 6 345.5 46.4

7 7 343 59.6

8 8 340.5 79

9 9 338 94

10 10 335.5 132.9

11 11 333 165.8

12 12 330.5 211.2

13 13 328 297.2

14 14 325.5 369.1

15 15 323 473.8

16 16 320.5 607.7

17 17 318 866.2

18 18 315.5 1127.3

N N (tj) Ti (k) Tj (h)
19 19 313 1393.6

20 20 310.5 1743.2

21 21 308 2553.8

Table 2 The MTBF of the
different temperatures

Stress (Ti) 35 °C 40 °C 45 °C 50 °C

ai 1.58 1.183 1.51 0.9032

bi 0.3233 0.3835 0.3891 0.4447

tj 2553.8 1393.0 866.2 473.8

MTBFi 566 h 192 h 106.4 h 76.9 h
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h0 ¼ expð�36:85þ 13250=ð273þ 25ÞÞ ¼ 1998:2h ð9Þ

The result is nearly the same with real MTBF 2000 h of the assembly products.

5 Conclusion

This paper presents a method which uses the reliability growth model in the step-
down stress accelerated storage test, which avoids the trouble of data conversion.
Then we compute an example, the result of parameter estimation illustrates that,
when the highest stress growths to different stress, the growth rate is constant,
which correspond with the thought of reliability growth. Finally, the storage life-
time of the assembly products can be obtained by accelerated model, which is
nearly the same with real MTBF. Thus it provides a new evaluation method for
step-down accelerated storage test.

Fig. 1 The fitting chart between life and stress
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Wireless Condition Monitoring
Integrating Smart Computing and Optical
Sensor Technologies

Christos Emmanouilidis and Christos Riziotis

Abstract Condition monitoring is increasingly benefitting from the application of
emerging technologies, such as mobile computing and wireless sensors, including
photonics sensors. The latter can be applicable to diverse application needs, due to
their versatility, low costs, installation and operational flexibility, as well as unique
safety and reliable operation characteristics in real industrial environments of
excessive electromagnetic interference and noise. Coupling the monitoring flexi-
bility offered by photonics technologies, with the data transmission flexibility of
wireless networking provides opportunities to develop hybrid wireless sensor
solutions, incorporating optical sensors into wireless condition monitoring archi-
tectures. This paper presents ongoing work within an integrated architecture
for condition monitoring and maintenance management support, exploiting the
added value of optical technology, inherently safe with respect to electromagnetic
compatibility. The reported results are part of a collaborative project involving
technology providers in wireless sensor networking, embedded systems and
maintenance engineering, as well as research organizations active on photonics
technologies and informatics for wireless and intelligence-enabled engineering asset
management. The industrial test cases are from a lifts manufacturing industry,
focusing on both production facilities assets, as well as on the end-product. The
photonic platform of plastic optical fibers was selected due to its versatility and
suitability for rapid customization and prototyping. The platform can serve diverse
sensing and monitoring needs, ranging from physical parameters as strain and
displacement in machinery parts, to chemical and biochemical monitoring of
industrial-grade coolants’ aging. Use of novel nanostructured optical materials
together with laser-based micromachining techniques enabled the functional
enhancement through rapid prototyping of optical fiber devices towards highly
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customizable sensors. The integration of the sensing elements within the wireless
sensor network architecture offers substantial flexibility for industrial applications.

Keywords Photonics � Optical fibers � Sensors �Wireless sensors � E-maintenance

1 Introduction

The incorporation of emerging information and communications technologies (ICT)
and photonics-based sensing in industrial and infrastructure monitoring holds
considerable potential that is still not sufficiently well explored in Physical Asset
Management [1]. Among the constituents of enabling ICT technologies are wire-
less, web-based, semantic and context-adaptive computing coupled with machine
learning [2, 3], whereas wireless sensing [4] and photonic technologies [5, 6] offer
increased flexibility and versatility on the sensing and signal transmission side. The
integration of such enabling ICT and photonic technologies within an e-mainte-
nance architecture seeks to take advantage of the aforementioned benefits while
pushing towards greater data and services integration in physical asset management
[7].

This chapter looks into the potential of photonics technologies for condition
monitoring, with a particular focus on the integration of wireless sensing, mobile
and adaptive computing and devices for implementing flexible smart monitoring
solutions. The prime application area concerns a lifts manufacturing industry,
targeting condition monitoring at both the actual production as well as at aspects
of the end product operation. Section 2 discusses the use of photonics technol-
ogies and sensors in condition and process monitoring tasks. Section 3 outlines
the adopted e-maintenance architecture, wherein the optical sensing solutions are
to be integrated. The photonics sensing platform is presented in Sect. 4, followed
by the description of the industrial application testing in Sect. 5. The final section
is the conclusion.

2 Photonics Technologies and Sensors in Condition
and Processes Monitoring

Photonics technology is essentially an emerging branch of Applied Physics that
studies and exploits fundamental physical phenomena of light-matter interaction at
micro and nanoscale. It is being recognised as one of the six Key Enabling
Technologies (KET) which hold great potential for making a significant impact on
industrial innovation leading to smart, sustainable and inclusive growth in Europe,
with the other being nanotechnology, micro and nanoelectronics, advanced
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materials, industrial biotechnology and advanced manufacturing systems [8].
Photonics may serve an extremely broad range of applications, such as high-speed
telecommunication networks, sensing, defence, medicine and energy fusion, which
are anticipated see a dramatic penetration into everyday life applications. Photonics
technology is becoming quite diverse in terms of employed photonic platforms and
materials. Thus, although it is beyond the scope of the current paper to offer a
comprehensive classification without including technical content, it can nonetheless
be argued that in the area of photonics sensing with industrial applicability, the
main currently involved technologies are rather confined in compact waveguiding
photonic platforms like optical fibers and integrated optics [9]. Development of new
advanced materials together with novel design strategies [10] have enabled the
development of highly functional optical sensors that offer versatile operation
characterized by unique sensitivity, compactness, reliability, electromagnetic
immunity and relatively low cost. Furthermore this photonics platform exhibits the
additional inherent capability of fiber-optic based transmission allowing high speed
interconnection of multiple remote sensors in a single management centre, com-
bining uniquely the transmission medium and the sensor heads, thereby leading to
more efficient monitoring schemes [11].

Despite the huge potential of photonics and fiber optic sensors, their deployment
in real industrial environments and infrastructure for asset and processes monitoring
is still relatively limited. Photonics sensors technology is still relatively new and the
lack of high-level standardization impedes their anticipated wider deployment.
A number of efforts in Institute of Electrical and Electronics Engineers (IEEE) and
International Electrotechnical Commission (IEC) are currently under way for the
standardization of fiber optic and in general photonic sensors.

A number of different physical principles are currently employed in fiber and
guided photonic sensors for measuring a variety of parameters, leading to tech-
nologies like interferometric sensors, resonators, plasmon sensors, Mach Zehnder
interferometers, specially designed photonic crystal fibers, Bragg and long-period
gratings. The majority however of photonic sensors lie on the special category of
Bragg Grating-based sensors due to the fact that those sensors can be adapted and
implemented so that they can be used in a number of different applications, ranging
from infrastructures’ Structural Health Monitoring (SHM) [9] to monitoring of
chemical processes in chemical and pharmaceutical industry [12]. Photonic sensors
can find a broad range of applications on various monitoring tasks, as briefly
discussed next.

Industrial Applications. The complete electrically passive nature of photonic
sensors gives them an added value of extreme significance in demanding industrial
applications, wherein monitoring and measurements at harsh environments, such as
high-temperature environments inside the oil of power transformers, is required and
traditional electric sensors fail to operate safely. Knowledge of the local tempera-
ture distribution present in high-voltage, high-power equipment, such as generators
and transformers, is essential in understanding their operation and in verifying new
or modified products. Relevant applications can be found for leakage detection in
pipelines, fault diagnostics and detection of magnetic/electrical field anomalies in
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power distribution systems and intrusion alarm systems, as well as in monitoring
processes such as composite curing, injection molding and extrusion, or oil drilling.
All these are important applications areas for fiber technology. In food and phar-
maceutical industry there is an increasing trend for continuous real time monitoring
of manufacturing processes and quality control. Typically, in this sector, there is no
real time monitoring but sampling and post-control of the products leading to
reduced efficiency time and cost-wise. Accurate and low cost photonic approaches
enabling the identification of predetermined concentrations at critical points of the
processes, could benefit this areas, as for example seen in [12] where close mon-
itoring of the fermentation process in food industry was successfully applied.

Physical Sensing and Structural Health Monitoring. Fiber optic sensors for
SHM can offer a range of physical measurements, such as strain, load, rotation,
vibration, displacement, force, load, torque, acceleration, pressure and flow, with
applicability in structures, bridges, tunnels, pipelines, storage tanks, ships, dams,
highways, aircraft wings, spacecraft fuel tanks and oil platforms. Measurement also
of load and displacement changes in underground excavations of mines and tunnels
is vital for safety monitoring. Many times for the monitoring of a single system a
huge variety of sensing parameters are required to provide the full condition. For
example, in aircraft propulsion system monitoring, information is required for linear
position, temperature, fuel flow, gas pressure, hydraulic pressure, fuel pressure,
rotary speed, flame detection, vibration, fluid level etc. Optical sensors could
provide the advantage of different sensors implementation in a unified photonics
platform with obvious advantages in monitoring systems implementation.

Chemical and Biochemical Sensing. Optical sensor architectures combined with
highly selective polymers and nanostructured materials as sensing layers are also
suitable for organic compounds’ sensing (pollutants, agrochemicals and nerve agents,
explosives, drugs and pharmaceuticals and miscellaneous organics), as well as for
metals and ion inorganic sensing. Combining photonics sensors andmicrofluidic cells
have demonstrated sensing chips for accurate detection of bacteria, viruses, and
toxins. The sensing could be performed as label free or by using biological compo-
nents in the recognition process, such as enzymes, antibodies, and oligonucleotides.

3 The WelCOM e-Maintenance Architecture

The main ICT enablers for e-maintenance are web-based and semantic maintenance
[13], taking into account interoperability considerations (typically the Machinery
Information Open System Alliance, MIMOSA, standard—www.mimosa.org),
mobile and context-aware computing [2], cloud computing and smart data man-
agement [14], as well as wireless sensing and identification [3, 4]. An e-mainte-
nance architecture has been developed that seeks to employ such technologies to
vertically integrate data and processes from the shop floor up to the level of
maintenance management [7]. To do so the architecture comprises several com-
ponents as shown in Fig. 1 [14].
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At the lower level the architecture’s main functional block is that of a smart node
in a wireless sensor network infrastructure, constituting the sensor embedded
maintenance intelligence of the WelCOM (Wireless Sensor Networks of Optimal
Lifecycle Asset Management project, welcom-project.ceti.gr) architecture. A
common data model, conforming to the MIMOSA schema with some extensions is
unifying data exchange between lower layer and higher layer components, such as
the WelCOM intelligent maintenance advisor. This component exploits data and
knowledge to export services via context-adaptive interfaces to web or mobile
clients. Contextualised-support is offered to users via an e-support and training
component. In this setting the concept of context is driving adaptation, that is
supporting the delivery of relevant data and services to the apparent context of each
service request (Fig. 2). In mobile asset and maintenance management, context can
fall under different categories, namely user, social, environment, system and service

Fig. 1 The WelCOM e-maintenance architecture

Fig. 2 The concept of context as a driver of adaptation in asset management services
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context [14]. A key underlying concept is the decoupling of the computational
infrastructure for detection, diagnosis, prognosis and maintenance support. Event
detection is thus delegated to the level of a smart node or gateway, while higher
level condition monitoring and maintenance management processes are handled at
higher levels in the maintenance advisor (Fig. 1). This architecture is powered at the
lower level by smart wireless components performing the measurement tasks but
also the basic level of data processing, that of pre-processing and event detection.
In typical wireless sensing solutions this is hampered by the limited resources of the
sensing node, primarily related to energy consumption. Sensors and sensor nodes
consume power for the sensing, computing and transmission Radio Frequency (RF)
operations, with the latter typically being the source of most power consumption.

A key innovative element of the WelCOM e-maintenance architecture is the
introduction of optical sensing elements, based on photonic technologies, at the
lower sensing end, a choice that significantly increases power autonomy and ver-
satility of deployment. The approach is described in the next paragraph.

4 The WelCOM Photonic Sensing Platform

The WelCOM architecture incorporates solutions for asset monitoring through a
distributed network of sensors that are wirelessly interconnected and managed. The
innovation challenge in terms of sensing technology is the development and
employment of a suitable photonics platform that could be efficiently embedded
towards the implementation of hybrid wireless sensing nodes with actual photonic
sensing elements. For the development of those hybrid Wireless Optical Sensors
(WOS) a careful consideration of the required specifications is critical. More
specifically two important and generic requirements had to be fulfilled for the
successful adoption of a photonics sensor in a wireless sensing node:

• The power consumption of the driving circuits of the light transmitter and
receiver must be low, in order to have rather big intervals of time between the
battery changes, or even autonomous operation by other energy harvesting
schemes.

• The interrogation system of the photonic sensor must be compact, simple and
inexpensive.

As mentioned in Sect. 2, the major representative of photonics and optical fiber
sensors is the class of Bragg Gratings-based sensors. Despite the relatively low
implementation cost of Bragg Gratings (BG) based sensors, their use is associated
with a relatively high cost as the operation of BG sensors require expensive diode
laser sources, optical circulators, isolators, and most importantly expensive wave-
length interrogators as the response and the measurement of those sensors take
place at the spectral domain. Despite the tendency lately for miniaturization of
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wavelength interrogators and the reduction of their prices their cost remains pro-
hibitively high (above 5 K€) for a single sensor. This characteristic makes the
current class of BG-based sensors unsuitable for the development of autonomous
wireless enabled optical sensors. Furthermore, the only feasible scheme for inter-
rogation of wireless enabled sensors would be the absolute amplitude interrogation
scheme.

A potentially viable solution to aid the incorporation of photonics technology
sensors in wireless systems has been proven [15–17] to be the low cost Polymer/
Plastic Optical Fibers (POF), that combine the required key features of low cost,
low power consumption, small size, light weight, immunity to electromagnetic
interference (EMI), low interrogation complexity, environmental ruggedness, as
well as great sensing operational range and versatility. In contrast to conventional
widely used silica (glass) fibers, the plastic optical ones are much easier to handle
and more robust towards breakage, due to their higher elasticity. This characteristic
was also critically important for POFs use in structural health monitoring appli-
cations, as the silica fiber Bragg Grating (FBG) sensors exhibit a rather high failure
ratio -due to breakage incidents during installation- of more than 30 %.

Polymer or Plastic Optic Fibers (POFs) is a type of fiber that is mainly used for
short-length communication applications. Since their first appearance, POFs show
much higher power attenuation compared to their silica counterparts, but with the
development of new fabrication methods and polymer materials, the attenuation has
been greatly reduced. Briefly a PMMA (Poly(methyl methacrylate)) fiber had an
attenuation of 500 dB/km on the late sixties, when was firstly introduced, and now
the attenuation is around 150 dB/km. Different types of POFs have also been
introduced, like perfluorinated polymers (CYTOP™) that present much lower
attenuation characteristics. Their inherent advantages, compared to silica fibers, are
the much larger diameter (0.25–3 mm), the reduced cost of the fiber and the lower
cost of the tranceivers and optical components. They are also much easier to handle,
terminate, connect and are more flexible. They also exhibit excellent chemical and
weather resistance and do not easily corrode when in direct contact with a liquid
medium. As mentioned above for sensing applications, due to their large core,
POFs can be easily manipulated. In many cases, at the sensing region, the jacket of
the fiber is completely removed and usually either the fiber is side-polished, so the
cladding is removed leaving the core in direct contact with the environment or even
a complete segment of the core is removed. The typical POFs used for the need of
the WelCOM project are highly multimode fibers of 1 mm diameter with an
additional protective jacket of total diameter 2.2 mm (Fig. 3). The typical trans-
ceiver unit that is a Fiber Optic Driver Circuit Board (FODCB), utilizes a low cost
LED of 200 μW at 650 nm, a photodetector, an amplifier for amplifying the
measured voltage and the appropriate electronic driving circuits. The output of the
amplifier is connected to the A/D converter of the wireless sensor node for further
processing. The FODCB is supplied by 2 AA batteries of 3 V in total and can be
seen in Fig. 4.
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5 Pilot Testing

The proposed photonic platform of POFs is essentially a very simple guiding
medium but with a very high potential for customization, enabling rapid proto-
typing techniques for implementing customized and highly specialized sensors.
Through the WelCOM project the adaptability of the POF platform in various
sensing and monitoring requirements, from strain and displacement measurements
to monitoring of chemical properties and quality of coolant and lubricant fluids used
in machinery, such as in honing machines for lift equipment cylinder finishing
(Fig. 5). An important advantageous characteristic of POFs is their high elasticity or
their low Young modulus that allows monitoring of relatively high strains in
physical structures, in contrast to silica fibers that are restricted to 0.5 % strain
limits. The strain monitoring capability of POFs was thoroughly studied, observing
the strain in various applications. POFs were embedded in stretchable elastomeric
materials in order to monitor dynamically their applied stress and strain. POF-based
strain sensors were devised either by longitudinally embedding the POF into the
samples or by incorporating alternatively the POF together with a deformable
closed-circular loop [18, 19]. The applied strain resulted in elongation or

Fig. 3 Schematic of a jacketed POF. POF with stripped jacket and exposed core. Functional
U-Bent POF as sensor head

Fig. 4 Prototype of a fiber
optic driving circuit board
(FODCB)
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deformation of embedded fibers leading to corresponding transmitted light loss,
which offers an indication of the applied strain. Figure 6 presents schematically the
dynamic behaviour of POFs in those two different tensile tests and architectures,
demonstrating distinct POF responses that can match different monitoring
requirements. Similar techniques can be applied in specific cases of monitoring
strain in elevators' wire ropes and relevant applications. Further to their intrinsic
characteristics, such as elasticity, the functionality of POFs could be further
enhanced as chemical sensors by the use of novel nanostructured sensitive optical
materials as overlayers on top of their cladding or core [20, 21]. Selection of proper
materials can produce highly customizable POF sensors for a variety of applications
in chemical and biochemical detection covering industrial needs of process moni-
toring in food or pharmaceutical industry. Modern laser micromachining techniques
[21] can accurately process POFs surface forming suitable features that can act as
hosting cavities for efficient functionalisation [22, 23] of POFs’ with sensitive
materials. Figure 7 shows the development of POF sensor heads with sensitive
overlayers and the development of a laser-induced sensing window on a POF.
Based on the chemical sensing capabilities of the POF platform and considering the
industrial monitoring requirements of Kleemann Lifts S.A, an efficient sensor for

Fig. 5 Testing at Klemmann Lifts. Left The lift testing facility. Right Metal finishing machine

Fig. 6 Response of a POF (green continuous line) under a tensile test. Left Dynamic behaviour of
POF, under a strain ramp, due to its intrinsic elasticity. Right Dynamic behaviour of a deformable
closed loop POF due to resulted bend loss (see Ref [18])
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monitoring the aging and the quality of coolant fluids in metal cylinders’ finishing
machinery (e.g. Honen, Bossi) has been developed. The aging and properties of the
coolant was related to the development of biological content/population and
the associated change of pH, enabling thus a POF-based sensor for monitoring the
coolant’s properties.

6 Conclusion

The potential of involving photonics sensor technologies in wireless condition
monitoring has been proposed in this paper. Whereas mobile/wireless computing
and sensing have increased the flexibility of condition monitoring to integrate and
serve mobile users, as well to produce easily customisable and deployable moni-
toring solutions, power efficiency has remained an issue of concern in wireless
monitoring. A promising alternative is the incorporation of photonics technologies,
which are applicable to diverse application needs, due to their versatility, low
involved costs, installation and operational flexibility, as well as unique safety and
reliable operation characteristics in real industrial environments of excessive elec-
tromagnetic interference and noise. This paper presented current work on an
architecture for condition monitoring, which exploits the added value of inherently
EMC-safe optical technology. Promising results are obtained by applying optical
sensing to both production equipment as well to the end product of a lifts manu-
facturing industry. The photonic platform of plastic optical fibers was selected as
the most versatile platform suitable for rapid customization and prototyping, able to
serve quite diverse sensing and monitoring applications, ranging from physical
parameters such as strain and displacement in machinery parts to chemical/bio-
chemical monitoring of industrial-grade coolants. Use of novel nanostructured
optical materials together with laser-based micromachining techniques enabled the
functional enhancement through rapid prototyping of the optical fibers towards
highly customizable sensors.

Fig. 7 Right A scanning electron microscope-SEM picture of a U-Bent POF sensing head
deposited with sensitive material. Left A schematic of a laser micromachined sensing window on
the surface of a POF. SEM picture of an actual sensing window suitable for hosting sensitive
material
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A Combined Life Prediction Method
for Product Based on IOWA Operator

Lei Feng, Xiaoyang Li, Tongmin Jiang and Xiangjun Dang

Abstract As the rapid development of modern technology, industrial companies
have to manufacture high-reliable and long-lifetime products. How to evaluate
these indexes is an urgent problem to be solved. Utilizing the product degradation
information may be an effective way to solve this issue. However, most of lifetime
prediction models in use are mainly based on single prediction model with the
shortage of low robustness and accuracy. In this chapter, a combined prediction
method based on the performance degradation data by using the induced ordered
weighted averaging operator (IOWA) is proposed. We select two better prediction
models, which are time series model and BP neural network, to predict the deg-
radation path of product respectively. The IOWA operator can build a new com-
bination prediction method which can overcome the defect of fixed weight
coefficients of the traditional combined method. This method can update the weight
coefficients dynamically according to the prediction precision of each model. Then
the objective function of the error square sum is established with weight coefficients
used to combine these prediction methods and integrate the prediction results.

Keywords Combined prediction � Time series model � BP neural network �
IOWA operator � Performance degradation data
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1 Introduction

With the development of science and technology, the long-life & high-reliability
products become more common in the field of astronautics and aeronautics. Thus
how to evaluate the lifetime and reliability of those products is an urgent problem to
be solved. The accelerated degradation testing (ADT) attempt to obtain the deg-
radation information under the condition of limited time and funds by using more
severe stress than the normal level. Therefore, to utilize the product degradation
information from ADT may be an effective way to resolve this issue. However,
most of lifetime prediction models in use are mainly based on single prediction
model with the disadvantage of low robustness and accuracy, so it cannot get the
high credible lifetime and reliability of the product. Then this inaccurate result may
lead to serious consequence. But a new prediction model combining several single
models may overcome this defect.

Combined forecast proposed by Bates and Granger in 1969 is a prediction
method with the thought of combining more than one single model, which can
reduce and disperse the uncertainty of the single prediction model so as to improve
the accuracy of the prediction [1]. Then combined forecast has aroused great
attention in various field. Xie et al. have studied lifetime prediction of the electronic
devices for the vehicles, and put forward a combined prediction model based on
exponential regression model and grey theory [7]. Reng et al. have applied com-
bined prediction method to predict the residual life of aero-engine based on the
performance degradation [4]. Tang et al. minimize the objective function of the
prediction error square sum to determine the weighting coefficient of the optimal
combination prediction model [5]. Long et al. combine the induced ordered
weighted averaging operator (IOWA) with Markov chain (MC) to construct an
IOWA-MC forecasting model to remedy the defects of traditional method for
forecasting the long term power load [3]. Xie et al. also apply the combined
prediction model based on the improved IOWA to predict the maintenance cost of
the ship equipment [8].

In this chapter, the author selects two better prediction models, which are time
series model and BP neural network, to predict the degradation path of the product
separately, then IOWA operator is used to build a new combination model which
can overcome the defect of fixed weight coefficients of the traditional combined
method, this method can update the weight coefficients dynamically according to
the prediction precision of each model. Then the objective function of the error
square sum is established with weight coefficients which are used to combine these
prediction methods and integrate the prediction results. And the objective function
is minimized with the genetic algorithm, which has the characteristics of fast global
optimization and uses to determine the weight coefficients for each of the prediction
methods.
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2 Single Prediction Models

This part will introduce two single life prediction models used to build the
combined prediction model, which are time series prediction model and BP neutral
network model. Then the detailed modelling procedure is as follows.

2.1 Time Series Prediction Model

As the product influenced by random factors in practical engineering, the perfor-
mance degradation path is also a stochastic sequence. Also the degradation path
usually presents a monotonic degradation trend determined by the physical and
chemical mechanism of the product, which is usually expressed by multiplying the
degradation rate and linear or nonlinear logarithmic function, exponential function,
power function and so on [6]. Set

Yt ¼ Ft þ Ct þ Rt; t ¼ 1; 2; � � � ð1Þ

Here Ftis the trend part, which is monotone function determined by degradation
mechanism of the product. Ct is the periodic part determined by the internal and
external factors from the product. Rt is the zero-mean stochastic part. Among
which, the trend part Ft can be expressed as follows:

Ft ¼ bgðtÞ þ y0 ð2Þ

Here, b is the degradation rate of the degradation path, gðtÞ is the monotone
function, y0 is the initial value of the performance degradation.

The periodic part is usually several cosine signal, and the periodic part can be
expressed like this:

Ct ¼
Xk

j¼1

aj cosðwjt þ ujÞ ð3Þ

Here, kis the number of angular frequency, aj is the amplitude of the jth angular
frequency, wjis the jth angular frequency, uj is the jth phase angle.

After the degradation path extracts the trend part and periodic part, the remaining
stochastic part with linear and stationary characteristic can be modelled with the
stationary time sequence model. The stochastic data test through stationarity test
does zero mean processing, then it can be expressed by autoregressive model as
follows:
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Rt ¼
Xp

j¼1

gjRt�j þ et

E etð Þ ¼ 0;Var etð Þ ¼ r2e ;Cov et; et�ið Þ ¼ 0; 8i� 1

ð4Þ

Here, p is the autoregressive model order, gj is the autoregressive coefficient, et
is the white noise following normal distribution N½0; r2e �.

2.2 BP Neutral Network Model

BP neutral network is a multilayer perception based on BP algorithm, which is
composed of the input layer, the middle layer and the output layer. The middle is
also called the hidden layer with one or more layers. Figure 1 is the BP neural
model with three layers [2].

Among which ðx1; x2; � � � ; xmÞ is n dimensional input vector, z is one dimensional
output vector, wik is the connection weight between the input layer and the middle
layer, vjt is the connection weight between the middle layer and the output layer.

3 A Combination Forecasting Model Based on IOWA
Operator

The combined prediction method based on IOWA is introduced. Firstly, the IOWA
operator can build a new combination forecast method which can overcome the
defect of fixed weight coefficients of the traditional combined method, this method
can update the weight coefficients dynamically according to the prediction precision
of each model. Then the objective function of the sum of the error squares is
established with weight coefficients which are used to combine these prediction
methods and integrate the prediction results.

...
...

Middle layer Output layerInput layer

N

Z

v

w

1

m

ik

jt

x

2x

x

Fig. 1 Neural network
structure diagram
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3.1 The Introduction of IOWA Operator

Assuming ða1; x1Þ; ða2; x2Þ; � � � ; ðam; xmÞ are two-dimensional arrays, set:

IOWAL a1; x1h i; a2; x2h i; � � � ; am; xmh ið Þ ¼
Xm

i¼1

lixa�indexðiÞ ð5Þ

Among which, L ¼ ðl1; l2; � � � ; lmÞT is the weighted vector of IOWA and meets
Pm

i¼1
li ¼ 1; li � 0; i ¼ 1; 2; � � � ;m. The function IOWAL is a m-dimensional induced

ordered weighted averaging operator caused by a1; a2; � � � ; am; denoted by IOWA
operator, and ai is called induced value of xi, a� indexðiÞ is the subscript of the ith
largest number among a1; a2; � � � ; am;which are listed in a descending order.

3.2 The Combination Forecast Based on IOWA Operator

Suppose fxt; t ¼ 1; 2; � � � ;Ng is the observed sequence of degradation information,
and m available single prediction models predict the degradation value for the
future. Here xit is prediction value of the ith prediction method at moment t,
i ¼ 1; 2; � � � ;m; t ¼ 1; 2; � � � ;N.L ¼ ðl1; l2; � � � ; lmÞT is the weighted vector of

IOWA and meets
Pm

i¼1
li ¼ 1; li � 0; i ¼ 1; 2; � � � ;m:

Set

ait ¼ 1� xt � xitð Þ=xtj j; when xt � xuð Þ=xtj j\1
0; when xt � xuð Þ=xtj j � 1;

�

i ¼ 1; 2; � � � ;m; t ¼ 1; 2; � � � ;N:
ð6Þ

Here, ait shows the fitting accuracy of the ith prediction method, obviously
a 2 ½0; 1�. If the fitting accuracy ait is treated as induced value of the prediction
value xit, thus the fitting accuracy of m single prediction methods at moment t and
their corresponding forecasting values constitute m two-dimensional arrays
ð a1; x1h i; a2; x2h i; � � � ; am; xmh iÞ [9].

Set

IOWAL a1t; x1th i; a2t; x2th i; � � � ; amt; xmth ið Þ ¼
Xm

i¼1

lixa�indexðitÞ ð7Þ

IOWAL indicates the combined prediction value based on IOWA, which is
generated by the fitting accuracy sequence a1t; a2t; � � � ; amt at moment t. Apparently,
the most characteristic of combined forecasting based on IOWA lies in that
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weighting coefficients are independent of single prediction methods, but they are
closely related to the fitting accuracy of each single prediction method at different
moments, the higher the fitting accuracy, the greater the weighting coefficients.

Let ea�indexðitÞ ¼ xt � xa�indexðitÞ, then the error square sum of combined fore-
casting error is:

S ¼
XN

t¼1

ðxt �
Xm

i¼1

lixa�indexðitÞÞ2 ¼
Xm

i¼1

Xm

j¼1

liljð
XN

t¼1

ea�indexðitÞea�indexðjtÞÞ ð8Þ

In terms of the criteria of minimizing the error square sum, the combined model
based on the IOWA operator can be expressed as follows:

minSðLÞ¼
Xm

i¼1

Xm

j¼1

liljð
XN

t¼1

ea�indexðitÞea�indexðjtÞÞ

s:t:

Xm

i¼1

li ¼ 1

li � 0; i ¼ 1; 2; . . .;m:

8
>><

>>:

ð9Þ

After the optimal IOWA weighting coefficients of combined forecasting are
obtained, namely L� ¼ ðl�1; l�2; � � � ; l�mÞT , according to the principle of continuity, it
can be utilized to predict in forecasting intervals ½N þ 1;N þ 2; � � ��, the equation is
as follows.

IOWAL� a1t; x1th i; a2t; x2th i; � � � ; amt; xmth ið Þ ¼
Xm

i¼1

l�i xa�indexðitÞ;

t ¼ N þ 1;N þ 2; � � �
ð10Þ

The value of prediction accuracy sequence a1t; a2t; � � � ; amtin combined fore-
casting intervals ½N þ 1;N þ 2; � � �� is in accordance with recent average fitting
accuracy of each single prediction method. To predict the step k of the future, the
N þ k-phase prediction accuracy of the ith prediction method approximately equals
to the average fitting accuracy in recent k-phase.

4 Engineering Application

Accelerated degradation data of an SLD at 55 ℃ are utilized to verify the combined
prediction method based on the IOWA operator. Now we got the degradation data
of the SLD by accelerated degradation testing within 480 h, the raw data shows in
Fig. 2.
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The raw data is evenly divided into two parts, the first part of 240 h is used to
establish degradation model, and the other part will test the goodness of the model.
Now the first part data is selected as modelling data for time series model and
learning samples for BP network model. The other part will test the prediction
accuracy of the single prediction model and the combined model.

The time series model is built as follows,

yðtÞ ¼0:07517� cosð0:09818t � 0:3316Þ þ 0:06436� cosð0:1309t � 1:0853Þ
� 0:001510t þ Rt þ 30:854þ 0:04805� cosð0:05236t þ 1:0853Þ

Rt ¼ 0:8054Rt�1 � 0:05525Rt�2 þ et et 2 Nð0; 0:072Þ
R1 ¼ �0:1498 R2 ¼ �0:1635

ð11Þ

Among which, the blue curve is the raw degradation data, the red curve is the
fitting degradation data, and the green curve is the prediction data (Fig. 3).

Then BP neural network model is built to predict the degradation path, and he
BP neural network settings list in Table 1.

Figure 4 is the BP neural network prediction model, the blue curve is the raw
degradation data, the green curve is the fitting degradation data, and the red cure is
the prediction data.

After the BP neural network model and time series model are established
respectively, the fitting accuracy at each moment can be calculated by the fitting
data of single prediction model. Then the fitting error of the IOWA combined
model are calculated by Eq. (9). The combined forecasting model based on IOWA
is obtained on the criteria of minimizing the error square sum. i.e.:

Fig. 2 Raw degradation data
of the SLD
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Fig. 3 Time series prediction
model

Table 1 BP neural network
settings

BP neural network settings Value or function

Input layer neurons number 1

Middle layer neurons number 6

Output layer neurons number 2

Transfer function Tansig, tansig, purelin

Training function Levenberg-Marquardt

Epoch 1,000

Performance 0.001

Validation checks 20

Fig. 4 BP neural network
prediction Model
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minSðl1; l2Þ ¼ 1:0711l21 þ 0:9832l1l2 þ 4:088l22

s:t:
l1 þ l2 ¼ 1

l1 [ 0; l2 [ 0

(
ð12Þ

The objective function is minimized with the genetic algorithm, the optimal
weighting coefficients of the model are obtained, l�1 ¼ 0:8612; l�2 ¼ 0:1388. By
taking the average fitting accuracy of each single prediction model as the predictive
accuracy, the combined forecasting model based on IOWA operator can predict the
degradation path.

In order to validate the combined prediction model based on IOWA established
above, the observed degradation data of SLD is used to compare the fitting and
predictive accuracy of the each single prediction model and the combined model
with each other. Fitting and prediction curves of the combined model show in
Fig. 5, in addition, the contrast of fitting and prediction accuracy is illustrated in
Table 2. From the Table 2, it indicates that the fitting and prediction accuracy of the
combined model based on IOWA operators is higher than each single prediction
model.

Fig. 5 Combined Prediction
Model Based on IOWA
operator

Table 2 Comparison of fitting and prediction accuracy of different models

BP
model

Time series
model

IO WA combined
model

Fitting Error square
sum

1.0711 4.088 1.036

RMSEa
0.0043 0.0084 0.0042

Prediction Error square
sum

2.7164 8.3915 2.4953

RMSE 0.0069 0.012 0.0065
a is short for root mean square error

A Combined Life Prediction Method for Product … 1409



According to the actual failure experience of the SLD, assuming the 93 % initial
value to be the failure threshold, the combined prediction model based on the
IOWA operator is utilized to predict the degradation path of the SLD, which shows
in Fig. 6. Among which, the blue curve is the observed degradation data, and the
red curve is the prediction curve. From this figure, the lifetime of the SLD at 55
degrees centigrade can be estimated 2,200 h approximately.

5 Conclusion

In this chapter, the authors establish time series model and BP neural network
model as two single prediction models to predict the degradation path of the SLD
separately. A new combined prediction model of BP neural network and times
series model based on IOWA operator is built, which can overcome the defect of
fixed weight coefficients of the traditional method. This method can update the
weight coefficients dynamically according to the prediction precision of each
model. At last, case study shows that the combined prediction model based on
IOWA operator is better than each single prediction model, with higher fitting and
prediction accuracy in comparison with two single prediction model.
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Bayesian Acceptance Sampling Plan
for Exponential Distribution Under Type-I
and Type-II Censoring

Pengfei Gao, Xiaoyang Li and Xue Song

Abstract This paper studies the design method in engineering for Bayesian
acceptance sampling plan under exponential distribution. In reliability theory, the
exponential distribution is the most basic and common distribution, plan is widely
applicable. First, aiming at the two kinds of truncation method (type-I and type-II
censoring), we give the Bayesian posterior expression of the producer and con-
sumer risk according to the Average risk criteria and Posterior risk criteria
respectively. Second, in the specific analysis, using the Gamma distribution as the
prior distribution of failure rate, we obtain the test plan of different truncated modes
and the test plan of different risk criteria as well as the classical methods are
compared, the results show that the application of Bayes plan can greatly reduce the
test cost. Third, the influence of the prior distribution on the Bayes plan is studied.

Keywords Acceptance sampling � Bayesian method � Producer and consumer risks

1 Introduction

Life test sampling plans (LSPs) are usually used to make a decision on accepting or
rejecting batch of products in engineering when the life is an important quality
index to measure this product. For some small sample complex products of com-
plex technology, high cost and reliability, First, the classic acceptance plan needs a
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large number of samples, long test time and high experiment cost; Second, a large
amount of prior information which appear at every stage of development process
have not been effective use. According to the above two kinds of circumstances,
Using the Bayes method can make full use of the prior information, save the sample
quantity, shorten the test time, thus we can reduce the test cost, improve test
efficiency in the premise of ensuring the correct acceptance.

Through the investigation, we know the latest research results about the appli-
cation of Bayes method in life verification test technology, Balakrishnan [1], etc.
design an acceptance sampling plan for the Generalized Birnbaum–Saunders Dis-
tribution under time censoring using the Bayes method; Liang and Yang [2] design
the Optimal Bayesian acceptance sampling plan for exponential distribution based
on hybrid censored samples; Amin [3], etc. design an acceptance sampling plan for
the Pareto lifetime model, Lin [4], etc. bring a Bayesian Variable sampling plans for
the exponential distribution based on type-I and type-II hybrid censored samples,
Fallah Nezhad [5], etc. design a new Bayesian acceptance sampling plan consid-
ering inspection errors.

First, aiming at the two kinds of truncation method (type-I and type-II censor-
ing), we give the Bayesian posterior expression of the producer and consumer risk
according to the Average risk criteria and Posterior risk criteria respectively. Sec-
ond, in the specific analysis, using the Gamma distribution as the prior distribution
of failure rate, we obtain the test plan of different truncated modes and the test plans
of different risk criteria as well as the classical methods are compared. Third, the
influence of the prior distribution on the Bayes plan is studied.

2 Both Risk Measure Under Two Types of Risk Guidelines

2.1 Average Risk Criteria

According to the Bayesian Reliability [6], In the discussion of two types of risk
calculation method about Average Risk Criteria, based on the principle of proba-
bility theory and mathematical statistics, We can get calculation formula of abandon
really risk α by derivation as shown as (1):

a¼PðZ 2 D1jR 2 h0Þ ¼ PðZ 2 D1;R 2 h0Þ
PðR 2 h0Þ ð1Þ

In the formula (1), Z is the decision variables of for life test, D1 is the rejection
region of judging whether the life of the product comply with the requirements or
not, R is the life parameters of the product, θ0 is the value range of life parameters
meeting the test requirements.
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The calculation formula of in pseudo risk β is shown as formula (2):

b¼PðZ 2 D0jR 2 h1Þ ¼ PðZ 2 D0;R 2 h1Þ
PðR 2 h1Þ ð2Þ

In the formula (2), D0 is the acceptance region of judging whether the life of the
product complies with the requirements or not, θ1 is the value range of life
parameters not meeting the test requirements.

2.2 Posterior Risk Criteria

According to definition about Posterior Risk Criteria in the Bayesian Reliability,
We can get calculation formula of abandon really risk α as shown as (3):

a¼PðR 2 h0jZ 2 D1Þ ¼
Z

h0

pðRjZ 2 D1ÞdR ¼
R
h0
PðZ 2 D1jRÞpðRÞdRR

h PðZ 2 D1jRÞpðRÞdR ð3Þ

In the formula (3), θ means universal set of product life parameter R that is
p (R|Z∈D1), it means the probability density function of R under the given condition
of Z∈D1.

In the Posterior Risk Criteria, the definition of in pseudo risk is show as (4)

b¼PðR 2 h1jZ 2 D0Þ ¼
Z

h1

pðRjZ 2 D0ÞdR ¼
R
h1
PðZ 2 D0jRÞpðRÞdRR

h PðZ 2 D0jRÞpðRÞdR ð4Þ

In the formula (4), p (R|Z∈D0) means probability density function of R on the
basis of field test data getting the result of Z∈D0.

2.3 Comparative Analysis of Two Types of Risk

Risk calculation principle of average risk criterion is similar to the classic calcu-
lation method of the risks; the biggest difference between them is that the average
risk Criteria use priori distribution of the product life parameter, it puts a classic
calculation method of the risk as a weighted average based on priori distribution.
Different from the average risk criteria, posteriori risk criteria backward different
probability between life parameters priori distribution and life level from field tests
by means of field test data, and its calculation method is mainly based on a Sub-
jective recognition of a priori distribution of life parameters.
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3 Bayesian Acceptance Sampling Plan for Exponential
Distribution Under Failure Censoring

3.1 Product Life Indicators Statistical Hypothesis
for Exponential Distribution

For exponential distribution products, cumulative distribution function is as follows:

FðtÞ ¼ 1� expð�t=hÞ ð5Þ

From the characteristics of exponential distribution we know that its life
expectancy and failure rate have the relationship of θ = 1/λ, In order to facilitate the
selection of prior distribution, this article selects failure rate λ as its life test indi-
cators, Put λ0 and λ1 as the test upper and lower of λ, established statistical
hypothesis is as follows:

H0 : k� k0 H1 : k[ k1 ð6Þ

In the formula (6), the value range of failure rate is [0, 1], λ ≤ λ0 means that the
life of the product is qualified; λ > λ1 means that the life of the product is not
qualified.

For exponential product test plan under constant truncated, Often written as (r,
T), among them, λ is the number of failure, T is the critical time for tests. The
decision rule for life test is: Select n products as a sample to test, when the number
of samples that a failure happens reaches to r, Stop the test, at this time, if the total
test time is greater than T, then accept the original hypothesis, or, accept the
alternative hypothesis.

The calculating formula of the total test time t is:

t ¼
Xr

i¼1

ti þ ðn� rÞtr ð7Þ

In the formula (7), T means the accumulated test time of life validation tests, ti
means the time that the failure I happen; N means the total number of products in
the trials in life validation tests, Generally, both the producer and the consumer
reach an agreement, so, the main task of failure censoring test design is to choose
appropriate r and T.

3.2 The Plan Design Based on Average Risk Criteria

According to the above, the test plan of exponential product has two factors, that is
r and T, for failure rate λ of test indicators, according to the Bayes theory, take
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the conjugate prior distribution for the Gamma distribution, which is written as G(a,
b), that is:

pðkja; bÞ ¼ ba

CðaÞ k
a�1e�bk ð8Þ

Among, Γ(a) is the Gamma function, defined as:

CðaÞ ¼
Z1

0

e�xxa�1 dx ð9Þ

For exponential distribution, its field sampling result is (r, t), R is failure number,
T is the total test time of the product r fails, after the failure number r is given,
2λt * χ2(2r), that is:

hð2ktÞ ¼
1

2rCðrÞ ð2ktÞr�1e�kt 2kt[ 0
0 2kt� 0

�
ð10Þ

By the distribution function of a random variable, we can deduce probability
density function of t, that is:

gðtÞ ¼ tr�1kre�kt

CðrÞ ð11Þ

Based on average risk criterion and Bayes formula, combined with the prior
distribution of the failure rate λ and probability density function of t, we can deduce
the calculation formula of two types of risk as follows:

a r; Tð Þ ¼ P t\T jk\k0ð Þ ¼
R k0
0

R T
0 gðtÞpðkÞdtdk
R k0
0 pðkÞdk

: ð12Þ

b r; Tð Þ ¼ P t� T jk[ k1ð Þ ¼
R1
k1

R1
T gðtÞpðkÞdtdk
R1
k1

pðkÞdk ð13Þ

Test plan can be getting by solving the two equations.

3.3 The Plan Design Based on Posteriori Risk Criteria

According to the posteriori risk criteria, and the derivation for prior distribution of
exponential products and the probability density function of life t in the previous
section, the calculation formula for the first category of risk α(r, T) is:
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aðr; TÞ ¼ Pðk� k0jt\TÞ ¼
Zk0

0

pðkjt\TÞdk

¼

Rk0

0
Pðt\T jkÞpðkÞdk

R1

0
Pðt\TjkÞpðkÞdk

¼

Rk0

0

RT

0
gðtÞpðkÞdtdk

R1

0

RT

0
gðtÞpðkÞdtdk

ð14Þ

The calculation formula for the second category of risk is:

bðr; TÞ ¼ Pðk[ k1jt� TÞ ¼
Z1

k1

pðkjt� TÞdk

¼

R1

k1

Pðt� TjkÞpðkÞdk
R1

0
Pðt� T jkÞpðkÞdk

¼

R1

k1

R1

T
gðtÞpðkÞdtdk

R1

0

R1

T
gðtÞpðkÞdtdk

ð15Þ

Test plan can be getting by solving the two equations.

4 Bayesian Acceptance Sampling Plan for Exponential
Distribution Under Time Censoring

4.1 Product Life Indicators Statistical Hypothesis
for Exponential Distribution

For exponential distribution products, cumulative distribution function is as follows:

FðtÞ ¼ 1� expð�t=hÞ ð16Þ

From the characteristics of exponential distribution we know that its life
expectancy and failure rate have the relationship of θ = 1/λ, in order to facilitate the
selection of prior distribution, this article selects failure rate λ as its life test indi-
cators, put λ0 And λ1 as the test upper and lower of λ, established statistical
hypothesis is as follows:

H0 : k� k0 H1 : k[ k1 ð17Þ

In the formula (17), the value range of failure rate is [0, 1], λ ≤ λ0 means that the
life of the product is qualified, λ > λ1 means that the life of the product is not
qualified.
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For exponential product test plan under time censoring test, often written as
(c, T), among them, c is the number of failure, T is the critical time for tests. The
decision rule for life test is: select n products as a sample to test, when test
cumulative time reaches to the expected value T, stop the test, Assume that r times
of failure happened in the process of test, if r ≤ c, we think that products are
qualified, then accept the original hypothesis, if r > c, then, accept the alternative
hypothesis, products are rejected. So, the main task of time censoring test design is
to choose appropriate c and T.

4.2 The Plan Based on Average Risk Criteria

As well as failure censoring plan, according to the Bayes theory, take the conjugate
prior distribution for the Gamma distribution, which is written as G (a, b), that is:

pðkja; bÞ ¼ ba

CðaÞ k
a�1e�bk ð18Þ

Among, CðaÞ is the Gamma function, defined as:

CðaÞ ¼
Z1

0

e�xxa�1dx ð19Þ

According to cumulative distribution function F(t) = 1−exp(−t/θ) of exponential
distribution, the reliability of the product is R(t) = e−λt, the probability that r failures
occurred in n products until time t is:

n
r

� �
FðtÞrRðtÞn�r ð20Þ

The failure rate of products r ≤ c until time t, and probability that product is
accepted is

LðkÞ ¼
Xc

r¼0

n
r

� �
FðtÞrRðtÞn�r ð21Þ

Because the value of λ is small, so we expand R(t) = e−λt by using Taylor
formula:

RðtÞ ¼ e�kt ¼ 1� kt þ 1
2!
k2t2 � � � � � 1� kt

FðtÞ ¼ 1� RðtÞ ¼ kt
ð22Þ
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Then, the probability of acceptance is:

LðkÞ ¼
Xc

r¼0

n
r

� �
ðktÞrð1� ktÞn�r ð23Þ

Under the condition of nλt ≤ 5, F(t) ≤ 10 %, binomial probability can be
available by poison probability approximately, so we can obtain that:

LðkÞ ¼
Xc

r¼0

e�nkt ðnktÞr
r!

ð24Þ

Generally, n is smaller, so T ≈ nt, then

LðkÞ ¼
Xc

r¼0

e�kT ðkTÞr
r!

ð25Þ

Based on average risk criteria and the Bayes formula, Combined with the prior
distribution of the failure rate λ and the expression for probability of acceptance, we
can deduce the calculation formula of two types of risk, they are as follows:

aðc; TÞ ¼ P t\T jk\k0ð Þ ¼

Rk0

0
ð1� Pc

r¼0
e�kT ðkTÞr

r! ÞpðkÞdk
Rk0

0
pðkÞdk

ð26Þ

bðc; TÞ ¼ P t� Tjk[ k1ð Þ ¼

R1

k1

Pc

r¼0
e�kT ðkTÞr

r! � pðkÞdk
R1

k1

pðkÞdk
ð27Þ

Test plan can be getting by solving the two equations.

4.3 The Plan Based on Posteriori Risk Criteria

According to the posteriori risk criteria, and the derivation for prior distribution of
exponential products and the expression for probability of acceptance in the pre-
vious section, the calculation formula for the first category of risk α(r, T) is:
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aðc; TÞ ¼ Pðk� k0jt\TÞ ¼
Zk0

0

pðkjt\TÞdk

¼

Rk0

0
Pðt\T jkÞpðkÞdk

R1

0
Pðt\T jkÞpðkÞdk

¼

Rk0

0
ð1� Pc

r¼0
e�kT ðkTÞr

r! ÞpðkÞdk
R1

0
ð1� Pc

r¼0
e�kT ðkTÞr

r! ÞpðkÞdk

ð28Þ

The calculation formula for the second category of risk β(r, T) is:

bðr; TÞ ¼ Pðk[ k1jt� TÞ ¼
Z1

k1

pðkjt� TÞdk

¼

R1

k1

Pðt� T jkÞpðkÞdk
R1

0
Pðt� T jkÞpðkÞdk

¼

R1

k1

ð1� Pc

r¼0
e�kT ðkTÞr

r! ÞpðkÞdk
R1

0
ð1� Pc

r¼0
e�kT ðkTÞr

r! ÞpðkÞdk

ð29Þ

5 Comparison of Plans Under Two Criteria and the
Effect of Prior Distribution

In this section, through a simple example to illustrate, assume that we design the life
verification testing of product under exponential distribution, and we know the
priori distribution of λ that is G(4, 725),and we require that the upper limit of
inspection is not more than 0.003, then design the life verification testing of product
based on average risk criteria and posteriori risk criteria, take life verification test
under failure censoring for example, plan can be obtained respectively and com-
parison with classical solutions [7] was shown in the following table by combining
(12), (13), (14) and (15) (Table 1).

Table 1 Two plans and comparison with classical solutions

Failure censoring λ1 = 0.003, θ0 = 333 h, θ1 = 166 h, discrimination ratio d = θ0/θ1 = 2

Both risk α = 0.05,
β = 0.05

α = 0.05,
β = 0.1

α = 0.1,
β = 0.05

α = 0.1,
β = 0.1

Plan r T r T r T r T

Classical solutions 23 5,215 19 4,130 18 4,250 15 3,420

Average risk criteria 9 2,000 7 1,400 7 1,400 5 1,100

Posterior risk criteria 5 1,400 4 1,000 4 1,000 2 750

Note The priori distribution of Bayes plan is gamma distribution, G (4, 725).
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It can be seen that using Bayes method could largely save the test time and
reduce the cost by comparing the three plans, but there are still some differences in
the plan of average risk criteria and posterior risk criteria, take the plan that both
risks is 0.05 as an example, through changing the parameter b in the priori distri-
bution of λ, we can get the change of critical time under the two criteria, as shown
below (Figs. 1 and 2):

From the two figures we know that prior distribution has less effect on the plan
under the average risk criteria, but more effect on the posterior risk criteria’s one,
this also proves the difference between the two criteria mentioned in Sect. 2.3.

Fig. 1 The effect of priori distribution on plan under the average risk criteria

Fig. 2 The effect of priori distribution on plan under the posterior risk criteria
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6 Conclusion

This paper aims at the two kinds of censoring method (type-I and type-II censor-
ing), we give the Bayesian acceptance plan of the producer and consumer risks
according to the Average risk criteria and Posterior risk criteria respectively, and the
test plan of different risk criteria as well as the classical methods are compared,
the results show that the application of Bayes plan can greatly reduce the test cost.
the influence of the prior distribution on the Bayes plan is studied, it show that prior
distribution has more effect on the plan under the average risk criteria, this remind
us that choosing the plan according to the actual situation.
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An Approach Based on Frequency Domain
for Random Vibration Fatigue Life
Estimation

Jing Hailong, Chen Yunxia and Kang Rui

Abstract According to the structural vibration fatigue characters, a life assessment
method is presented. The method is based on the information of the frequency
domain of random. Firstly, the frequency response of the structure analysis should
be carried out by finite element analysis (FEA) under random vibration load, and
the position and the stress response power spectral density (PSD) function can be
obtained. Secondly, the life calculation model for the single-stage load is provided
based on RC and LCC, and the cumulative damage for the structure on the multi-
stage load can be obtained using Miner linear theory. Then the fatigue life of
structure can be estimated under random vibration load. Lastly, a case of the life
estimation method is presented.

Keywords Vibration fatigue � Life estimation � FEA � PSD

1 Introduction

The baseband modal response is only considered for the life assessment using the
stress response spectrum in the traditional engineering application methods. Scili-
cet, the problem reduces to the ideal narrow-band process whose center frequency is
the first-order natural frequency of the structure. However, this simplified engi-
neering method ignores the possible existence of high order modes effect of normal
stress response components on structural fatigue damage, which may result in
insufficient damage estimates and high life estimation [1]. If effects of high order
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modes normal stress response are considered for the fatigue damage estimation of
structures, the problem becomes a study of a kind of special consists of multiple
narrow-band broadband issues.

For broadband process, there are many common methods for life estimation such
as the correction factor method based on narrow-band hypothesis proposed by
Wirsching [2, 3], Dirlik [4, 5] and so on. Besides, Bi-modal approach [6] is proposed
by Fu for the special broadband process constituted by the bimodal response, and
this approach is good for the stress response problems whose modal frequency ratio
greater than or equal to 4.0 dual modal (or dual narrowband). However, the calcu-
lating formulas are complex and the calculating process is tedious for this method.

For broadband process consisted by multi modal responses, this article presents a
method for fatigue life estimation based on rain-flow counting method for random
vibration. The method is based on the information of the frequency domain of
random. Firstly, vibration simulation analysis of structures under random vibration
loads are conducted using Workbench finite element analysis software and the
dangerous point of the stress response and spectral density of the structure for the
per stage load are obtained under the random excitation load. Secondly, the damage
of the per stage load can be calculated used the life calculating model based on RC
and LCC, and the cumulative damage for the structure on the multi-stage load can
be obtained using Miner linear theory. Lastly, the life can be estimated and a case of
the life evaluation method is presented.

2 The Life Estimation Steps

Firstly, the dynamic response of structures under random vibration load can be
obtained through the random vibration theory and the finite element analysis.
Secondly, the dynamic response of structures under random vibration load of
single-stage can be got using the life calculating model based on RC and LCC.
Then, the cumulative damage for the structure on the multi-stage load can be
obtained using Miner linear theory and the life can be estimated. The life calculated
specific steps are shown in Fig. 1.

3 The Random Vibration Analysis

3.1 The Method of the Random Vibration Analysis

The random vibration analysis is the method which is used to analyze the response
characteristics of structures or components under random load using probabilistic
and statistical methods. With the known power spectral density of random load, the
statistical properties of the random responses of structures or parts can be obtained
through the establishment of the relationship for structures or components between
the input and output spectrum function.
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The random vibration response can be obtained through following two a way:
first, the units pulse response function will be got from Shi domain strike system
and the response for the coefficient linear system on any incentive can be calculated
through the time integral for the convolution of this function and the excitation
functions; second, the frequency response function will be got from frequency
domain strike system and the system frequency response function can be calculated
through the matrix operations between the incentive power spectrum and the system
frequency response function. The second method can be used for the problem that
the information for Shi domain strike system cannot be obtained, and the load
power spectrum time domain information is known, while the first method cannot
be used. The relationship between the load power spectral density SFðxÞ and the
response power spectrum density SXðxÞ is as follows for single excitations:

SXðxÞ ¼ jHðxÞj2SFðxÞ ð1Þ

The structural response variance is:

r2X ¼
Z þ1

�1
SXðxÞdx ¼

Z þ1

�1
jHðxÞj2SFðxÞdx ð2Þ

Fig. 1 The life calculated specific steps
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The relationship of power spectral density between load and response are as
follows:

Speed power spectral density

S _XðxÞ ¼ x2jHðxÞj2SFðxÞ ð3Þ

Acceleration response power spectrum density

Sx::ðxÞ ¼ x4jHðxÞj2SFðxÞ ð4Þ

If more than one incentive, such as F1ðxÞ;F2ðxÞ;F3ðxÞ; � � �, are independent
each other, the incentive system response power spectrum SðxÞis the total response
power spectrum density.

SðxÞ ¼
X

SXiðxÞ ¼
X

jHðxÞj2SFiðxÞ ð5Þ

Where, power spectral density for the response is the Fourier transform of the
response-related function.

The power spectral density for the response is

SXðxÞ ¼ 1
2p

Z þ1

�1
RXðsÞe�ixsds ð6Þ

The response-related function is

RXðsÞ ¼ E½XðtÞXðt þ sÞ� ð7Þ

The transfer function is

HðxÞ ¼ 1
x2

0 � x2 þ i2nx0x
ð8Þ

Therefore, the response statistical characteristics of structures or components can
be determined by random vibration analysis with the random load spectrum known.

3.2 The Process and Methodology

The random vibration analysis is the random vibration spectrum analysis based on
probability statistics. The key is to obtain the transfer function matrix and the
statistics characteristics of structure response can be calculated with the power
spectral density of random vibration excitation known. The transfer function usu-
ally is obtained using modal superposition method and the workbench finite
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element analysis software is used to get the random vibration response. Thus, the
vibration stress analysis processes are as Fig. 2, and the processes can be divided
four steps, such as the establishment of digital prototyping solution calculation
models, the calculation of modal solutions, the calculation of spectrum solutions,
the result fetch.

4 The Fatigue Life Calculation

4.1 The Life Calculation Model of the Cycle Counting
Method

The cycle counting method is divided three steps: first, the amplitude information
is available through cycle counting the stress peak probability density function;
second, the structure damage expectations are calculated using the theory of
cumulative damage; last, the fatigue life of the structure can be estimated.

Frequency-domain method to calculate the cumulative damage is generally
based on the following formula [7]:

EðDÞ ¼ vaC
Z þ1

0
skpaðsÞds ð9Þ

where, EðDÞ is the expectation of the damage for the per unit of time; va is the
cycle probability for load (the number of cycles of load appearing in per unit of
time); C is the constant in the S-N curve (skN ¼ 1

C); paðsÞis the probability distri-
bution of the stress amplitude.

Peak counting method (PC), level crossing notation (LCC), change-counting
method (RC) and rain-flow cycle notation (RFC) are four cycle notation that are the
most commonly used. The relationships among the expectations for fatigue damage
under four counting are given by Frendahl and Rychlik [8].

E DRC
� ��E DRFC

� ��E DLCC
� ��E DPC

� �

The rain-flow counting loops are the most commonly used method of counting,
but the process of rain-flow cycle count is cumbersome and the accurate expression
is difficult to resolve [9, 10].The rain-flow counting method can be approximate a
linear combination of the law between count-counting method and level crossing,
which is proposed by Tovo [11] based on the above inequality.

E DRFC
� � ¼ b E DLCC

� �þ 1� bð ÞE DRC
� � ð10Þ

where, b is between 0 and 1 and there is not a theoretical method to the value of
b. The formula is proposed through numerical simulation based on probability
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density approximation of spectral moments of peak expression by Roberto Tovo
and Benasciutti. The formula [12, 13] of the value is as follow:

b ¼ ða1 � a2Þ 1:112ð1þ a1a2 � ða1 þ a2ÞÞe2:11a2 þ ða1 � a2Þ½ �
a2 � 1ð Þ2 ð11Þ

The approximate formula of fatigue damage [4] is proposed by Benasciutti and
Tovo based on change-counting method (RC) and rain-flow cycle notation (RFC).
The formulas are as follows:

EðDLCCÞ ¼ vpCa2ð
ffiffiffi
2

p
rxÞkCð1þ k

2
Þ ð12Þ

EðDRCÞ ffi EðDLCCÞak�1
2 ð13Þ

Steps Inputs Work items Outputs

CAD models
The estimation 

of digital 
prototyping 

solution 
calculation 

models

The calculation 
of model 
solutions

The calculation 
of spectrum 

solutions

Material Properties
Material parameter 

settings

FEA digital prototype 
model

Product Installation

Simplification

Contact relationship 
settings

Meshing

Parts assembly methods

Analysis of the frequency 
range

Constraints imposed

Modal analysis range 
and modal 

parameter setting 

Solving 
parameter 
setting and 

solving

Natural frequencies and 
mode shapes of FEA

Environmental vibration 
power spectra and 
excitation direction

Vibration load  
imposed

Damping 
parameter settings

Output parameter 
settings and 

solving

Damping properties of 
structural ,materials, etc.

Analysis parameters 
settings

Spectrum Solutions of 
FEA

The result fetch

RMs extract of structural stress 
Determination of the maximum stress point

Stress power spectral density of stress 
maximum stress point

Power spectral density 
of maximum stress

,

Fig. 2 The random vibration analysis processes
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where,

vp is the peak probability: vp ¼ 1
2p

ffiffiffiffi
k4
k2

q

a1 and a2 are the bandwidth parameters: a2 ¼ k2ffiffiffiffiffiffiffi
k0k4

p , a1 ¼ k1ffiffiffiffiffiffiffi
k0k2

p

rx is the Standard deviation rx ¼
ffiffiffiffiffi
k0

p

4.2 The Calculation of the Damage Cumulative Life

At present, there is no specific vibration fatigue damage cumulative theory. Some
experts pointed out that, in view of the dynamic fatigue estimation error is large,
other relevant non-linear theory of cumulative damage does not significantly
improve analysis accuracy, but increased the workload and difficulty of analysis
[14].Thus, the Miner linear accumulate damage are used to calculate the cumulative
damage in this paper.

D ¼
Xp

i¼1

Di ð14Þ

Miner Assumes that when the amount of damage (D) equals 1, the specimen
fatigue failure occurs. However, this norm is relatively conservative during the
process, in application, especially in random vibration [15]. In the practical engi-
neering, the specimen fatigue failure of the structure occurs, which bears the
high–low load, when D < 1; while the specimen fatigue failure of the structure
occurs, which bears the low–high load, when D > 1. Obviously, there is a close
relationship between the amount of damage and loaded order. In addition, hang Yao
pointed out that the value of D for sinusoidal vibration is desirable to 1–1.5 and the
value of D for random vibration is desirable to 1.5–2. If sinusoidal and random
vibrations exist simultaneously, it access to 1.5 [16].

The life of structures under random vibration load in comprehensive damage is
as follows:

L ¼ 1
Pp

i¼1
Di

ð15Þ

5 The Examples for Application

The imported fitting in an engine-driven pump is taken on as a example to show the
process of life estimation for the structure under the random vibration.
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5.1 Random Vibration Analysis

(1) The establishment of digital prototyping solution calculation models

The FEA model is estimated by workbench for the imported fitting. Figure
shows the model of the imported fitting (Fig. 3).

(2) Modal analysis

The dynamic characteristics of the main model should be known in the model
analysis to get each order natural frequency in the frequency bands covered by the
PSD Load spectrum. The result for the top 15 order modal is showed in Fig. 4.

(3) Frequency response analysis

It is necessary for frequency response analysis that the acceleration power
spectra in the entire band should be imposed on the inspiring direction as the
excitation spectra (showed in Fig. 5). The transfer function of the structure is
obtained through the frequency response analysis by applying load excitation
spectrum on the structure and the stress response distribution for the 15—order

Fig. 3 The model of the
imported fitting

Fig. 4 The top 15 order
model of the structure
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model under single-stage load is showed in Fig. 6. The position of the point of the
maximum stress (weak position) is showed in the figure of the stress response
distribution and the stress PSD distribution can be gotten by extracting the stress
response distribution of the weakest location. The stress PSD distribution is showed
in Fig. 7.

Fig. 5 The acceleration
power spectra

Fig. 6 The stress response
distribution

Fig. 7 The stress PSD
distribution of the weakest
location
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5.2 The Fatigue Life Calculation

The fatigue life under the single-stage load can be calculated as 17,849 h by the life
calculation model of the cycle counting method according to the abscissa and
ordinate values of the stress PSD of the point of maximum stress.

The acceleration PSD at different stages may be different throughout the whole
life cycle. Thus, the damages of all weak points at different stages need to be
calculated, and the cumulative damage will be accumulated though the Miner linear
accumulate damage model. Lastly, the fatigue vibration life under the frequency
domain can be obtained according to the shortest possible principles.

6 Conclusion

With the engineering Simulation Software of Workbench, this paper presents a
method for fatigue life estimation based on rain-flow counting method for random
vibration and can give a quantitative result for predicting the fatigue life under
random vibration. The method resolves the blank for quantitative estimation for the
fatigue life under random vibration and provides the bridge between the academic
and the industry.
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Research on the Wear Life Analysis
of Aerohydraulic Spool Valve Based
on a Dynamic Wear Model

Liao Xun, Chen Yunxia and Kang Rui

Abstract Leakage due to wear is one of the main failure modes of aero-hydraulic
spool valve. This paper established a dynamic wear model based on dynamic
system modelling theory. Firstly, the wear mechanism between spool and valve
sleeve of aero-hydraulic valve is analysed followed by the verification through
observation of the wear morphology of the spool surface by SEM. Secondly, the
dynamic wear model is established from three aspects of fractional film defect
index, Rms of profile, adhesive wear coefficient based on Archard wear model.
Lastly, some qualitative analysis on the wear regularity of aero-hydraulic spool
valve is conducted based on the dynamic wear model established.

Keywords Adhesive wear � Fractional film defect index � Adhesive wear coeffi-
cient � Rms of profile � Dynamic wear model

1 Introduction

Aero-hydraulic spool valve is the controlling component of the aircraft hydraulic
system whose working condition will impose a direct effect on the performance of the
hydraulic system. Leakage due to wear is one of the main failure modes of aero-
hydraulic spool valve. Most of the current research on aero-hydraulic spool valve
focuses on the loss of function due to hydraulic clamping and pollution clamping [1, 2].
But related research on the performance degradation due to wear between spool and
valve sleeve is not much [3].
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This paper established a dynamic wear model of aero-hydraulic spool valve
based on dynamic system modelling theory and modified Archard wear model.
Fractional film defect index β is introduced into the Archard wear model to modify
the real metal-to-metal contact area under mixed lubrication condition of spool and
valve sleeve and the quantitative formula of β is derived. The quantitative relation
of the variation of the Rms of profile σs which is a characterization of surface
roughness with time is also derived based on the truncating process of asperities
during wear. The quantitative correlation between the wear coefficient Kadh of
Archard wear model and σs is also derived in order to describe the dynamic
characteristic of the change of surface roughness on wear.

2 Analysis and Verification of Wear Mechanism

2.1 Wear Mechanism Analysis

The wear mechanism analysing process takes into consideration all the input factors
of the tribological system composed of spool and valve sleeve which includes
material properties, working condition and load condition as well as all the possible
variations of system properties.

The spool and valve sleeve of aero-hydraulic valve is made of the same material.
Due to the macro and micro geometrical defects on the outer surface of spool and
inner surface of valve sleeve caused by the machining and assembly process, many
micro peaks or asperities and valleys still remain on the outer surface of spool and
inner surface of valve sleeve which is much bigger compared with the size of metal
atoms. Due to the small designed coordinate interval between spool and valve
sleeve, the asperities on both surfaces will contact and further extrude and deform
during the relative motion between spool and valve sleeve. The high contact
pressure on the contact point will cause the adhesion of metals which will further
lead to the adhesive wear between spool and valve sleeve.

2.2 Wear Mechanism Verification

The wear mechanism verification is based on the observation of the wear mor-
phology through SEM on the same shoulder of the spool by the comparison of the
initial state and the state after 10000 conversions. The aero-hydraulic spool valve
observed is presented in Fig. 1.

The SEM results of the initial state of the shoulder observed is shown in Fig. 2
and the results after 10000 conversions is shown in Fig. 3. Shedding and trans-
formation of material due to the shear fracture of adhesion points can be seen in
Fig. 3 which can work as a proof of the adhesion wear mechanism between spool
and valve sleeve.
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Fig. 1 Aero-hydraulic spool valve

Fig. 2 SEM results of initial state

Fig. 3 SEM results after
10,000 conversions
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3 Dynamic Wear Modelling

Tribological system is a system composed of tribological elements which are
abstracted from elements in mechanical system or other natural system and is often
used to analyse the behaviour and results of tribological elements. The geometrical,
physical and chemical properties of a tribological system is in continuous change
during wear process, so dynamic system modelling theory can be applied in
quantitative wear modelling. Differential equations are often used in dynamic
system modelling to describe the non-stationary and steady state of the system.

If only one independent state variable of the tribological system is considered,
the feedback loop is shown in Fig. 4 [4].

The author takes surface roughness and wear volume as two independent state
variable of the corresponding tribological system of spool valve which leads to a
double variable first order tribological systemwhose feedback loop is shown in Fig. 5.

3.1 Modified Archard Wear Model

Archard wear model is widely applied in the calculation of adhesive wear under dry
condition. It was first proposed by Archard [5] which takes the form

V ¼ K
FN

H
L ð1Þ

where V is the wear volume, K is the wear coefficient, FN is the normal load, H is
the material hardness and L is the wear stroke.

Wear 
mechanism

Wear rate
Wear 

volume

Tribological 
system 

properties

Friction pair

Fig. 4 Single variable first order tribological system

Spool valve Adhesive wear

Surface 
roughness

Wear 
coefficient

Wear rate Wear volume

Fig. 5 Double variable first order tribological system of spool valve
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In the case of aero-hydraulic spool valve, the normal load between spool and
valve sleeve is the asperity load due to the coordinate interval, so we change the
normal load FN into asperity load Wa. Also, aero-hydraulic spool valve works in
mixed lubrication condition where both oil film support and metal-to-metal contact
exist. While adhesive wear only takes place in metal-to-metal contact points, so it is
reasonable to modify the Archard wear model when the effect of oil film is taken
into consideration. The fractional film defect index β is introduced into the Archard
wear model to modify the real metal-to-metal contact area which leads to Eq. (2).

V ¼ Kb
Wa

H
L ð2Þ

3.2 Fractional Film Defect Index β

The fractional film defect index β is used to characterize the reduction of wear by
lubrication oil whose definition is as follows

b ¼ Am

Ar
ð3Þ

where Ar is the contour contact area which includes oil film contact area and metal-
to-metal contact area, Am is the metal-to-metal contact area. Fractional film defect
index β is determined by the adsorption and desorption capacity of oil molecules on
the surface of friction pair. Factors that affect the adsorption and desorption capacity
of oil molecules on the surface of friction pair during the relative motion process of
friction pair is the oil temperature and relative motion velocity.

Kingsbury [6] has presented the calculation formula of fractional film defect
index β under single lubricant condition

1� b ¼ exp � tz
tr

� �
ð4Þ

where tz is the time consumed by the asperity slides through the equivalent distance
of oil molecular diameter, tr is the average adsorption time of an oil molecular on a
certain point of the friction pair surface. The time tz can be calculated by Eq. (5)

tz ¼ D
v

ð5Þ

where D is the oil molecular diameter in adsorption state, v is the relative motion
velocity of friction pair. If the oil molecular is taken as a sphere, then D can be
calculated by Eq. (6)
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D ¼ 6Vm

pNa

� �1
3

ð6Þ

where Vm is the molar volume of oil molecular, Na is the Avogadro constant and if
we take Na as 6.02 × 1023, Eq. (6) can be transformed into Eq. (7).

D ¼ 1:4� 10�8V
1
3
m ð7Þ

Frenkel [6] provided the calculation formula of tr

tr ¼ t0 exp
Ec

RTs

� �
ð8Þ

where t0 is the oscillation period of an adsorbed oil molecular on the surface of
friction pair, Ec is the adsorption energy of oil molecular, T is the oil temperature, R
is the Gas constant.

Combining Eqs. (4), (5), (7) and (8) leads to the calculation formula of fractional
film defect index β.

b ¼ 1� exp � 1:4� 10�8V
1
3
m

vt0

" #
exp � Ec

RT

� �( )
ð9Þ

3.3 Rms of Profile σs

Surface roughness of both spool and valve sleeve will change with time due to the
truncating process caused by the extrusion and collision of asperities on both
surfaces during the wear process. Rms of profile σs is often chosen to characterise
the geometrical properties of mating surfaces during wear including surface
roughness. The contact of two randomly rough surfaces of spool and valve sleeve
are equivalently transformed into the contact of a rigid smooth surface and a
composite elastoplastic rough surface [7] as shown in Fig. 6.

As the wear proceeds, asperities of the composite elastoplastic rough surface will
be truncated which will lead to the variation of the height distribution function of
surface profile with time as shown in Fig. 7.

Suppose the possibility density function of the profile Z of composite rough
surface at time t is φ(z,t) where φ(z,0) is known as the initial state possibility density
function. We define h the distance between the profile centerline of two mating
surfaces (Fig. 6) and w(z-h) as the asperity wear velocity function which stands for
the reduction of height per unit time of asperities at height z or asperities having a
embed depth of (z-h). According to reference [8], we have
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o
ot
uðz; tÞ ¼ o

oz
½wðz� hÞuðz; tÞ� ð10Þ

The Rms of profile of composite rough surface σs is

r2s ¼ E½Z2ðtÞ� � fE½ZðtÞ�g2 ¼
Zþ1

�1
z2uðz; tÞdz�

Zþ1

�1
zuðz; tÞdz

2
4

3
5
2

ð11Þ

Take the derivative with respect to t on both sides of Eq. (11)

2rs
drs
dt

¼
Zþ1

�1
2z � dz

dt
� uðz; tÞ þ z2 � o

ot
uðz; tÞ

� �
dzþ 2

Zþ1

�1
zuðz; tÞdz

� f
Zþ1

�1

dz
dt

� uðz; tÞ þ z � o
ot
uðz; tÞ

� �
dzg ð12Þ

Fig. 6 Equivalent transform
of two randomly roughness
mating surfaces

Fig. 7 Asperity truncating
process during wear
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Substitute Eq. (10) into Eq. (12)

drs
dt

¼ � 2
rs

Zþ1

�1
z � wðz� hÞ � uðz; tÞdzþ

Zþ1

�1
z � uðz; tÞdz �

Zþ1

�1
wðz� hÞ � uðz; tÞdz

2
4

3
5

ð13Þ

Suppose the asperity wear velocity function w(z-h) takes the following form

wðz� hÞ ¼ Dðz� hÞc;
0;

� �
; z[ h
; z\h

ð14Þ

where γ is an exponent characterizing the degree of asperity deformation, D is a
coefficient associated with the wear rate of the friction pair, and we have [4]

D ¼ C � dx
dt

ð15Þ

where the coefficient C > 0, x is the wear depth. Consider the relationship between
volume wear rate and depth wear rate

dV
dt

¼ Aa
dx
dt

¼ Kb
FN

H
v ð16Þ

where Aa is the apparent contact area of spool and valve sleeve. Substitute Eq. (16)
into Eq. (15)

D ¼ C
Aa

� dV
dt

ð17Þ

And Eq. (13) can be changed into

drs
dt

¼ � 2C
Aa

� dV
dt

� r�1
s

Zþ1

�1
z � ðz� hÞc � uðz; tÞdzþ

Zþ1

�1
z � uðz; tÞdz �

Zþ1

�1
ðz� hÞc � uðz; tÞdz

2
4

3
5

ð18Þ

If we take γ = 1 which means the asperity wear velocity and the embed depth of
asperity follow a linear relationship. Then we can get a simplification of Eq. (13)
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drs
dt

¼ � 2C
Aa

� dV
dt

� r�1
s � fE½Z2ðtÞ� þ fE½ZðtÞ�g2 � 2hE½ZðtÞ�g � b1ðrs � b2Þ dVdt

ð19Þ

where the coefficient b1 < 0 and b2 > 0.

3.4 Wear Coefficient K

In molecular mechanical friction theory, friction is considered the process of
overcoming mechanical engagement of asperities and molecular attraction, thus
friction force is the sum of mechanical effect resistance and molecular effect
resistance which takes the form according to reference [7]

Fl ¼ FfiAf þ FjiAj ð20Þ

where Af and Aj are areas of molecular effect and mechanical effect of the real
metal-to-metal contact areas between spool and valve sleeve respectively, Ffi and Fji
are friction force per unit real contact area caused by molecular effect and
mechanical effect respectively and they can be calculated by the following
equations

Ffi ¼ Sf þ Bf pr ð21Þ

Fji ¼ Bjp
2
r ð22Þ

where Sf is the tangential resistance of molecular effect which is related to the
surface cleanliness of friction pair, Bf is the surface roughness effect coefficient, Bj

is the normal load effect coefficient, pr is the normal load per real metal-to-metal
contact area of the friction pair. Substitute Eqs. (21) and (22) into Eq. (20), we have

Fl ¼ Af ðSf þ Bf prÞ þ AjBjp
2
r ð23Þ

The areas of mechanical and molecular effect of the friction pair follow the
relationship

Aj ¼ cAf ð24Þ

Am ¼ Aj þ Af ð25Þ

and
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Wa ¼ prAm ð26Þ

where γ is the proportionality constant, Wa is the asperity load between spool and
valve sleeve. Substitute Eqs. (24), (25) and (26) into Eq. (23) will lead to

Fl ¼ Sf
1þ c

Am þ Bf

1þ c
Wa þ cBj

1þ c
Wapr ð27Þ

The friction coefficient can be obtained by coulomb’s law

f ¼ Fl

Wa
¼ Sf

1þ c
� Am

Wa
þ Bf

1þ c
þ cBj

1þ c
�Wa

Am
¼ s0

pr
þ jþ apr ð28Þ

where s0
pr
þ j as a whole is the molecular component of friction coefficient f among

which κ is the molecular bond strength coefficient, αpr is the mechanical component
of friction coefficient f.

According to reference [9], asperity load Wa and real contact area Am can be
calculated by the following two equations

Wa ¼ 4
3
nAaE

0
R1=2r

3
2
s F3

2

h
rs

� �
� F3

2

h
rs

þ dp
rs

� �� �
þ 2
3
pnAaHRrs F1

h
rs

þ dp
rs

� �� �

ð29Þ

Am ¼ nrsRpAa F1
h
rs

� �
þ F1

h
rs

þ dp
rs

� �� �
ð30Þ

where

FvðuÞ ¼ 1ffiffiffiffiffiffi
2p

p
Zþ1

u

ðt � uÞvet2
2dt ð31Þ

So

pr ¼ Wa

Am
¼

4pE
0 ½F3

2
ð hrsÞ � F3

2
ð hrs þ

dp
rs
Þ�

3R
1
2½F1ð hrsÞ þ F1ð hrs þ

dp
rs
Þ�
r

1
2
s þ

2H½F1ð hrs þ
dp
rs
Þ�

3½F1ð hrsÞ þ F1ð hrs þ
dp
rs
Þ�

ð32Þ

Substitute Eq. (32) into Eq. (28), we can get the relationship between friction
coefficient f and Rms of composite profile σs as follows
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f ¼ s0
pr

þ jþ apr ¼ 1

A1r
1
2
s þ A2

þ A3 þ A4r
1
2
s ð33Þ

where A1, A2, A3 and A4 are positive coefficients.
Combining the empirical relationship between wear coefficient K and friction

coefficient f

lgK ¼ 5 lg f � 2:27 ð34Þ

we can get the following equation

K ¼ 1

a1r
1
2
s þ a2

þ a3 þ a4r
1
2
s

 !5

ð35Þ

where a1, a2, a3 and a4 are positive coefficients which are related to the physical and
chemical properties and lubrication condition of spool and valve sleeve.

3.5 Dynamic Wear Model

In summary, the dynamic wear model of aero-hydraulic spool valve established in
this paper with wear volume V and Rms of composite profile σs as the two inde-
pendent state variable is a first order double variable dynamic system model

dV
dt

¼ Kb
Wa

H
v

drs
dt

¼ b1ðrs � b2Þ dVdt

K ¼ 1

a1r
1
2
s þ a2

þ a3 þ a4r
1
2
s

 !5

b ¼ 1� exp � 1:4� 10�8V
1
3
m

vt0

" #
exp � Ec

RT

� �( )

where a1, a2, a3, a4, b1 and b2 are parameters which can be estimated by fitting the
data from wear test on a aero-hydraulic spool valve where the wear volume and
surface roughness of spool and valve sleeve under different oil temperature T and
relative motion velocity v at different time t is observed.
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4 Analysis and Discussion

4.1 Variation of Surface Roughness During Wear

By solving Eq. (19), we can get

rs ¼ b3e
b1
Rt
0

dV
dt dt þ b2 ð36Þ

where b1 < 0, b2 > 0, b3 > 0. Form Eq. (36) we can see that the variation of surface
roughness during wear caused by the asperity truncating process follows the form
of an exponential model where the trend of the change of σs with time can be
estimated by the symbol of the three coefficients listed above. Rms of composite
profile σs or surface roughness will decrease with time and finally reaches a stable
value of b2 as shown in Fig. 8.

4.2 Variation of Wear Rate During Wear

According to Eq. (35), let K
0 ¼ K

1
5 will lead to

K
0 ¼ 1

a1r
1
2
s þ a2

þ a3 þ a4r
1
2
s ð36Þ

while K and K′ will exhibit the same trend of variation with σs, and

dK
0

drs
¼ 1

2
a4 � a1

ða1r
1
2
s þ a2Þ2

" #
r
�1

2
s ð37Þ

When rs ¼ rsj ¼ 1ffiffiffiffiffiffiffi
a1a4

p � a2
a1
, K′ and also K will reach the minimum as shown in

Fig. 9.

Fig. 8 Variation of surface
roughness during wear
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The wear coefficient K is mainly affected by molecular force when rs � rsj
where the wear coefficient K will exhibit a sharp increase as σs decreases, which
means a very smooth surface will lead to a very large wear coefficient. The wear
coefficient K is mainly affected by mechanical force when rs [ rsj where the wear
coefficient K will increase as σs increases which means a very rough surface will
also lead to a large wear coefficient. It can be theoretically deduced that rsj ¼

1ffiffiffiffiffiffiffi
a1a4

p � a2
a1

is a very small value which can’t be reached by the general machining

process to achieve such a high quality surface within the scope of molecular force.
So in the case of aero-hydraulic spool valve, the wear coefficient K is an increasing
function of σs.

In combination with Eq. (16), wear rate dV
dt is proportional to wear coefficient K

which gives the variation of wear rate with time during wear process as shown in
Fig. 10.

It can be seen from Fig. 10 that the wear rate of aero-hydraulic spool valve will
decrease with time and finally reach a stable value which corresponds to the run-
ning-in and stable wear period. As can be seen from Fig. 9 that the surface
roughness decreases with time which gives a negative feedback to the wear rate, so
the spool valve will not enter the severe wear period in its life time under normal
working condition.

Fig. 9 Relationship between
K and σs

dV
dt

Fig. 10 Variation of wear
rate during wear
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Visualization Workflow Modeling System
Research and Development Based
on Silverlight

Wang Lei and Yuan Hongjie

Abstract Workflow technology based on computer application environment is one
of the production and operations management techniques that currently rapidly
developed. A Silverlight-based technology workflow editor design method has been
proposed, highlighting its features of visual graphical user interface contrast poor
web-based graphical workflow modeling techniques and weak performance defects.
Referring Workflow Management Coalition standards and workflow process defi-
nition model, we built the workflow management system architecture applied the
above workflow editor, and then briefly described development strategies of client
application interface, process manager, workflow engine and data storage, and their
design interface methods according to XML and WCF technology.

1 Introduction

With the development of industrialization and informationization, product deve-
lopment and project implementation has gradually shifted from completing by
individual companies to a number of different agencies to promote concurrently.
Product and project information management system software platform has also
been implemented gradually from C/S transition to B/S architecture. Institutions are
organized as dynamic alliance, their collaborative relationships are born with the
birth of the project, and demised with completion of target. It is often necessary to
reconstruct their business processes to accommodate the new projects to be laun-
ched. Therefore, the stiff structure that encoding process run into the application
system is clearly not suitable to the new organizational model. There is a must for
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Product and operations management systems to have a visualization workflow
Designer compatible to B/S architecture.

Workflow is a computerized business process. Workflow management system
that completes the workflow definition and management and self-propels workflow
instance execution in accordance with predefined workflow logic is the software
environment of its implementation. Real-world business process is abstracted to
workflow model that uses a formal, machine-processable way to represent and
includes all process information can be performed the service by the workflow
software service system. The process information includes the beginning and end
conditions, activities and navigation rules between the activities, applications, ref-
erence relationship between machines, and data definitions.

In this chapter, a Silverlight-based technology workflow editor design method
has been proposed according to the research status of the workflow model, high-
lighting its visual graphical user interface features, and then briefly described
development strategies of client application interface, process manager, workflow
engine and data storage, and their design interface methods according to XML and
WCF technology.

2 Theoretical Basis and Technical Presentations

2.1 Silverlight Architecture and Technical Content

Microsoft Silverlight has the ability to create interactive multimedia effects with
rich next generation of Web applications (Rich Interactive Application, RIA) is a
cross-platform browser technology of .NET Framework. This is because Silverlight
unified server, web, desktop computer, managed code, dynamic languages, decla-
rations and traditional program code as well as some Windows Presentation
Foundation (WPF) feature. Although the Silverlight plug-in (Plug-In) is a client
operating environment, its size does not exceed 5 MB, Silverlight development
platform integrates numerous features and sophisticated technology, which makes it
easy for developers to start to play its RIA features. As can be seen in Fig. 1,
Silverlight development platform architecture consists of two main parts, and
browser plug-in, see Table 1 for instructions.

Figure 2 is a Silverlight development framework, Silverlight Integrated many
technologies into a single development platform, so that we can choose the
appropriate development tools and programming language. The following is the
content of Silverlight technology related to this article.

• WPF&XAML

Silverlight can be said that a subset of WPF. These techniques is sufficient to
significantly expand XAML browser use XML-based declarative syntax to create a
WPF project in order to create a more dazzling user interface, and to achieve a
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deeper level of graphics, animation, multimedia, and other super-rich client func-
tionality. Such as defining a graphic image, the user interface, operational behavior,
animation and so on. Expanded to the browser-based user interface, so it presents a
gorgeous effect far from the traditional HTML pages can match. That is, either a
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Fig. 1 Silverlight development platform architecture

Table 1 Description of framework development platform

Component Explanation

Core rendering
architecture

Provide the user interface (UI) and user interaction-oriented
components and services, including user input, web application
design specifically for lightweight UI controls, multimedia playback,
digital rights management (DRM), data binding set and so on. The
function of present aspects includes vector graphics, text, animation
and pictures. Most importantly, these components, services, or
features are specified their location in the layout by Extensible
Application Markup Language (XAML)

.NET Framework for
Silverlight

.NET Framework subset that contains components and libraries,
including data integration, extensible Windows controls, networking,
base class libraries (BCL), Garbage Collection and Common
Language Runtime (CLR). Some .Net Framework for Silverlight
component with application being deployed out, call these “Silver-
light link library”, because they are Component, and did not contain
the Silverlight runtime (i.e. Silverlight plug-in). For example XLINQ,
RSS/ATOM, XML serialization and DLR. These are designed for the
launch of the new Silverlight UI controls

Browser plug-ins Provide installation and updated features to simplify the first
execution of the application install Silverlight plug-in processes for
user, and provide automatic updating mechanism
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declarative XML markup to create visual user interface, defined conversion or
animation effects and other dazzling appearance.

• Support Network

Silverlight can access the WCF, SOAP, ASP.NET AJAX and other services in
order to receive XML, JON or RSS data via HTTP or TCP communication pro-
tocol. One admirable feature is that user can only download the required data
content (such as XAML, components or multimedia data like images), with
emphasis on downloads is to use asynchronous mode, so users will not interrupt the
current operation.

• LINQ

Silverlight embeds LINQ, which means you can use native syntax and strongly
typed objects of .NET Framework language that is easy to understand to access
data.

2.2 Workflow Process Definition Meta-Model

Workflow model an abstract description of real-world business processes is a for-
malized conversion tool of computer internal representation. Workflow model uses
a simple and intuitive form to abstract complex processes, providing a reference
framework for describing the world. In order to provide a common way to realize
information exchange, interpretation and implementation between multiple

Fig. 2 Silverlight development framework
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workflows, the Workflow Management Coalition to develop and define a process
definition meta-model, including physical object and its properties element, such as
workflow definitions, activities, roles, and changes of conditions, etc., the rela-
tionship shown in Fig. 3.

Workflow Management Coalition proposed workflow process definition lan-
guage WPDL as a bridge between different workflow products. WPDL syntax
similar to Backus—Naur form support data exchange between different workflow
products. Various workflow definition model complete the data conversion and
interaction by completing conversion between their own internal data representation
and WPDL prescribed format .eXtensible Markup Language (XML) is a technology
of cross-platform and depending on the content, and a powerful tool to processing
structured document information. It is precisely because the XML characteristics of
self-contained, self-describing as well as its powerful data storage and analysis
capabilities, making it become a good WPDL carrier, XPDL workflow definition
language came into being.

Composition

Use

Use

Have

Workflow definition

Process Name
Version number

Start / end conditions
Safety review, control data

Activity

Name
Type

Predecessor and successor migration
Constraints or parameters

Quote

Changes in conditions

Execution condition
Determine the conditions

Routing Information

Workflow relevant data

Data name
Get path

Data Type

By the calling application

Type and name
Execution parameters

Local or remote access path

Role

Name
Organization Information

Have

Fig. 3 Process definition metamodel
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3 Silverlight-Based Visual Workflow Designer

3.1 Design Principles of Workflow Designer

Design and development methods of visual workflow designer this article describes
is based on the workflow process definition and WFMC the relevant standards. As
the designer runs on B/S architecture system, in order to solve user interface
monotonous, poor modeling and cross-platform, heterogeneous and other issues on
the practical application, used Silverlight combined with XML technology,
enabling the user interface expressive force became strong and data conversion and
processing more convenient.

Workflow Designer provides a graphical process definition, which includes three
categories of objects:

Activities Block Diagram (triangle charts, pie charts) corresponding object that
represents the workflow activity.

Rule arrowed lines (curves, polylines), this object represents a workflow
transition.

Design panel design panel is a container object of the flow chart.
All these objects described as class have a user interface that designed by Sil-

verlight user controls (xaml file in the user interface layout, write the background
method in corresponding xaml.cs file). Activities and rule model design primarily
depending on the use of the application for mouse events capture at public API
framework FrameworkElement object. Attribute definition is relatively simple.
Container object includes a collection of activities and rules and handle methods,
and has a syntax and semantics checking capabilities to help modelers create the
correct model, so that the system can express basic modeling business processes.
Similarly, you can flexibly set according to different needs, increasing the role
classes and applications to improve workflow process easy to understand and rigor,
in the system with complex workflow model defines. According to the actual
business process, user takes modeling interface element tools to create the appro-
priate workflow topology through a graphical workflow entities, and set workflow
properties in the properties dialog box for the corresponding entity in full com-
pliance with WfMC process definition specification. Workflow model convert into
XPDL format through workflow model parser, including the definition of attributes,
such as the number associated ID, name, position, application, relevant data fields,
custom extended class, etc., All have been written in a structured form XPDL text
to store, while parsed the XPDL text to various controls for Silverlight, showing a
flow chart through XPDL parser.
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3.2 Design Features of Visual Interface

Silverlight based on technique of running the C# code in the client’s browser, we
can put Silverlight understood as programming of C/S structure while achieve a the
program of B/S structure, which makes the design classes accordance with above
ideas to become a reality. This workflow design based on object-oriented concepts
and design methods, such as class inheritance, time-triggered (Event Trigger),
dynamic binding, messaging and multi-state, having the following characteristics:
(1) Brush object is defined to support the achievement graphically display interface
element object rendering, (2) By MouseLeftButtonUp event triggers and Canvas.
Left&Contenter.Top property settings to achieve dragging to creating and modify
the process, (3) By implementing Geometry realizing depending on different
activities display different type of shapes, (4) Through the Line object and angle
inheritance Canvas class settings to achieve the flexibility to move with the arrows
and the migration of inflection, (5) By adding the Stack to achieve process model
withdrawal and advance operation, (6) By introducing DispatcherTimer class object
implements the mouse double-click and right-click event, (7) ComboBox control to
achieve activities properties configuration, (8) Achieve Clone Interface adding
method clone and delete, copy, realize objects copy and delete, (9) By adding a
DoubleAnimation object implements the model fades, (10) By using the scroll bar
slider drag achieve scaling process model. Designer Modeling interface shown in
Fig. 4. These are just some features of this editor, designers can design different
features according to related needs combining Sliverlight.

3.3 XPDL Model Transformation and Analysis

The system dynamically generates a topology with corresponding XPDL process
text stored in memory the same time with visual process modeling. XPDL an XML-
based process definition language describes the process (WorkFlow) structure, the

Fig. 4 View of client graphical and view of the client XPDL
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definition of which activities (Activity) and rules (Rule) properties through different
markup syntax tree. Part of XPDL view of the model shown in Fig. 4.

Workflow Designer not only put the graphical view into XPDL text, but also
parse XPDL text generating visual models in the designer. XPDL analytical method
used in this chapter is LINQ to XML programming techniques .NET Framework
provides, using multiple LINQ to XML classes which are XML programming
interface in System.Xml.Linq namespace. LINQ model is more lightweight than the
Document Object Model (DOM), then more convenient to use. Using LINQ to
XML can load XPDL from a variety of data sources, such as a string, XmlReader,
TextReader or file. The most important advantage of LINQ to XML is its inte-
gration with Language-Integrated Query (LINQ). Because achieve this integration,
so we can write a query an XML document in memory to retrieve the workflow
elements and the properties collections. By making the query result as constructor
parameters of XElement and XAttribute object to achieve a powerful method for
creating XML trees. This method is called “Constructor”, using this method,
developers can easily convert XPDL tree view to a graphic object, and then gen-
erate visual workflow model. Using LINQ to XML traversal XPDL view in XPDL
tree is relatively simple use methods. Elements and Element method provided by
XElement and XAttribute class provides the way of targeting to one or some
elements. Part of the parser, see Fig. 5.

Fig. 5 XPDL parsing code examples
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4 Design of Visual Workflow Management System

4.1 Architecture of Workflow Management System

The preceding gives design method of visual workflow designer based on Silver-
light technology, in this section, we determine visual workflow management sys-
tems framework according to WfMC reference model, combined with .Net
Framework platform. The entire system can be divided into five parts, interacting
via respective interfaces between the five parts (Fig. 6). Process definition tools that
defined business processes finally stored as XPDL data format based on business
model is visual workflow designer. The workflow engine is responsible for reading
XPDL data files and workflow analysis, and generate running controller of process
instance and cure process-related objects. Management and monitoring makes
administrators can deploy activities instances and terminate a process instance
through the interface with the implementation of the workflow engine. Client
applications, mainly for users log in under the appropriate permissions to access
specific task table. Program calls can be linked to access different systems and
procedures. The architecture in addition to the uses XPDL Schema to realize
Workflow component interface model converse, also uses XML serialization/
deserialization and WCF data communications technology.
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XPDL text
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Fig. 6 Workflow management system architecture
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4.2 Key Technology of Interface

WCF is a collection of a variety of communication methods, and data communi-
cations application development interfaces of service-oriented architecture with
advantages of unity, interoperability, security, trustworthiness and security, along
with a simple programming model including service contracts, the host and port.
Use contract to define protocol between communication, unify communications
protocol by the way of bindings (Fig. 7). Clients and servers need to be set for WCF
programming, especially for server configuration document preparation is very
important, many of the major configuration items in this file <system.service-
Model> one of basic set elements on WCF, configure the sample program shown in
Fig. 8. Various workflow objects have different forms can be achieved interaction
between client and server by using WCF services.

Serialization is a process of converting the object into the form easy to trans-
mission. Objects can be serialized, using HTTP to transmit over the Internet
between client and server. On the other hand, deserialization is to reconstruct the
object in the stream. The most important method of XmlSerializer class the core
class of the XML Serialization is Serialize and Deserialize. XmlSerializer creates
C# file and compile it to .dll files to perform this serialization. XmlSerializer class
can further serialize an object and generate an encoded XML stream conforms
“Simple Object Access Protocol” (SOAP). Data objects obtained by DAO can be
transmitted via WCF, while relational data which is a formation of deserialized
Silverlight data objects display to the user through data binding in the client data
objects.

Service Model
Client

Behavior

Contract Binding

Factory

Channel Address

Server

ContractBinding

Monitor

ChannelAddress

Messages

Behavior

Behavior

Behavior

Endpoint

Address Address Address

Fig. 7 WCF programming model
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5 Conclusion

With the increasing development of workflow management system, higher
requirements about visualization modeling tools and transferring and sharing data
between systems have been proposed. Graphical modeling approach is preferred as
the user interface, while developing workflow model designer on Silverlight whose
characteristics of rich interactive (RIA) are ideal for GUI development is a very
good choice. Meanwhile, it also meets requirements of the workflow system for
heterogeneous data transfer and sharing combined with WCF services and XML
technology. In this chapter, we research and design a workflow modeling system
based on Silverlight. This system which applied to the project management system
of software platform has a good effect. It is confident to say that the technology
route has certain reference value and positive role for application and promotion of
B/S architecture workflow modeling technology.
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Application of Simulation Method
in the Structural Failure Analysis
of an Airborne Product

Demiao Yu, Zhilqiang Li and Shimin Zhai

Abstract The reasons of some structural failures cannot be defined. In the reli-
ability enhancement test of an airborne product, a simulation method has been
proposed to calculate fatigue damage of random vibration power density spectrum
of the fault point within frequency domain. The exact failure times can be calcu-
lated accurately and the most possible failure mechanism can be analyzed. In
Sect. 5 (Analysis and Verification), the correctness of the results of the simulation
analysis has been verified and an optimization design of the product structure has
been proposed.

Keywords Simulation method � Fatigue damage � Frequency domain

1 Introduction

Some of product faults which are exposed in the reliability enhancement test of
electromechanical products are electronic device faults, others are mechanical
structure faults. Electronic device faults are normally found in the output data
during testing. While the mechanical structure faults usually cannot be discovered
until series of serious subsidiary faults happened, such as the poor contact caused
by fastener breaks, the short circuit caused by metal parts off and so on. These are
always occurred after abnormal conditions. In this situation, if the faults cannot be
found and repaired immediately, it would cause unnecessary damages to equipment
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which would increase the testing time and cost. In this chapter, the finite element
techniques are used to do dynamic analysis for products and the fatigue calculating
has been conducted. The chapter compared the correctness of FEA analysis with
test report, and accurately located the failure time of the structural part. At the last
Corroborated the experimental results which cannot be explained proposed opti-
mization design and verified the result.

2 The Implementation of Reliability Enhancement Test

The research and application of the Reliability Enhancement Test started since
1960s and the test did not become mature until 1990s. The test is now widely used
to largely enhance the reliability of aerospace products. Reliability Enhancement
Test is kind of destructive test. In order to ensure the continuity of the experiment
and protect the products, a scientific testing program needs to be developed.
Because the designing of testing program is not the focus of the chapter, there is
only a brief description of the process in Fig. 1.

2.1 Product Description

The product in this test and simulation is Cockpit Voice Recorder (CVR). Its main
function is to receive flight data, voice, video information of Data Acquisition Unit
and complete the coding. After that the data will be partitioned recorded in pro-
tective solid state memory. The environment of the CVR is complex. To be able to
record data in any extreme environment including vibration, shock, high and low
temperature, explosion shock is a basic requirement of CVR. Therefore, improving
the reliability of CVR is very important.

Preparation
before test

Rapid
temperature
change test

Vibration
step test

Combined
stresses

test

Tautening tool
test

Temperature
response test

Vibration
response test

Low
temperature

step test

High
temperature

step test

Information
collection

Stress
limitation

verification

Fig. 1 Process of reliability enhancement test
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2.2 Fault Information of Reliability Enhancement Test

There is only one fault occurred throughout the test and it happened in the vibration
step test. Ethernet disconnected when vibration stepping to 20 G. After the
investigation of the product, found one of the six screws in power board broken in
the connection. The broken screw and product structure are shown in Fig. 2. The
specification of screw is M2.5Cr18Ni9Ti [1].

2.3 Failure Analysis

The product uses six pillars to fix the CPU board on the chassis and uses another six
pillars to fix power board on CPU board This makes the power board hanging
instead of fixed on the side, which leads to the screw fatigue fracture as the screw
stresses too much. The next section will use simulation method to speculate mode
of failure and calculate screw life with frequency domain analysis method.

3 Calculation of Vibration Fatigue Life Within Frequency
Domain

Frequency domain analysis methods are often used to predict fatigue life with
random load. The general way is to convert the Power Spectral Density Function
(PSD) to stress amplitude Probability Density Function (PDF). After years of
development, researchers have developed a variety of models. Generally, different
ways of calculating PSD would result different models. The i-th spectral moment is
defined as:

Fig. 2 The broken screw and product structure
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mi ¼ Z1

0

f iG fð Þdf ð1Þ

From Ref. [2], most fatigue life prediction models have their own scope of
application. In order to maximize the accuracy of life calculation, different models
are used depending on the spectral width coefficients. The spectral width coefficient
is defined as:

e ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� m2
2

m0m4

s

ð2Þ

This chapter calculated the spectral width coefficient of the related PSD response
of simulation. Dirlik method is to be used to calculate vibration fatigue life when
spectral width coefficient is greater than 0.5. This method is more accurately than
other methods regarding to describe the stress amplitude distribution within stress
amplitude range when spectral width coefficient is bigger than 0.5. The formula of
Dirlik empirical probability density function is defined as:

P Sð Þ ¼
D1

Q e
�Z
Q þ ZD2

R2 e
�Z2

2R2 þ D3Ze�
Z2
2

2
ffiffiffiffiffiffi
m0

p ð3Þ

R ¼ e� xm � D2
1

1� e� D1 þ D2
1
; xm ¼ m1

m0

ffiffiffiffiffiffi
m2

m4

r
; D1 ¼ 2ðxm � e2Þ

1þ e2
; D2

¼ 1� e� D1 þ D2
1

1� R
;

D3 ¼ 1� D1 � D2; Q ¼ 1:25ðe� D3 � D2RÞ
D1

; Z ¼ S
2

ffiffiffiffiffiffi
m0

p ; E Pð Þ ¼
ffiffiffiffiffiffi
m4

m2

r
;

e ¼ m2=
ffiffiffiffiffiffiffiffiffiffiffi
m0m4

p

“e” is the irregular factor of spectral type; S is the stress change process [3, 4].
After calculating the amplitude probability density, this chapter used Miner linear
cumulative damage theory to calculate the life [5]. The formula of fatigue damage is
shown as:

D ¼
X

Di ¼
X ni

Ni
¼

XEðPÞTiPðSiÞDS
kS�b

¼ E Pð Þ
k

T
Zþ1

0

P Sð ÞSbdS ð4Þ

In the formula 4, ni represents the number of cycles on the stress level of Si, Ni

represents the fatigue life on the stress level of Si. k and b are material constants of
SN curve. Ti is the cycle time within the stress level. T represents the life time. The
formula of SN curve is shown as:

N ¼ kS�b The time to failure of target object can be obtained by formula 2.
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4 Analysis of Simulation Failure

The product of finite element model is finite element analysis software called
ANSYS. The model is meshed via appropriate way and the components of the
product are filled in with materials. In the virtual environment the same method is
used to fix and constraint the model as enhancement test.

Comparing the simulation acceleration response of corresponding points with the
response of measurement points in enhancement test, the frequency of modulus
1–3 of the product and the frequency of virtual product are the almost same. The
modeling is accurately reflecting the true situation of product. Figure 3 is the com-
parison of simulation response with response of enhancement test while the vibration
level is 18 G.

The random vibration spectrum is inputted into computer according to the value
of vibration from enhancement test. The random vibration spectrum is listed in
Fig. 4. Then get the break screw’s equivalent stress and the PSD response spectrum.
The levels of vibration and corresponded PSD input spectrum are shown in Table 1.

Using matlab to do Dirlik density model for the output of screw fracture PSD
can calculates the accumulated fatigue damage under different stress conditions.

PSD(g2/Hz)

W0

W1

+4dB/OCT

2000100030017815

-6dB/OCT

0 f(Hz)

Fig. 4 Random vibration
spectrum

Fig. 3 The comparison of simulation response with response of enhancement test while the
vibration level is 18 G
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In the vibration step test, the time of each vibration step lasts 600 s. The results are
shown in Table 2.

It can be inferred that the screw probably broken because of fatigue damage. As
in the result of simulation test shown in Fig. 5, the maximum stress of the screws

Table 1 The levels of vibration and corresponded PSD input spectrum

Level/G W0 (g
2/Hz) W1 (g

2/Hz) W2 (g
2/Hz)

4 0.01166 0.00583 0.002915

6 0.02624 0.01312 0.00656

8 0.04664 0.02332 0.01166

10 0.07288 0.03644 0.01822

12 0.10494 0.05247 0.026235

14 0.14284 0.07142 0.03571

16 0.18656 0.09328 0.04664

18 0.2362 0.1181 0.05905

Table 2 The results after calculating cumulative fatigue

Level/G m0 t (s) ε Di ∑Di

4 27.667 600 0.57657 0.0323 0.0323

6 62.097 600 0.57657 0.0586 0.0909

8 110.37 600 0.57657 0.0895 0.1804

10 172.47 600 0.57657 0.1241 0.3045

12 248.34 600 0.57657 0.1622 0.4667

14 338.03 600 0.57657 0.2033 0.6700

16 441.49 600 0.57657 0.2473 0.9173

18 560.46 600 0.57657 0.2947 1.2120

Fig. 5 The equivalent stress
of screw while the level of
vibration is 16 G
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was within the limits of destruction. As shown in Table 2, the cumulative damage
has reached 1.2 when the level of vibration stepped to 18 G. It can be deducted that
the fatigue fracture has already occurred. In the enhancement test, the laboratory
assistant did not find any significant faults on 18 G vibration level. But if continue
to increasing the vibration level to 20 G, signal is interrupted. When the fault
happened, the laboratory assistant did not found fault in the first time until the
signal was interrupted on next vibration step. In this situation, it possible occurred
unexpected even dangerous faults. According to the simulation results, the time can
be calculated via Dirlik method. The time screw broken is 2–3 min after 18 G
vibration level started and the failure mode is fatigue fracture.

5 Analyses and Verification

According to the report of enhancement test, the failure mode of screw is fatigue
fracture. The reason why fatigue fracture occurred is the existence of uneven
horizontal stress component due to speculation of fatigue striations direction [6, 7].
The scanning electron microscopy (SEM) analysis is shown as Fig. 6.

From macro perspective, fracture occurred at the root of the screw which sup-
porting the weight of the power board. From the fracture morphology, the source of
fracture is located in the surface of screw. The central fracture surface is apparently
different from the border and the secondary cracks along the fatigue striation are
showed obviously. Considering the direction of fatigue striation and the final
position of the cracks, the screw’s cracks is extended from the border to center
along the vertical direction of fatigue striation and eventually break in the center.
Thus, the results show the consistence of simulation analysis and the actual situ-
ation. It also provided a possible time of the fracture which helps further failure
mechanism analysis.

According to the results of test, the following improvements and optimizations
are adopted.

StriationExtension

Dimple

(a) (b) (c)

Fig. 6 SEM analysis results. a Extension of fatigue b Enlarge of fatigue striation cMorphology of
dimple
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(1) Changes of process

The screws are coated with Cable aldehyde phenolic glue which can effectively
tighten the screws and prevent loosening before the screws are installed.

(2) Changes of structure

Structural changes are shown in Fig. 7. According to the results of simulation
analysis of power board, the positions of screws and pillars have to be changed. The
screws are combined directly to the base plate and in this way the installation of
power board is improved. Vibration levels and horizontal stress will be reduced and
the strength of the product in the horizontal direction is improved.

(3) Increasing of cushion

After improvements, the product successfully passes through the vibration
stepping test and verification test which proofed that the changes are effective. The
reliability of the product is improved.

6 Conclusions

Finite element simulation method is used to calculate fatigue life of an airborne
product. It is determined that the time to failure of the screw is 2–3 min after the
18 G vibration begin. The most probable failure mode is determined by the stress
information of simulation and supplements information, which cannot be explained
in the enhancement test. The time of failure and failure mode is the strong evidence
of pre-failure mechanism analysis and finally verified through SEM report. This
chapter provided a new idea to calculate fatigue life of typical components which
can reduce unnecessary testing costs and manpower. Based on simulation results,
the improvements stated in Sect. 5 are optimized the product.

Fig. 7 Structures after
improvement
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The Design and Implementation
of the Non-electric Product Life Analysis
and Calculation Software

Z. Li, Y. Chen and R. Kang

Abstract Non-electric products, undertaking power, transmission and other tasks,
are important parts of the equipment. The normal operation of the non-electrical
products is of great importance which leads to an urgent need of the quantitative
analysis for life. Generally, the life of a product is predicted by tests, which cost a
lot of time and money. Considering the lack of engineering life analysis methods,
basic life models are collected through research of failure mechanism and survey on
domestic and international data. The models are then classified as a library, based
on which, a piece of life analysis and calculation software is designed and imple-
mented. A life model library is built as well as the mapping relationships between
life models and typical non-electric products and components by sorting the basic
life models. And then a piece of software of life model library is designed. Fur-
thermore, the implementation of the functions is comprehensively introduced from
three aspects: project management module, data function module and database
management module. Finally, an application of calculating the life of a typical non-
electric product is illustrated to prove the software’s practicality and efficiency in
engineering. The result of the application can be used to make suggestions for
design and improvement of the products.

Keywords Life calculation � Software design � Failure physics model

1 Introduction

Non-electric products, undertaking power, transmission and other tasks, are
important parts of the equipment [1]. The normal operation of the non-electrical
products is of great importance which leads to an urgent need of the life analysis.
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Considering the lack of engineering life analysis methods, basic life models are
collected and classified as a life model library. Based on the library, a piece of life
analysis and calculation software is designed and implemented.

2 Life Model Library

A comprehensive collection of life analysis and calculation models is made from all
aspects such as domestic and foreignmilitary standards, academic papers,monographs
and teaching materials. A life model library is constructed and classified by failure
modes such as fatigue, wear, aging, wear-aging and corrosion [2]. On the basis of
the library, the mapping relationships between the life calculation models and com-
ponents are researched according to the characteristics of different components Fig. 1.

3 Software Design

3.1 Function Design

The functions of the software are listed in Table 1.

3.2 Structural Design of Software

From the perspective of software architecture [3], life analysis software should
establish interconnected modules in accordance with the procedure of life analysis
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and calculation. Meanwhile, the software is supposed to have information man-
agement functions of products life analysis and calculation and set up the database
for typical projects and life models. The overall architecture of the software is
described in Fig. 2.

3.3 Design of Database

Database management system (DBMS) is the core tool for storage, analysis, sta-
tistics, evaluation, query and updating as well as an important part of the software.
Basic functions of a DBMS are data manipulation, data logic operations, database
structure manipulation, data retrieval and data report output, etc. Due to the small
scale of the software database, Microsoft Access database is selected [4], using
ADO as the connection object.

The designed E-R diagram of the project library is shown in Fig. 3. There are
three data tables of the main entities involved in the project library, of which the
model library is independent with only one table as shown in Table 2.

DBMS includes project database and component life model database, the former
one saving structure information, components information and calculation results of
projects, and the latter one containing typical examples of life calculations. Users
can query, modify or delete existing projects from the project library, while the
typical examples can be called directly from the model library.

Table 1 Main functions of
the software

Functions Details

System
management

System installation
System register
System login

Project
management

Build a new project
Modify existing projects
Save a project
Delete a project
Print reports

Life
calculation

Analyze and calculate different life indica-
tors of products with different failure
mechanisms and mission profiles

Database
management

Project database management
Model database management

Other
functions

Software version information
Software version information
Help documentation
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Projects n n Models 1 n Parameters

Fig. 3 E-R diagram of the project library

Table 2 Entity data tables

Table names Fields

Project Project ID, project name, creator, creation date, last updated date, project
description, node number

Project structure Project ID, node name, node description, node image, model no, form
name

Project model
information

Project ID, node name, control ID, control type, control name, parameter
value, parameter type, parameter description

Model Model ID, model no, control ID, control name, parameter value,
parameter type, model description

User ManagerDeveloper

Life analysis and calculation software

Data Function Module

Component model 
classification

Data saving and 
modification

Data input and output

Project library Life model library

Database management system

Project Management Module

Help
Module

Fig. 2 Overall architecture of
the life analysis and
calculation software
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3.4 Software Data Flow

The use flow of life analysis software is shown in Fig. 4. The overall analysis
process is illustrated in Fig. 5.

4 Software Implementation

The software is implemented through Microsoft Visual Basic with the modular
thoughts [5].

4.1 Project Management Module

As the software framework, project management module covers the overall soft-
ware in charge of project management, database management, version management
and process management with CommonDialog and TreeView controls mainly [6].
This module helps realize building, opening, modifying, saving, saving as, report
output of projects and model calculations as well as the updating of the database.

4.2 Data Function Module

The data function module, which calculates the life of the device, is the main part of
the entire software. Text, OptionButton, ComboBox, PictureBox and MSFlexGrid
controls are used in this module. Life indexes “Total Life” and “Time To First
Overhaul (TTFO)” are alternative through the OptionButton control, which will be
printed in the final report. Frames of different types of parameters are selectively
displayed by ComboBox controls. Data-reference tables are recorded with Excel
sheets, linked through PictureBox controls and displayed by MSFlexGrid controls.

Fig. 4 Use flow chart
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4.3 Database Management Module

In the development of the software, basic project data and typical calculation
examples are selected as the main targets of building a database by using Com-
monDialog controls and Access database with the DAO as the objects [7].

For the project library, project ID, creation date, creator, last updated date and
calculation results are saved into the database. Each project has a unique ID as the
main key. When queried, the above information will be shown through
the MSFlexGrid control. On one hand, the on-going project can be imported into
the database. On the other hand, projects in the database are able to be exported,
shown in a tree structure by the TreeView control. Top of the tree is the project
name, while the bottom is parameters. Models are classified by component name,
failure mechanism model and other aspects in model library, independent of the
projects. The database relationship is shown in Fig. 6. Projects and models are
saved according to users’ needs. All the data manipulations are realized by the SQL
language.

5 Software Application

The software is used on an inner shaft subassembly, which belongs to a driven
pump. The subassembly consists of an inner shaft, a tooth circle, an O-ring and a
ball bearing.

The life models corresponding to each kind of failure mechanism of each
component are selected through mechanism analyzing. Table 3 shows the analyzing
and model selecting result.

Fig. 6 Relationships in the database
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After selecting models and inputting the parameters about structure, threshold,
profiles and loads, Non-electric products’ life can be analyzed and calculated
through the software, and reported in documents. Calculation results are shown in
Table 4.

The above results intuitively show the life of the components, which prove the
practicality and efficiency of the software.

6 Conclusion

In this chapter, a non-electric product life analysis and calculation software is
designed to systematically and conveniently calculate life indicators. Design and
Implementation of the software is specified in the chapter. Finally, a driven pump is
illustrated as the example to prove the validity and applicability of the software.

(1) A comprehensive collection of basic life models is made through the research.
On the basis of the model library, a piece of life analysis and calculation
software for non-electric products is developed with DBMS of projects and
models.

(2) Modular thoughts and object-oriented design tools are used in the software
which can calculate the life of non-electric products conveniently and
accurately.

(3) Combined with DBMS, the program can easily invoke the projects and models
saved in the database. In addition, the interface of the software is user-friendly
together with the visualization of the data representation.

Table 3 Mechanism analyzing and Model selecting result

Component Failure mechanism Failure model

Inner shaft Involute spline contact
fatigue

Involute spline contact fatigue life calculation
model

Tooth
circle

Adhesive wearing Adhesive wear life calculation model

O-ring Ageing Rubber ageing life calculation model

Ball
bearing

Contact fatigue Ball bearing contact fatigue life calculation
model

Table 4 Calculation result Component Life

Inner shaft 13742.56

Tooth circle 4100.8

O-ring 156792.9

Ball bearing 6326.6
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Integrating Simulation with Optimization
in Emergency Department Management

Hainan Guo and Jiafu Tang

Abstract Nowadays, the hospital Emergency Department (ED) provides new
challenges to their decision-makers because of high demands for services, high
costs, and limited budget leading to inadequate healthcare resources. In this chapter,
we integrated the simulation and optimization technique to address this important
management problem in the ED, and we set up a decision support system to help
the ED managers to design the optimal healthcare resources’ staffing and sched-
uling plan in the specific environment. In an ED system model, many different
categories of patients may require multiple services through a common sequence.
Therefore, each service center has its own costs. The configuration of the resources
will affect the overall efficiency of the system directly. So, our main work here is to
set up a decision support system for the ED managers to design the optimal con-
figuration of resources with the objective minimize patients LOS and minimize the
overall costs separately.

1 Introduction

As we all know that, emergency department is a complex unit, which has many
characteristics. For example, there are a lot of patients. It has a heavy rescue mission
and so on. The patients who walk in the ED always want to get the treatment in time.
However, most hospital ED budgets did not catch up with the demand for ED
services made by growing populations and aging societies. So the reorganization
plan needs to first address staffing and scheduling issues such as determining the
correct size of the workforce. The quality of ED services has a close relationship
with all the medicals’ operations. Because of the patient overcrowding can not only
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affect the patients’ psychological of treatment, but also can reduce medicals’ quality
of services. So, designing an optimal configuration plan within the limited resources
has been one of the most important problems in the field of health care.

In order to solve the joint ED staffing and scheduling problem, in this chapter,
we integrated the simulation and optimization techniques to address a management
problem in the ED, and we set up a decision support system to help the ED
managers to design the optimal healthcare resources’ staffing and scheduling plan in
the specific ED environment. Studies that did before have been carried out many
research findings to help the ED managers to make decisions and to evaluate the
efficacy and efficiency of their configurations [1, 2]. ED decision-makers must make
the best decision within many constraints, such as limited budget, high demands for
services, high costs and so on. In addition, they must submit the best configurations
for alternative budgets in the different environments. So, attention is directed at
providing insight into the system through what-if models, which can evaluate the
alternative choices, as pointed out in [3]. The techniques used are most of simu-
lation [4] and optimizations [5, 6], some studies combine these two techniques.

In the point of ED managers, the efficiency is measured by the cost of making a
level of service, while in the ED patients’ standpoint, except for receiving the high
quality of service, and they also want to get the treatment in time. The most
important reasons cause the patients having to wait are a lack of resources (i.e., not
enough medical staffs or beds or the delay of the laboratory tests) and by their
unbalanced availability. In fact, the budget can be allocated in the different ways to
all kinds of ED resources, the unbalanced configurations will generate some
resources are scare while others are abundant.

The scene considered here is an ED in the Xinhua Hospital in China, which had
eight different resources with the different services required by four categories of
patients. Patients of the same category go from one service to the next service in the
predetermined paths, while different types of patients’ paths are not quite similar.
Each service is operated by one kind of resource, the type of resources here are the
emergency nurse, registered nurse, surgeon, physician, pediatrician, bandaging
staff, laboratory technician, and pharmacy nurse. The staffing and scheduling plans
made by the ED managers for these resources were based on many conditions, and
a good configuration could not only reduce the patients’ LOS in the ED system, but
also can maximize the use of given budget.

This chapter addresses the problem of how to select the optimal configuration of
the ED resources. There are two objectives considered here in order to optimize
efficiency, which are shown as following.

1. Determine the configuration of resources that minimizes the cost with the
constraint on the patients’ LOS.

2. Determine the configuration of resources that minimizes the patients’ LOS with
the constraint on the budget.

The procedures that we use interactively to solve above problems are: survey,
system simulation, find the relation between inputs and performance, and establish
optimization models.

1484 H. Guo and J. Tang



As mentioned before, we integrated simulation and optimization techniques to
solve this management problem. We used the simulation to reproduce the behavior
of an ED system in order to analysis its performance and the outcome of different
scenes. Optimization was used to obtain the optimal joint staffing and scheduling
plans with above two objectives.

2 System Simulation

To accomplish the above works, a survey and a depth analysis of ED overall
operations is the most critical prerequisite. In this chapter, we used three methods to
collect the useful data, issuing questionnaires, discussion with ED managers, and
communication with patients waiting in the ED system. Through talking with the
ED managers and all categories of patients we can find that the most intractable
problems are to minimize the cost in the ED managers’ standpoint and reduce the
LOS in the ED system in the patients’ viewpoint. In addition finding out our
objectives, these comprehensive surveys have been carried out in order to collect
data on the patient arrival rates, the categories of patients, their distribution prob-
abilities, the service times at each stage of the process, the transition probabilities
and the transfer time between the different units. Table 1 gives the distributions of
the service times at each stage of the process, and Table 2 presents the transfer time
between the different units.

Through the survey, we find that ED is open 24 h 1 day and receives an average
of 650 patients daily, including 5 % emergent patients, 43 % surgical patients, 41 %
internal patients and 11 % pediatric patients. Patient arrival rates follow a process as
shown in Fig. 1. The process begins when a patient arrives through the front door,
and ends when this patient is released or sent to the ward.

Figure 2 illustrates the basic flow of the ED. The emergent patients were carried
to the emergency room receiving the care directly, and then sent to the wards. On

Table 1 Resources’ service time at the ED

Distribution (min)

Stage First visit Subsequent visit

Emergency nurse T(10,15,20)

Registered nurse T(1,1.5,2)

Surgeon T(5.25,7.58,9.75)

Physician T(4.5,6.5,8.75) T(0.5,2.5,4.75)

Pediatrician T(5.08,7.75,9.83) T(3.08,5.75,7.83)

Bandaging staff T(5.5,7,10)

Laboratory technician T(4.75,5,5.5)

Pharmacy nurse T(1.5,2.08,2.98)
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the other hand, the walk-in patients first go to register, and then the surgical patient
goes to the surgical department receiving the first visit. The surgeon will make a
brief examination on a patient and decide whether if the patient would need further
bandaging, which probably accounted for 70 %. Otherwise the patient is allowed to
leave the hospital. It is the same with the surgical patients, the patients in the
department of the internal medicine and pediatric, if the doctor decides the patients
need further lab tests, accounted for 80 %, they go to the laboratory to receive the
blood tests or any other lab tests. After that, the patients should go to the waiting
room to wait their results, after a while, a nurse taking their test results will guide
40 % of them back to accept the subsequent visit. And the doctor decides whether a
patient may leave or remain in the hospital.

It should be noted that, we must invite the ED managers to participate in the
process of establishing the simulation model in order to make our model more
feasible and valid.

Table 2 Transfer time
between the different units

Transfer between the different units Time (min)

Front door-emergency room 0.5

Register-surgical department 3

Register-internal department 5

Register-pediatric department 5

Surgical department-treatment room 1

Internal department-laboratory 1

Pediatric department-laboratory 1

Laboratory-waiting room 0.5

Waiting room-pharmacy 0.5

Pharmacy-internal department 3.5

Pharmacy-pediatric department 3

Fig. 1 Weekday patient arrival rate at the ED
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3 Find the Relation Between Inputs and Performance

The goal of this step is to find the relationship between the configuration parameters
of the ED resources and the performance. In our study, the input parameters include
patient arrivals k and configurations xij, which means that the number of each type
of resource in each service in each shift. And the performance considered by us here
is the patients’ LOS, y, gotten from simulation. We derive a set of observations
ðkk; xkij; ykÞ from which the functional relation y ¼ f ðk; xijÞ can be evaluated.
Because of the nature of the underlying system, it is easy to find that the rela-
tionship between the inputs and the performance in our system is non-linear, so we
must select the proper estimate method. In this chapter, we used radial basis
function neural network (RBFNN) to solve this problem. Studies [7] that did have
found that the RBFNN has simple structure, training speed and it can apply to
multivariate non-linear regression model very well.

3.1 Training Set

In order to obtain a training set, the observations must generate only feasible
configurations. For example, nobody on duty in any shift is an infeasible config-
uration. So, firstly, we should eliminate these infeasible configurations. And then, in

Fig. 2 Basic flow of the ED
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order to produce observations in the relevant regions of the parameter space, we
have moved forward as follows: starting from the minimum number of patient
arrivals per day, we defined 300, we kept simulating from the minimum number of
servers in each service in each shift, and then increased the number of servers
gradually until the optimal y predetermined was obtained. In the current patient
arrivals, we randomly generated 10 groups of feasible configurations, and then
simulated their patients’ LOS. After finishing the above works, patient arrivals were
increased and the whole processes were repeated until reaching the value of 700 for
the daily patient arrivals. It should be noted that, the increment of daily patient
arrivals in this chapter was 50 in each time.

3.2 Introduction of RBFNN

In this chapter, we resorted to using RBFNN [8], which was particularly flexible and
effective in evaluating non-linear functions to find the relationship that linked the
inputs and the performance. Due to RBFNN has been known to the broader nuclear
community, so for brevity we omit some detailed descriptions of this technique.

RBFNN is a three-layer feed-forward network. It is defined by a number of input
neurons, a single hidden layer and one or more output neurons. The structure of the
RBFNN is presented in Fig. 3. The basic idea of the RBFNN is: it uses a RBF to be
a “base” of the hidden layers, which can make the input vectors directly mapped to
the hidden spaces without any weights. When the baricenters of the RBF are
determined, this mapping will be determined. While the mapping relation from
the hidden layers to the output spaces is linear, namely the output of the network is
the sum of hidden layers’ linear weights. The weights here are the adjustable
parameters of the network. The estimating function is:

yj ¼
Xh

i¼1

xijexpð� 1
2r2

jjxp � cijj2Þ ð1Þ

where i ¼ 1; 2; . . .; h represents the number of hidden layer nodes, yi is the jth
practical output corresponding to the input samples, xp is the input vector, ci is the

Fig. 3 Structure of RBFNN
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ith baricenter, xij is the weights from the hidden layers to the output spaces, and r
is the variance of the primary function.

The number of runs for each configuration was increased until the training of the
network was sufficiently stable and presented generalization capability. With 20
runs for each configuration and a total of 270 observations, the training process was
fully satisfactory and the results would not improve with more data. Table 3 pre-
sents the analysis of fitting results of RBFNN using the training sets were obtained
used above method. And the Fig. 4 shows the fitting curve between the forecast
results and the test samples. These answers state how the estimated function is able
to capture the essential behaviour of the relationship, which we want to approach.

4 The Optimization Model

The main purpose of this chapter is to help the ED managers to design the optimal
joint staffing and scheduling plans under the different constraints. In order to make a
rational decision support system and give some useful suggestions for the ED
managers, understanding and seizing of the problems are very important. So after
making certain the relationship between the inputs and the performance, we can
combine this function with some constraints to define the optimization models. The
optimization problems considered in this chapter aims to two objectives, minimize
the patients’ LOS and minimize the total costs of all the ED resources, which have
been mentioned in the introduction. In our system, all types of resources’ working
pattern are the traditional working strategy, i.e., 8 h strategy.

Table 3 Analysis table of fitting results of RBFNN

Minimum
error

Maximum
error

Mean
error

Mean absolute
error

Standard
deviation

Linear
correlation

−0.491 0.537 0 0.083 0.123 0.999

Fig. 4 Estimated and
simulated values of LOS
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Firstly, the collective parameters that be used in two problems are designed in
the Table 4.

The specific optimization models are established as below:

4.1 Minimize LOS

In this sub-problem, our goal is to get the optimal configurations under the different
patient arrivals with the objective that to minimize patients’ LOS in the ED system.
The constraints involve the budget restraints, the servers bonds and the different
patient arrivals, which all obtained through survey. The specific model was
established as follows:

min
Xn

i¼1

Xm

j¼1

f ðk; xijÞ ð2Þ

s:t
Xn

i¼1

Xm

j¼1

cijxij �C ð3Þ

kmin � k� kmax ð4Þ

Lij � xij �Uij i ¼ 1; 2; . . .; n j ¼ 1; 2; . . .; m ð5Þ

k 2 I; xij 2 I i ¼ 1; 2; . . . n j ¼ 1; 2; . . .; m ð6Þ

Table 4 The parameters
design

Parameters Design

f ðk; xijÞ Target function of patients’ LOS

k Patient arrival rates

i Type of ED resource

j Shifts

n Staffing of each type of resource

m Total number of daily shifts

cij The cost of each resource in each shift

C Budget constraint

T Patients’ LOS constraint

kmin The lower bond of patient arrival rates

kmax The upper bond of patient arrival rates

Lij The lower bond of each type of resource

Uij The upper bond of each type of resource

xij Number of each type of resource in each shift
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Equation (2) defined the objective, to minimize the patients’ LOS. Equation (3)
was the first constraint should be satisfied, the resources’ total daily costs must no
more than the budget upper limit. Equation (4) presented the patient arrival rates
must come within the upper and lower bonds. In a similar way, the Eq. (5) defined
the number of each type of resource in each shift should in the scope of bonds given
by the hospital. Through observing this model, we could find that all the constraints
were the linear, while the objective was a non-linear function. Hereto, Matlab
software had been used, and called the neural network toolbox meanwhile to solve
this problem.

4.2 Minimize Cost

In this sub-problem, our goal is to get the optimal configurations under the different
patient arrivals with the objective that to minimize the daily costs of all the ED
resources. The constraints include the patients’ LOS restraints, the servers bonds
and the different patient arrivals, which all obtained through survey. The specific
model was established as follows:

min
Xn

i¼1

Xm

j¼1

cijxij ð7Þ

s:t
Xn

i¼1

Xm

j¼1

f ðk; xijÞ� T ð8Þ

kmin � k� kmax ð9Þ

Lij � xij �Uij i ¼ 1; 2; . . .; n j ¼ 1; 2; . . .; m ð10Þ

k 2 I; xij 2 I i ¼ 1; 2; . . .; n j ¼ 1; 2; . . .; m ð11Þ

Equation (7) defined the objective, to minimize the resources’ total daily costs.
Equation (8) illustrated that the patients’ LOS cannot exceed the given value, which
determined according to the reality, especially the patient arrival rates. Apart from
this, the others equations’ meaning were same as the explanations introduced in the
last part. It should note that, in this part, the objective was a linear function, while
one of the constraints was non-linear, which were different from the last problem.
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5 Computational Results

To solve these two sub-problems, we have test lots of account cases. Table 5
presents the results of optimization sub-problem 1 with the objective to minimize
the patients’ LOS. The results showed in Table 5 were all the optimal configura-
tions of ED resources from the patients’ LOS standpoint under the different budget
constraints and patient arrivals. These results were all maximize the use of the
budgets. In this chapter, we defined daily patient arrivals from 300 to 700, and the
values of budgets ordered from 800 (RMB) to 2000 (RMB). For example, we could
get the optimal resources’ configuration that cost 1,398 and had the LOS of 1.13 h
when the budget constraint was 1,400 and the patient arrival was 650. This must be
the optimal configuration in the current constraints.

Table 6 shows the results of optimization sub-problem 2 with the objective to
minimize the resources’ costs. The results showed in Table 6 were all the optimal
configurations of ED resources that used the least costs to hold the different patient
arrivals within an acceptable patients’ LOS. For example, when the upper bond of
the LOS was 0.6 h and daily patient arrival was 450, we could get the optimal
configuration with the least cost 1,079 (RMB) on the basis of no more than the
upper bond of LOS constraint.

Through observing the Table 6, we found that in some cases, we could not get
the feasible solutions when the daily patient arrivals were higher than capacity of
the system under the too small LOS constraint, which was much easy to
comprehend.

The results of above two tables are much meaningful. They can bring forth ED
decision-makers many suggestions from the perspective of the patients and the
managers of the hospital separately. We established a decision support system for
them, which could not only help the ED managers to design the optimal configu-
rations within the different constraints, but also could guide them to optimize the
overall operations of ED by adjusting and making advisable policies. The main
signification of this work was to propose four advices to the ED managers that help
them to optimize the ED system, which was specifically introduced as follows:

1. This support system can help the ED managers to choose the most reasonable
configurations that they consider, based on the realities and the balanced state
they hope to achieve.

For example, through observing Table 5 we can find that patients’ LOS in the
ED system is 1.4 h when the daily cost constraint is 800 and daily patient arrival is
450, while the patients’ LOS is even as high as 5.08 h when the daily patient arrival
rises to 500. However we find that when the cost constraint rises to 1,100, patients’
LOS will reduce to 1.29 h in the case of 500 of daily patient arrival. This phe-
nomenon illustrates that the cost constraint of 800 can only satisfy the daily patient
arrival does not exceed the 450, and the hospital needs to increase the budget
properly when there are more patient arrives. Different realities will get different
results, and one of the contributions in our decision support system is to help the
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ED managers to deploy the budget standard and the reasonable configurations
properly in different daily patient arrivals.

2. This support system can help the ED managers to weigh the acceptable of actual
budget and the patients’ LOS standard from the perspective of the hospital and
patients standpoint separately.

For example, we can find that the total wage costs of ED resources will be an
obvious rise when the patients’ LOS standard is reduced a little by observing the
Table 6. However, there is not a strait requirement of the upper bond of patients’
LOS in reality. So, the ED managers can appropriate relax the standard of patients’
LOS in the ED system, which can greatly reduce the total costs of ED resources.

3. This support system can help the ED managers to re-optimize the medicals’
configurations in order to make the system better.

For example, we all know that all the EDs have their own original configura-
tions, and we can calculate their wage costs, we assume to be 1,350 (RMB). And
based on the historical, the ED managers can estimate the daily patient arrival is
500. After that, we can get the patients’ LOS in the ED system by using the
RBFNN. We setting C = 1,400, kmin ¼ kmax ¼ 500, and we will get a new con-
figuration at the least patients’ LOS through running optimization Problem 1. This
new configuration’s total cost will not exceed the existing cost, and it is the optimal
choice, which can make the patients’ LOS lowest.

4. This support system can help the ED managers to maximal use the existing
conditions to design the optimal configuration of ED resources.

It is very important to note that only to revise the budget and determine the
patients’ LOS standard based on the current situation is not enough. ED managers
always need to design the proper configurations of all the resources. But sometimes,
how to deploy the configuration is most troublesome problem. In this chapter, this
problem has been solved. ED managers only need to give the constraints, and then
through running these two optimization models they will obtain the optimal con-
figurations directly.

6 Conclusions

This chapter designed a decision support system for the operation of the ED by
integrating simulation with optimization. We presented a methodology, which used
system simulation combined with optimization to determine the optimal joint
staffing and scheduling plans, called configurations, to minimize total costs from the
standpoint of hospital and to minimize the patients’ LOS in the ED system in the
perspective of patients. In addition, a decision support system was designed to help
ED managers to either evaluate different situations of configurations.
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RUL Assessment and Construction
of Maintenance Strategies for Engineering
Objects

Alexander Khodos, Aleksandr Kirillov and Sergey Kirillov

Abstract Actual trends in the construction of systems of various types of mainte-
nance; rather their choice in a particular situation is usually determined by the
technical state of engineering at the time. Accurate information about its operating
condition and prognosis of all detected trends to the side of failures or increasing
risks or failures are necessary for the correct determining the optimal maintenance
strategy and in general strategy of operational service of engineering object. Thus the
life cycle of engineering relatively the types of operational service and maintenance
methods is divided into several time intervals determined by the conditions of the
object and prognosis. Their maintenance sets of measures are determined at each
time interval from operating measures of self-maintenance to end of life manage-
ment: reuse-remanufacture-recycle. Choice of various types of maintenance is more
effective at accurate determining the state of engineering at the failure progression
timeline. Account of optimization problem of operating costs throughout the life
cycle of engineering in many respects is determined by exact definition of engi-
neering positions on the failure progression timeline and the rate of evolution to
failure state of engineering at particular time interval. Thus, different types of
monitoring for engineering are required for the construction of systems of local RUL
assessments. The considered problems of the state and RUL assessments are solved
by integration of remote computing PHM clusters and on-board diagnostic systems
of engineering object. RUL evaluation methods in the monitoring process at all time
stages of the engineering operating are demonstrated in this chapter. Maintenance
strategy for all operating phases and some methods of self-maintenance available for
use by varying the control parameters of an engineering object are discussed. In
particular, the management solutions in order to minimize maintenance costs for
certain time intervals of engineering object operating are given.
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1 Introduction

The basis for determining the optimal maintenance strategy is the information about
the technical state of engineering at the current moment and accurate assessment of
the evolution of technical condition in the future (prognosis). In order to determine
the strategy maintenance information on the impact of management parameters of
engineering on the change of technical state at the moment and change of the
prognosis parameters provided changing management parameters is needed. Based
on received information hereinafter temporal assessment of the development of
early or hidden signs of degradation and failure are necessary. Based on the tem-
poral assessments it is possible to optimize various types of maintenance: condition
Base maintenance, predictive maintenance, and self-maintenance. In previous
chapters [1, 2] the authors have described the models, establishing temporal hier-
archy of all possible sets of predictors of degradation and failure. In accordance
with these PHM hierarchical models, the system state is defined by a vector con-
sisting of the sequence of observed values of sensor readings for a fixed time
interval. Sequential change of values of the state vectors in the operation of engi-
neering determines trajectories in a multidimensional vector space.

From the hierarchical model [1, 2] follows:

• the set all permissible trajectories is divided into classes. Each class defines a
time interval. Union of all time intervals is the life cycle of the mechanism;

• each class of trajectories is characterized by its features (predictors). Predictors
of one class in reverse time are degenerate relative to predictors of the next class.
Themselves predictors are entropic, topological, stochastic characteristics of the
trajectories, as well rational expressions of moments of multidimensional dis-
tribution functions;

• within its class predictors are varies, characterizing the degree of proximity to
the boundary of class trajectory. The changes of predictors temporally are
determined by evolution equations of the process for the density of the transition
probabilities;

• estimate of RUL(K), K = 0, I, II, III, IV for each trajectory in its class are
determined from evolution equations represent time to achieve the boundaries of
class. The sum of all classes of RUL (K) is equal to the life cycle of mechanism;

II Incipient of fault hidden cause;
II Suddenly of fault cause и Incipient of fault cause;
III Suddenly incipient fault и early incipient fault;
IV Component or subsystem of failure.

Sections 2 and 3 of this chapter focuses on models and algorithms for deter-
mining the RUL (III) in class III. Model of RUL (III) calculations is constructed on
the representation of the probability function of transition from one vector state to
another. The transition probabilities are represented by Feynman path integral. The
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evolution equations for the transition functions are determined by the Feynman
representation and moments of the density of transition probabilities are calculated.
In some cases, the moments are determined analytically, that greatly simplifies the
experimental verification of the results and provides a basis for the formalization of
the optimization problem of maintenance. The model can be extended to classes I,
II by the reformulation of Feynman path integral on manifolds and homogeneous
spaces of the groups of the state symmetry.

Also there are discusses the model of change of the trajectories of subclass
“Suddenly incipient fault” of class III. Connection between changes of character-
istic features of the trajectories induced by noise, transitions and critical phenomena
in condensed matter physics is traced.

The constructed analytical RUL estimates allow to determine the optimal
strategy of maintenance and basic principles of monitoring. Well as the results
enables to determine the basic parameters for the remote monitoring and rules of
construction of the chronological databases.

Section 4 discusses the mathematical formulation of optimization problems of
maintenance strategy and ROI estimates.

The material is largely descriptive. Since the purpose of the article is to cover the
optimization problem of maintenance as a whole and to determine in its special role
of remote PHM monitoring for the calculation of RUL in the context of optimi-
zation of maintenance strategies.

2 Models of RUL Calculating

Model of PDF representation for the transition probabilities of vector processes
defined on the set of the wavelet coefficients of the observed vibration signal in the
form of Feynman path integral is taken as a basis for estimates of RUL (III) of
internal combustion engines, reciprocating mechanisms, transmissions, clutches and
bearings [2]. After the procedure of secondary discretization, signal s represent as a
vibration signal in an angular variable φ, S′(φ), u 2 0; 4p½ �:

At the next step a signal is represented by a set of finite segments N
0 wj;k
� �

of
wavelet coefficients S′(φ) as follows. A set of finite segments of wavelet decom-
position of vibration signals is

Rif gdef N
i wj;k : iN� �N� iþ 1ð ÞN�; i ¼ 0; 1; 2; 3. . .
� �

at fixed scale j and translation k, where (j, k)—the index of wavelet decomposition
coefficients and N-number of cycle of engine crankshaft.

The model there are used models constructed on representation P R; ið Þ proba-
bility of transition for the i steps to the state R in the form of Feynman path integral
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P R0;RL;Lð Þ ¼ Zr Lð Þ¼RL

r 0ð Þ¼R0

D½rðsÞ�exp � ZL

0

ds\nL [ r2LðsÞ
" #

L- is continuous analog i, in P R; ið Þ; nh i—is the average value;DRi; r0LðsÞ—is
parameterization of polygonal DRi; i ¼ 1; 2; 3. . .f g.

Representation of the transition probability from one physical state to another by
means of Feynman path integral in various physical models developed in [3, 4].
Let’s use the same approach modified under the high dimensions N� space of finite
segments of the wavelet coefficients. Such representation of the transition proba-
bility leads to partial differential equation for P R0;RL; Lð Þ. The obtained equations
allow calculating the transition probability in an explicit form or calculating
moments of the transition probability. The solution of inverse equations for the
moments gives values L or discrete values i, that irreversible for transition to the
pre-fixed state R, which is the basis for RUL estimate.

The set of wavelet coefficients N
0 wj;k;N ¼ 1; 2; 3. . .
� �

of signal SðuÞ is trans-
formed into a set of finite segments of the wavelet coefficients multidimensional
vectors of state of the system R 2 RN�

with a certain fixed dimension N*.
The value N� is definite by formula

N� ¼ min
N

PDF N � �S
� �� PDFðNÞ�� ��\e

� �

with a predetermined value e; defined by taking into account the accuracy of the
measuring sensors and digital electronics, �S—the minimum integer starting from
which the previous estimate is valid.

On a set of sequential finite segments is determined by process

DRi ¼ Ri � Ri�1:

As a result the process of random walk vector DRi in N�—dimensional space is
considered and the problem of prognosis and assessment of RUL (III) is reduces to
calculating the number of steps i, for which the state vector R gets from the start
state R0 in the class III with probability P R; ið Þ, transition from early incipient fault
to component or subsystem failure, if R is state of boundary of class III. RUL
estimates largely depend on the stochastic properties of the observed signal. Taking
into account this dependence from the Feynman representation of the transition
probabilities the following analytical expressions for RUL follow.

1. Models of the free random walk.

RUL IIIð Þ ¼ \kRCk2 [ 2

ðN� � 1Þ\n[
ð1Þ
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L—is the number of revolutions required to achieve the state vector R with root-

mean-square norm kRk2
D E0

RC—belongs to the boundary of transition III–IV (IV—class component or
subsystem failure).

2. Models of random walk with constraints. Under condition of confirmation of
hypothesis of model of random walk with constraints, the estimation of RUL
(III) is determined as solution of equation

kRkch i2¼ 2 HRULðBÞ �H2 1� e�RULðBÞ=Hh in o
;

H ¼ const
nh iðN� � 1Þ

3. Models of random walk in a non-simply-connected domain. Under condition of
confirmation of a hypothesis of model of random walk in a non-simply-
connected domain estimates of RUL(III) is determined as solution of equation

kRkch i2¼ nh i1=ðN� þ 2Þ N� þ 2
3

ffiffiffiffiffiffiffiffiffi
2 nh i
N�

r
RUL Bð Þ

 !6=N� þ 2

3 Catastrophes and Non-Gaussian Distribution

Having determined the nature of the stochastic process, the evolution equation of
the probability of transition from one state to another can be determined within the
class of trajectories or states. Based on the evolution equation the prognosis of the
development is possible provided the immutability of the properties of the sto-
chastic process. The problem of monitoring system is reduced to the control of the
stochastic properties of the process. However, the proposed models do not always
take into account the entire existing situation in practice. Accounting of this fact
entails a more subtle classification of classes of hierarchical model.

Therefore, the further separation of class III is illustrated by the following
example. Let’s return to the case of free walking of the state vector. Evolution
equation in this case is the classical diffusion equation and the formula for esti-
mating the RUL has the form [1]. In the derivation of the evolution equation it was
assumed that the density of the distribution function ξ has a Gaussian form. But
what happens to the process when the density of the Gaussian distribution ξ is
violated? Among other things, even against the background of stationary solutions
of evolution, the sudden transformation of the distribution function described by the
theory of catastrophes can happen.
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Different scenarios for the probability density of the basic processes are possible.
At stationarity of the base process, the probability density is the solution of the
stationary evolution equation. However, changes in the external and internal
parameters of the mechanism can lead to the transformation of the stationary
solution and consequently affect the assessment of RUL. Such changes can have
different physical nature, but for the purpose of PHM monitoring is sufficient be
able to calculate all the parameters from the observed signals.

Changes in RUL assessment are possible in cases of transformation of the
stationary solutions of evolution equation. This process is called “noise-induced
transition” and the basis for the modeling of such transitions are set out in the work
[5]. In the simplest case, the probability of transition is a solution of the stationary
Fokker–Planck equation, and the external noise is additive with the intensity σ, the
transition probability is represented as

P Rð Þ ¼ const � expðUðR; k; rÞÞ

λ—the internal parameter, σ—the intensity of the external noise.
This representation allows to describe the sudden restructuring of transition

function P Rð Þat slow variation of the internal parameters k; r: For the parameter
problem, such transitions are described by the simplest bifurcation sets or catas-
trophes. Changes in the parameters of external noise and internal parameter shown
as continuous paths on Fig. 1. As the figure shows in the neighborhood of bifur-
cation sets of reconstruction of the process happens, that is, the distribution function
sharply changes its character, for example, becomes bimodal. In other cases, this
model defines the so-called loss of stability of the zero sign. The transition is
described, when the initial distribution density had a δ-shaped carrier in the
neighborhood of zero. Then, when changing intensity of the external noise and

Fig. 1 Model of
transformation of probability
distribution function; red line
bifurcation set, green and
black lines trajectories of
parameter change, 1–5
distribution function
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management parameter there was a transformation P Rð Þat which the zero sign has
lost its stability and the distribution function P Rð Þ has acquired non-zero moments.

From here, an important conclusion about the necessity of monitoring of all
physically justified wavelet coefficients follows, if it is talk about vibration.

In practice, the loss of stability of the zero sign means the generation of addi-
tional high-frequency noise that always indicates the appearance of a new process
in friction pairs, in the process of combustion of the fuel mixture, in the gearbox,
transmissions, etc. To optimize the process of monitoring is sufficient to monitor the
parameters of external noise and to management parameters to order to determine
their proximity to the bifurcation sets. If thus possibility of changing the value of
parameter λ remain, then thereby, there is an additional opportunity for self-
maintenance, which reduces to monitoring and changes of the parameter λ in
dangerous changes of the intensity of external noise σ. Complications of model are
related to the increasing number of management parameters and nature of external
noise. In the case of more than two parameters of the problem, the bifurcation set
becomes complex hyper-surface with self-intersections in a multidimensional
space. For example, if three parameters, one of the sets bifurcation is shown on
Fig. 2 (dove tail). A more detailed classification of bifurcation sets can be found in
work [6]. If the external noise is multiplicative, the above scenario is complicated,
because minimums of the potential do not coincide with the maximums of the most
probable values of the transition function. For the application of the theory of
catastrophes, in this case it is necessary to use more sophistic models.

Fig. 2 The catastrophe
“dovetail”
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But some interpretations are possible in the following sense. Multiplicativity of
external noise “smears” bifurcation picture of transformation P Rð Þ, therefore
described transitions are interpreted as mechanisms of transformation of one types
of probability densities of the transition to the other.

The loss of stability of the zero sign leads to the generation of a new process and
its further development, evolution. Formulas for RUL estimates vary in mind the
changed nature of the process. In particular, the representation of the propagator in
the form of Feynman path integral, derivation of evolution equations are used for
estimates.

Interest are the rapid transitions or slow evolution to heavy-tailed distributions. In
this case, when the transition on two possible mechanisms has occurred, the further
evolution of the transition probability density will be described by the equations in
fractional derivatives. The evolution equation of the diffusion type transforms into
the equation with fractional derivatives having the following form [7]:

obP
otb

¼ oa

ojxja ðAPÞ

0\b� 1; 0\a� 2—critical exponents, A—analog of the diffusion coefficient.
The evolution equation is called Fractional Fokker–Planck–Kolmogorov Equa-

tion (FFPK) or simply fractional kinetic equation (FKE). For β = 1 and 1\a\2 the
FKE corresponds to the Levy process.

In particular, Levy processes have a radial part in the form

PðkRkÞ� ðkRkÞ�ð1þaÞ

If α decreases, then PðkRkÞ increases at 1\kRk\1. That is, at α, close to zero
in the trajectories of the process is dominated by large jumps, if α is closed to 2,
then the process is moved small jumps. The mathematical expectation at a\1 is
infinitely. Thus, the transition of the system to the processes, which have the
distribution function with heavy-tailed distribution, generates unfavorable regimes
as discussed above Levy flights. Discontinuous changes as noted in the work [8]
cause strong mechanical overload of engineering and as consequence to the gen-
eration and development of micro-cracks, wear of the antifriction layer of friction
pairs, changing the hydrodynamic lubrication regimes in plain bearings, i.e. the
degradation of the material.

Moreover, the total damage estimated for example as the total length of mi-
crocracks at the time instant NDT less damage acquired in the next time interval
NDT þ DT . Non-linear growth of the total damage is the result of the exponential
decrease of the radial distribution function [9].

Thus, many of the above methods are based on an analysis of random walk of
the state vector on a multidimensional lattice or in the continuum limit of the
random walk in a multidimensional space. The simplest form of random walk is the
walk with a Gaussian distribution function. In this case, the process has diffusive
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nature, which simplifies the RUL estimations, because the class of diffusion
equations is well studied. However, in the process of normal wear of materials the
processes of random walk are becoming more complex. In these management
problems of trajectory of process receives special complexity. The increase of the
complexity of random walk nature are not exempt from the need to RUL estimates
in determining the maintenance strategy. Developed random walk model is the
basis for estimates of RUL in all known cases of possible scenarios of the process.
For example, in the prognosis problem it is actual the case of the trajectory return to
the start state vector and assessment of the number of engine cycles required for
such return.

Here are the following formulas [4]:

P l; tð Þ ¼
X1
n¼0

pnðlÞtn

pnðlÞ� 1

2pnð Þd2
e�

l2
2n

P 0; 1ð Þ ¼
X1
n¼0

pnð0Þ

P l; tð Þ—generating function for the transition probabilities,
pnðlÞ—the likelihood of achieving a node l for n steps, discreet analog

P R0;RL; Lð Þ
Finally, it obtain

P 0; 1ð Þ ¼
X
n

1

2pnð Þd2
; pn 0ð Þ� n�

d
2

Evaluation of the probabilities of return to the start state is very important for the
following reason: it provides valuable prognostic information determining the
degree of removing the state of the mechanical system from the etalon or start by
elongation of the return trajectories. This, in turn, allows to estimate the probability
of crossing the boundaries of class, after which the state of the system becomes
irreversible in the context of return to the initial state. On the other hand, estimate of
the length of cyclic trajectories enables to give the most accurate estimate of the
Kolmogorov complexity of the trajectory and the modified Shannon entropy that it
is important for the early prognosis [10, 11]. As well, assessment of the topological
entropy of the dynamical system follows from the characteristics of cyclic trajec-
tories [12]. In turn, the entropy characteristics and their evolution are early pre-
dictors of failures [1].

On the other hand, the random walk model used here for the prognosis is closely
related to the theory of critical phenomena, and therefore the renormalization group
method, the method of ladder diagrams, methods of quantum field theory [4, 13].
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Such relationship allows to use apparatus of the above modern physics models
for the effective evaluation of the predictors and their evolution.

These analogies are useful for calculating the critical exponents b; a for deter-
mining degree of proximity of mechanical system to areas of failures using thus
apparatus of the theory of critical phenomena of condensed matter. Then there is the
opportunity to explore the evolution of the finite segments in small as well in large
dimensions. In particular, to estimate the correlation lengths in the neighborhood of
noise-induced transitions are useful formula

nc ffi const � ej jmðe ! 0Þ

here e determines a neighborhood of the critical values of the external noise, ν—the
critical exponent.

The increasing complexity of the random walk processes is also associated with
random walk without self-intersections. This situation is possible when the self-
intersection of trajectories impede physically irreversible processes in exploited
engineering. Account of forbidden states that cuts forbidden regions in the multi-
dimensional space of states also leads to the tasks of the random walk with
limitations.

The problem of self-maintenance is essentially the problem of determining the
time dependence of the management parameters in order to avoid the trajectories
which lead the system to forbidden states, and that means that in the problem of the
random walk the limitation appears in the form of some interaction of state with
the forbidden regions representing repulsion. However, this interaction changes the
RUL estimates. Account of physically irreversible processes of engineering also
leads to the necessity to introduce a pairwise interaction between states. Detailed
character of such interactions is determined through the identification of possibility
of statistical interaction between states and requires continuous monitoring.

Returning to the noise-induced transitions, it is need to add the following. RUL
estimates in the case of additive noise are replenished models from the theory of
critical phenomena in condensed matter physics. Given utterance confirms the
following paradigm of development of remote monitoring systems: namely, the
need for a more precise determination of the state of engineering, a constant flow of
telemetry to the remote server from different classes and types of engineering
objects. Such flow is necessary on the one hand for determining basic character-
istics of stochastic processes of observed sensor signals, and construction more and
more early predictors of degradation and failures. On the other hand, the existing
for today methods is sufficient for recoupment of the pilot prognosis systems. That
is, the prognosis system can be developed only on condition that functioning on the
market of maintenance services, obtaining the necessary statistical data from
operating engineering for the development of models of the entire earlier prognosis.
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4 Strategy of Maintenance and ROI

Thus, the set of possible states of engineering is divided into classes. The set of
classes has hierarchical structure. Evolution of the states during operation is
determined by the trajectory of the states. Predicting the evolution of the trajectory
is reduced to the determination the properties of the stochastic process or the
trajectory, then to the determination of evolution equations from which time-
dependent characteristics of the trajectory, entropic, dimensional, cycling, etc. are
determined. Dedicated characteristics are predictors of signs of failure, the cause of
damage and degradation. For early prognosis, the predictors determine types of
trajectories being on which the system achieves most rapidly regions of failures.
The problem of self-maintenance is reduced by using the management parameters
of the system to the choice of optimal trajectories, that is, those trajectories on
which the system is within its class the maximum time. In all cases, the locally
determined value of RUL is the subject of optimization. Determination and opti-
mization of RUL is necessary also to optimize maintenance costs and determine the
maintenance strategy. Just RUL is needed to determine return on investment.

5 Conclusion

Thus, the scheme of hierarchical levels is complicated. Accounting of rapid change
adds to the previous scheme the additional subclasses of parameterized trajectories
or states, on which the catastrophic changes in the distribution functions of pro-
cesses, are possible. Such processes as Levy flights, depending on the values
contained in them parameters, lead to the observed jumps, in turn, causing irre-
versible processes of accelerated wear, avalanche formation of microcracks, etc. To
estimate the time of such processes can be under condition of continuous moni-
toring, constantly calculating the a; b parameters, i.e. estimating the evolution of the
distribution function and comparing it with solutions of evolution equations with
fractional derivatives. However, the degradation of the material will also take place
at stationary processes with a heavy-tail distribution. If such processes are still
registered, then task is the assessment of the degree of maintainability

Assessment of ROI is useful base on assessments of RUL in each hierarchical
class. This allows to compare the cost of maintenance measures, the total cost of the
monitoring system. At occurrence of states with heavy tails distributions, the
damage of engineering is the maximum values in vector processes. This means that
caused damage in case of its non-linear growth is apparently higher than the total
damage to other stages of the operation. Perhaps this observation will formalize the
calculation of ROI and develop them like methods in actuarial calculations. It
becomes obvious to attract more and more sophisticated mathematical and physical
theory to the RUL estimates. It is clear that over time, this trend will continue to
increase in view of the need the earliest and more accurate prognosis.
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The Problem of PHM Cloud Cluster
in the Context of Development
of Self-maintenance and Self-recovery
Engineering Systems

Aleksandr Kirillov, Sergey Kirillov and Michael Pecht

Abstract The target problems of PHM computing cluster for different types of
maintenance: condition-based maintenance (CBM); predictive maintenance (PdM);
self-maintenance and self-recovery, are discussed in this paper. All types of
maintenance are determined by the current state of engineering, degree of wear, the
duration and conditions of operation. Therefore, various types of maintenance
define various financial and time costs. Recent trends in the development of dif-
ferent maintenance strategies are aimed at the creation of self-maintenance and self-
recovery engineering systems. However, to support such systems are required new
models and methods of determining the technical state of engineering and its
prognosis. That is, each of the stages of engineering object maintenance must be
supported by appropriate methods of diagnosis of the condition of engineering
objects, methods of accurate prognosis and assessment of time intervals of prog-
nosis reliability. Consequently, the problem of supporting various types of main-
tenance and the development of appropriate formalisms, methods and algorithms to
analyse the condition of object and prognosis for each type of maintenance should
be included in the PHM problems. PHM problems should represent the universal
concept and system of algorithms and rules, capable also to an estimation of effi-
ciency of chosen strategy maintenance, minimization of cost and reduce operating
costs. These necessary methods should diagnose condition at all operation phases
and estimate time of achievement of borders of each operation phase. Thus, PHM
problems and determining the time hierarchy predictors of engineering conditions
become the base for the development of maintenance and self-maintenance, but not
only that. The paper is a review of actual problems for PHM in the context of the
practice of application of computing clusters, algorithms and scenarios for the
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organization of the global system of development of self-maintenance systems
based on of computing clusters are specified. This review is based on testing the
PHM hierarchical models and algorithms for the pilot version of the PHM cluster at
the analysis of failures of internal combustion engines and mechanisms of high
complexity.

1 Introduction

Actual trends in the construction of systems of various types of maintenance
(condition-based maintenance (CBM); predictive maintenance (PdM); self-main-
tenance and self-recovery); rather their choice in a particular situation is usually
determined by the technical state of engineering at the time. Accurate information
about its operating condition and prognosis of all detected trends to the side of
failures or increasing risks or failures are necessary for the correct determining the
optimal maintenance strategy and in general strategy of operational service of
engineering object.

Thus, the life cycle of engineering relatively the types of operational service and
maintenance methods is divided into several time intervals determined by the
conditions of the object and prognosis. Their maintenance sets of measures are
determined at each time interval from operating measures of self-maintenance to
end of life management: reuse-remanufacture-recycle. Choice of various types of
maintenance is more effective at accurate determining the state of engineering at the
failure progression timeline. Account of optimization problem of operating costs
throughout the life cycle of engineering in many respects is determined by exact
definition of engineering positions on the failure progression timeline and the rate
of evolution to failure state of engineering at particular time interval.

Thus, different types of monitoring for engineering are required for the con-
struction of systems of local RUL assessments. The considered problems of the
state and RUL assessments are solved by integration of remote computing PHM
clusters and on-board diagnostic systems of engineering object.

On the basis of what has been said in the first chapter the formalized definition of
failure progression timeline based on the principle of degeneration of failure pre-
dictors of each previous level given. The basic principle allows to construct a
system of hierarchical algorithms to identify predictors of failures at every level of
the hierarchy of failure progression timeline. It is also the basic features of each
hierarchical level are described in the chapter.

Next chapter demonstrates methods and algorithms of some hierarchical levels
that are important for the further understanding of the unification principles and the
functioning of the cloud cluster with recognizing on-board automata of mobile
engineering facility operating in real time. The third chapter describes some of the
recent experimental results demonstrating the basic position of the hierarchical
model.
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The fourth chapter is devoted to a discussion of the learning principles of rec-
ognizing on-board automata using the cloud cluster.

2 General Concept of Hierarchical Model

A pilot remote PHM system supported by a parallel computing resource as a service
of cloud computing, supercomputers and grid systems—the remote computing
cluster PHM has been developed. The basic attention was given to construction of
effective schemes of PHM monitoring, development and testing of basic prognosis
models and their classification based on the characteristics of the stochastic prop-
erties of the observed signal. This takes into account the following factors of
monitoring objects:

1. availability of traditional diagnostic and control systems on the monitoring
objects (on-board diagnostic system);

2. availability of computing resources in on-board diagnostic system, in mobile
devices and gadgets, navigation systems, etc., as well as the possibility of
remote downloading of computing applications for this mobile platform;

3. availability of opportunities of telemetric data transmission to the remote PHM
cluster.

In particular, methods of signal processing and the complex hierarchical prog-
nosis model (CH & P) and its algorithms are described. The present heat is devoted
to describing the general structure of remote computing cluster, the description of
models and algorithms, useful first results of the pilot version of the cluster, the
discussion of problems and future prospects for the development of the remote
cluster.

2.1 Model

The basis of computational algorithms of PHM cluster is complex hierarchical
prognosis model CH & P, for the first time stated in paper [1]. As an example, in the
papers the authors consider internal combustion engine failures, revealed based on
analysis of vibration engine body or certain mechanical car and track parts: gearbox
and transmission, bearings, brakes, and so on. In view of the generality of CH & P
prognosis model, its methods also spread to all technical objects of high com-
plexity: generators, wind generators, turbines, etc. Recently, these methods are
adapted to PHM applications in medicine, in particular, on expansion of prognostic
capability of Holter heart rate monitoring systems.

Methods of diagnosis as well as prognosis methods are based on the identifi-
cation of failure sings, failures detection and determination of time or speed
development of signs. For example, in the diagnosis of rotating equipment

The Problem of PHM Cloud Cluster in the Context of Development … 1511



statistical characteristics of the vibration signal, peak factor, Kurtosis factor, etc. are
signs of failures. However, the following questions concerning essence of PHM
methods are relevant:

• How to describe the time evolution of failure signs? This question is equivalent
to estimate of RUL.

• Whether the set of signs is full, i.e. whether other signs exist? And in this
question it is necessary to prove or that other signs do not exist, or to show full
system of signs.

• Is there some kind of order on the set of signs of failure how and what principles
determine early signs from later?

Cited here research and the results of the pilot version show that set of failure
signs derived from the observed signal of sensors has a hierarchical structure as
shown on Fig. 1.

The hierarchical structure of set of failure signs is the basis of CH & P model and
reflects the qualitative change of trajectories of some very complex and chaotic
dynamical system describing the process of the functioning of mechanism. In most
cases, the explicit form of the system is unknown for reasons of complexity and the
impossibility to control all of its variables.

The following principles reflect the hierarchical structure of set of failure signs
and are the basis for constructing CH & P model.

Fig. 1 Failure progression
timeline and levels of
hierarchy
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2.2 First Level

The first level corresponds to the transition (I–0), Fig. 1 and is determined by a
probability distribution function of the observed value of PDF or set of PDF
wavelet coefficients of the observed value at each fixed time or rotation angle of the
shaft of rotational mechanism. Signs of failures are characterized by numerical
values of the moments of PDF, and their rational expressions Kurtosis factor, Hurst
index, etc. Prognosis and estimate of RUL on this level is reduced to calculating
time of reaching of the boundaries of states by the system (0) on Fig. 1. As a model
for determining the evolution equations is used in calculating the RUL vector model
of random walks of the finite segments of wavelet coefficients of the observed
signal and the representation of the probability distribution function of the transition
on the set of valid values of segments in the form of Feynman integrals. In this case,
the evolution equations are defined in the form of the Fokker–Planck equation, the
Schrodinger equation, the diffusion equation, etc. with further transition to the
equations of moments. Methods for obtaining evolution equations are presented by
the authors [1, 2].

2.3 Second Level

The next level is split into two sub-levels, transitions (II–I, III–I), each of which is
defined as follows.

The level (II–I, III–I) appears in the case when the process becomes stationary
with discrete time or its continuous variant. In this case, all of the previous signs are
degenerate because does not change at mechanism operation, therefore, the time
evolution of and all the characteristics in the form of combinations of moments PDF
are absent.

The transition to the vector process on the level (II–I) on Fig. 1 with subsequent
presentation of probability of the transition function as a Feynman integral also
leads to evolution equations, but under the condition that probability distribution
function (PDF) is preserved.

This condition very complicates model, however, this complication makes the
RUL estimate as a time of the transition from the border (II) to the border (I) of
more accurate. Sub-level (III–I) is introduced to account for the following cir-
cumstances. Under condition of preservation the fast of PDF changes in PDF,
characterized by a sudden transition from one stationary PDF to the other stationary
PDF, for example, the transition from single-modal PDF to bimodal, etc., are
possible. These processes are simulated on the basis of the bifurcation theory and
catastrophe theory. The formalized mathematical model of the catastrophe theory is
contained in work [3].

In this case, monitoring of PDF parameters, which in the process of slow evo-
lution can get in the neighbourhood of the bifurcation set is needed. The waveform
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of PDF quickly is reconstructed into another. In the simplest case, it is enough to
determine only two parameters of polynomial approximation of the PDF. For
assessing RUL it is necessary represent the coefficients of polynomial approxi-
mation in the form of sequence of random variables. The theoretical part of the
catastrophe model is developed by the authors based on the theory of noise-induced
transitions [4].

2.4 Third Level

The next level and the corresponding signs are realized when the random walk of
segment happens in the admissible domain, and the PDF of the transition proba-
bilities do not depend on time.

In the cited here works of the authors at this level, estimates and prognosis were
limited to estimates of Kolmogorov complexity. More detailed analysis of the
results of the pilot version of PHM cluster showed that this level is split into two
sublevels. Both sub-levels are characterized by of the stationary of transition
probabilities. Sublevel of transitions (IV, V–III, II), as the sub-layer (III–I), cor-
responds to fast transitions with the change of PDF probabilities of transitions
between different stationary PDF probabilities of transitions.

As well as in the previous case, catastrophe theory is used here as a model that
evaluates the RUL. Sublevel of transitions (V–III, II) defined as a transition to the
boundary (II, I), defined as a transition to the boundary from which the time
evolution of the PDF of the transition probabilities or following stepwise changes
begin (III, II–I).

RUL prognosis and estimate at this stage is reduced to the estimates Kol-
mogorov complexity, relative Kolmogorov complexity of all time series of vector
processes defined by the wavelet coefficients of the observed signal. Details of the
Kolmogorov complexity at the level (V) presented in [5]. And finally, the earliest
level of the prognosis defined for today in the framework of CH&P models is
determined by the transition from vector processes to processes on the orbits of the
degeneracy groups of the previous level. As an example, a model of random walk in
the degeneracy space of PDF transition probabilities of Gaussian type is considered.
In this case, the primary time series of data of wavelet coefficients of the observed
signal convert taking pairwise differences and projections on the degeneracy space,
K-decomposition.

2.5 Fourth Level

Further analysis uses a model of symbolic dynamics, topological dynamics
described in the works (the theory of entropy, symbolic dynamics). Well as theory
of Feynman path integral on smooth manifolds is used. It should be noted that the
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level of D is indicated only by the authors. Strong reasons to consider the transition
to the processes on the degeneracy spaces as the system of the new class of levels
splittable into multiple sub-levels have appeared now.

The transition to stochastic processes on the degeneration space of the PDF for
the transition probabilities, in particular, on homogeneous spaces of degeneration
space of PDF enters into the PHM practice so-called no amplitude signs.

No amplitude signs or points on the degeneration space characterize existing
regularity no amplitude nature in the observed signal or its wavelet coefficients.

Representation of the transition probabilities in the form of Feynman path
integral, transferred to degeneracy space, allows to calculate the RUL, i.e. the time
required to achieve the boundaries of the critical condition in which changes of
regularities take place in the observed signal. Change of regularities are expressed
in terms Kolmogorov complexity and are evaluated using the entropy and fractal
characteristics of the observed signals.

However, the transition of the system from one level to another happens not only
a continuous manner, well as sudden rapid transitions to the boundary of fault are
possible Moreover, if the initial distribution was one-modal, catastrophe theory
describes the generation of bimodal distribution, and hence the appearance of
extraneous process in operating mechanism. In the interpretation of noise-induced
transitions the described situation evidence in favor transformation of the initial
distribution to the distribution of with a heavy tail [6]. The prognosis estimates
varies greatly towards reduction of the lifetime of the mechanism with the
appearance of such distribution. However and in this case, there is an opportunity to
give a numerical estimate of RUL. For the calculation of RUL is used as well
Feynman integral, but in the present embodiment the obtained evolution equations
for the distribution functions are defined in terms of fractional derivatives. Methods
for the solution of equations with fractional derivatives are described in [7, 8].

However, at the distribution with heavy-tailed, even in the case where the system
demonstrates a stationary behavior, and evolution equation has stationary solution,
an important feature of heavy-tailed distributions is revealed. In a given situation of
operating mechanism, if the processes defined by the entire array of wavelet
coefficients of the signal has distribution with the heavy tail, a process called Levy
flights is implemented at least for some in this case. Occurring in this case jumps are
easily interpreted in the analysis of vibration, i.e. this is appearance of strong and
single peak loadings for the high values of the scaling index of wavelet cascade. In
such cases, if sufficient steepness of the front load even in the elastic region the
increase in the density of defects such as dislocations in metals and alloys of the
mechanism is possible. The development of dislocation by different mechanisms, in
particular, Frank-Read, leads to the appearance of regions of deterioration of the
material, the generation and development of microcracks. The amplitude of the
elastic precursor can be in the range of valid values, i.e. in the region of linear
dependence of the stress tensor from the deformation tensor. Focus mechanism of
the elastic precursor contributes to the local increase in the amplitude of the elastic
precursor in several times [9]. Such growth is sufficient for overcoming threshold
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values of stress when the generation of dislocations per the front of the elastic
precursor begins.

The result is degradation of material. Thus, the contribution to the process of
material degradation from a single event, realized in the tail of the distribution
exceeds the total degradation from the events taking place in the neighborhood of
the maximum probability, i.e. the maximum of the distribution function. Conse-
quently, for the appearance of a predictor or fault sign is not necessarily change in
the distribution function. The solution of evolution equations may be stationary.
However, in these cases of catastrophes and in the case of distribution functions
with the heavy tail the nature and properties of process means that the appearance of
faults is unavoidable. In these cases, the predictors will be characterized not only by
the distribution function but also by characteristics of the individual trajectories.

Thus, finally structure of the basic stages of the operation of technical object
throughout the life cycle is determined by the characteristics of the trajectories of
states. In turn, all the valid states on the principle of degeneration of statistical and
dynamic properties, for example distribution functions, are divided into classes. The
set of classes is hierarchical, that is, determines the temporal phases of object
functioning. The transition of permissible states from class to class means changing
degrees of degradation of mechanism, the presence and degree of development of
its at first the predictors and then signs of failure. In the final version, it defines the
operational the age of mechanism, its remaining life.

2.6 Details of Level II

Therefore, the above-mentioned classes are hierarchically ordered. Each class is
defined by the set of characteristics or predictors (Fig. 2a), which characterize:

(a) degeneracy space of class;
(b) the entire set of possible trajectories;
(c) individual characteristics of trajectories.

The evolution of the listed characteristics are developed in following scenarios,
as shown on Fig. 2b:

• Slow continuous evolution;
• Fast or jump-like evolution, abruptly transforming trajectory into a class with a

lower degeneracy.

Jumplike evolution has analogies with phase transitions, and the mathematical
model of phase transitions and jumplike changes in types of classes or trajectories
coincide.

Therefore, an important PHM task is to describe the class boundaries, their
geometry, for example, the fractal characteristics, the topology of boundaries.

Because in addition to prognosis on the basis of evolution equations, which is
possible under certain process conditions, such as: stationary, non-stationary,
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ergodicity, the smoothness conditions imposed on the coefficients of the evolution
equations, etc. Besides it is necessary still to predict a temporal moment and signs at
which change in the characteristics of the process, the trajectory occurs. Namely
changing the type of the process generated by the change in the degree of degen-
eration characterizes the boundary of class.

Since in the present moment the boundaries of the classes are poorly investi-
gated, because the commercial version of the PHM cluster creating individual
chronological database is needed for their study, then during the evolution of
characteristics of the trajectory, which are in fact the set of predictors, more pro-
longed periodic monitoring is required in real time mode. At the same time, the
periodicity of such monitoring becomes more frequent at a greater distance of the
predictors from the initial state. It is this more frequent procedure of periodic
monitoring will affect the cost of the monitoring. A natural criterion for the
effectiveness of monitoring is certainly reducing the total costs of monitoring and
maintenance relative to expenses for traditional forms of maintenance without the
PHM monitoring. However, during the collection of chronological database the
remote monitoring cost will decrease significantly. Then the main cost reduction
will be also due to the transfer of the part of functions of monitoring from the
remote PHM cluster to on-board recognizing automata. Under the on-board rec-
ognizing automata here and further are meat algorithms in the form of neural
networks, hidden Markov chains, Wiener nonlinear circuits, Boolean automata
located on a small computing resource of on-board diagnostic systems.

1. Hidden predictors 

(nonamplitude)  

2. Predictors  

3. Amplitude 

predictors  

4. Signs of failure  

5. Fault /catastrophe  

catastrophe

catastrophe

Fig. 2 a hierarchy of predictors characterizing classes; b symbolic representation of the classes
and the trajectories of state
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Considered PHM tasks directly are related to the change of paradigms of
maintenance service. The rationale for this thesis are the following arguments.

The trajectories of states of complex technical objects depend on the set of
controlled parameters on the one hand and herein self-maintenance task is to keep
the trajectory as long as possible within one of the classes. Self-recovery problems
are reduced in context of PHM to next one, at the approach to the boundary of class
by variation, possibly short-lived, return of the current state to the neighborhood of
initial state. That is, the self- recovery of operating characteristics of complex
technical object is implied. Far not always the solution of problems of self-
maintenance and self-recovery is possible due to the thermodynamic, the operating
restrictions, the dissipation process and irreversible processes of material degra-
dation, but in the class of trajectories with only hidden or root cause predictors the
solutions exist and they are cost effective.

In other types of maintenance, the basic problems are formulated the same way,
but the types of maintenance are changed in each ordinary hierarchical class. Cost
of maintenance increases in classes closer to the boundaries of fault, as the increase
of degradation requires the use of more costly measures for the restoration of
operating characteristics of engineering.

The optimization problem of the maintenance cost exist in classes based more
closely to the boundary of fault, because partially in these classes the problem of
self-maintenance and self-recovery remains.

3 Some Experiments

Diesel engines of trucks, which being in continuous operation, have been subjected
to long-term monitoring. The vibration sensor signals of engine body in a neigh-
borhood of block of cylinders have been registered in monitoring. The purpose of
monitoring is to confirm or deny the algorithms described above for determining
class boundaries and assess the RUL in each class. Experimental values of the
vector processes formed from wavelet coefficients of the vibration sensor signal and
the number of motor shaft rotations have been measured in the condition of periodic
monitoring. In this case, the same type engines have been chosen with a different
duration of operation, divided into three groups according to the duration of
operation: a short period of operation, the average period, a long period of
operation.

The experimental values of dispersion of the Euclidean norm of sets of segments
of wavelet decomposition coefficient are shown on Fig. 3. The squares is the
engines of a small operation period up to 2 years, triangles—the average period,
point—a long period of operation. The theoretical curves for the dispersion, cal-
culated on the basis of Feynman integral of the algorithm approximate the exper-
imental data by method of variation of the free parameters. The presented data
support the validity of the estimates RUL by hierarchical algorithms of PHM
cluster.
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4 Summary

Construction of the hierarchical model of failure predictors is not yet the completed
problem. The hierarchy will undoubtedly expand in the process of development of
computing clusters on the basis of deeper analysis of chronological databases of
failure progression timeline. However, the presently available data on the structure
of the predictors is quite enough for effective strategy maintenance. Reciprocal
correspondence relationship between the levels of the hierarchy and the types of
maintenance allows to make algorithmization of choice of the necessary mainte-
nance in making of various constraints for example minimization of cost while
maximizing the mileage with observance of the conditions of repair appropriate-
ness. Thus, choosing the right strategy is the optimal management problem and is
formalized in the language of the PHM tasks, i.e. in terms of predictors of classes,
local estimates of the RUL. Therefore, optimization of maintenance procedures are
a component part of the PHM. Thus, for the most cost-effective maintenance and
minimizing of maintenance costs throughout the life cycle of the mechanism the
need for remote monitoring PHM becomes more apparent.
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Open Issues for Interfaces on Spare Parts
Supply Chain Systems: A Content
Generation Methodology
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Silvia Botelho and Nelson Duarte

Abstract This paper proposes a methodology for content generation to visuali-
zation interfaces applied spare parts supply chain systems. Case studies in the
context of transportation planning for oil and gas industry will be investigated in
order to validate the methodology and to analyze the results. The goal is to provide
a methodology to manage and integrate the information from different systems in
order to present effective data in visualization interfaces of supply chain systems.
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1 Introduction

The spare parts supply chain management of large industries represents processes
complex whose decision-making is not a trivial activity. Visualization methods that
enable access and management of information involved in these systems through
advanced interfaces can provide significant gains in terms of cost and time for
industry. The information access at right time and in the correct location of the plant
will allow precise actions by operators and faster decisions by managers [1].

In this sense, the use of mixed/virtual techniques can aid the interfaces from
supply chain systems. However, for the effective use of mixed/virtual reality as a
possibility of visualization for these systems is necessary that interfaces are inte-
grated supply chain systems. On the other hand, a huge amount of information and
different data models from several systems represents a challenge in terms of
extraction and definition data, i.e. the definition, about which data should be pre-
sented in visualization interface, is not simple [2].

The real data mixed in virtual environments as well as the virtual data in real
scenes can improve the visualization of some processes reducing time and costs. In
this study, a methodology for virtual content generating aims to describe attributes
necessary to visualize data regarding specification and location of part. Associated
with the static data of part, dynamic data concerning current state of component
(part) should be available at any moment. So the methodology should be able to
associate different data formats and contents to parties of interest in the supply chain
through integration of different systems.

The dynamic content generation for visualization interfaces of supply chain
systems aims:

• to provide the 3D scenario of supply chain;
• to provide the access and the visualization in real time regarding the data and

material flow;
• to represent virtually different actors and processes within the supply chain;
• to monitor the inventory;
• to identify previously (not at failure time) the location where the replacement

should occur.

The integrating of dynamic content regarding part depends on the use of systems
for information acquisition in real time, i.e. sensoring and instrumentation of
components through sensors. In addition in order to associate knowledge to these
information is necessary techniques of signals processing for prediction and diag-
nosis of part behavior. In this sense, the methodology will propose the data inte-
gration from intelligent maintenance systems associated with supply chain systems
and virtual data related the part in question.

Following the next section describes the conceptual background regarding
mixed reality systems and aspects of the spare parts supply chain where these
techniques can be applied. Related works about simulation and visualization
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interfaces for manufacturing processes are presented. The Sect. 3 presents the
content generation methodology for visualization interface of the supply chain.
Section 4 discusses the preliminary results and indicates future work.

2 Advanced Visualization and Supply Chain Systems

Currently visualization devices and advances in graphics technologies enable new
ways of interaction and visualization in many different contexts. For manufacturing
industry the use of augmented reality is investigated mainly for maintenance and
inspection activities in machinery [3]. However, several applications are discussed
in the context of mixed/virtual reality applied to industry. This section aims to
present a conceptual overview about both areas of converging themes in search of
their potentiality.

2.1 Mixed Reality

The mixed reality (MR) can be classified as: augmented reality (AR) and aug-
mented virtuality (AV). The Augmented Reality is the predominance of real
environment, when some virtual objects are brought to the real scene to assist in
visualization. The augmented virtuality, instead, the virtual environment is pre-
dominant and real objects are brought in order to interact with the virtual scene. The
AR is defined by Kirner as “the insertion of virtual objects in the physical envi-
ronment, shown to the user in real time, with the support of some technological
device, using the interface of the real environment, adapted to visualize and
manipulate real and virtual objects” [4].

The augmented virtuality enables to visualize the virtual production chain with
real data overlapped. The real data can come from sensors/RFID integrated to plant
components (parts). This integration between real data and virtual scenario can
provide the status of parts in real time. The augmented reality allows present virtual
information on component’s local in order to provide the information in the place
and time needed; such AR technique is suitable for managers of monitoring and
inspection of machinery/equipment in plant. The use of mobile devices integrated
with augmented reality techniques are very useful for applications where the user
needs walking in plant to providing feedback about the components situation.
Maintenance activities are also potential applications of augmented reality, once the
operator has a predominant vision of the real component with the support of virtual
information [5].

Mixed scenes to data visualization from supply chain processes can be strategic
in different contexts such as: visualization of parts moving of the supply chain;
visualization of the components to be replaced or defendants by plant; visualization
component/machine specification on equipment local (Fig. 1).
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Thus, in order to identify how the visualization can improve the processes of the
supply chain was decided to test:

(1) the augmented virtuality integrated intelligent maintenance system—real data
from intelligent maintenance system superimposed on virtual part;

(2) the augmented reality—to present data from supply chain system on real part.
Other future investigation will approach the inventory management and
transportation logistics.

With augmented reality use is possible to indicate the part location in stock and
simulate parts placement for a more efficient logistics. The AR use can also provide
information regards which parts are being loaded into the vehicle through
virtual information superimposed on the vehicle. The AV use allows loading
visualization—with augmented virtuality is possible simulate the material and data
flow in plant with updated information in real-time such as: positioning, quantity,
specification and so on.

2.2 Spare Parts Supply Chain

Spare parts are products which enable the maintenance and recovery of the original
state and functions of a technical system [6]. Hence spare parts management is
defined “as the management, planning and control of material and information
flows, processes, activities, spare parts (as well as maintenance service personal) in
support of repairing and maintaining” of technical systems of the end customer in a
spare parts supply chain [7]. Analyzing the spare parts supply chain from the
manufacturer’s perspective, the manufacturer provides spare parts as an after-sales
service to satisfy end customer needs. From this perspective four stages (supplier,
manufacturer, logistics service provider (LSP), distribution center, service center
and the technical system located at the end customer) can be observed in a spare
parts supply chain illustrated in Fig. 2.

The main challenges in providing the spare parts as an after-sales service are the
high level of uncertainty and the absence of just-in time availability due to the

Fig. 1 Mixed reality (Milgram 1994)
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sporadic characteristic of the spare parts demand [8]. Furthermore, the manufacturer
has to deal with an extremely high variety of different kinds of spare parts and the
unstable as well as fluctuating character of consumption depending on the stage of
the lifecycle of the technical system. Besides all these challenges the manufacturer
has to provide the spare part when it is required. Therefore, the manufacture has to
organize that the required equipment, the needed spare part and the appropriately
qualified service personal is in the adequate amount, at the right place and the
requested time available for the replacement [9].

Each stage of the supply chain has different viewing needs. The visualization
required by manufacturer may not be the same necessary for the customer. However
the same view with distributed access can be interesting for different actors. In this
direction future work will investigate the specialty of each demand in order to
validate the methodology in case studies of different stages of supply chain.

3 Methodology

The methodology for content generating proposed in this paper identifies the fol-
lowing stages for the implementation of advanced visualization in systems of
supply chain (Fig. 3).

(1) Modeling
(2) Tracking
(3) Data management
(4) Visualization

The next sub-section will describe each stage of methodology.

Fig. 3 The methodology proposal

LSP LSP LSPLSP

Manufacturer Distribution 
Center

Service Center
Technical 

System of the 
End CustomerSupplier

Fig. 2 Stages of a spare parts supply chain
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3.1 Modeling

The modeling stage involves three phases: VR (virtual reality), IM (intelligent
maintenance) and SC (supply chain) data modeling. The VR modeling describes the
part’s structure (component/equipment) and the virtual model of components. The
virtual modeling also includes text information and 2D objects such as graphics and
multimedia features related to real component (part). The IM modeling extracts and
organizes the data generated from intelligent maintenance system about the com-
ponent/part analyzed. The SC modeling will search data from supply chain system
that are important for visualization.

Once defined the data model it is possible to propose a descriptive model for
applications of supply chain. Through data model it is possible to simulate and to
visualize the manufacturing processes. The descriptive model of the different data
will provide the basis for creation of a XML relational between different models.

The TAG represents a component or part that has id attributes required for
identification of material and data flow. Thus each TAG can be described by the
following attributes: (i) id (identification number); (ii) position (the location in
plant/stock); (iii) specification (technical specification of part); (iv) quantity
(number of parts in stock).

3.2 Tracking

After the modeling stage of SC, VR and IM data, the material and information
tracking can be made based on the model proposed in Fig. 4. This means, that for

Fig. 4 The relational data
model
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content generating of visualization interfaces, the data described in the relational
model must be extracted from the SC, IM and VR systems according to attributes
defined in the model. In the short term when the part is required in the plant, the
material should already be warehouse replenishment. The identification, position,
specification and quantity data should be updated frequently to each part. Thus,
previous planning actions for supply, production, distribution can improve the
effectiveness in the long term.

Each part is identified and tracked using a tag which can be implemented by a
RFID or other identification sensor. The monitoring of a large set of parties should
include the management of sensor networks for monitoring the plant condition.
Demand studies and evaluation of critical components of manufacturing activity
should be implemented before application of advanced methods for monitoring and
visualization. This means that the cost benefit to adopting tracking/visualization
technologies should be analyzed before investing in the proposed solution.

3.3 Data Management

The acquisition and storage of data historical through sensors monitoring enable
strategic planning of future actions related to the flow of material and data. The
information management happens with data organization in specialist database
where information is handled and stored in order to generate knowledge regarding
the data and material behavior. The stored content is extract based on relational
model described in Fig. 4. In addition, routines for information extracting and
superimpose on the interface are also activities of this phase of the methodology.

The integration of different data models on the same TAG allows the data
relationship from different systems to improve the visualization system. This way,
display interfaces can bring data from other systems improving the access to
information. The tested systems in integration for validation of the methodology
were: watchdog agent (intelligent maintenance system) [10] and OpenGL [11] and
ARToolKit [12] libraries as augmented reality/virtuality system. Simulating gen-
erated the data of supply chain system, i.e. it was not tested integration with the SC
system, the data were manually inserted.

3.4 Visualization

The visualization stage consists of content presentation for user and providing pos-
sibilities of interaction and knowledge assimilation from the display screens. It is
necessary that the interface indicate to the operator the best visualization option for
each type of application. This study aims to investigate the use of two types: aug-
mented reality and augmented virtuality. These interfaces mix real and virtual content
in order to assist access to information and improve the visualization process.
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Two main techniques are used to mix virtual and real components: marker use
and AR markless. To position virtual elements on the real scene it can use markers,
i.e. labels that are placed in the scene that when tracked by image processing
algorithms, the virtual object is overlaid on the marker. Techniques without markers
use image’s patterns for overlay of virtual elements. The advantage in the use of
markers is the lowest processing cost. For these tests, it was used the ARToolkit
library to overlay and tracking real scenes. In augmented virtuality the real data were
associated with object moving through rendering routines of the OpenGL library.

Discussion of preliminary tests and future work are described in the next section.

4 Discussions and Future Work

The use of advanced visualization techniques for information representation should
be adopted when the gain in terms of processes time to overcome the investment for
use of these technologies. Although in terms of economic value the deploying
advanced interfaces is reasonable, in terms of time for development the cost is
significant [13]. Thus, expert users must devote time to design and develop visu-
alization solutions whose results are advantageous in terms of cost and time.

Thus, this study aims to propose a generic methodology for developing and
implementing visualization interfaces whose contents are autonomous and intelli-
gent. That is, the methodology should provide a means of dynamic content gen-
erating according to information provided by the supply chain and intelligent
maintenance systems. Thus, the contents are not static and support automatic
interaction and communication with specialist databases.

Two case studies were tested for validation of the methodology proposed and
they are being discussed in order to improve the visualization processes. The first
tested using augmented reality for identifying data related part (in this case spec-
ification and location of vehicle). And the second shows the use of augmented
virtuality as a way to view real-time data flow and its movement in plant. The real
data is represented in red on right side of Fig. 5.

Fig. 5 The mobile augmented reality (left). The Augmented virtuality (right)
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In augmented reality application was used mobile device for testing, in aug-
mented virtuality desktop device was used. Several challenges arise from appli-
cations of mobile devices. The main one is communication. The data transfer using
wireless network is not always effective when the size and complexity of the
models are great. Also the definition of the attributes of the relational model must
still be refined during the case studies. The information extraction for SC system
has been implemented with hypothetical data. Only the integration with intelligent
maintenance system and VR system was tested. Finally case studies on plant should
be tested in order to obtain definitive conclusions regarding the proposal.
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Research on Wear Behavior Analysis,
Modeling and Simulation of the Integrated
Control Valve

Fan Kejia, Xiao Ying and Kang rui

Abstract Integrated control valve in the aircraft control system has an important
role to play in, spool valve, apartments and will affect a variety of performance
indicators in integrated control valve wear, is one of the major failure mechanism.
Based on integrated control valve structure and working principle, analysis of spool
valve sleeve wear failure sensitive parts and structural parameters affected by wear.
Using AMESIM software to model integrated control valve through modeling and
simulation of spool valve sleeve due to wear and changes of structural parameters
on performance index of integrated control valve. Finally, is worn to physical
failure model, based on deviation of product performance thresholds, calculated
integration time control valve failure, to propose an integrated control valve service
life prediction method.

1 Foreword

Wear and tear is a typical failure mechanism of hydraulic products, current material
or the wear behavior of many individual components, but for multiple components
for wear life of a relatively small number of products [1], and some of the tradi-
tional methods of error is large, for example: the weakest links theory. Due to
product performance while decreasing by more than one component wear and
failure, so the actual life of a product is always less than the life of the individual
components [2], so typically the weakest links theory is inaccurate in calculating the
product life. Airborne integrated control valve, this paper studies, using AMESIM
simulation software based on combining has worn physical failure model, proposed
a new method for calculating life expectancy.
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2 Operating Principle of Integrated Control Valve

The integrated control valves are key components for the airborne aileron actuator.
It is for supplying oil to the oil cavity of actuator to drive aircraft aileron deflection.
Figure 1 shows the structure diagram of integrated control valve.

The integrated control valve is mainly consists of four functional valves (from
top to bottom in Fig. 1 are: switching valve, communication valve, select valves,
damping valve),a flat valve, a electro-hydraulic servo valve and a solenoid valve.

When flying by wire, followed by a signal turning on the solenoid valve, high
pressure oil inject in the control cavity of damping valve directly, and supply oil to
the other functional valves through the solenoid valves to make functional valves
open.

While the high pressure oil passing though the switching valve through another
channel to supply the electric liquid servo valve with control oil and high pressure
oil. The electric liquid servo valve controlled by electrical signals, selects oil supply
to left cavity or right cavity of the actuator.

Fig. 1 Structure diagram of integrated control valve
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When mechanical modal, the high pressure oil controlled by switching valve
supply to flat valve, the flat valve accept mechanical operation signal, select the
actuator flow to left cavity or right cavity of the actuator to drive the actuator.

3 Abrasion Behavior Analysis Principles and Processes

3.1 Determine the Wear Failure Mechanism Model

In General, according to wear mechanism and the function mode between the
material and material of the friction pairs, the main types can be divided into
abrasive wear, adhere wear, erosion wear, fatigue wear, corrosion wear and fretting
wear [3]. Wear mechanism of the product is very important, chose the appropriate
mathematical model according to the wear mechanism.

This article chooses the adhesive wear which a typical representative of the slide
valve mechanism as object of study, and selects Archard Model as source model to
calculate the wear life. Wear may cause the slide valve leaked, slide valve leaks are
divided into external leakage and internal leakage. External leakage means oil from
the internal components or tubing interface to an external leak. Internal leakage is
defined as inside the components a small amount of oil due to clearance or wear
flow from high pressure cavity to low-pressure Chamber. The leakage will have an
effect on the output force, rapidity, and other performance parameters of the
actuator.

3.2 Determine System Sensitivity Parameters

For integrated control valves in the structural parameters sensitivity analysis,
identifying which have an impact on performance, identified as sensitive parameter.
Sensitive parameters may be the structural parameters of the product, also may be
environmental parameters and so on. Sensitivity analysis can be divided into local
and global sensitivity analysis [4]. Local sensitivity analysis tests only a single
parameter on the performance impact. Global sensitivity analysis tests multiple
parameters of the influence on product performance. In this method, The different
between local sensitivity and global sensitivity analysis only lies in calculating
quantity size. Sensitive parameters need to be a combination of methods, such as
through literature research, similar product experience, and the use of computer
simulation and model analysis, find out one or a few sensitive parameters. It
identifies four potentially sensitive parameter of the integrated control valve: spool
diameter, valve inner diameter, valve clearance between core and pocket, the
contact length of valve spool and pocket. Sensitivity analysis is carried out on the
structural parameters of the four, finally determine the valve clearance between
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spool and pocket as sensitive parameters. Figures 2, 3 and 4 show different
structural parameters impact on product performance graphs. Clearly we can
indicate that valve clearance on system performance impact greater than other
parameters.

It’s to be noted that, in practice, the structural parameters have an impact on
system performance more or less, choices of the sensitive parameter should be
based on the actual needs, so as to reduce unnecessary computation.

Fig. 2 Spool diameter impact
on production system
performance

Fig. 3 The contact length of valve spool and pocket impact on production system performance

Fig. 4 Valve clearance
between spool and pocket
impact on production system
performance
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3.3 Determines the Product System Failure Criteria
and Sensitive Parameter Threshold

Before determine sensitive parameter thresholds, first of all make sure the product
system failure criteria which the performance parameter values does not satisfy the
requirements. Products tend to have more than one failure, in this paper the object of
study, for example, integrated control valve of the main performance parameters:
actuator maximum output power, actuator maximum displacement, actuator piston
movement speed and frequency response of the system. If one of the indices do not
meet the requirements, namely that the whole system had lapsed, so select the first can
not satisfy the required performance indicators: System frequency response, as a failure
criteria. According to the design of indicators, frequency attenuation of response ¼
20 lg actuator displacement=input signal amplitude, its value should be less than
3 dB, Fig. 5. According to this failure criteria, we can use AMESIM simulation
software model concluded that when the system frequency response 3 dB, all sen-
sitive parameters value, this value is the threshold of sensitive parameter.

3.4 Calculates the Degradation of Life

From the above process (3) Calculated the threshold of each slide valve clearance,
minus the assembling slide valve gap, we can get the spool valve set maximum
allowable wear, substitute this value into the Archard Degradation model to cal-
culate the wear life of a single valve. In the weakest link principle, the minimum
degradation of the life TFmin is considered to be products system life. In fact, slide
valves wear and the sensitive parameters affecting system performance at the same

Fig. 5 The system frequency response with different clearance
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time, production systems for more accurate prediction of degraded life, must be
considered the spool valve sleeve of each valve clearance impact on production
system performance.

4 Practical Cases

For a airborne integrated control valve, using the AMEsim Software, build the
integrated control valve and its related components of physical functional model
that simulates the integrated control valves under normal working status, the
relationships between structural parameters and system performance [5]. To
establish the foundation of looking for sensitive parameters and degradation
behavior analysis for next. Figure 6 shows the fully functional model of the
products building with AMEsim software.

According to the design criterion, the failure criterion of the integrated control
valve is that the attenuation of system frequency response exceeds 3 dB. With the
above analysis, which the clearance between the spool valve and the valve pocket is
determined to be the sensitive parameter, the threshold of each sensitive parameter
based on the failure criterion is listed in Table 1. Figure 7 shows the relationship
between clearance and the attenuation of system frequency response of change-over
valve, which is similar with that of communication valve, selector valve and orifice
valve. The curve in Fig. 7 is monotone increasing. The attenuation of system
frequency response reaches 3 dB when the clearance is 0.074 mm. That means the

Fig. 6 System functional model of integrated control valve
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attenuation of system frequency response decreases with the increasing of the
clearance, and the system fails when the clearance exceeds 0.074 mm.

Gain spool valve set threshold minus each valve clearance gap, you can get each
valve to maximum allowable wear, substitute Archard Wear and degradation of the
models calculate each valve life. By taking the smallest to TFmin (The shortest link
theory, is considered TFmin System for product life) [6] Further use the bisection
method to calculate time of the whole integrated system control valve failure, a

lower bound of TFmin of up to TFmin, Calculate tu1 ¼ TFmin � TFmin

6

� �
=2, Each

valve wear h = vtu1 and AMESIM Software emulation of the wear volume, system
response attenuation is achieved 3 dB If attenuation system response does not
exceed 3 dB And constant iterative computation, simulation; i At the time, the
product system responds to decaying 3 dB, determine product system life tui.

Fig. 7 Curve of relationship between system frequency response attenuator and switching valve
clearance

Table 1 All sensitive parameters and threshold values

Unit Sensitive parameters Design value (mm) Threshold
(mm)

Servo valve Spool and valve clearance 0.001 0.0538

Switching valve Spool and valve clearance 0.007 0.074

Communication
valve

Spool and valve clearance 0.007 0.0723

Select valves Spool and valve clearance 0.007 0.072

Damping valve Spool and valve clearance 0.007 0.075
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Finally, if only one valve is involved, the life based on the shortest link is
1:68� 107 cycles, however, when all of the valves degrade together, the life of
system is reduced to 1:24� 107 cycles.

5 Summary

The author of this paper carry out a new method of wear degradation life calculation
about product constituted by many components. This method considers the internal
product parts wear impact on the overall performance of the products and use
computer software to simulate the functions of the product. And through the iter-
ative method to calculate the wear life of the product. Compared with the traditional
calculation method of the degradation of life, this method is more accurate and
useful in engineering practice.
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Study on Evaluation Index System
of Equipment System Transportability

Qian Wu, Lin Ma, Chaowei Wang and Longfei Yue

Abstract In recent years, with the extensive application of high-tech, more and
more military equipment shows the characteristics such as multi-functional, inte-
grated and multi-system, large-scale. And equipment system mobility requirements
are also increasing in the modern war. Bad equipment system transportability will
lead to late equipment delivery, reducing transportation efficiency and equipment
combat performance. Whether equipment system is able to be transported timely
and effectively will directly affect the quick and efficient formation of equipment
system combat. So equipment system transportability should be analyzed in order
to improve the operational effectiveness of equipment system. Study on equipment
system transportability in domestic starts lately and there is no complete description
of transport index system. In this chapter, the various factors which effects
equipment systems transportability are summarized on the basis of equipment
systems transportability analysis. Evaluate index system of equipment system
transportability is also presented based on the construction principle, such as
integrity, non-compatibility, operability. The results of this study provide a basic
parameters for evaluate model of equipment system transportability. And it offer
effective technical support to evaluation and design of equipment system
transportability.
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1 Introduction

Transportability of weaponry is the innate ability of efficient transportation and
adaptive capacity of transportation environment of weapon equipment drafted,
carried or self-drove by existing or planned conveyance. It is a basic requirement
that equipment system should be easily adapted to transport. The fighting capacity
cannot be performed effectively if the equipment system without transportability
cannot be deployed quickly. In recent years, with the application of high technol-
ogy, weaponry develops toward multifunction, integration, multi-system and large-
scale. Modern war is a war of high mobility, which increasingly demands higher
maneuvering characteristics of the equipment system. The transportability of
equipment system issues more and more obvious and plays a key factor of the
formation and performance of weaponry.

As an inherent attribute, the transportability of equipment system is determined
as soon as the design is completed. Therefore, the research on the transportability of
equipment system is important. In order to transport the equipment effectively,
safely and quickly by all kinds conveyances and enhance the combat effectiveness
without compromising other performance, the transportability of the equipment
system should be analyzed and evaluated in the early stages (and the whole process)
of project approval, development and procurement. Compared with other equip-
ment characteristics, such as supportability and maintainability, transportability of
equipment started much later. Currently, the study of transportability of equipment
system is still in the exploratory stage, both in China and overseas. In the chapter,
the main factors affecting the transportation are exacted through the analysis of
transport process and the evaluation parameter system is constructed based on the
domestic and abroad research result of transportability of equipment system. The
qualitative description of the meaning of each parameter of the system is given.

2 Work Analysis on the Transportation of Equipment
System

2.1 Influencing Factors of Transportability of Equipment
System

In the equipment development process, much attention is paid on the combat
capability, power and automation of the equipment, and the analysis on the
transportability of the equipment based on the existing transport conditions is
neglected. The equipment is difficult to transport fast after deployment because of
unfitted size, loading and unloading difficulties, fastening difficulties and mismatch
with existing carriers, which lead to many problems such as inefficient, long
transport time, high cost and poor security. The problems restricts the operational
effective of equipment. So the factors influencing the transport of equipment must
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be identified and the design program should be updated to improve the transport-
ability of the equipment and to avoid similar problems. The factors affecting the
transportability are shown in Fig. 1.

2.2 Procedure Analysis of Equipment System Transportation

The transportation process of equipment system is composed of a series of activ-
ities, like packaging, loading and unloading, storage and transport. Based on the
analysis of transport process affected by the factors, the transport process is shown
in Fig. 2. The required packing box specification and material, outer packing,
protection level, packing type of transport object on different transport methods and
lines can be determined through the analysis of packaging. The loading and
unloading conditions, equipment or facilities for transport equipment can be
determined through the analysis of loading and unloading. The transportation
resource, time and cost can be determined through the analysis of transport activ-
ities. The storage conditions and mode of the transport object can be determined
through the analysis of storage. In the equipment development stage, the equipment
design scheme should be adapted for the transport scheme to improve the trans-
portability of the equipment looking forward to achieve the rapid and efficient
transport objective during the using stage.

Equipment 
system

 transportability 
influence 
factors

All kinds of transportation

All kinds of transport  limits

Transport infrastructure

Loading and unloading 
facilities and equipments

Run dynamic characteristics

All kinds of transport modes

Transportation  
environment conditions

Packaging features

national transportation laws 

Industry transportation 
regulations

army transport system

Efficient and fast 
transportability objectives

Fig. 1 Equipment system transportability influence factors
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down into assemblies

overall unit
 transportation

Packing assemblies

Equipment 
sorting outbound

Determine the packaging 
protection grade

Complete Packing

short-term store 

Have free transfer cars

Loading and unloading

Have empty cars in 
the queue

Perform transfer 
operation

Whether freight
yard free

Enter the freight yard

Complete loading goods

Whether need 
second transfer

Temporary storage sites

YES

transfer transport 

Waiting to transfer cars

Whether full  
loading 

Arriving at the freight 
yard

Regular maintenance 
during the process of 

transportation

NO

NO

NO

NO

Change trains

NO

NO

 Goods arrangement

NO

YES

YES

YES

YES
YES

Whether freight 
transport free

Whether long-distance 
transport

Arriving  at the 
destination

Whether assemblies in 
good condition

Overall unit delivered to 
the user

YES

NO

Waiting-in-line

Waiting-in-line

On-site maintenance or 
deport replacement 

YES

YES

YES

NO

Warehouse storage

NO

NO

Fig. 2 The flow chart of equipment system’s transport process
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3 Transportability Evaluation Index System

When evaluating the transportability, the index is more complex. In order to
evaluate the transportability of the equipment system comprehensively and rea-
sonably, more than one indicator is needed. For this reason, it is necessary to
conduct the evaluation index system taking the analysis of influencing factors and
transport process into account.

3.1 Principles of Transportability Evaluation Index System
Conduction

Logistic support of IJO stresses the systemic and holistic logistical support of the
whole combat system other than single equipment. Focusing on the requirements of
logistic support, the support resource, units, organizations and other elements of
various armed force should make comprehensive integration, which includes navy,
air force, space, and eclectic. The formation of logistic support needs to adapt to
multi-factor optimization. The combination of the three major elements, as known
material, energy and information, must be efficient and stable so as to provide
continuous, secure, and efficient logistical support for the war.

Evaluation Objective is reflected by evaluation index. The determination of
evaluation index is the key point of whole evaluation system. The selection of
incorrect evaluation index would result in the failure of evaluation. Therefore, the
determination and establishment of a systematic, reasonable and comprehensive
index system are the premise of evaluation. The evaluation index system should be
able to describe all the characteristics of an abject, so the construction of Trans-
portability Evaluation Index System need to follow the following basic principles:

(1) Principle of Completeness. The completeness of Evaluation Index System
includes two aspects: adequacy and necessity. The characteristic of any
parameter selected should be described comprehensively by the sub-
parameters.

(2) Principle of incompatibility. There is not compatibility between each param-
eters, which means one parameter cannot replace or contain one another. Some
relevant parameters may reflect crossed content rather than compatible con-
tent. Relevant parameters can be contained in the index system, while the
compatible parameters are not.

(3) Principle of Operability. The selected parameters should be simple and clear.
On the one hand, simple parameters can be helpful to find the key point form
complex information by avoiding confusion; on the other hand, simple
parameters can reduce the workload for easy calculation and analysis, con-
tributing to the evaluation easily.
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(4) Principle of Standard. The standard parameters within the scope of research
should be chosen for its versatility, which is convenient for the collection of
date and information and the understanding of the parameters.

(5) Principle of Comparability. Index system should be able to be compared at
different times to reflect and determine the operating state of support under
different conditions. To expand the scope of the comparability of parameters,
the existing statistical parameters should be took advantage as possible.

3.2 The Evaluation Index System of Equipment
Transportability

An excellent equipment system transportability depends on the design character-
istics of the system and the corresponding support resource. Therefore, according to
the construction principles of the index, the Transportability Evaluation Index
System is built on the basis of influential factors of equipment system transport-
ability and the analysis of transportation process, as shown in Fig. 3.

Equipment transportation efficiency, the first level of evaluation index, is the
general objective for the evaluation of equipment system transportability. The
secondary parameters performance as the criterion layers of the evaluation of
equipment system transportability. The transportation process of materiel system
involves some functional procedures, like packaging, loading and unloading,
storage and transport, which are limited by the time, cost, efficiency, quantity and
versatility. In Fig. 3, the indexes representing different functional procedures are set
as the secondary evaluation index; the specific evaluation parameters are set as the
third level of evaluation indexes.

• Time Index

Based on the time requirement of achieving every procedure, the Time Index of
equipment system transportation process can be disassembled to Packaging Time,
Loading and Unloading time, Transport Time and the Waiting Time to execute
every procedures. The Waiting Time is caused by the lack of transportation
resources during the transport of the equipment, including the waiting time for
packaging, loading and unloading, transport and storage. On equal conditions, a
smaller time index is better.

• Cost Index

Similarly, according to the cost requirement of achieving all functional proce-
dures, the Cost Index can be represented by the Equipment Cost, Expendable Cost
and Staff Cost. In every procedure, there is the cost of nonexpendable fixed assets,
defined as Equipment Cost, such as forklift truck, transport vehicle and warehouse.
An Equipment Cost is expressed by the value: cost divided by rated service life. On
equal conditions, a smaller Cost Index is better.
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Index is better.

• Transportation Scale

The Transportation Scale represents the variety, quantity and volume of all the
transportation resources to achieve an equipment system transportation task. On
equal conditions, a larger transportation scale means a worse transportability of the
equipment system.

• Efficiency Index

Efficiency Index is a symbol of the utilize situation of manpower and equipment
in transportation process and the probability of equipment transported on time and
in good condition under the condition of existing resource. Utilization rate of

E
quipm

ent system
′

s transportability  evaluation total index  

Time Index

Packing time

Cost Index

Transportation Scale

Efficiency Index

Quantity Index

Versatility Index

Loading time

Transport time

Waiting time

Packing cost

Loading cost

Transport cost

Storing cost

Fixed assets cost

Kinds of Resources

Number of Resources

Volume of Resources

Deliverability rate

Delivery on-time rate

Delivered intactness rate

Equipment utilization rate

Human utilization rate

Carrying capacity

Transport Speed

Types of special equipment

Quantity of special equipment

Types of new research equipment

Quantity of new research equipment

Transfinite rate

Fig. 3 The evaluation index
system of equipment
transportability
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manpower and equipment is a ratio of service time to the rated life. Deliverability
rate is a ratio of the times of delivered object reached to the total delivery times.
Delivery on-time rate is the ratio of the times of equipment delivered on time to the
total delivery times. Delivered intactness rate is the ratio of the times of equipment
reached in good condition to total delivery times. Efficiency Index is a mean value.
On equal conditions, a lager Efficiency Index is better.

• Quantity Index

Quantity Index represents the adaptability of the equipment system to the
transportation means. Carrying Capacity symbols the allowable maximum traffic
volume of the equipment during the transportation, such as flammable, explosive
materials and other dangerous object. Transport Speed is the maximum transport
speed under the equipment system intact premise.

• Versatility Index

Versatility Index is used to indicate that the versatility of the transport resource
needed in equipment and system transportation, described by types of special
equipment, quantity of special equipment, types of new research equipment,
quantity of new research equipment. Under same conditions, smaller the types and
quantities of special equipment and new research equipment mean a better transport
resource versatility of the equipment system.

The evaluation index system of equipment transportability is set up on the basis
of the analysis of influencing factors of equipment transportability and transport
process. When evaluating the transportability of equipment system, the third-level
index of the bottom should be calculated firstly. Then, the third-level index can be
used for the estimation of the secondary index, and repeat the process for the
objective first-level index.

4 Summary

On the basis of analysis of influencing factors of equipment transportability and
transport process, the Transportability Evaluation Index System of equipment
system is built up by Structure Module Method with three layers: Objective Layer,
Principle Layer and Bottom Evaluating Parameters Layer. All Evaluation Indexes
are set from top to bottom to refine the transportability of the equipment adequately.
In addition, the relevant parameters are defined and a basic algorithm is provided. In
this method, the index system possesses such advantages as good integrity, high
operability and low repetition. The Index System can be used for multiple
assessment method, evaluation object and evaluation occasion which support for
the further researching on evaluation system of equipment system transportability.
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Corrosion and Protection Status in Several
Chinese Refineries Processing High-Acid
Crude Oil

Chunlei Liang, Xuedong Chen, Yunrong Lv, Zhibin Ai
and Junfeng Gao

Abstract Naphthenic acid corrosion and corrosion protection status in several
Chinese refineries processing high-acid crude oil was summarized and analyzed,
including material selecting, corrosion monitoring methods, corrosion case. The
processing experiences indicate that the most several corroded parts when pro-
cessing high-acid crude oil occurred in the vacuum column and transfer line. In one
refinery, vacuum tower wall, tower packing and transfer line with SS316L
(Mo ≥ 2.5 %), were corroded amazing after 3 years operation, which need to be
upgraded to SS317L and with the use of corrosion inhibitor to enhance corrosion
protection. In another refinery, many high temperature heat exchangers made of
carbon steel in the distillation unit were found corrosion severe. In the third
refinery, the atmospheric transfer line with SS321 material had a corrosion rate of
0.3 mm/year, found through the fixed-point thickness measurement, and then
upgraded to SS316L. From the processing experiences, it could be concluded that
selecting SS18-8, SS316L or even SS317L is necessary when processing high-acid
crude oil. Corrosion inhibitor is suggested to be used in the most sever corrosion
part, for example in the vacuum column and transfer line. Naphthenic acid corro-
sion of SS316L has an incubation stage. Corrosion is slower in the initial stage,
following by a rapid development once the corrosion forming which made the
surface of the metal rough. Therefore, every time a unit shutdown, corrosion
inspection should be carefully conducted.

1 Introduction

According to statistics, the global high-acid crude oil (Total acid number,
TAN ≥1.0 mg KOH/g) production has accounted for 10 % of global oil production
in recent years. High-acid crude oil processing capacity of Sinopec, PetroChina,
CNOOC increased rapidly in recent years because of the higher profits. To 2009,
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Sinopec had more than 20 refineries processed high-acid crude oil. High-acid crude
oil processing capacity of Sinopec in 2009 exceeded 30 million tons, accounting for
21 % of total processing amount [1]. In 2009, CNOOC Huizhou refinery putted into
the first set of 10 million tons distillation unit processing high-acid crude oil in
China.

A variety of corrosion problems had been occurred when processing high-acid
crude oil, whether in Sinopec, PetroChina or CNOOC. Equipment corrosion has
become the main issue for constraining the unit’s long term operation.

Damage due to naphthenic acid corrosion (NAC) was first observed in 1920s [2],
and articles were published since 1950s [3]. Some achievements on corrosion
mechanism and protection methods of NAC have been made now [2–6]. However,
corrosion has not been completely resolved, still lacking a widely recognized
relationship between NAC and various affecting factors, for example materials,
sulfur content, temperature, fluid velocity [2, 5].

Selecting higher grade material is generally considered the main way to dealing
with high temperature NAC. Most of the corrosion problems could be avoided
using higher grade material combined with corrosion monitoring and corrosion
inhibitor. Corrosion and protection status in several Chinese refineries processing
high-acid crude oil was summarized and analyzed, including material selecting,
corrosion monitoring methods, corrosion cases. Some problems such as corrosion
of vacuum column and transfer lines were analyzed and discussed. This chapter
hopes to provide helpful references on corrosion and protection for other companies
processing high-acid crude oil.

2 Material Selecting

2.1 Material Selecting Guideline

Reasonable materials selection is the main approaches to dealing with high tem-
perature NAC. Chinese companies have also done some tries and researches. China
Sinopec developed the refinery materials selection guidelines in 2001 and 2002.
With the processing capacity of high-acid crude oil increasing, equipment and
piping damage caused by NAC have been one of the focus problems in refining
industry. The material selection guideline was revised since 2008 and issued in
2012, named SH/T 3129-2012 “material selection guideline for design of equip-
ment and piping in units processing acid crude oils”. The new guideline referred the
successful experiences and corrosion issues in Chinese refineries, as well as
material selection in foreign refineries, also part use of the latest research results of
American Petroleum Institute (API) and NACE International. The main material
selection criteria of SH/T 3129 are shown in Table 1.
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2.2 Material Selecting of Chinese Refineries

For Chinese distillation units processing high-acid crude oil, equipment and piping
materials of new or upgraded units basically meet the guideline SH/T 3129, for
example Huizhou refinery of CNOOC [7, 8], Qingdao, Maoming, Guangzhou,
Zhenhai and Jinling companies of Sinopec. Material of the old distillation units
without upgrading is in lower material grade yet, which corroded severely, for
example Liaohe company of PetroChina.

3 Corrosion in Several Refineries

3.1 A Company of Sinopec in East China (Company A)

Distillation unit in company A had been carried out a large scale material upgrading
in 2009 and started operation in November, which material upgrading generally
meets the guideline SH/T 3129. Company A mainly processes imported high-acid
crude oil after the upgrading, such as Doba, Albacora, Kuito, Roncador, Dar Blend,
Mrlim. The mean TAN of blending feedstock of distillation unit was about
2.0 mg KOH/g. Sulfur content of the feedstock had some changes, which mean

Table 1 Main material selection criteria of SH/T 3129

Temperature /t Material selection of
equipment

Material selection of piping

t < 240 °C Carbon steel Carbon steel

240 °C ≤ t < 288 °C SS304L v < 3 m/s, 5Cr1/2Mo or SS304L

3 m/s ≤ v < 30 m/s, SS304L

t ≧ 288 °C SS316L v < 30 m/s, SS304L or SS316L

Atmospheric transfer line: SS304L or
SS316L

Vacuum transfer line: SS316L or
SS317L

Remarks 1. t ≧ 240 °C and v ≧ 30 m/s: choosing SS316L with Mo% ≧ 2.5 %,or
choosing SS317L, for example the atmospheric and vacuum transfer
lines

2. When corrosion severely, material selection of atmospheric tower
packing and vacuum tower packing supports can be improve a grade.

3. Material selection of vacuum tower packing improves a grade,
considering packing is thinner and has more severe corrosion cases.
When 240 °C ≤ t < 288 °C, choosing SS316L. When t ≧ 288 °C,
choosing SS317L. When corrosion severely,SS317L could also be
chosen when 240 °C ≤ t < 288 °C

4. SS304L can be replaced with SS304 or SS321. SS316L can be
replaced with SS316;SS317L can be replaced with SS317

Corrosion and Protection Status in Several Chinese Refineries … 1551
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value was 0.52 % before June 2011 and was up to 0.79 % from July 2011 to June
2012. Twice Corrosion inspection was conducted in the year 2011 for eliminating
defects and 2012 for shutdown maintenance. Typical NAC problems were found, as
shown in Table 2. Twice inspection both found that the worst parts of high tem-
perature NAC were in the vacuum column where the vacuum side cut 3 extracting
and returning site. The SS316L tower packing of vacuum side cut 3 back to tower
was corroded severely and overall replaced with SS317L, and the thickness was
increased to 0.25 from 0.2 mm in June 2011. The new tower packing was general
well with only small localized corrosion in August 2012. The tower wall, oil
collection tank, packing support and liquid distributor at vacuum side cut 3
extracting and returning site were generally well in 2011, but which were found
corrosion severely in 2012. Tower wall at vacuum side cut 3 extracting and
returning site were pitted densely, pits depth was about 1–1.5 mm, as shown in
Fig. 1. Packing support, liquid distributor, floating ball level meter and bolts also
had severe pitting. The liquid distributor pipeline fillet welds of vacuum side cut 3
back to tower had several penetrated corrosion, as shown in Fig. 1. U-steel with
material SS316L for fixing liquid distributors were also found several large area
penetrated corrosion. The pipe inner wall of vacuum transfer line was smooth, and
the weld joints of which were well in 2011. However, it was found that the top half
part inner wall of vacuum transfer line had obvious pitting and the pipe weld joints
and thermowell had obvious erosion-corrosion in 2012.

3.2 A Company of PetroChina in Northeast China
(Company B)

The distillation unit in company B was put into operation in 1993, mainly pro-
cessing Chinese Liaohe crude oil. The unit mainly processed Liaohe blend crude oil
and Venezuela Merey16 crude oil after January 2009. Crude oils properties were

Fig. 1 Pitting corrosion of tower wall, fillet welds penetrated corrosion distributor pipeline at
vacuum side cut 3 back to tower
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shown in Table 3. Liaohe crude oil was typically high-acid low-sulfur property,
Venezuela Merey16 crude oil was typically high-acid high-sulfur property.

Corrosion inspection of distillation unit was conducted during shutdown main-
tenance time in August 2012. Material of high temperature parts of atmospheric and
vacuum column was SS316L lining. Tower packing and trays were also SS316L.
High temperature part of atmospheric column was well, no obvious corrosion
found. Vacuum tower wall at side cut 3 to cut 5 had been found corrosion perfo-
ration, which were repaired with SS316L lining full circle in 2008 and was still well
in 2012. Tower trays and packing operating at high temperature were well.

Atmospheric furnace convection and radiant tubes were 5Cr1/2Mo steel. Vac-
uum furnace convection tubes were 5Cr1/2Mo steel, and also the radiant inlet tubes.
Vacuum furnace radiant outlet tubes were SS316L. They were all in good station
after 3 years operation, no obvious corrosion thinning was found.

Some heat exchangers were upgraded to SS304 or SS316L in January 2009, but
the left were still carbon steel. There was 35 heat exchangers operating temperature
over 220 °C, 19 of which were found severe naphthenic acid corrosion. The fol-
lowing characteristics of NAC could be drawn from the inspection results.

(1) Carbon steel occurs significantly NAC as long as the temperature exceeding
220 °C, especially at the high flow rates and/or turbulent flow area. For
example, typical erosion-corrosion occurred in E119A-D channels with the
fluid of only 220–240 °C crude oil, as shown in Fig. 2.

Table 3 Crude oils
properties [9]

Crude oil name TAN
mgKOH/g

Sulfur content
(%)

Liaohe low solidifying
point oil

3.85 0.14

Liaohe super heavy oil 5.53 0.51

Liaohe blend oil 1.72 0.11

Venezuela Merey16 crude
oil

1.47 2.1

Fig. 2 Erosion-corrosion at the junction of channel flange and partition plate of E119A (left
figure), corrosion of tubes and tubesheet of E112A (right figure)
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(2) Material SS304 used as heat exchanger tubes in atmospheric system was well,
but which was found severe corrosion in vacuum system, especially when
operating temperature exceeding 280 °C. For example tubes of E112A and
E140, which channel fluid was vacuum side cut 3 and operating at about
290 °C, were found severe corrosion after used 3 years, as shown in Fig. 2.
Tubes of E112B were corroded slightly, because the fluid temperature of
which was lower after cooled by E112A. That also indicated the importance of
temperature on the corrosion of SS304 tubes. So it’s suggested that material
SS316L should be used when NAC is severe.

PertroChina Jinxi company [10, 11] also processes high-acid low-sulfur Liaohe
crude oil, corrosion leaks occurred many times as shown in Table 4. The distillation
unit had been found corrosion leaks 140 times during the year 2004–2007,
including corrosion in low temperature. Equipment nozzles and pipelines corrosion
leaks by high temperature NAC amounted to dozens of times. The vacuum tower
internals material was replaced to SS316L in 1990, after that the corrosion of SS321
vacuum tower wall increased. Tower wall of vacuum side cut 2 leaked by corrosion
in 1995, which made a shutdown for repair. The vacuum tower wall was replaced
by SS316L lining in 1996. The important equipment and pipelines were also
material upgraded to SS316L during 2005 and 2007 shutdown time. Corrosion
situation had significant improvement after that.

PertroChina Jinzhou company [12, 13] processes Liaohe crude oil too. Vacuum
side cut 3 packing with materials Cr18-Ni8 was almost completely ineffective in
less than a year in 1989. Almost all the local supports of vacuum side cut 2 and cut
3 was completely corroded. Vacuum side cut 3 packing was replaced with SS316L
trays in 1990, which was bright as new after used 2 years. The vacuum tower wall
was corrosion leaked 8 times in 1996–1999 and the most severe parts were side cut
2 and cut 3, which was replaced to SS316L lining. Vacuum furnace radiant tubes

Table 4 Corrosion cases of PetroChina Jinzhou company

year Corrosion cases

1995 Vacuum tower wall with SS321 lining leaked by corrosion

2001 Six vacuum residue—topped oil heat exchangers had internal leakage occurred one
after another, causing plant shutdown

2002 Residue pump loop line of visbreaking unit was corroded cracking and fired

2004 Residual oil distributor pipe of visbreaking unit was corroded leaking and fired

2005 A heat exchanger shell nozzle of visbreaking unit leaked and fired

2006 Pump outlet pipeline of vacuum side cut 3 leaked and fired

2006 Outlet valve flange of vacuum side cut 4 was corroded perforation

2006 Thermocouples of vacuum furnace four feed all corrosion leaked

2006 Vacuum side cut 3 pump outlet 304SS pipeline thinned from 8 to 2 mm.

2007 A heat exchanger inlet nozzle of vacuum side cut 3 leaked and fired

2010 A flange neck of vacuum side cut 4 outlet pipeline thinned to 1 mm. Another one was
material SS316L and no obvious corrosion
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for 5Cr1/2Mo steel leaked and fired in 2004. The leaked tubes were the first and
second tubes just after diameter expansion. The vacuum furnace had four feedstock
inlet ways, three of which leaked, another was also thinned.

3.3 A Company of Sinopec in South China (Company C)

Distillation unit processing capacity in company C was 3 million ton per year. It
had been conducted a large scale material upgrading in 2007, which material
selecting basically meeting SH/T 3129. The distillation unit mainly processed high-
acid crude oil such as Dar Blend, Albacora. after the year 2007. The average TAN
of processing crude oil was 1.62mgKOH/g and the average sulfur content was
about 0.6 % in 2008.

The distillation unit was conducted shutdown maintenance in the end of 2008.
The atmospheric column was well with no obvious corrosion. The vacuum column
trays between side cut 2 and cut 3 were material SS321, back of which had obvious
pitting, and were replaced by SS316L. The below four layer trays were SS316L and
no obvious corrosion found.

Atmospheric furnace convection tubes were putted into using in 2007, which
was material 5Cr1/2Mo and Φ152 × 8 mm size. The tubes were replaced to SS321
material according to plan during this maintenance time. The 5Cr1/2Mo furnace
tubes straight parts were well. Thickness of most elbows were 7–7.3 mm, the
corrosion rate calculated by thickness reduction was about 0.5 mm/year, closed to
the estimated value according to API 581.

Vacuum residue pipeline from tower outlet to pump inlet was 5Cr1/2Mo steel
and operating temperature was 350 °C, which was corrosion thinning widely. The
thickness difference of the thinnest and thickest area was up to about 3 mm.
Pipeline inner surface had density pits. The pipeline was replaced to material
SS316L.

Atmospheric high-speed transfer line with SS321 material had been found a
corrosion rate up to about 0.3 mm/year by fixed-point thickness measurement on line,
which was replaced to material SS316L during maintenance time in the end of 2008.

Shell nozzles of two heat exchangers operating at 220–240 °C with fluid of
topped oil and residue oil had been found obvious corrosion thinning, which was
typical NAC for carbon steel.

4 Corrosion Monitoring

High temperature naphthenic acid corrosion could easily lead to corrosion thinning
or even localized corrosion perforation. Once leaking would result in fire, explosion
and other major security incidents. Therefore, corrosion monitoring during plant
operation is significant. Chinese companies processing high-acid crude oil now can
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make use of fixed-point thickness measurement, online probe, hydrogen flux
measurement, distillate analysis including TAN, sulfur content, Fe and Ni ion,
which help to comprehensively analyze the unit corrosion condition. New and
upgraded units had more comprehensive monitoring measurements. Some old units
were more a lack of which.

China Sinopec Qingdao company distillation unit conducted material upgrading
in 2009. 17 online monitoring probes were installed, 9 of which used to monitor
NAC. CNOOC Huizhou refinery considered the online monitoring program in the
design stage. 17 online probes were installed before the distillation unit going into
production in 2009, 10 of which used to monitor NAC [8]. China Sinopec Gu-
angzhou company distillation unit not only used portable hydrogen flux measure-
ment, an online hydrogen flux probe was also installed at the vacuum side cut 3
outlet pipeline.

In 2007, four atmospheric and vacuum distillation units in Jinling, Guangzhou,
Zhenhai,Maoming company of Sinopec conductedmaterial upgrading for adapting to
process high-acid crude oil such as Sudan Dar Bland et al. Hefei General Machinery
Research Institute (HGMRI) conducted corrosion monitoring for 2 years and a half
from2008 to 2010.Materials corrosion data forNACwere accumulated.HGMRI also
conducted a long term corrosion monitoring for Sinopec Qingdao company.

There was no significant NAC for carbon steel pipeline operating temperature
below 220 °C, corrosion rate of which was less than 0.25 mm/year. Some pipeline
operating temperature between 220 * 240 °C with high TAN fluid occurred
obvious corrosion. Some carbon steel pipeline had a corrosion rate of about
0.3 mm/year, which was corresponding to the corrosion of heat exchanger channel
in company B and heat exchanger shell nozzle thinning in company C.

Corrosion of most SS321 and SS304 piping was not obvious when operating
temperature below 288 °C, which corrosion rate was ≤0.1 mm/year. However,
piping exhibited obvious corrosion thinning trend at higher temperature and higher
flow rate. Material SS321 atmospheric transfer line had a corrosion rate of 0.3 mm/
year, which fluid temperature was 360 °C with a flow rate of about 20–30 m/s.

High temperature tower side cuts with material SS316L had no obvious corro-
sion thinning, the corrosion rate of most of which was ≤0.1 mm/year. A few of high
temperature and high velocity transfer lines had a corrosion rate of about
0.1–0.2 mm/year, which was corresponding to the corrosion of vacuum transfer line
found in company A.

5 Analysis and Discussion

5.1 Corrosion Analysis of Vacuum Column

Corrosion resistance of material SS316L used in the general equipment and piping
is better, but which encountered severe corrosion problems when used as vacuum
tower lining, structured packing and other internals, even SS317L structured
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packing also corrosion severe. For example, material SS316L vacuum tower lining
and packing in company A, SS317L structured packing in another Sinopec com-
pany had found severe corrosion. Vacuum column corrosion was closely related to
the crude oil types, TAN and sulfur content. Company A had amazing corrosion
after 3 years running. Huizhou refinery of CNOOC processed higher TAN Chinese
Penglai crude oil, which TAN was 3.46 mg KOH/g, sulfur content was 0.29 %. It
was found well after running an operation period, only tower packing of vacuum
side cut 3 had little localized corrosion [14]. Company B, Jinzhou and Jinxi
companies of PetroChina all processed high-acid low-sulfur Liaohe crude oil.
Processing experiences showed that material 316L were applied in good condition.

Gutzeit reported the results of field surveys which indicate that naphthenic acid
corrosion is greatest at the condensation point where the vapour stream draws liquid
over the metal. Scattergood et al. have reported that the observed corrosion is most
severe at the liquid/vapour interface where the vapour forms a liquid film over the
metal surface. Blanco noted that the severity of corrosion appeared to be higher
when the physical state of the acids was changing, for instance in a vaporisation
situation such as a transfer line or in a condensing situation such as the vacuum
column [2]. In vacuum processing environment, the most severe corrosion often
occurs at approximately 288 °C, i.e. the site of vacuum side cut 3. The reason is that
the naphthenic acids tend to concentrate in those fluids with true boiling points in
the 370–425 °C range, and the effect of a vacuum (in the vacuum column) is to
reduce the boiling point 110–160 °C [15].

The vacuum tower lining and internals made of SS316L in company A was well
when running a year and a half, but severe corrosion occurred after running about
3 years. There may be two reasons responsible for the corrosion. One was the
influence of crude oils sulfur content which increased from 0.5 to 0.79 %, which
promoted the corrosion. Another possible reason may be that the corrosion of
material SS316L has an incubation stage. Corrosion is slower in the initial stage,
following by a rapid development once the corrosion forming which made the
surface of the metal rough. Therefore, every time a unit shutdown, corrosion
inspection should be carefully conducted.

5.2 Corrosion Analysis of Furnace Tubes and Transfer Lines

Atmospheric furnace tubes, vacuum furnace convection tubes and radiation tubes
just before diameter expansion had fewer corrosion cases. Even furnace tubes with
lower grade material were generally used in good condition. For example, the
furnace tubes in above position of company B were material 5Cr1/2Mo steel, which
had no obvious thinning after running a period.

However, vacuum furnace radiation tubes after diameter expansion and vacuum
transfer lines had obvious corrosion. For example, Karamay petrochemical com-
pany processes high-acid crude oil. The vacuum furnace tubes with carbon steel
before diameter expansion had a corrosion rate of 0.5 mm/year, but the tubes after
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diameter expansion had a corrosion rate up to 10 mm/year. In 2004, Jinzhou
petrochemical 5Cr1/2Mo steel vacuum furnace radiation tubes leaked by corrosion,
the leak was located just after the tubes diameter expansion [13]. For another
example, SS316L vacuum transfer line in company A had obvious pitting and
erosion-corrosion.

High temperature naphthenic acid corrosion is influenced by naphthenic acid
molecule activation kinetics, naphthenic acid molecules adsorption on the metal
surface. Fluid in furnace tubes is constantly heat absorbing and constantly gasify-
ing, which makes the process of naphthenic acid molecules adsorbed on the metal
surface inhibited, and then the tubes corrosion is not sever. However, vacuum
furnace radiation tubes after diameter expansion and vacuum transfer lines are in
the state of fluid gasification sudden increasing and flow rate mutation, which
makes the high temperature sulfur corrosion and naphthenic acid erosion-corrosion
greatly increased.

5.3 Others

Carbon steel is not applied when operating temperature over 220 °C. The corrosion
monitoring, corrosion cases of flash column in company A and heat exchanger shell
thinning in company C all illustrate this view.

SS321 and SS304 stainless steel may not be applied to equipment operating
temperature over 280 °C in some cases. For example, SS304 heat exchanger tubes
had obvious corrosion in company B. They are not applied to pipelines for high
temperature and high fluid velocity too. For example, atmospheric transfer line had
obvious corrosion thinning in company C.

The units processing low-acid crude oil should be timely assessed and conduct
corrosion monitoring, even blending a small amount of acid crude oil. It should be
material upgraded at an appropriate time. For example, a company in North China
processed low-sulfur and low-acid crude oil. The TAN increased to 0.3–0.4mgKOH/
g when blending some Jidong crude oil later. The residue pump outlet pipeline had a
big fire caused by corrosion leaking, which made the unit a shutdown for 16 days in
2009 [1].

6 Summary and Recommendation

Corrosion and protection in China refineries processing high-acid crude have made
significant progress. High temperature naphthenic acid corrosion is generally able
to be control through the reasonable material selection. Corrosion of vacuum tower
wall, packing and other internals is the main bottleneck for units’ long-term
operation. Integrated corrosion protection can be conducted by choosing SS317L,
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increasing packing thickness, and the injection of corrosion inhibitor if necessary
judging from corrosion monitoring.

For the units processing crude oil that TAN rising above the design value and
haven’t conducted material upgrading, it was suggested to do corrosion evaluation
and corrosion monitoring. The corrosion sensitive parts should be conducted
material upgrading during the units shutdown time.

It is recommended to conduct corrosion inspection during each shutdown time,
especially atmospheric and vacuum columns, transfer lines, furnace tubes, and
equipment and piping with lower grade materials. Corrosion status changes could
be mastered through corrosion inspection. Material upgrading should be conducted
when necessary.
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FEM Simulation of Nonlinear Lamb
Waves for Detecting a Micro-Crack
in a Metallic Plate
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Abstract Nonlinear ultrasonic technique has been employed to detect micro-
cracks since conventional linear elastic ultrasonic technology is just sensitive to
gross defects. However, most of nonlinear ultrasonic researches to date have been
experimental generally using bulk waves or Rayleigh waves, few numerical studies
exist, especially for lamb wave ultrasonic. In this chapter, finite element method
(FEM) is applied to simulate nonlinear lamb waves interacting with a micro-crack
in a thin metallic structure. A pitch and catch approach is introduced containing two
symmetric piezoelectric transition (PZT) wafers as actuators to generate single S0
mode signal and one PZT wafer as receiver. Generated S0 mode lamb waves
propagate along the structure, interact with the micro-crack, obtain nonlinear
features, and are picked up by the receiver. An undamaged plate and seven plates
with different crack length are simulated. The received simulation signal from
a micro-cracked plate contains a S0 mode wave-packet and a new wave-packet.
A nonlinearity index (NI) is proposed to show the degree of nonlinear effect. The
simulation results show that employing NI, a received signal of S0 mode can
provide information on the damage severity of a micro-crack and the new wave-
packet signal can be used as an early indicator for the existence of a micro-crack.
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1 Introduction

Inspection and evaluation of structural changes of materials to ensure their struc-
tural integrity is obviously essential in various industries. Especially detection of
incipient micro-cracks at the early stage of fracture is of increasing importance in
vital components in aircrafts, unclear power plants, chemical plants and refinery
plants in order to ensure their safety.

As one of the most powerful non-destructive evaluation (NDE) tools, conven-
tional ultrasonic testing method has been extensively utilized to effectively detect
and size a defect with volume, like an open crack or a void. However, traditional
ultrasonic technology based on linear theory is just sensitive to gross damages and
is unable to detect micro-cracks. An alternative way to overcome this limitation is
employing nonlinear ultrasonic technology. The nonlinear ultrasonic technology,
which uses distinctive harmonics features, proves itself a promising approach to
detect micro-cracks [1]. Contact acoustic nonlinearity (CAN) is a kind of physical
mechanism of higher harmonic generation and it is suitable for detection of micro-
cracks.

Nonlinear guided wave technology is of great interest as they combine the high
sensitivity of nonlinear approach with large testing ranges of guided waves. To
date, most of researches have been experimental generally using bulk waves or
Rayleigh waves [2, 3]. Experimental investigation for evaluating fatigue micro-
cracks using nonlinear lamb waves has been conducted recently [4]. Only a few
investigations using finite element method exist. Kawashima et al. [5] studied the
CAN utilizing Rayleigh waves to detect surface cracks. Soshu and Toshihiko [6]
employed nonlinear longitudinal waves to detect a closed crack. Recently, Yanfeng
Shen and Giurgiutiu [7] modelled a piezoelectric wafer active sensor (PWAS) to
excite both S0 and A0 mode to interrogate a plate with a breathing-crack on the
surface. However, breathing cracks modeling can not accurately represent real
cracks in a component in unclear power plants, chemical plants or refinery plants in
most cases.

In this study, FEM is employed to simulate nonlinear lamb waves interacting
with a closed micro-crack in a metallic plate. The theory of CAN is briefly
explained as a foundation of detecting micro-cracks using nonlinear ultrasonics. In
the FEM model, a pitch and catch approach is employed containing two symmetric
PZT wafers as transmitters generate single S0 mode signal and a single PZT wafer
as receiver, and the modeling of a closed micro-crack with oval shape is simulated
by hard contact with frictionless model. Next, FEM simulation results are displayed
and discussed. Conclusions are drawn and future studies are proposed at last.
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2 Generation of Higher Harmonics Through CAN

When ultrasonic wave excited by large amplitude is incident to imperfect interface,
higher harmonic waves are generated. This kind of phenomenon is so-called as
contact acoustic nonlinearity (CAN), and it is recently attracting increasing atten-
tion regarding the characterization of closed cracks or imperfect bond interfaces.
This effect originates in repetition of collisions between the two surface caused by
incident ultrasonic waves. When ultrasonic waves reach an imperfect contact
interface, the compressional part of the waves can penetrate it, but their tensile part
can not penetrate it, as shown in Fig. 1 [8]. Therefore, after penetrating the inter-
face, the waves become nearly half-wave rectification, which means they have
obvious nonlinearity, and this nonlinearity can be detected by higher harmonics [1].

3 Finite Element Method Model

Finite element model is shown in Fig. 2. In our model, we consider one half of the
plate symmetric about the y-axis. The plate is long enough to ensure the received
waves are not affected by the plate boundary reflections. Three
6.4 mm × 6.4 mm × 0.1 mm PZT wafers are bonded on a 2 mm thick aluminum
plate. Two PZT wafers used as actuators are placed on the double surfaces of the
exciting point which indicates these two PZT transmitters have the same coordinate.
When these two PZT actuators are excited by the same input burst signal, sym-
metric mode lamb waves should be enhanced while anti-symmetric ones should be
weakened. In our case, just S0 mode lamb waves are generated. Another one PZT
wafer function as receiver is placed to collect wave signal.

Fig. 1 The schematic
diagram showing the concept
of CAN at micro-crack [8]
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We employ point source to model PZT actuators as shown in Fig. 2. This kind of
source point modeling is described in detail in [9]. Two point sources are applied to
the upper surface and the lower surface respectively a distance d from the y axis
where d equals to a half length of a PZT transducer. A hamming windowed tone-
burst consisting of five cycles at the frequency of 400 kHz is utilized as excitation
signal and the time domain waveform and its fast fourier transform (FFT) spectrum
are depicted in Fig. 3.

The micro-crack is located at 50 mm from the y axis. The shape of the micro-
crack is modeled as ellipse shown in Fig. 2. In our simulation, the micro-crack is
considered with a width of 6 nm and a length of 200, 400, 600, 800, 1000, 1200 and
1400 um. Here, we use an index s = l/t (where l and t refer to the crack length and
plate thickness respectively) to define the micro-crack severity. Accordingly, the
micro-crack severity index s equals to 0.1, 0.2, 0.3, 0.4, 0.5, 0.6 and 0.7. For
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Fig. 2 The finite element model

Fig. 3 The excitation signal in a time domain and b frequency domain
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undamaged plate, the micro-crack severity index s is 0. We assumed aluminum
plate, E = 69 GPa, ν = 0.33 and ρ = 2700 kg/m3. The PZT receiver is modeled by a
point on the upper surface located at 60 mm from the y axis. And the stress σ11 at
this point is monitored as the receiving signal.

Abaqus Explicit method is used in this study. In order to obtain adequate
accuracy and high efficiency, a meshing strategy with varying mesh density is
performed. In general, a denser mesh will give a more accurate result, but will also
cost more calculation time and computer resources. The maximum element size and
time step to ensure accuracy is adopted in [10]:

Imax ¼ kmin

20
ð1Þ

Dtmax ¼ 1
20fmax

ð2Þ

For 400 kHz signal, a mesh size of 0.5 mm and a time step of 0.1 us are enough
to ensure accuracy according to Eqs. (1) and (2). Therefore, a mesh size of 0.5 mm
is applied between the actuators and the micro-crack. The crack zone is more
densely meshed with much smaller elements because of complicated mechanical
response at the crack zone. After interacting with the micro-crack, higher frequency
components will be generated. In order to ensure its accuracy, a mesh size of
0.25 mm is used between the crack zone and the receiver. And the meshing result is
depicted in Fig. 2. The time step of 0.05 us is adopted to ensure the accuracy of
higher harmonics.

4 Simulation Results and Discussion

The received time domain signal is shown in Fig. 4a for undamaged case (s = 0) and
in Fig. 4b for a cracked case (s = 0.5). The superposed time domain simulation
signals for both undamaged case (s = 0) and the micro-cracked case (s = 0.5) are
depicted in Fig. 5. It can be obviously noted that there is a slight amplitude drop and
phase shift of received signal from the micro-cracked plate. Another big difference
is the presence of a new wave-packet as a result of the existence of the micro-crack
in the plate. This new wave packet may be introduced by mode conversion [7] and
the contact nonlinearity effect at the micro-crack. Higher harmonics components
will also be introduced into S0 wave-packet, as it is dispersive. It can be deduced
that the new wave-packet originates from the micro-crack and mode conversion
from S0 mode. Fourier transform of S0 mode and the new wave-packet signal for
the cracked plate are conducted and plotted in Fig. 6.

For undamaged plate, no higher harmonics components exist in either S0 mode
or the new wave-packet whereas nonlinear second harmonic are obviously shown
in the signals from the micro-cracked plate. FFT spectrum of S0 mode is shown in
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Fig. 6a. Since the fundamental excitation frequency is centred at f = 400 kHz, the
398.7 kHz peak corresponds to the fundamental frequency f of excitation signal,
and the 830.6 kHz correspond to the second harmonic 2f. For FFT spectrum of the
new wave-packet signal depicted in Fig. 6b, the first peak at 433.3 kHz corresponds
to the fundamental frequency f and the second harmonic component 2f is clearly
observed at 833.3 kHz. In the new wave-packet, the amplitude of nonlinear second
harmonic is more obvious and is closer to that of the excitation than S0 mode
signal.

The amplitudes of second harmonic 2f for both S0 mode and the new wave-
packet with different micro-crack severities r = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6 and 0.7 are
shown in Fig. 7. It can be obviously observed that though the amplitude of the
second harmonic 2f is very small, it has a monotonically increasing relationship

Fig. 4 The time domain simulation signal for a undamaged case (s = 0) and b cracked case
(s = 0.5)

Fig. 5 Superposed time domain simulation signals for undamaged case (s = 0) and cracked case
(s = 0.5)

1566 X. Wan et al.



with the micro-crack severity index for both S0 wave and the new wave-packet.
The presence of the micro-crack introducing CAN to both S0 wave signal and the
new wave-packet is clearly presented.

We employed the amplitude ratio of second harmonic signal to fundamental
frequency signal detected by the PZT receiver as a nonlinear index (NI) to present
the degree of nonlinear effect and it is stated in Eq. (3) where Amp (f) and Amp (2f)
refer to the FFT spectrum amplitude at the fundamental frequency and at the second
harmonic frequency.

NI ¼ Ampð2f Þ
Ampðf Þ ð3Þ

The trend of NI with the micro-crack severity index is shown for S0 mode in
Fig. 8a and for the new wave-packet in Fig. 8b. It is clearly noted that the NI is
relatively small for S0 mode signal compared with the new wave-packet. The NI for
S0 mode is increased monotonically with the micro-crack severity index. However,

Fig. 6 The Fourier transform of S0 and the new wave-packet for a S0 mode and b new wave-
packet

Fig. 7 The amplitudes of 2f
for S0 and new wave-packet
with the micro-crack severity
index
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the NI for the new wave-packet increases monotonically to a peak value and then
decreases monotonically. Therefore, the NI for S0 mode wave signal can function
as an indicator of damage severity of a micro-crack, while the NI for the new wave-
packet can server as an early indicator for the existence of a micro-crack.

5 Conclusions

In this chapter, FEM simulation method is proposed to study nonlinear S0 mode
lamb waves interacting with a micro-crack in a metallic plate. The simulation result
shows that the presence of a new wave-packet indicates the existence of a micro-
crack. From FFT spectrum analysis, no higher harmonics exist in either S0 mode or
new wave-packet for undamaged plate whereas nonlinear second harmonic can be
clearly observed in both S0 mode and the new wave-packet signals from the micro-
cracked plate. And the amplitude of nonlinear second harmonics shows a monot-
onous relationship with the micro-crack severity index. In order to present the
degree of nonlinear effect, a nonlinear index is adopted. The NI for S0 mode signal
is found to increase monotonically with the micro-crack severity index. However,
the NI for the new wave-packet is just very sensitive to low micro-crack severity
index values (short length of micro-cracks). Employing NI, S0 mode signal can
provide efficient information on the damage severity of a micro-crack and the new
wave-packet signal can be used as an early indicator for the existence of a micro-
crack.

The length of a micro-crack is just considered and discussed in this study. Other
parameters, e.g. the width of a micro-crack, the shape of a micro-crack and the
number of micro-cracks will be studied in the future work. Experimental investi-
gations will also be performed to verify results from FEM simulation.

Fig. 8 Nonlinearity index (NI) with micro-crack severity index s for a S0 mode and b new wave-
packet
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Introduction of the Risk Based
Optimization and Risk Criteria Analysis
of Spare Inventory in Petrochemical Plant

Jianxin Zhu, Wenbin Yuan, Peng Xu, Yunrong Lu
and Xuedong Chen

Abstract Spares plays an important role in the asset integrity management. In
petrochemical industry, great amount of money is occupied by spares which are
lower inventory but higher unit price (critical spares). Some typical inventory
optimization models, such as Economic Order Quantity (EOQ) method, which
focuses mainly on the optimization of storage and order costs, is unsuited for the
optimization of inventory of critical spares. While consume based analysis method
can precisely predict the demand of spares only if the historical consuming data is
adequate and sufficient. But in petrochemical industry, it is always difficult to obtain
such data. In order to quantify the optimal spare inventory and determine stock
strategy of critical spares, a risk based inventory analysis methodology was put
forwarded in this chapter. The probability of stockout was obtained by systematic
consideration of spare parts reliability, configuration of available spare equipments
and spare parts and lead time of order. Taking stockout-costed loss into consider-
ation, the risks of all critical spares of pumps in Y Company were obtained. It was
found that the quantity of low risk spares whose potential yearly loss are less than
500,000 RMB take up to 80 %, while it account for 83 % of overall stock fund. It is
except that great amount of money can be saved if those spares can be optimized by
risk based spare optimization method. By comparing of the amount of spares and
associated proportion of fund its’ occupied, the determination of the risk criteria in
spare inventory optimization was also discussed in the last part of this chapter.

Keyword Risk � Spare inventory � Optimization � Petrochemical installation �
Risk criteria
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1 Introduction

The spare parts inventory is of vital importance for the safety and availability of
process installations due to the fact that diverse equipments from up and downstream
sectors are closely interrelated. Great amount of money is spent on spare parts
inventory in petrochemical installations due to the quantity and categories of diverse
equipments involved. Statistics shows that the amount of money spent for spare
inventory in a medium sized petrochemical enterprise (almost 50 installations) is up
to 400–600 millions RMB, which account for 4–5 % of the Replacement Asset
(RA). The number is too bigger compared with that of the world leading petro-
chemical enterprise, where spares account for only 2–2.8 % of RA. The oversized
spare inventory in petrochemical enterprises brings not only system availability, but
also other negative side effects: (1) Those badly required spares cannot be promptly
updated because too much money was occupied in the oversized stock, which in turn
leading to the unavailability of several important spare parts; (2) The amount of
money spent in oversized stock may cause unnecessary interest loss. (3) Large
quantity of spares has to be abandoned due to the wear out of spares in stock, which
causes severe economic loss.

Nowadays more and more efforts were spent on the optimization of spare
inventory. Diverse methodologies were applied in stock optimization. Generally it
is believed that the Economic Ordering Quantity (EOQ) model is acceptable for the
optimization of most easily worn parts (Class C and part of Class B spare parts) [1].
It is a pity, however that the efforts of such optimization is not always cost effective
since the fund occupied by such spares is only take up to 20 percent, though
quantitatively they account for 80 % of spares [2]. Since most Class C spares are
low unit price, it seems that the management of Class A spares and part of Class B
spares is the most cost effective as they account for nearly 80 % of total fund
occupied, though numerically they only account for 10–20 % in quantity. The main
considerations in EOQ model are purchase cost and storage cost. For those slow
moving spares, the carrying charge is the most important factor to be considered. So
the main consideration of spare optimization remain is, whether is it needed to store
expensive spares and how to do?

The problem in storage strategy for slow moving spares is the evaluation of
the consequence of stockout and associated probability (or risk). So ultimately the
decision of storage of spare parts of category A and part of B rely mainly on the
risk. In recent decades, the development of engineering risk management meth-
odology in petrochemical industry has great improved. Own to its merit of coor-
dinating between safety and economical efficiency, engineering risk evaluation
methodology is widely accepted as a powerful tool in asset integrity management in
petrochemical sector. Detailed engineering risk assessment method, such as Risk
Based Inspection (RBI), Reliability Centered Maintenance (RCM) and Safety
Integrity Level (SIL), are widely applied both in aboard and domestic petro-
chemical industry [3].
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In this chapter, a novel risk based method was introduced in the optimization of
inventory of slow moving spare parts. The risks of spare parts used in important
pumps were evaluated quantitatively and the associated risk acceptance criterion
was analyzed and discussed.

2 Propose of Risk Based Spare Inventory Optimization
Method

Literary risk is a combination of both probability and consequence. Since diverse
spare parts may have quite difference characteristics, in risk based optimization
method, two main problems to be solved are which spares should be quantitatively
evaluated and how to do?

In order to answer the first question, the spare inventory of Y Company was
analyzed. Four categories of spares, namely bearing spares, specialized petro-
chemical spares, hydraulic equipment spares and sealing spares were quantitatively
analyzed. The number of spares involved of all these 4 categories are 1449, 4061,
9896 and 11878, respectively. According to the enterprise regulations, spares
belong to class A–C are listed in Table 1.

It is shown from Table 1 that spares belong to Class C take up to 75.02, 69.27,
81.27 and 90.31 %, respectively, which means most spare own the characteristics of
low unit price and fast moving. Unlike Class C spares, quantitatively, spare parts
belong to Class A only accounted for less than 15 %.

Investigation of stock fund involved in spare inventory management shown that
those spares belong to Class A account for nearly 70–80 % of total fund occupation,
though numerically they only take up to very few quantity. Such type of spares has
the characteristics of low consumption, high unit price and unstable demand rate.
Table 2 shows the distribution of the proportion of the quantity and fund occupied
by two types of low consumption spares.

It is shown from Table 2 that most spares belongs to low demand rate spares
(have a demand over 3 years). For such type of spares, those demand predict
algorithm, such as moving average (MV), Exponential Smoothing (ES), Croston
and Bootstrap sample method, are improper in demand prediction [4–6]. Due to
lack of adequate consumption data, the optimization of such slow moving or
nonmoving spares is time consuming [7].

Table 1 The quantity proportion of diverse spares in Y Company

Spare category Class A (%) Class B (%) Class C (%)

Bearing spare category 4.21 20.77 75.02

Specialized spares category 11.70 19.03 69.27

Hydraulic spare category 4.85 13.88 81.27

Sealing spares category 1.18 8.51 90.31
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In order to solve this problem, based on experience obtained by massive engi-
neering risk assessment practices, a risk based spare inventory optimization method
was proposed in this paper, risk accept criteria was also analyzed and discussed to
evaluate the necessity of inventory.

3 Introduction of the Risk Based Spare Optimization
Method

Risk management is a discipline that study both risk development and risk control
[8]. In risk based spare optimization method, several procedures are involved in the
overall risk evaluation methodology, namely analysis of stock influences, study of
the probability of stockout, risk assessment, systematic risk controlling et al. (See
Fig. 1 for details).

Detailed risk based spare optimization procedure is as follows: (1) Determining
the classification of spares by the characteristics, criticality, unit price and con-
suming feature of diverse spares. Only those slow moving spares in Class A and

Table 2 Distribution of the quantity and fund occupation of low consumption spares

Demand rate
(Year)

Number of
spares

Fund occupied
(RMB)

Occupancy ratio
(Quantity) (%)

Occupancy ratio
(Fund) (%)

1–2 years 1722 40827998.6 6.18 9.32

Over 3 years 19422 226332538.1 69.72 51.64

ABC Classification

Reliability
Analysis

Stockout Consequence 
Analysis

Risk Evaluation

Stockout Risk 
Analysis

Is Risk Analysis Required? Other Methods

Spare Data 
Collection

Optimization Inventory 
According to ALARP Principle

Optimization
of Inventory 
to Reduce 

Cost

Prompt
Spare

Supplyment
to Reduce 

Risk

Systematic Evaluation 
of Inventory

N

Y

Broad Acceptable 
Region

Unacceptable 
ReagionAcceptable 

Region

Fig. 1 Flowchart of risk
based spare optimization
method
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part of Class B are to be optimized by this method; (2) Evaluating the probability
and consequence of stockout by taking into consideration of economic loss caused
by downtime and production interruption. The probability of out of stock should
consider unit failure probability, spare equipment and spare parts configuration. The
share of common spare by several machines should also be considered in deter-
mining failure probability. (3) Determination of spare optimization strategy. Risk
acceptance criteria should be used to evaluate the necessity and sufficiency of spare
inventory. If the risk of stockout is lower than broad acceptance region, spares can
be reduced in order to release fund occupied by these spares. Otherwise if the risk is
bigger than maximum acceptance region, more spares should be stored so as to
reduce risk. If the risk is located between maximum acceptable and broadly
acceptable region, As Low As Reasonable Practice (ALARP) principle should be
followed in spare optimization.

4 Discussion About Risk Acceptance Criteria in Spare
Optimization

Unlike tradition engineering risk analysis methodology, economic loss is one of the
most important factors that influence the determination of risk acceptance criteria in
spare optimization. Human fatality or environment pollution has very few influ-
ences on the optimization of spares.

4.1 Analysis of Current Risk Situation

A combined refinery installation in Y Company involves hydrocracking, continu-
ous reforming, FCC and other 6 units. Statistics shown that there are 177 spares
belong to Class A category whose unit prices are bigger than 2000 RMB. All these
spares are used in important pumps. The type of spares includes rotators, bearings,
gears assembly, mechanical seals and other nonmoving parts.

In order to obtain the probability of out of stock, reliability data taken from the
Non-electronic Part Reliability Data (NPRD) was used for calculation. All data was
checked by engineers from the field. The probability of out of stock was obtained by
take into consideration not only spare parts configuration, but also available spare
pumps as well. The indirect loss caused by production interruption was quantita-
tively analyzed. The normal yearly loss (risk) of each spare is illustrated in Fig. 2.

We can see from Fig. 2 that spares with risk range from 0 to10,000 RMB and
from 1 to 500,000 RMB per year account for 67 % and 23 % in quantity,
respectively. Only 9.1 % of spares own the risk of more than 1 million RMB per
year. It seems for those spares whose risks are less than 10,000 RMB per year; there
is great room for optimization. While for other 9.1 % high risk spares, prompt spare
supplement is essential.
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In order to evaluate the risk profile of diverse spares more objectively, the
potential yearly loss of all 177 spares are illustrated and compared in Fig. 3. It is
shown that there are some spares whose normal risk are much higher than others.
Such spares are normally belongs to one or several pumps. The reasons for such
risk profile lies in two factors, either the pump is very critical, or there are no spare
parts or spare pump available for such pumps. Since the risk is too high to be
acceptable, the inventory of such spares should be specially analyzed.

4.2 Discussion About Risk Acceptance Criteria

Theoretically, the risk of spare inventory shall follow normal distribution, which
means those spares with very low or very high risks should account for only few
proportion. Most spares own medium risks. Suppose that the hypothesis is rea-
sonable, the risk criteria can be determined with the following procedure.

Of all 177 spares mentioned above, it is found that the risks of several spares are
too high to be acceptable. According to shell Design and Engineering Practice
《DEP 70.10.90.11-CSPC- SPARE PARTS》, spare whose normal yearly risk is
bigger than quarter of its unit price should be stored [9]. If the yearly loss is much
higher than its unit price (for example, 10 times), such type of spare should be
carefully checked to see whether there is data misuse.

67.0%
6.8%

5.7%

10.8%
0.6%

9.1%
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Fig. 2 Normal yearly loss of
spares

0.00

100.00

200.00

300.00

400.00

500.00

600.00

1 16 31 46 61 76 91 106 121 136 151 166
No. of Spare

N
or

m
al

 R
is

k 
(1

0,
00

0 
R

M
B

)Fig. 3 Distribution of yearly
loss of spares

1576 J. Zhu et al.



In our case, 10 times unit price is used as a threshold in data selection. 131 spares
are selected for risk analysis and determining risk acceptance criteria. The risk
profile of these spares is illustrated in Fig. 4. The risk is range from 0 to 102,000
RMB and the total normal yearly loss due to stockout is 544,3000 RMB.

4.3 Construction of Risk Distribution Formulation

The risk criteria can be determined by the so called equal risk principle. Suppose that
the distribution of risks of diverse spares obey the normal distribution, a risk dis-
tribution formula can be constructed where the risk of all 131 spares can be covered
according to 6r principle. So the risk distribution formula is constructed as follows:

RðxÞ ¼ 544300ffiffiffiffiffiffi
2p

p
r

e�
ðx�lÞ2
2r2 ð1Þ

Here l and r are distribution parameters. RðxÞ is the total risks of spares whose
yearly loss is x. Since all risks of diverse spare are ranged between 0–102,000 RMB
per year, so it is easy to obtain the detailed risk distribution formula:

RðxÞ ¼ 544300

1700
ffiffiffiffiffiffi
2p

p e�
ðx�51000Þ2
5:78�108 ð2Þ

Provided that the risks of spare do follow normal distribution, it is easy to
deduce that those spares with very low risk should be optimized in order to reduce
inventory, and others with very high risk should be optimized to reduce risk.
Suppose that 80 % of risks own by spares are actually in reasonable region, we can
easily determine the risk criteria in spare inventory.

ZlþL

l�L

RðxÞdx ¼ 0:8Rtotal ð3Þ
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Here [l� L, lþ L) is the region where 80 % of all total risks were involved. By
numerical method it is obtained that,

L ¼ 1:28r ð4Þ

So the risk acceptance region can be determined,

RCriteria ¼ ½l� 1:28r; lþ 1:28rÞ ¼ ½29240; 72760Þ ð5Þ

Here [29240, 72,760) is the tolerable risk region where spare in this region can
only be optimized if it meet ALARP principle. Spares with normal risk lower than
29,240 RMB per year is widely acceptable, reduce store inventory is recommended
in order to reduce store cost. Spare with normal risk higher than 72,760 RMB per
year should be carefully analyzed and prompt supplement might be recommended.

5 Conclusion

Based on the analysis of the characteristics of slow moving spares, the risk of
diverse slow moving spares were analyzed. According to statistics and analysis of
the risk distribution, the risk acceptance criteria were also discussed in this paper.

(1) A risk based spare inventory optimization method and associated procedure
were proposed in this paper. For those spares whose normal risks are less than
broad acceptance region, optimizing and reducing spare inventory is recom-
mended so as to reduce fund occupation. While for those high risk spares,
prompt spare supplement is essential. For spares whose normal risk range
between broad acceptance and maximum tolerable region, ALARP principle
should be followed in determination of spare inventory;

(2) A novel equal risk principle was proposed to determine the risk criteria of
spare optimization. A normal distribution model was constructed in this paper
to study the determination of risk criteria in spare optimization;

(3) The risk of important pump spares in a petrochemical company was analyzed
with the method proposed above. According to analysis and statistics, a risk
acceptance criteria was also proposed.
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Architecture Develop Method for Support
System of Integrated Joint Operation
Based on DODAF

Chaowei Wang, Lin Ma, Qian Wu and Xuhua Liu

Abstract With the gradual development of technology and war concept, Integrated
Joint Operation (IJO) has become an important combat mode. The change of
operation mode will inevitably lead to change in the development of equipment
support and logistics support system (LSS). And the LSS of IJO shows the char-
acteristics that differ from general equipment LSS, such as integration of support
resources, networking of command system. Traditional logistics support system
developing method appears to be inadequate in dealing with such a complicated
system, which gives system description by texts and diagrams. This paper analyzes
the functions, organizations and recourses of the IJO logistics support system
deeply. Then an architecture develop method is presented with the combination of
features of DODAF architecture. The description method of support system is given
by DODAF product based on the view products appropriate selection according to
the system characteristic. The develop progress and order of system architecture,
activities, organization, resource, information and business flows among depart-
ments as well as the mapping relationship among the constituent elements is also
presented. The results show that the architecture develop method based on DODAF
can provide multi-perspective description of the support system, providing auxiliary
basis for operational decision making and engineering personnel to improve system
performance. The method can contribute effective technical support to the design
and establishment of the LSS of IJO.
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1 Introduction

An integrated joint operation is the major combat mode under conditions of infor-
mation age in the future. Much importance has been attached to IJO by many military
institutionsmilitary and it is increasingly concerned by a large number of counties [1].
Integrated joint operations puts emphasis on the confrontation and the overall contest
between combat systems rather than the single equipment, The integration comple-
mentarities and dependence among the various armed forces including space force,
electromagnetic force and intelligence force, will be enhanced, which put forward
higher requirements for the overall function of the combat system. Equipment
logistics support system, as an important part of combat system, has to form coor-
dination with the combat system. The system should improve logistics support
capabilities and develop new logistics support mode to match the operation system,
which must provide powerful integrated and comprehensive logistics support for
combat equipment foe combat ordnance equipment. Logistics support capability
under integrated joint operations must be able to adapt to multidimensional integrated
battle space of joint operations. Only in that way can equipment maintain excellent
performance to win the war through logistics support activities.

The logistics support system of integrated joint operations shows a variety of
characteristics, which are different from the traditional support system, such as many
factors involved, varied tasks, complex structures and organizations, onerous busi-
ness and numerous information flows [2]. The design and development method of
traditional system, which utilizes texts, forms and graphics to describe system, cannot
meet the new requirements. The application of standardized system architecture
design model in the development of logistics support system of IJO is imperative.
DODAF, as an increasing popular system architecture design tool, is able to promote
a better understanding of requirements, and provides clearer design method and more
convenient maintenance means. Simultaneously with the relationship among views
products of DODAF, accurate system modelling and design control can be feasible
for the developers. In addition, DODAF products also offer the function of vivifi-
cation. The identification of requirements the validation logic behaviours and system
design integrity can be checked automatically as early as possible.

2 Application of DODAF in System Architecture
Development

2.1 Introduction of DODAF

The Department of Defense Architecture Framework (DoDAF) is an architecture
framework that provides structures for a specific stakeholder concern [3]. It is
developed by the United States Department of Defense (DoD). DODAF consists of
a series of views products, which can be summarized as all views(AV),operational
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views (OV), system views (SV) and technical standards views (TV), shown as
Fig. 1. These views act as mechanisms for visualizing, understanding, and assimi-
lating the broad scope and complexities of an architecture description through tab-
ular, structural, behavioral, ontological, pictorial, temporal or graphical means.
DODAF is especially suited to large systems with complex integration and inter-
operability challenges, such as system of systems (SoS), family of system (FoS).And
DODAF is apparently unique in its use of “operational views” detailing the external
customer’s operating domain in which the developing system will operate [4].

2.2 Development Progress of DODAF Products

As the complexity of the system itself, to develop system architecture with certain
features through architecture framework (DODAF) is also a very complex process.
To establish system architecture with DODAF view products, develop progress of
products should be determined. As shown in Fig. 2, the develop progress includes
the following steps.

• To determine the intended use of the system architecture

In most cases, developers of system architecture have no enough time, funding
or resources to build a all-encompassing system model. Therefore, the system
model should focus on a specific target. Before describing the system architecture,
developer who is responsible for designing should clarify and confirm the
requirements, expectations objects and application prospects of the system.

• To determine the scope, background, environment, and other conditions of the
architecture

Operational View
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ys

te
m

 V
ie

w

Technical Standard

 V
iew

All View

DODAF CORE DATA MODEL

Fig. 1 DODAF view
products
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Once the purpose and use of system architecture has been determined, many
issues should be taken into consideration. The issues consists of the scope of the
architecture (behavior, function, organization, time, etc.), the appropriate detail of
the architecture in a wider range of application background, the operational sce-
nario, situation and geographical areas, the project’s practicality, project manage-
ment factors and other relevant factors.

• To determine the characteristics of the system architecture

According to the object and purpose of system architecture, what features of the
system need to describe t should be careful studied. If critical and useful features are
ignored, the final architecture may be useless and cannot archive the determined
goal. Also, if it contains a lot of unnecessary features, the developed architecture
would be viability under the conditions of a given time and permitted available
resources. In addition, the development of the architecture should be sufficiently
forward-looking to make the system be able to adapt to reuse and expand in future.

• To determine the types, specific products and establish order of views in
DODAF for the system architecture

In many cases, it is not necessary to create all of the given views products in the
framework Developers should make a appropriate selection in accordance with the
requirements and characteristics of the practical problems.

• To collect necessary data of system architecture and to establish the view
products

The chosen view products in DODAF would be created with the collection,
correction and combination of the necessary system configuration data. The system
architecture described from different viewpoints requires a variety of products.

determine  intended use

Clarify and confirm the requirements, 
expectations objects and application prospects 

of the system

 determine types 
specific DODAF 
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requirements and 
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the practical 
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development 

progress and view 
products

apply system to 
achieve  intended 

purpose

Analysis and 
improve the system 

performance

Fig. 2 Develop progress of DODAF
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At all stages of system development, correlation and consistency the view products
should be verified under the permitted conditions.

• To apply the system to achieve the intended purpose and to analyze and improve
the system performance

The system architecture will be put into use for combat or business process
restructuring and reorganization processes, to improve operational efficiency, and
information systems planning. And it can provide documentation requirements for
mangers and purpose suggestions for improving system performance. System
architecture established by DODAF can provide support to achieve the above
object, but it itself cannot offer the actual conclusion or answer. So conclusions
must be drawn from the analysis with the combination of the actual usage.

3 Logistic Support System of IJO

3.1 Integrated Joint Operation and Its Logistics Support

Integrated joint operation is multidimensional space combat military actions, which
focus on a unified objective of the operation. And the combat units or elements of
system integrate in order to perform better. Integrated joint operation put emphasis
on the confrontation among different combat system rather than single combat units
or combat elements, which is different from conventional combat mode. Thus the
outcome of combat primarily depends on the overall performance. The change of
the combat mode have a broad and profound impact on the equipment logistic
support and put forward newer and higher requirements on the capability of logistic
support [5].

Logistic support of IJO stresses the systemic and holistic logistical support of the
whole combat system other than single equipment. Focusing on the requirements of
logistic support, the support resource, units, organizations and other elements of
various armed force should make comprehensive integration, which includes navy,
air force, space, and eclectic. The formation of logistic support needs to adapt to
multi-factor optimization. The combination of the three major elements, as known
material, energy and information, must be efficient and stable so as to provide
continuous, secure, and efficient logistical support for the war.

3.2 Characteristic of Logistics Support System

The equipment logistic support system is the integration of all the necessary support
recourses and management factors, which use for the operation and maintenance of
the ordnance equipment. Logistic support system is combination of interconnected
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elements to constitute an organic whole entity, which consists of three kinds of
elements, support functions, support organizations and support resources, shown in
Fig. 3. The function of support system is to maintain the normal use of equipment.
It ensures that support system is able to accomplish different tasks when the
equipments are in usage or in failure. To achieve specific support system functions,
specific support activities must be carried out in the appropriate support organi-
zation. The implementation of these activities requires usage or consume of support
resources. The appropriate support resources should deployed to the appropriate
support organization, in order to assure the normal execution of the logistic support
system function. Integrated joint operations have the features of vast battlefield, the
huge material consumption, frequent military maneuver and accelerate the pace of
operations. The various change of equipment tasks lead to the frequent change of
support tasks. The structure of many armaments is more complex, with high
automation and intelligence. The complexity of the equipment protection system
put forward higher requirements on the logistic support system. The support system
is composed of people, equipment, facilities, spare parts, technical data and other
properties, which may be located in different regions. The links among these huge
elements and the management factors are complex, which brings the inherent
complexity of the systems. The following analysis of logistic support system will
focus on the support factions, support organizations and support recourses.

• Support factions

Integrated joint operations equipment tasks are very complicated, and the risk of
equipment battle damage greatly increases. Compared with general equipment
logistics support systems, logistics support system of IJO should focus on
strengthening battlefield repair capabilities as well as functions of corrective main-
tenance and preventive maintenance. Meanwhile, the support system should also
have the function of investigation, intelligence gathering capabilities and decision-
making skills so as to be effective access to real-time battlefield environment and
equipment information to quickly identify equipment support programs, organiza-
tion support forces to reach the designated area. In addition, the integrated joint
operations battlefield environment is even worse. Support systems should also have
anti-strike capability for its own survival.

• Support organizations

The organization of integrated joint operational support system should be inte-
grated and form a network. Different establishment, different units, different levels
with similar functions should get together to form cross-cross, stable and reliable
integrated security network. The integration of network can make each agency and
units can get the location of combat troops and its support needs, and let the
logistical support personnel to make forward-looking arrangement in accordance
with the requirements of time and place of combat troops to provide the necessary
support. The support personnel would use the information network systems, to
collect support needs, analyze support situation, and pay attention to the support
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process. And they have to ensure smooth delivery and use of network resource
allocation to improve the overall security performance.

• Support recourses

Integrated joint operation logistics support system put emphasis on efficient
support. The system uses knowledge collaboration such as establishing intelligence
and knowledge center and other forms of support, knowledge and intelligence to
play a role in make out the support demand for real-time and scientific, rational and
effective forecasting for all types of support resources. Means of combat support
requirements of different forecasting and timely amendment ensure that resources in
terms of time to achieve optimal allocation. A variety of support means, such as
remote support systems, interactive electronic technical manuals (IETM), integrated
test equipment make the logistics activities completed quickly and efficiently.

4 Logistic Support System Architecture Development
Based on DODAF

4.1 ABM Based on DODAF

The second chapter shows that DoDAF consists of 26 view products from different
viewpoints to describe the architecture. But in the actual development process, the
design and development of so many products will bring burdensome for the
designer. According to the needs of different users, several view can meet certain
needs. So the developers do not need to use all views. There is no standard for
selection of DODAF products, which brings the system design and develops staff a
lot of difficulties. With the U.S. Department of Defense Architecture Framework
developing, the researchers summarized the develop progress of DoDAF products.
Steven J. Ring and other researchers proposed activity-based modelling approach to
solve the above problem.

ABM method is a three-view modelling approach, which is different from the
previous product-centric design and analysis methods. It emphasizes data of the
architecture products based on strict rules, supporting cross among different
products. The method provides ways to automatically generate a part of architecture
products. The main characteristic of ABM method is operational views have cor-
responding relation with the system view. Architecture can be divided into three
objects: entities, relationships and attributes. Entity is the objects which process and
store architecture data; relationship is the links between entities; attributes belongs
to entities and relationships, are characteristics of entities and relationships.

It can ensure the consistency of data in the design process that DoDAF views
products are developed with ABM method. In operational views, information
exchange and demand line can be automatically generated by the software after
activity; mechanisms, information input and output in OV-5 are created manually.
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Meanwhile, when all of the information exchange within the portfolio is complete,
information exchange matrix OV-3 can automatically be generated. Similarly, the
system views, the system data exchange and interfaces in SV-1 can be automati-
cally generated after mechanisms, data input and output in SV-1 are created
manually. SV-6 can be automatically generated, too. The relationship among them
is shown in Fig. 4 [6].
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4.2 System Architecture Develop Progress Based on DODAF

The modelling progress of integrated joint operations logistical support system is
the progress of mapping from integrated joint operations logistical support activities
to the system functions process. First, establish OV-1, which makes system
designers have a complete understanding of the architecture. OV-5 is the core view
products, with the operational node connections described OV-2 and organization
described in OV-4. Similarly, in system views, SV-4 is the core view products.
SV-1 and SV-3 can be made out easily based on SV-4. Meanwhile, SV-5 is the link
between operational views and system views, mapping entities, relationships and
attributes in operational views to the system view. The modelling process is shown
in Table 1.

Because operational views and system views are correspondence and modelling
methods and procedures of the two types of DODAF products are basically the
same, so only operational view modelling specific steps are studied as follows:

• Create OV-1 of logistics support system of IJO

OV-1 describes the mission major system nodes, and the interaction between
each node from a macro perspective intuitively.

• Establish OV-5 of logistics support system of IJO

Activities model describes activities executed to complete a task or series of
tasks, including the activities of the task logical relationship among activities and
tasks as well as the input-output relationship between environment and activities.
Establish OV-5 is mainly divided into two steps, namely to establish a tree diagram
and exploded the views layer by layer.

• Establish operational node in OV-2 of IJO

OV-2 describes the nodes and the exchange of information among nodes of IJO
support systems. It also reveals the node entities and their duties. When establish

Table 1 Modelling Progress based on ABM

Development of Operational Views Development of System Views

Create operational activity model Create operational functionality model

Create operational node in OV-2 Create systems/services interface
description

Create organization in OV-4 Create systems-systems/services matrices

Create relation among activity, operational node
and organization

Create relation among functionality, node
and system

Generate relationship among activity, operational
node and organization

Generate relationship among functional-
ity, node and system

Create operational information exchange matrix Create systems data exchange matrix

Generate need line among operational node Generate links in systems interface data
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OV-2 manually, only need to define the operational node, including internal nodes
and external nodes. For a complete OV-2, it also needs to reflect the needs of lines
between nodes, which can be generated by the software automatically.

• Establish organization’s role and organizational units in OV-4 of IJO

OV-4 describes structural relationship among the internal architecture of the
entity, the entity type and the external entities. The types of relationship includes:
management reporting relationships, command and control relationships, obey
relationship and collaborative relationships. To establish an organizational diagram
can clearly explain the relationships in the structures. And the relationships between
the activities and organization are closely linked.

• Create relation among activity, operational node and organization manually of
IJO

It is needed to Create Relation among activity, operational node and organization
manually.Activity, operational node and organization comes from OV-5, OV-2 and
OV-4 established. The ternary relation is not one to one, an activity can correspond
to multiple nodes, and can also correspond to roles,

• Generate relationship among activity, operational node and organization auto-
matically of IJO

After manually create a correlation matrix, the system has automatically gen-
erate, and ternary relationships among activities, nodes and roles. At this time,
activity, operational node and organization is automatically related in OV-2, OV-4
and OV-5.

• Create operational information exchange matrix of IJO

DODAF development tools can automatically create operational information
exchange matrix. The DODAF development tools can also automatically check the
validity and accuracy requirements.

• Generate need line among operational node of IJO

The information exchange among operational nodes in OV-2 can be generated
automatically by the DODAF development tools.Thus the operational node con-
nectivity description (OV-2) is completed.

After completion of the above 8 steps, the integrated joint operation logistic
support system model is accomplished. The model based on DODAF makes a
comprehensive description of the system equipment support system mission
objectives, equipment information, and activity information and information
exchange. On this basis, this model can also be used to establish the corresponding
simulation model for specific support tasks.

1590 C. Wang et al.



5 Conclusion

This chapter analyzes characteristic of logistics support system of integrated joint
operation deeply. And an architecture develop method is presented with the com-
bination of features of DODAF architecture is presented. The results show that the
architecture develop method based on DODAF can provide multi-perspective
description of the support system,providing auxiliary basis for operational decision
making and engineering personnel to improve system performance.On the basis of
the model built by DODAF products, model for simulation can be easily built to test
and verify the design of business and information in the system architecture, which
can improve the performance of the system. The develop method can contribute
effective technical support to the design and establishment of the LSS of IJO.
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Research on the Training of the UAV
Operators

Tian Yong, Zhang Wenjin, Yang Xinglei and Wen Yu

Abstract Compared with manned aircraft, Unmanned Aerial Vehicle (UAV) has
small volume, low cost, convenient use, low requirements for combat environment,
and strong survival capacity in battlefields. UAV has become the focus in various
countries armies. All countries in the world are actively developing UAV, but for
UAV operator training, both theoretical research and practice is still exist many
deficiencies. This article starts with classification, task model and characteristics of
UAV, then analysis the operators’ requirements of different task models, and
researches UAV operators’ training of Chinese army base on using foreign army’s
experience as references, finally provides reasonable suggestions.

1 Foreword

Unmanned Aerial Vehicle, which was called UAV, was a kind of aircraft that did
not have driver in machine, relying on the power drive, and controlled by the
vehicle interior automatic control system or remote control command by external
control station transmits. It was mainly used in Battlefield reconnaissance, damage
assessment, fire attack, communication monitor, electronic interference, long-range
fire, spotting and so on. It was an important means to improve the ability of long-
range precision strike, ability of information warfare and electronic warfare
capabilities.

Compared with manned aircraft, UAV was smaller in size, lower cost, more
convenient to use, lower requirements for battle environment and stronger battle-
field survivability. UAV had gotten the focused attention of armies of the whole
world and also obtained the rapid development since the beginning of twenty-first
century.
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2 Classification of UAV

The Air Force of the United States announced The US Air Force UAV System
Flight Plan 2009–2047 in 2009 in order to provide guidance for future UAV system
development. This plan classified the UAV as large-size, medium-size and small-
size. Large-size UAV systems focused on the development of RQ-4A/B Global
Hawk; medium-size UAV systems focused on the development of MQ-1 Predator
and MQ-9 Reaper; and small UAV systems focused on the development of
Wasp III, RQ-11B Raven and Scan Eagle [4]. The comparison of three types of
UAV data (The Official Website of the US Air Force 2013) was shown in Table 1.

Due to the difference between large/medium-size and small-size on take-off
weight, flight altitude, endurance and payload, three types of UAV had completely
different task models (Table 2).

3 Task Model and Characteristics

3.1 Task Model and Characteristics of Small-Size UAV

Due to the low ceiling, slow speed and short endurance, the main function of small-
size UAV was reconnaissance, usually provided tactical level support for the
ground force. For example, RQ-11B Raven was mainly used for battlefield situa-
tional awareness, target acquisition, damage assessment and ground threaten
detecting evaluation for the platoon troop. In the following we took RQ-11B Raven
as an example to illustrate small-size UAV task model and the characteristics.

Typical task model: the combatants in a platoon launched small-size UAV by
approach, hand thrown and catapulted way; and then the operator remote controlled
the UAV to investigate the battlefield environment or monitor the important targets
in the third perspective.

Figure 1 had shown that Sgt. Dane Phelps, from 2nd Battalion, 27th Infantry
Regiment, 25th Infantry Division prepared to launch the Raven unmanned aerial
vehicle during a joint U.S. and Iraqi cordon and search operation in Patika Prov-
ince, Iraq [16].

By analysing the task models, we found out that small-size UAV had following
characteristics when completing the pre-planned missions (Fig. 2).

(1) The UAV operators controlled with the third perspective during the whole
mission time, which was similar with the remote controlling of aircraft model;

(2) Distance of data link between operators and UAV was near, and it was using
line-of-sight mode as communication model;

(3) UAV operators were usually based personnel in the frontline combat units.
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3.2 Task Model and Characteristics of Large
and Medium-Sized UAV

Large and medium-sized UAV had high flight speed, long endurance, large radius
in scope of flight, and large take-off weight. They could configure a large number of
optical, infrared, synthetic aperture radar and other electronic equipment to com-
plete strategic or operational level intelligence reconnaissance, communication
relay, battle management control and other tasks. Some UAV had all the capability
of both intelligence reconnaissance and destruction. For example, MQ-9 UAV
primarily supplied for ground force of brigade level, and they also provided a

Table 2 Training course of UAV operators [18]

Student
type

Training content

UAS
operators

Initial
flight
training:
2 months

Qualification
course of UAS
control: 2 months
(include 46 h sim-
ulator training)

Basic course of
UAS: 1 month
(include tactical
and battlefield
operation: weapon,
radar, sensor, threat
analysis; 100 h
theory training; 7
times’ airborne
laser detection
battle missions)

Course
of joint
fire

Refit
training
of MQ-1
force:
3 months

Sensor
operators

Basic
course of
aircrew:
3 weeks

Basic course of
sensor operators:
5 weeks (include
full motion video
training, sensor
basic course,
intelligence
analysis)

–

Fig. 1 A soldier prepares
to launch the Raven in
Iraq [16]
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variety of payloads and strike capabilities, supported to complete tactical and
operational levels of combat missions. In addition, Reapers also performed the
following missions and tasks: intelligence, surveillance, reconnaissance, close air
support, combat search and rescue, precision strike, buddy-laser, convoy/raid over
watch, route clearance, target development, and terminal air guidance.

The next we took MQ-1B predator as an example to illustrate medium-sized
UAV task model and characteristics.

The command centre of division or brigade level received fire support request
from frontline soldiers and completed planning mission according to combat mis-
sions. The frontline battlefield operators (field operator) launched the UAV and
took-off by ground rolling from the ground control station that installed in frontline.
After lift-off, the UAV flied in the panning route and handed over control to
operators (Infield operator) in field ground station, and Infield operator remote
controlled the UAV by data link communications. Upon the completion of
reconnaissance, positioning and locked on, then UAV attacked the enemy target,
and assessed the effect of the damage, subsequently returned following the panned
route, and finally landed under the control of the field operators.

Each Predator UAV was equipped with a system operator (“Pilot”) and a sensor
operator, and they controlled the Predator UAV in the ground control station.

As Fig. 3 revealed, Captain Richard Koll, left, and Airman 1st Class Mike Eulo
perform function checks after launching an MQ-1 Predator unmanned aerial vehicle
August 7 at Balad Air Base, Iraq. Captain Koll, the pilot, and Airman Eulo, the
sensor operator, will handle the Predator in a radius of approximately 25 miles
around the base before handing it off to personnel stationed in the United States to

Fig. 2 The component of RQ-11 [16]
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continue its mission. Both are assigned to the 46th Expeditionary Reconnaissance
Squadron [2].

Task characteristics of Large and medium-sized UAV:

(1) Medium-sized UAV had long flight mileage, and long endurance, so it was
usually used as “remote control division [19]” mode. The field operators took
off and landed the UAV, and the infield operator was responsible to avoid the
danger zoon, searched targets, delivered weapons, damage assessment and
other tasks.

(2) Either infield or outfield operators manipulated the UAV in the ground control
station in the first person perspective through the video from UAV returned.

(3) Because the long distance, normally more than 200 km, from the UAV to the
infield ground control station, operators often used satellite data transmission
or UAV relay communication to command UAV activities.

A notable characteristic of UAV was “Self-service machine, but manual-control
system.” Currently the capability of UAV autonomy was still quite low. In 2002,
the Air Force Research Laboratory (AFRL) [4] established autonomous control
level (Autonomous Control Level, ACL) of UAV system in accordance with the
OODA model, which had total of 11 levels. With enhance of UAV autonomous
ability, UAV systems was classified from a remotely piloted (0) to a fully autonomy
(10), and corresponded different requirements of perception, cognition, analysis,
coordination, planning and decision-making, mission capabilities and other aspects
accordingly. In aspect of UAV system, Predator (MQ-1), Global Hawk (RQ-4) of
U.S. military had achieved 2–3 ACL. Joint Unmanned Combat Air System
(J-UCAS) and X47-B would achieve 5–6 ACL [18]. Therefore currently, in order to
complete the task, the operators mainly controlled the UAV through the control
loop. Different types of UAV had different task models and characteristics, so the
UAV operators’ competency requirements were also different.

Fig. 3 Predator operators at
Balad Camp Anaconda, Iraq,
August 2007
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4 Analysis of UAV Operators’ Capacity Needs

4.1 Analysis of Small-Size UAV Operators’ Capacity Needs

Small-size UAV systems were cheap prices, low altitude and short endurance, so
they always performed tasks such as monitoring and detections. Generally grass-
roots combatants controlled UAV by using the third person perspective mode, and
this approach was similar to the ground remote control flying model. Therefore, in
terms of small-size UAV operators, the manned driving experience was not
required, but practical operating skills were needed, especially during take-off and
landing phases. The sensor operators who cooperated with the former needed to
have a good synergistic capabilities, intelligence reconnaissance and analysis
capabilities to jointly accomplish tasks. For example, soldiers operating RQ-11B
“Raven” UAV only needed to complete a 10-day total of 80 h of theoretical and
operational instruction courses [14].

4.2 Analysis of Large and Medium-Sized UAV Capacity
Needs

For large and medium-sized UAV, the price, flight altitude, endurance, and type of
job performed complexity and importance were all different that small-size could
not be compared. So with the change of operational target and requirements, there
were higher requirements for the operators on skills and overall quality, it was
necessary to master the operation control technology, and should have a decision
making capability.

Specifically, large or medium-sized UAV endurance was usually ten hours or
even tens of hours, so large and medium-sized UAV commonly use “Remote
Control division” approach by field operators and one or more infield operator
groups in turns. Using the remote control division, the field operators were only
responsible for took off and landed, on the other hand infield operators were
responsible for target searching, weapon delivery, damage assessment and other
tasks by autopilot controlling to enter and exit the theater. This division labor
method could abate the requirements of the operators’ quality, and could also
reduce nearly one-third of training time [19].

(1) Field operators’ competency requirements

Using “Remote control division” method, the main responsibility of field
operators were taking off and landing UAV. Taking-off and landing phases, which
were considered to be the most difficult periods and the most critical phases of UAV
mission, required operators’ high standard flight experiences. During these phases,
field operators manipulated through the screen video that UAV took back from the
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controller. That was why field operators were required to have some flying expe-
rience and skilled ability to take off and land UAV, to percept UAV three-
dimensional situation through a two-dimensional video that was displayed by the
ground control station.

(2) Infield operator (Pilot or UAV system operator) competency requirements

• Using “Remote control division” method, infield operators were not
required to take off and land UAV. After entering the war zone, however,
they still need complete manual controlling to avoid hazardous areas, target
acquisition, weapons delivery, damage assessment and other tasks. So
infield operators were also required to have some flight experiences that
permitted UAV three-dimensional situation through a two-dimensional
video that was displayed by the ground control station. In addition, for
ensuring the completion of the task, UAV control station must have the
ability to operate the equipment of UAV.

• When large and medium-sized UAV were performing remote tasks, the
operators controlled UAV through remote data linked by satellite, so there
was a delay on the images and videos that UAV returned. Operators
manipulated UAV according to the delaying pictures might make a wrong
decision to UAV attitude, and then overkilled the subsequent amendments
because of the delay, and induced oscillation as a result, finally would put
UAV into hazard state. It required that operators should have strong ability
to predict in order to avoid accidents, according to the operation of the
steering column to predict UAV attitude.

• Conditions’ changing in battlefield were rapidly, it required operators had
strong information integration, intelligence analysis and decision making
ability by manipulating UAV through the images and video signal UAV
returned, and made analysis and decision quickly and accurately according
to battlefield, target location, path, etc.

(3) Infield sensor operators’ competency requirements
Sensor operators needed to assist infield operators to complete weapon
delivery, damage assessment and other tasks through optical, infrared, radar
and other equipment on UAV. Thus sensor operators should be:

• Able to use a variety of optical, infrared and other sensors configured on
UAV skillfully, and had strong map analysis and intelligence analysis
ability.

• Had good collaboration ability that helped infield operators’ complete
scheduled tasks.
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5 Training of U.S. UAV Operators

The training system, which is specialized and normalized, is very important for
combat capability’s generating of UAV system. And the most important part is the
mechanism of personnel selection and the method of training.

5.1 Personnel Selection

The report of U.S. Air Force [7], Under Secretary of Defense for Acquisition,
Technology and Logistics, [15] indicated that operators of Predator would be
trained specialized for their accreditation, experience of manned aircraft was critical
for Predator’s accurately control, and it contribute to UAC’s operation.

U.S. Air Force considered that the ability of large UAV’s operators is nearly the
same to the skill of manned aircraft’s pilots. The reason was those pilots who were
skillful and perceptive have enough experience for reducing risks. These risks were
likely to occur when UAV aviated on complex and crowded airspace, and when
dropped bombs to the place closed to own side.

In the early time of Predator’s development, accordingly, US Air Force was
inclined to demand temporary training from experienced pilots, who would be
practiced to UAV operators after training. This kind of measure ensured the success
of Predator in the early time. However as UAV’s development and mission’s
increasing, the measure’s defects were revealed gradually. Firstly, the effects of
payment and promotion became the most prominent problem. Highly qualified
pilots were unwilling to transfer their posts to UAV operators that resulted to
serious shortage of UAV operators. Secondly, highly qualified pilots spent many
weeks or more for UAV adaptive before performed UAV missions. When missions
completed, it raised task cycle and costs as a result of long time grounded and
recovery training. In addition, the measure of temporary training had no practical
contribution to solute the predicaments of operators’ shortage. It was still lack of
manned aircraft’s pilots and UAV operators in condition of large scale war.

Compared to Air Force, U.S. Army had no requests of flight experience for UAV
operators. The main reason was insufficiency of pilots.

“My concern is that our services are still not moving aggressively in wartime to
provide resources needed now on the battlefield. I’ve been wrestling for months to
get more intelligence, surveil-lance, and reconnaissance assets into the theater.
Because people were stuck in old ways of doing business, it’s been like pulling
teeth.… All this may require rethinking long-standing service assumptions and
priorities about which missions require certified pilots and which do not.” [2]
Referred by Robert.M.Gates on April 2008, who was the former U.S. secretary of
defence, questioned that future unmanned aerial vehicle system (UAS) operators’
requirement is the certification of high qualified pilots.
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According to General Richard Hawley, former commander of Air Combat
Command, “I’ve spent time in a UAS control van. You don’t need 500 h of F-16
time to know how to fly a Predator. You do need to understand something about
winds, weather, and the environment in which the Predator operates.” [2]

Therefore the major reform was executed which aimed to the training of U.S.
UAV operators. For the purpose of better UAV operators’ cultivation of U.S. Air
Force, declared by Michelle Morris on February 2008, the U.S. CSAF, a school of
UAV weapon would be established in Nellis Air Force Base in July. The main goal
of teaching was educating specialized UAS operators, sensor operators and ground
maintenance personnel that replaced current measure that transferred pilots tem-
porarily from Air Force. In September 2008, the CSAF ordered that employing new
operators for UAV control, and meant that the new occupational areas that test
admit and comprehensive training for select UAV operators were set up [18].

5.2 Training Content and Method

The major of UAS student of U.S. Air Force divided into 2 parts—UAS operators
and sensor operators. The training content included basic course of aircrew, basic
course of sensor operators, qualification course of UAS control and basic course of
UAS.

The congress report that submitted by Defense Department pointed out that the
shortage was still severe either UAV operators or sensor operators in current [15].

In the following Table 3, the manpower requirements were presented on
December 16th 2011, which was for Remote Piloted Aircraft (RPA) pilots and
Sensor Operators (SO) to support 57 MQ-1/9 and 4 RQ-4 Combat Air Patrols
(CAPS). It included operational, test, and training requirements, as well as appro-
priate overhead and staff requirements.

By comparison, presented in Table 4, the practical number of trained RPA pilots
and SO available on December 16th 2011 made clear that the personnel shortfall
could not be ignored.

Table 3 RPA crew manpower requirements

MQ-1 MQ-9 RQ-4 Total

Pilots 1,012 529 155 1,696

SO 730 401 63 1,194

Table 4 Current RPA crew manning availability

MQ-1 MQ-9 RQ-4 Total Current Shortfall

Pilots 726 455 177 1,358 −338

SO 610 291 48 949 −245
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From Tables 3 and 4 we known that a large number of missions were executed in
worldwide by MQ-1, MQ-9 Predator, therefore the need of UAV operators were
urgent strongly, and the number shortage was obvious. For high costs, it was
impractical that training operators depended on UAV totally. So the high degree
simulator for UAV operators training was considered, the number and quality of
training personnel increased at the same time that the costs and cycle times were
saved by this measure. This view was also evidenced in report [1].

In order to replied the rapidly development of UAS and met the need of UAS
training scale quality, U.S. Army was cultivating the training ability of UAS, the
main measure were list following.

(1) Researching and developing advanced UAV training system and distributed
and multi-services UAS training. Prepared the new challenge that Army was
operating with mixed formation of manned aircraft and UAV, or performing
coordinated with multi-UAV in the future.

(2) Besides developing advanced UAV simulator, the ground control station was
also improved. The Block 50, new constructed ground control station of
cockpit, was designed for giving consideration to both operation and training.
In a view of human factors engineering, the simulated training environment
would be more authentic, and the quality of training would be more improved.

(3) Furthermore, the training mode and method of UAV operators was strength-
ened by U.S. Army. It was mentioned in reference [6] that Functional Near-
Infrared Spectroscopy (FNIR) applied to optical brain image technique for
detecting the response feeling of brain action. By this method, the training and
estimation of UAV operators would be enhanced effectively. Moreover, Ref.
[5] indicated that a new approach which followed studies on human factors
performance and cognitive loading. The resulting design serves as a test bed to
study UAV pilot performance, create training programs, and ultimately a
platform to decrease UAV accidents. As a result, the UAV driving system with
integrated motion cueing was developed, that was used to training and esti-
mating UAV operators.

6 Suggestion of Chinese Military for UAV Operators
Training

6.1 Drawing up a Long-Term UAV Plan

Heading As mastering the most powerful UAV technique, the Air and Land Force
of U.S. had drawn their UAV plan relevantly [3, 4]. In order to confront the
challenge of new revolution in military affairs, Chinese Army should set up a
long-term plan for development of UAV and cultivation of operators, which aimed
to better direction of UAS.
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For instance, current UAV was controlled by operators who used data link. It
went without saying that data link was very important to UAV. In future battle field,
our army would operate with mixed formation of manned aircraft and UAV, or
performing coordinated with multi-UAV. In order to ensure the data link unblocked
and available, it was necessary to plan radio spectrum resources of data link.

In addition, the operation mode of ground control station need to be planned
permanently. Operation mode of UAV that were same types should be normative
and unified so that better replied the challenge that multiple UAVs were controlled
by one ground station, or controlled by one operator in the future battle field.

6.2 Solving the Problem of UAV Training Formation
and Structure

Recent year, with the development of UAS, UAV was appearing in every field of
battle space. In modern warfare, it played more and more critical roles by per-
forming tasks even some complex missions that manned aircrafts were hard to
achieve. Some experts referred that the modern battle style was changed by UAV,
and it would probably replace manned aircraft’s position. Experience had shown
that the difference between UAV and manned aircraft were larger and larger [2].

Consequently, from a long term trend, Chinese Military had certainly needed to
establish academy which trained UAV operators and maintenance personnel spe-
cially. Lessons learned from U.S. Army had proved that talent of UAS would be
developed sustainably only by establishing professional UAV troop to promote
operators or maintenance personnel.

6.3 Selecting Talents

In order to avoid repeating the faults of U.S. Army, selecting scale of our UAV
operators should be broaden reasonably. From the situation of our army, the
national defense students of aviation academy and former pilots who were
grounded due to physical status were selected to be UAV operators suitably.

6.4 Training Courses and Methods

In regard to large and medium size UAV, training of UAV operator could be relied
on aviation academy by applying 2 + 2 methods. In academy, cultivated students
accomplished some basic courses for 2 years such as principle of flights, aerody-
namics, and automatic control theory. Then these students would be arranged to
finish the initial flight training, equipment operating qualification test, and tactical
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operating training. The method relied mainly on theoretical and simulation training
while making flight training and UAV modification subsidiary.

Generally, on the other hand, the operators of small size UAV could be selected
from outstanding sergeants of grassroots units and trained short term.

After operators were selected into UAS troop, the subsequent supplementary
training should be put into practice by modular way which was according to
mission requirement. In addition, UAV operators’ flight training should be regular
that could keep perception to UAV attitude.

6.5 Enhancing the Analysis of Training Equipment
and Measure

Professionalism, Specialism, and normalization were critical to UAV operators’
training effectively. In the future, the training would be relied on multiple types of
UAV simulative equipment. Therefore the fidelity of simulative equipment was also
critical to training quality. Besides, UAV ground control station that included land,
aviation, and navy should give consideration to both battle and training in design.

Moreover, experience of U.S. Army could be used for reference, which was
leading medical method such as psychological assessment and behavioral pattern
analysis into operators training and estimation. By this method we could solve
training effect evaluation better, and avoid the deficiency of evaluation only
depended on test and questionnaire.

7 Conclusions

In pace with the development of technology, UAV had played more and more
significant role in modern warfare. Operators were kernel of UAS. In order to better
adapt the development of UAS, a long term plan should be established reasonably.
As developing UAV equipment rapidly, operators training should also be paid
attention at the same time, and related research of training method and effective
evaluation need to be done.
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Application and Comparison
of Imputation Methods for Missing
Degradation Data

Ye Fan, Fuqiang Sun and Tongmin Jiang

Abstract A common problem in accelerated degradation testing (ADT) and
prognostic and health management (PHM) is the missing of degradation data
caused by failure of data transmission or manipulation errors. Facing with such
cases, the missing data is usually ignored or even the whole group of data is
abandoned. And the loss of valuable information may leads to inaccurate result in
the following work. At present, there are various imputation methods have been
applied to handling missing data in the field of statistics. These methods estimate
the missing values by utilizing the observed data. Unlike most statistical data,
degradation data changes over time. But the observed degradation data can still
provide valuable information for the estimating. It is therefore reasonable to use
these imputation methods to deal with the missing degradation data. The purpose of
this paper is to investigate the possibility of using these methods for estimating
missing values in degradation data. The missing mechanisms of degradation data
are studied at first. Then three of the most widely used imputation methods are
researched and used. And comparisons are carried out to show the efficiency of the
three methods.
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1 Introduction

In life prediction or failure prediction of accelerated degradation testing (ADT) and
prognostic and health management (PHM), traditional data processing methods,
like time series algorithm, need the complete degradation data to be the input.
Missing values of degradation data are often encountered due to the failure of data
transmission or manipulation errors. In such cases, the traditional data processing
methods can do nothing with it. Then the whole group of data with missing values
is always abandoned. Obviously, it is a waste of data resource. Some data pro-
cessing methods can use the incomplete data as the input, but the loss of valuable
information may leads to inaccurate result. Then the inaccurate result will have an
effect on the following work like life prediction or failure prediction.

Various methods are proposed to handling the missing data problem in the field
of statistics [1, 3, 4]. The most popular technique is imputation, which estimates the
missing values by utilizing the observed data to make the data complete [2, 5]. And
imputation methods also strive to make the data as real as possible.

In the case of missing degradation data, imputation methods can be applied. A
reasonable imputation method can make better use of the data, and may even
influence the conclusion. So it is a key step to deal with missing degradation data.

In this chapter, the missing data mechanism of degradation data is discussed
firstly. The application of three popular imputation methods to degradation data are
researched secondly. In order to compare the efficiency of the three methods,
statistical analysis is conducted thirdly. At last, we conclude by discussing the
findings.

2 Missing Data Mechanisms

The methods of handling missing data are directly related to the mechanisms that
caused the incompleteness.

In general, three types of missing data mechanisms exist [4]. (1) Missing
completely at random (MCAR): The missing data is unrelated to the values of any
other data, whether observed or missing. (2) Missing at random (MAR): The
missing data is related to the values of the observed data, and not to the missing
ones. (3) Not missing at random (NMAR): The missing data depends on both on the
values of the observed data and the values of missing data.

Because degradation data has a certain degradation process, data is related to
each other. And the missing degradation values depend on the observed part, not
the missing part. So the missing data mechanism of degradation data is MAR.
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3 Imputation Methods

At present, there are various imputation methods have been applied to handling
missing data in the field of statistics. Mean imputation (MI), regression Imputation
(RI) and expectation maximization (EM) are three of the most widely used impu-
tation methods [1, 2]. And they are capable to deal with the missing data of MAR.

3.1 Mean Imputation

Mean imputation replaces the missing values with the mean of the observed values.
In the case of normal distribution, the sample mean provides an optimal estimate of
the most probable value. Because degradation data changes with a certain path, the
mean of observed values cannot be used directly and data transformation is nec-
essary. If degradation data is linear, first difference transformation should be done
firstly. If degradation data is nonlinear, then data transformation depends on the
actual conditions. The imputation value of MI is as follows

Y 0
MI ¼ �Y 0

obs ð1Þ

where Y’obs denotes the data after transformation �Y 0
obs denotes the mean of Y’obs.

Then complete degradation data will be obtained after Y’MI is transformed back.
Although one may impute all missing values, the variance of degradation data will

shrink, because the mean imputation value will contribute nothing to the variance. So
in this paper a random term is added to the imputation value to keep the variability of
data as the same of original as possible. Then the modified imputation value is

Y�
MI ¼ YMI þ e ð2Þ

where ε * N(0, σ2), σ2 is the variance of the observed data, YMI denotes the
traditional imputation value. The process of MI is shown in Fig. 1.1.

3.2 Regression Imputation

Regression Imputation utilizes the regression relationship between the observed
degradation data and variables xk(k = 1, 2, …, m). Regression model is established
by the application of multiple regression. The missing values are estimated through
the known variables and the regression model. If the relationship between the
degradation data and variables is linear, the ith imputation value of RI is

yRI i ¼ b0 þ
Xm
k¼1

bkxk i þ ei ð3Þ
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Where β denotes the regression coefficients, ε is the error term, ε * N(0, σ2), σ2

is the variance of the regression residuals from the observed degradation data.
If the relationship between the degradation data and variables is nonlinear, a

model can still be found, and the ith imputation value is

yRIi ¼
Xk
k¼1

f ðxkiÞ þ ei ð4Þ

where f(xk) denotes the model of degradation data and variable xk. The process of
MI is shown in Fig. 1.2.

3.3 Expectation Maximization

The EM algorithm is an iterative algorithm that finds the parameters that maximize
the logarithmic likelihood when there are missing data. Each iteration consists of an
E-step (expectation step) and M-step (maximization step). The E-step calculates the
conditional expectation of the complete data log likelihood, given the observed data
and the current parameter estimates. Suppose (t) is the current estimate of the
parameter h. Then

Q hjhðtÞ
� �

¼
Z

lðhjyÞf YmisjYobs; h ¼ hðtÞ
� �

dYmis ð5Þ

where l hjyð Þ is the complete data log likelihood. Given complete data log likeli-
hood, the M-step finds the parameter estimates to maximize the complete data log
likelihood from E-step.

observed degradation 
data Yobs

mean of 
Y’obs

complete 
data Y’

add random 
term ε

complete 
data

transform
back to Y

data after
transformation Y’obs

Fig. 1 Flow chart of MI

observed
degradation 

data Yobs

variables xk

regression
model

imputation 
values

complete 
data

Fig. 2 Flow chart of RI
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Q hðtþ1ÞjhðtÞ
� �

�Q hjhðtÞ
� �

for all h ð6Þ

The E-step and the M-step are iterated until the iteration converges. Because
degradation data do not obey any distribution, data transformation is necessary
before EM is applied. Then Yobs is transformed to Y’obs which obeys a certain
distribution. Degradation data is always a large amount of data. According to the
law of large numbers, Y’obs is considered to obey normal distribution. Then nor-
mality test need to be done after data transformation to ensure Y’obs is normally
distributed. If normality test is unqualified, data transformation should be redone. If
normality test is qualified, EM can be used.

Suppose y’i * i.i.d N(μ, σ2), for i = 1,2,…, r, y’i is observed, for i = r+1, r + 2,
…,n, y’i is missing. Given Y’obs and θ = (μ, σ2), the expectation of each y’i is μ, and
l hjyð Þ is a function of Σy’i and Σy’i

2 which are sufficient statistic. Suppose θ(t) = (μ(t),
σ(t)) is the current estimate, then the E-step is

E
Xn
i¼1

y0ijhðtÞ; Y 0
obs

 !
¼
Xr
i¼1

y0i þ ðn� rÞlðtÞ ð7Þ

E
Xn
i¼1

y02i jhðtÞ; Y 0
obs

 !
¼
Xr
i¼1

y02i þ n� rð Þ ðlðtÞÞ2 þ ðrðtÞÞ2
h i

ð8Þ

And M-step is

lðtþ1Þ ¼ E
Xn
i¼1

y0ijhðtÞ; Y 0
obs

 !,
n ð9Þ

rðtþ1Þ
� �2

¼ E
Xn
i¼1

y
02
i jhðtÞ; Y 0

obs

 !,
n� lðtþ1Þ

� �2
ð10Þ

when iteration converges, the estimate of θ = (μ, σ2) is figured out. The missing
values will be imputed according to the μ and σ2. And the complete data Y will be
obtained after Y’ is transformed back. The process of EM is shown in Fig. 1.3.

4 Comparison of Imputation Methods

Comparisons are carried out under different percentages of missing data to show the
efficiency of the proposed methods. MI, RI and EM are applied to missing deg-
radation data which is simulated, when the missing rate are 10, 20, 30, 40, 50 and
60 % (as shown in Fig. 1.4). The evaluation criterion includes absolute error,
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relative error, max relative error, min relative error, root mean square error (RMSE)
and deviation of variance. The results of comparisons are shown in Fig. 1.5.

From Fig. 1.5a–e we can conclude that MI is not best method in most cases;
when missing rate is under 50 %, EM is the most efficient method; when missing
rate is 50 %, EM and RI are nearly the same good; when missing rate is up to 60 %,
the efficiency of EM decreases, and RI becomes the best.
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Figure 1.5f shows the deviation of variance of imputation data with respect to the
variance of original data. The variance of data reflects the degree of dispersion of
data. The variance of imputation data obtained by a good method is supposed to be
as close to the original as possible [5]. Although a random term is added to the
imputation value of MI, the variance still shrinks. The variance of imputation data
obtained by RI is closest to the original variance, and it is stable relatively. The
EM’s deviation of variance is slightly bigger than RI’s.

5 Conclusion

In this chapter we investigate the possibility of using imputation methods for
estimating missing values in degradation data. MI, RI and EM are researched and
used, and the results show that they all have the ability to handle the missing
degradation data. MI is easy to be carried out, but its efficiency is not high. RI does
not need data transformation, and its efficiency is better than the other two when the
percentage of missing data is high. EM is difficult to be carried out relatively, but its
efficiency is always the best of the three when the percentage of missing data is low.
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A Simulation Research on Test Point
Selection for Analog Electronic Systems
on Diagnosis and Prognosis

Jiaming Liu, Shunong Zhang and Shuang Xie

Abstract The selection of test points is one of the key steps for electronic systems
on prognostic and health management (PHM). Parameters of reasonable test points
can characterize the fault features of electronic systems and provide effective input
information for diagnosis and prognosis. In this chapter, an improved method of test
point selection for analog electronic systems on diagnosis and prognosis is pro-
posed and a case study is presented. The proposed method includes several steps:
(1) fault risk analysis: determine susceptibility areas for the electronic system based
on environmental stresses analysis and life analysis; (2) functional simulation
analysis: based on the circuit schematic diagram, establish the functional simulation
model for the system and list all accessible nodes, then identify the relationship
between nodes and faults by using correlation models; (3) fault simulation analysis:
Combine with the previous analysis of failure modes and mechanisms and set
corresponding faults in the functional simulation software; (4) Comprehensive
evaluation and selection: evaluate fault simulation data of each test point, and select
appropriate test points for the system. The presented method has the following
features: considering the specific product condition and failure mechanisms,
focusing on high-risk mechanisms, and basing on fault simulation to revise test-
ability model to make it closer to the real fault situations.
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1 Introduction

For electronic systems, test points are those points extracting system information.
Parameters of reasonable test points can characterize the fault or fault features for
electronic systems and provide effective input information for diagnosis and prog-
nosis. Test point selection for an electronic system should be conducted in the stage
of design, during which circuit functional simulations and fault simulations are
effective methods to verify if the circuit functions are correct and to find the errors of
design of the system and then to revise them. Generally, the software of a circuit
functional simulation includes the function of circuit fault simulation and the circuit
fault simulations is a core technology in a circuit functional simulation. The purpose
of circuit fault simulations is to find possible fault modes and mechanisms of the
electronic system under certain operating conditions. Circuit functional simulation
software in common use includesMultisim, Aitum/Protel, ORCAD and PSPICE, etc.

Since 1980s, model-based testability analysis technology has been emerging,
which can evaluate the testability of an electronic system and optimize test points
by abstracting the electronic systems (including components and testing) to logical
models. Here the test points mean the abstract nodes providing testability infor-
mation, and the testing is not limited to the testing of electrical parameters, but also
that of temperature, humidity and other physical parameters [1]. Currently, the
representative models and their software tools include the correlation model and its
testability design software TEAMS from DSI Company, the signal flow model and
its system testability and maintenance platform (STAMP) from ARINC Company
and the multi-signal flow model from the University of Connecticut [2].

However, the method of circuit fault simulations and the method of model-based
testability analysis have the following deficiencies: (1) it mainly focuses on fault
diagnosis situations; (2) generally, it regards all faults as hard faults; (3) the testing
result for a fault is only pass or not pass two kinds.

In recent years, with the development of prognosis technology, the test point
selection for electronic systems meets new requirements. Test points not only need
to provide information for diagnosis, but also need to provide information for
prognosis.

Currently, the popular prognostic methods for electronic systems can be divided
into two categories: (1) based on Physics Of Failure (POF) models; (2) Based on
Data Driven (DD) methods. For the POF based method, generally the damage
accumulation caused by a variety of failure mechanisms on a product needs to be
calculated by real-time monitoring and getting the working stresses (e.g. voltage,
power, etc.) and environmental stresses (e.g. temperature, vibration, etc.) from test
points of the product for the purpose of further prognosing the Time To Failure
(TTF) of the product. For the DD methods, some characteristic parameters (typi-
cally, e.g. leakage current, output voltage, operating current and so on) reflecting
some changes in the performance levels or health/fault status for an electronic
system are needed to prognose the TTF or remaining useful life for the system by
some internal relations between the failure modes and the parameter changing or
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with some parametric or nonparametric algorithms. So it requires the test points
selected to be able to characterize the fault precursors of the system and to be
sensitive enough when the performance degradation of the system or its compo-
nents occurs.

This chapter makes an attempt to provide an improved method based on the
existing model-based method of test point selection to meet the requirements of
fault diagnosis and also prognosis for analog electronic systems.

2 Steps of Test Point Selection

The process of test point selection is shown in Fig. 1, which mainly includes the
following four steps:

1. Fault risk analysis: determine susceptibility areas for the electronic system based
on environmental stresses analysis and life analysis.

Fig. 1 Processes of test point selection
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2. Functional simulation analysis: based on the circuit schematic diagram, establish
the functional simulation model for the system and list all accessible nodes, then
identify the relationship between nodes and faults by using correlation models.

3. Fault simulation analysis: combine with the previous analysis of failure modes
and mechanisms and set corresponding faults in the functional simulation
software.

4. Comprehensive evaluation and selection: evaluate fault simulation data of each
test point, and select appropriate test points for the system.

Each step above is illustrated below through a case study with a local analog
circuit module of a board system.

2.1 Fault Risk Analysis

Here, the voltage conversion module in a board system, whose circuit schematic
diagram is shown in Fig. 2, is as an example to illustrate the steps of test point
selection above. The input signals in this module are +10, +15 and −15 V, while the
output is −13.4 V. The module is composed of the following nine components:
resistors R307, R309, R311 and R312; capacitor C111 and C203; transistors Q30
and Q300; integrated power amplifier N318.

Figure 3 shows the PCB diagram of the whole board system. All components in
the voltage conversion module in Fig. 2 are located in the area of rectangle frame in
red near the right edge.

Fig. 2 Circuit schematic diagram of the voltage conversion module
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2.1.1 Identify Life Cycle Loads

The circuit board is one part of an equipment system where the environmental
temperature usually is about 50 °C in operation and 25 °C in closing down. The
rates of change from 25 to 50 °C and from 50 to 25 °C are both 5 °C/Min. The
equipment is operated once a day, and the lasting time is 180 min each time. Other
environmental loads can be ignored.

2.1.2 Classification of Failure Mechanisms

Generally, the failure mechanisms are divided into two types: wearout and over-
stress. Overstress failures involve a failure that arises as a result of a single load
(stress) condition, while wearout failures on the other hand involve a failure that
arises as a result of cumulative load (stress) conditions. For the overstress failure
mechanism, a stress analysis is needed to determine if a failure is precipitated under
the given environmental and operating conditions, and enough margin design needs
to be considered. For the wearout mechanisms, the TTF needs to be calculated
under the given environmental and operating conditions.

2.1.3 Stress Analysis

Flotherm software can be used to analyze the thermal stress on the circuit board.
The result of thermal stress analysis for the circuit board is shown in Fig. 4. It can
be seen that the high temperature area concentrates in the upper right part.

Fig. 3 The PCB diagram of the whole board system
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2.1.4 Prediction for TTFs and Evaluation for Risk Levels

For each component, the potential failure modes, failure causes and failure mech-
anisms need to be identified, and the related failure models need to be found. Then
the TTF for each component can be calculated by the related model. In cases where
no failure models are available, the evaluation is based on past experience, man-
ufacturer data or handbooks. The risk level for each component also needs to be
considered, which get from occurrence levels and severity levels. Table 1 shows the
TTF and the risk level for each component of the voltage conversion module. The
high-risk components, which are N318, R307 and R309 in the voltage conversion
module for the example, need to be focused on. The calculation can be conducted
by CalcePWA and CalceFAST software which are developed by the CALCE of the
University of Maryland.

2.2 Preliminary Selection of Test Points

For the voltage conversion module, a functional simulation model can be estab-
lished by using Multisim software according to the circuit schematic diagram. Nine
accessible nodes which are T0 * T8 in yellow and diamond shapes in Fig. 2 are
available. Assuming that the input circuit is normal, then the five nodes T1, T4, T5,
T7 and T8 can be as a test point respectively for further analysis because the nodes
T0, T2, T3 and T6 are on the input positions.

Figure 5 shows the testability model of the voltage conversion module, which is
established by a modeling software TMAS (Testability Modeling and Analysis
System) developed by the RSE in Beihang University. The round shapes in yellow

Fig. 4 Results of thermal stress analysis
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in Fig. 5 are corresponding to the diamond shapes in yellow in Fig. 2. The model
shows the flow of signals and the relationships between nodes and faults. Assuming
that all components may occur faults, then a test matrix can be obtained for the
voltage conversion module, as shown in Table 2. The values in the table indicate
the test results from test points for fault sources. “0” shows that the test point cannot
detect out faults, versus “1” indicates that the test point can detect out faults.

2.3 Fault Simulation

Through the failure mechanism analysis in Sect. 2.1, three high risk components are
indicated. Then simulations in different fault conditions for the N318, R307 and
R309 are needed to verify the relationship between test points and faults in Table 2,
and evaluate the test point performances.

Fig. 5 The testability model of the voltage conversion module

Table 2 A test matrix for the voltage conversion module

Fault sources T1 T4 T5 T7 T8

R312 0 0 0 1 1

R307 1 1 1 1 1

C111 0 1 1 1 1

N318 0 1 1 1 1

R309 0 0 0 0 1

C203 0 1 1 1 1

R311 0 0 1 1 1

Q30 0 0 0 0 1

Q300 0 0 0 1 1
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For R307 or R309, the fault gradual process can be shown as the increased
resistance, and the health statuses can be defined as three levels:

(a) Normal status: a resistance s in 5 % of nominal value;
(b) Soft fault status: a resistance is in 5–30 % of nominal value;
(c) Hard fault status: a resistance is more than 30 % of nominal value;

Their failure mechanisms are the solder joint fatigues caused by temperature
cycling. In order to simulate the fault gradual process, 0, 10, 20, 30, 40 and 50 %
exceeded the nominal resistance values are set. The expect health status of the
components is from normal status to soft fault status, and then to hard fault status.
Figures 6 and 7 show the values of the parameters (U1, U4, U5, U7 and U8) of the
test point T1, T4, T5, T7 and T8 for R307 and R309 respectively. It is can be seen
that the test point T1, T5, T7, and T8 can detect the fault; however, T1 is the most
sensitive test point. So, the test matrix should be revised as shown in Table 3.

2.4 Comprehensive Evaluation

The main purpose of the test point selection is to focus on high risk of fault (N318,
R307, and R309). For N318, it is hard to test the gradual fault by the parameter of
voltage, however, if its failure causes the component to short-circuit, only the test
point T4 can detect the fault, so choose T4 as one of the final test points. For R307
and R309 fault, the test matrix does not give enough information to select test
points. Based on the previous analysis, T1 is the most sensitive test point. However,
for R307 and R309 fault, if only selecting T1 as test point, we can’t identify

Fig. 6 Test points response for R307 faults
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distinguish R307 fault and R309 fault when parameter of T1 changed. So a test
point is needed to add to achieve fault isolation. When R307 or R309 fault occurs,
T5, T7 and T8’s response is different. Considering T8 is the output point of the
module, we can choose T8 as test point for isolation. So, T1, T4 and T8 are selected
as final test points for this voltage conversion module for the purpose of detecting
or predicting the high risk faults.

Discussion: The test matrix is revised based on the fault simulation results.
Comparing with existing model-based testability modeling methods, this method to
select test points can effectively solve the problem of inaccurate modeling. How-
ever, it also has a problem that huge simulations are needed for the system, so it is
more suitable for use in each module.

Fig. 7 Test points response for R309 faults

Table 3 The revised test matrix

Fault sources T1 T4 T5 T7 T8

R312 0 0 0 1 1

R307 1 0 1 1 1

C111 0 1 1 1 1

N318 0 1 0 0 0

R309 1 0 1 1 1

C203 0 1 1 1 1

R311 0 0 1 1 1

Q30 0 0 0 0 1

Q300 0 0 0 1 1
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3 Conclusion

This chapter presents an improved method for test point selection on fault diagnosis
and prognosis on electronic systems based on the model-based method for test point
selection. The method has the followin features to select test points: (1) it is con-
sidered the specific product condition and failure mechanisms; (2) it focuses on
high-risk mechanisms; (3) it is based on fault simulation to revise testability model
to make it closer to the real fault situations.
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The Human Dimension of Asset
Management

David van Deventer

Abstract Utilities around the world use Asset Management Plans (AMPs) in some
form, as a key tool to direct, operate and manage their assets over time. This paper
will examine the degree to which human asset planning and management is aligned
with, or incorporated in AMP’s, with specific reference to practices in New Zea-
land. In particular, it will examine and report on: 1. The nature of New Zealand and
its utilities as a useful model for analysis, being a compact First World country with
a diverse population and steadily changing demographic. 2. WEL Networks as an
integrated distribution network company that employs all the human assets required
to plan, operate and maintain its assets. 3. The need for incorporating human asset
planning into the AMP. 4. The components and variables of human asset planning
and plans. 5. The role of institutional knowledge and intellectual property in sus-
taining performance. 6. Some methodologies developed for analysing dimensions
of human asset planning, such as: a. demand forecasting b. demographic status and
analysis of their impacts c. competence assessment and d. identification of devel-
opment potential. 7. Some methodologies for optimising human assets: a. Creating
an employer brand and employee value proposition b. Longer-term development
strategies c. Employee engagement and motivation for performance. The paper will
conclude with some key success factors and practices for adding value to Asset
Management Plans by incorporating Human Asset Planning as an integrated
component of Asset Management.
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1 Introduction

Utilities around the world use Asset Management Plans (AMP’s) in some form, as a
key tool to plan investment, operate and manage their assets. This paper examines
the degree to which human asset planning and management can be aligned with
AMP’s, with specific reference to practices at WEL Networks Limited (WEL) in
New Zealand.

2 Background

New Zealand is a compact First World country with a small (4 million) but diverse
population and steadily changing demographics. WEL is an electricity distribution
network company that employs all the human assets required to plan, operate and
maintain its assets to deliver a reliable and cost effective power supply safely to just
over 85,000 homes and businesses.

Safety, reliability, quality and value for money are key requirements and
aligning human asset planning with the AMP can make a significant contribution to
achieve these requirements.

3 Work Done and Methodology

3.1 Human Asset Demand Forecasting

Forecasting human resource demand from an AMP is relatively easy. The required
Knowledge, Skills and Behaviours can be deduced at high level from the delive-
rables defined in the AMP. The requirements or criteria against each of these are
normally defined in a job description as Education (Knowledge), Skills (Experience
and training) and Competencies or Personal Attributes (Behaviours).

The quantity required and timing can be determined from the implementation
plans for the AMP.

The approach to forecasting typically differs between companies, depending on
whether they have adopted an out-sourced or in-sourced resourcing model. In the
out-sourced model the contractor would base their resource forecasting on meeting
the contractual delivery requirements for the duration of the contract, whilst
remaining competitive in a competitive tender process.

In the in-sourced model the planning horizon and hence forecasting is not based
on the finite term of a contract but rather on efficiency whilst ensuring continuity of
resourcing and performance.
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3.2 Human Asset Supply Forecasting

Due to a significant number of variables, supply can be forecast but not confidently
predicted. A significant factor influencing forecasting ability and accuracy is
whether the human assets are an integral part of the company or contracted from
another party.

An equally important consideration is the role of intellectual property and cor-
porate memory. This is addressed later in the paper.

3.2.1 Out-Sourced Human Assets

This is a model used in many industries and businesses. The deliverables are
defined in a contract and the Contractor has to meet the combination of quantity,
quality, time and cost standards specified. Minimum educational qualifications,
experience or similar requirements may be specified in some instances but the
Contractor determines the human asset supply required to meet the Contractual
requirements, whilst making an acceptable commercial return.

3.2.2 In-Sourced Human Assets

WEL Networks adopted this model in 2008 when resources for Fault Response,
Maintenance and Capital Replacement work were in-sourced. Major New Works
remain primarily outsourced due to the variability of the work quantum and timing,
but the company employs the resources for the Project Management of both
replacement and new capital works.

A significant component of supply forecasting is to measure and track human
asset data. This includes:

1: Base data on qualifications, registrations, certifications and endorsements.
2: Work and experience history.
3: Median age and age spread, to predict loss due to retirement, but also the

potential impact of aging on physical ability, especially in manual handling and
climbing.

4: Staff turnover by role type, reason, tenure and seniority level. Data gathered in
exit interviews provide further context.

5: Development potential.
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4 Determination of Development Potential

This is an important component of human asset supply forecasting for a number of
reasons:

1: Development investment can be targeted to meet both business needs and
personal needs.

2: A developmental pathway allows career progression and contributes positively
to both the employer brand and staff engagement and retention

3: Intellectual property and corporate memory grows with the individual and is
retained within the business

4: It is possible to forecast when the developing capability will be ready for
deployment

5: It supports succession planning for key roles, including the planned transfer of
intellectual property and corporate memory

4.1 Identifying Development Potential

This could evolve into a very complex process where the investment would not
justify the results achieved.

However, at WEL we used the research on identifying High Potential Individ-
uals (HIPO’s), done by the Corporate Leadership Council (CLC) in the United
States [1]. This forms the basis for our assessment model used to quantify and
prioritise development potential.

The CLC identified three indicators of development potential; Ability,
Engagement and Aspiration.

WEL took this basic concept and added the following additional factors;
Qualifications, Tenure, Age and Leadership ability.

4.1.1 Definitions

1: Ability—The innate intellectual and cognitive ability to learn or do new things
2: Aspiration—A conscious desire to advance for material and/or prestige benefits
3: Engagement—An emotional and rational commitment that remaining with the

company is in their own best self interest
4: Qualification—The assessment level of a qualification as determined by the

New Zealand Qualification Authority (NZQA)
5: Leadership—The ability and desire to direct the efforts and maximise the

performance of people
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6: Tenure—Years service, as a trigger for starting appropriate development
investment

7: Age—Years, as a determinant of expected remaining period of tenure to benefit
from the development investment

4.1.2 Weighting of Individual Factors

Because of the diversity of factors in the model, we found it very important to get
the relative weightings correct so that the score allocated to each factor ensured that
the end result supports valid decision making. Weighting was determined by a
panel of senior managers, using the following methodology:

1: The panel selected a factor rated as most important, in our model it was Ability.
This was allocated a score of 10

2: The panel then selected the next most important factor. A score, relative to the
10 awarded to Ability was allocated to the factor. If it was of equal importance,
it could also be scored 10. A score of 8 would indicate the degree of separation
between the factors.

3: The same methodology was applied to all the remaining factors and typically
factors such as Tenure or Age were be allocated a relatively low score.

4: All the scores were then totalled and a percentage was calculated for each
factor.

5: This percentage was entered into the model, which was then ready for evalu-
ating individuals. An example of the full model is illustrated below (Table 1).

5 Methodologies for Optimising Human Assets

As a relatively compact company with 250 staff in total WEL has to, and is also
able to be flexible and responsive to opportunities for optimising human asset
acquisition and development.

5.1 Human Asset Acquisition

The development of a strong employer brand and employee value proposition
(EVP) is invaluable in differentiating the company in a competitive employment
market.

The employer brand at WEL is built around a number of basic messages and
strategies:

The Human Dimension of Asset Management 1631



T
ab

le
1

H
IP
O

as
se
ss
m
en
t
m
at
ri
x

E
m
p

St
ar
t
D
at
e

Se
rv
ic
e

D
O
B

A
ge

Q
ua
l

A
ge

S’
ve

A
bi
lit
y

E
ng

ag
e

A
sp
ir
e

L
dr
’s

T
ot
al

A
01

/0
1/
00

13
1/
01

/5
4

59
2

1
2

4
4

2
3

73
%

B
01

/0
1/
08

5
1/
01

/7
9

34
1

2
2

5
4

4
4

86
%

W
ei
gh

t
4

2
2

10
8

7
10

9
%

5
%

5
%

23
%

19
%

16
%

23
%

10
0
%

1632 D. van Deventer



1: The ownership model, being owned by a Trust on behalf of the wider Waikato
community, positions the company as a respected community asset

2: Attention is paid to the presentation of staff, equipment and vehicles with
regard to quality, appearance and consistent branding. This is particularly
important for field staff who work in the public arena every day.

3: The employee value proposition is based on combining all aspects of the
employment relationship into a total value proposition. This includes:

4: Industry benchmarked remuneration and reward systems
5: Supportive policies that extend to the family where relevant
6: A strong commitment to the five core values of the company (ABCDE); Agile,

Build the business, Care for our staff, our customers and our assets, Do the right
thing and Every day home safe. This is underpinned by our strap line; Best in
Service, Best in Safety

7: Quality focussed recruitment practices that leave a positive impression with all
applicants, regardless of whether they gain employment or not

8: Quality on-boarding and induction processes that support and reinforce the
EVP

5.2 Human Asset Development

In addition to the traditional training activities that focus on operational knowledge
and skills development, WEL has a number of different strategies over the past five
years that are starting to deliver good results:

1: Increasing the number of trainees, as a percentage of the staff complement, to
15 % of field staff. This has had a number of positive results:

a: Trainees are a cost effective resource where multiple manning is required
for safety or regulatory purposes. This also gives them exposure to real
time training and experience

b: Traineeships are relatively scarce because of the upfront investment
required, so quality candidates with significant upside potential can be
attracted to the company

c: Good Trainees quickly become productive, yet are a cost effective resource
for delivering work programmes

d: Experienced staff are encouraged to share their knowledge and experience
with the Trainees

2: Creating a “pipeline” for talent growth from the bottom up by:
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a: Seconding staff to higher level roles and projects, sometimes across busi-
ness functions. This provides an opportunity to demonstrate their potential
without committing to a permanent promotion

b: Employing a selected number of graduates who are first rotated through
various functions before being assigned to roles on the basis of identified
succession requirements

c: Identifying vulnerabilities in terms of long term contractors “owning”
important company IP and putting individuals, identified for development,
in place to identify and bring such IP in-house

6 Conclusion

Getting a utility to go beyond the tired old phrase: “Our people are our biggest
asset”, to applying the same degree of diligence and rigour to managing human
assets, as it does to hard assets, has added and is continuing to add value. We
believe our human assets know that:

1: The company has a vision and plan in which they are a significant and essential
component.

2: They can identify with and share in the employee value proposition.
3: Talent management is a tool used to achieve an optimal alignment between

business, operational and personal objectives.
4: They have a direct role in achieving excellence in safety, reliability, quality and

affordability.
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in Analog Circuits for PHM
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Abstract Prognostic and Health Management (PHM) is a key technology for
condition-based maintenance and autonomic support, and electronic systems are
one of the main application areas in PHM. An electronic system generally consists
of digital circuits and analog circuits. However, it seems an aporia concerning the
methods of the fault diagnosis and prognosis for analog circuits in current status.
For real-time diagnosis and prognosis, various suitable intelligent algorithms are
needed, and appropriate data is also needed to select and evaluate the intelligent
algorithms. Since the real data are not easy to obtain, instead, simulation data can be
considered. In addition, hard faults like open or short circuits are not usual but the
gradual failures such as parameters shifting, usually happens. So, it is more valuable
to simulate gradual failures and get their data for detecting the applicability of
various diagnostic and prognosis algorithms. A voltage-controlled function gener-
ator, which wholly consists of analog circuits, is used for the case study in this
chapter. First one or more resistors as the coming failure components are selected
and defined according to the circuit diagram in the sensitive areas which are
determined by thermal analysis, vibration analysis and life analysis. Then, a set of
simulation data at different test points is obtained by the Multisim software through
gradually varying resistance values of the defined failure resistors while simulating
the tolerances of the other normal components by Monte Carlo method at the same
time. At last, an experiment was carried out to prove the feasibility of the above
simulation method by using the real rheostats instead of the defined failure resistors,
and a set of test data at different test points is obtained.
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1 Introduction

Prognostic and Health Management (PHM) is a key technology for condition-based
maintenance and autonomic support, and electronic systems are one of the main
application areas in PHM [1]. However, it seems an aporia concerning the methods
of the fault diagnosis and prognosis for analog circuits in current status. For real-
time diagnosis and prognosis, various suitable intelligent algorithms are needed,
and appropriate data are also needed to select and evaluate the intelligent algo-
rithms. Since the real data are not easy to obtain, instead, simulation data can be
considered. Analog circuit failures can be divided into hard faults and gradual
failures according to the fault degree. Hard faults are those the element parameters
have a sudden and distinct change, like open circuits, short circuits and components
damages [2]. Gradual failures refer to the parameter values deviate from the
nominal values even beyond the tolerance range. Because hard fault simulation is
more easily, a lot of research is based on hard faults at present. But hard faults such
as open circuit and short circuit are not common circuit fault modes, and gradual
faults based on some parameters shifting occur more easily and are common failure
modes. So paying attention to gradual failures and their data is more practical for
studying various diagnostic and prognostic algorithms.

There are a number of different methods of fault injection technique in practical
applications, and it has formed the system theory. In existing researches, there are
many ways to implementing fault injection and pin level-hardware fault injection
method is the main way followed by the software implemented fault injection [3].
Although there have been many achievements in the research of fault injection at
present and many useful tools are put into use, however a unified and formal model of
fault injection technique is lack of research. Most research has focused on two
aspects: (1) the improvement and innovation of concrete realization method of fault
injection [4]; (2) specially designed fault injection test in some specific projects [5].
Study limitations lead to specific fault injection technique in the study simply instead
of system application. One of the developing directions of fault injection technique is
to combine fault injection with all kinds of models and methods such as field mea-
surement, combine fault injection with formal methods of new technology, combine
fault injection used in the design phase with fault injection used in evaluation stage
and combine fault injection for hardware assessment with fault injection for software
evaluation [6]. This article is combining actual circuits and the simulation software
and using the simulation methods to realize fault injection for analog circuits.

For imitating circuit system faults, a lot of circuit simulation software has the
corresponding fault injection methods, in Multisim software, for example, a
resistance’s hard fault simulation can be realized directly in the resistance element
attribute editor of the software, however, all the existing simulation software cannot
directly realize gradual faults. So far, there has been not a fault injection method
and theory for gradual faults recognized by the industry.

This chapter, for the realization of the gradual failures, designs a set of corre-
sponding fault injection method, that is, according to the circuit principles, working
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conditions and circuit faults that may occur, we set component parameter curves in
the circuit faults in advance. Then we replace the time cumulative effect with the
simulation number and successively simulate according to the parameters change.
By this way, it can be more real reflect how the fault happened in actual working
conditions. And we can obtain the performance degradation simulation data that
can show how the actual circuit works, and provide sufficient and reliable test data
for the follow-up study of circuit fault diagnosis algorithm.

This chapter will take an analog circuit—voltage-controlled function generator
circuit [7] as an example, get a set of available failure data by the simulation
method, and provide relevant data for life prediction algorithms study. By this way,
test cost should be saved in some extent.

2 Steps of the Simulations

The electrical system fault injection method and simulation data acquisition process
of this chapter are shown in Fig 1. The specific steps are as follows:

(1) Principle analysis for the circuits: first of all is to analysis the working prin-
ciple of the circuits and identify the logical relationship and signal flow pro-
cess for the circuits. This step is the basis of circuit analysis and simulation.

(2) Life cycle load analysis: the main purpose is to find the main factors affecting
the service life of the circuits. We need to find out the influence factors, such
as temperature and vibration, etc., and to quantify these influence factors
according to actual conditions. This step usually needs to combine the real
condition of electronic products with the function of itself and refer to the
experience and the design indexes.

Principle 
Analysis

of circuits

Life Cycle 
Load 

Analysis

Stress
Impact 

Analysis

Failure 
Prediction  

Determine 
WeakAreas

and Potential 
Failure 

Components

Selection of 
Test Points 

and
Monitoring 
Parameters

Gradual Fault 
Simulation 
and Data 

Acquisition

Fig. 1 Steps of Fault injections of gradual faults by the simulation methods
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(3) Stress analysis: The common analysis is thermal stress analysis, vibration
analysis, etc. They rely mainly on the FEA (Finite Element Analysis) simulation
analysis software to complete the process which takes load and product infor-
mation as inputs and gets stress distribution of the electronic systems as output.

(4) Fault prediction: this article adopts the PWA software that CACLE developed
to take out fault prediction analysis on the circuit board. It is a kind of method
based on physics of failure. It mainly helps to find out the weak areas of the
whole electronic system and potential failure components.

(5) Determine the weak areas and potential failure components: According to the
results of the stress analysis and fault prediction analysis, and based on circuit
principles, and also considering the need of products to complete a specific
function, we can find out the weak areas and potential failure components.
Under normal circumstances, the weak areas are mainly located in the high
temperature areas, large vibration response areas or short-life components.

(6) The selections of test points and monitoring parameters: After making sure the
weak areas and potential failure components, we need to set up monitoring
sites that can effectively reflect the changes of the circuit performances.

(7) Gradual fault simulations and data acquisitions: Using the simulation software,
the gradual fault simulations will be conducted to obtain the simulation data.

(8) Application of simulation data: The simulation data obtained can be used for
evaluating or developing life prediction algorithms and guiding electronic
system experiments, etc.

3 A Case Study

3.1 Principle Analysis for the Circuits

A voltage-controlled function generator, which wholly consists of analog circuits, is
used for the case study in this chapter. Figure 2 shows the circuit diagrams of its
each modules, then the whole PCB diagram are drawn after selecting appropriate
real components, as shown in Fig. 3 which can be seen the layout of the compo-
nents of the circuits.

The circuit is controlled by the voltage to generate square wave, triangle wave
and Sine wave. Changing the controlled voltage Uc, the frequency of the three
kinds of output waveform can be changed.

3.2 Life Cycle Load Analysis

The voltage-controlled function generator generally works at an ambient temper-
ature cycle of 25–70 °C. So the environmental temperature load throughout life
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(a)

(b)

(c)

(d)

Fig. 2 Circuit diagrams of
the voltage-controlled
function generator. a The
module of voltage controlling,
b The module of square wave
generating, c The module of
triangle wave generating, d
The module of Sine wave
generating
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cycle of the voltage-controlled function generator is cycling from 25 to 70 °C.The
rates of change from 25 to 70 °C and from 70 to 25 are both 3 °C/min and the
durations at lowest and highest are both 60 min. In addition, there is an assumption
that the equipment continues to work everyday. The voltage-controlled function
generator, as one of the measuring instruments, is often placed in a relatively flat
and stable environment. So vibration, corrosion, and other loads can be ignored.

3.3 Stress Analysis

After summarizing and simplifying life cycle loads, the next step is to analyse its
temperature stress. We choose the Flotherm (9.2) as the thermal stress analysis
software. Flotherm software is a simulation analysis software for electronic system
thermal dissipation, which developed by the British FLOMERICS Software
Company. The software uses a sophisticated CFD (Computational Fluid Dynamic)
model and numerical simulation technology, and successfully combines the expe-
riences and databases of the FLOMERICS Company on thermal transfer of a large
number of electronic devices, and also, Flotherm software has a large number of
developed specifically model libraries for the electronics industry.

The CAD model of the voltage-controlled function generators input to the
Flotherm 9.2. The input and output of the thermal stress analysis is shown in
Table 1 [8]. The components whose temperature exceeds the allowable tempera-
tures are regarded as thermal sensitive areas. The thermal analysis results are shown
in Fig. 4. It is observed that, the component colour is nearer red, the temperature of
the component is higher.

Fig. 3 A PCB diagram of the
voltage-controlled function
generator
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3.4 Fault Prediction

Based on the thermal analysis results, a fault prediction for the circuit board is
carried out using the PWA software developed by the CACLE at the University of
Maryland.

A detailed component distribution model, circuit board materials information,
electrical parameters, shape parameters, working environments and thermal stress
analysis results of the circuit board are input to the PWA software. Matched
appropriate failure physical models for the components of the circuit board, the time
to failure for each component is calculated, as shown in Fig 5. Figure 5 shows the
relatively weak areas in the yellow cross, and all weak components are resistance.

Table 1 Input and output of the thermal stress analysis

Input Output

CAD model of the electronic system Overall temperature distribution of the elec-
tronic system

Temperature loads in the life cycle; Cooling
ways of the product

Temperature distribution of the PCB board
and components

Designing power consumption of every level
of the system;

Components whose temperature are over
allowable temperature

Power consumptions by functional simulation ……

Material properties

Fig. 4 The result of the thermal analysis
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3.5 Determine the Weak Areas and Potential Failure
Components

It can be seen from Fig. 4 that the highest temperature area is the area around the
four integrated chips (3 UA741 and 1 LM393). This is because that the maximum
power consumption is from the chip under normal working condition.

It can be seen from Fig. 5 that short-life components are the SMD resistors
around the chips. The first reason is that it has fully considered the thermal dissi-
pation in chip encapsulation process although the chip temperature is higher in use.
The second reason is that the life of SMD package is shorter than the life of the in-
line package by matching the thermal solder joint fatigue model in the PWA
software.

R19 plays an important role when triangle wave generates Sine wave. The
resistor connects the input circuits and output circuits. The slope and the peak of the
triangle wave flowing through the resistor R19 influent the shape of the Sine wave.
R19 locates in the weakest area from the results of fault prediction (yellow cross
area). Summarizing the above reason, R19 which is the potential failure component
is selected as fault simulation in the case study.

3.6 The Selections of Test Points and Monitoring Parameters

Six test points are selected for simulation, as shown in Fig. 6. The reason to choose
the six test points is as follow. The outputs of all the test points are voltage for
convenience. In terms of circuit principles, TP3, TP5 and TP6 are the sites for

Fig. 5 The result of the fault
prediction
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outputting square wave, triangle wave and Sine wave, and their outputs are
equivalent to the final outputs and the evaluation indexes of the circuit perfor-
mances. TP1, TP2 are used to testing the control voltage Uc, so they can isolate the
fault resistance in front. The amplitudes of the three kinds of waveforms are con-
trolled by the D8 and D9 stabilivolts and TP4 can monitor the two components, so
TP4 can detect if waveform amplitude is stable.

Because the frequencies and amplitudes of the test point voltages are not all the
same. In order to normalize data, the effective value of output voltage of each test
point is selected as the final data. In equal period of time, if a DC voltage generates
the equal heat through the same resistance generated by an AC voltage. The DC
voltage can be called the effective value of the AC voltage.

3.7 Gradual Fault Simulations and Data Acquisitions

3.7.1 The Selection of Simulation Software

The Multisim 12.0 is selected, which is a Windows based simulation tool issued by
the United States National Instruments (NI) co., LTD, and is applicable to the
board-level design work for analog/digital circuit. It has strong ability for simula-
tion analysis with the input ways including graph inputs of a circuit diagram and
description language inputs of circuit hardware, and is suitable for low frequency
analog circuit and digital logic circuits There are many ways to read out the value of
the monitoring parameters, including using the oscilloscopes or multimeters and
other common virtual instruments directly to get data, using dynamic probe points
to read data and using the output charts to read and record data. In this study we
select to connect a virtual multimeter to each test point to read data at every

Fig. 6 Test points in the circuits
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simulation time. So that we can conveniently and effectively read data and the real-
time data display comes true. In addition, this method also can store data by using
the storage capability of the software.

3.7.2 Failures Setting Beforehand

Figure 7 and Table 2 show the parameter drifting curve and corresponding resis-
tance values of R19 whose nominal value is 2.2 KΩ. The resistance value
increasing gradually imitates a fault mode of solder break caused by temperature
cycling.

3.7.3 Monte-Carlo Simulation

Monte-Carlo analysis is a statistical analysis method, which exist in common circuit
simulation software giving the statistical distributions of the tolerances of compo-
nent parameters, we can use a set of pseudo random numbers to obtain the random
sampling of the components. We can analysis these random sampling circuits and
estimate the statistical distribution of circuit performance through the analysis
results.

In this study, the tolerances which equal to 5 % nominal resistance values for all
resistances except R19 are set by selecting “use tolerance” option under the menu of
Multisim 12.

The first method to take Monte-Carlo is that the simulation of Monte-Carlo
analysis can be found under the menu option. Then we can define Monte-Carlo

Fig. 7 The parameter shifting
curve of R19

Table 2 Resistance changes of R19

Simulation number 1 2 3 4 5 6 7 8 9 10

Resistance value/KΩ 2.2 3 3.5 4 4.5 5 5.5 6 6.5 7
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parameters according to the need which are type and size of the tolerance, number
of simulation, monitoring parameters and circuit working condition. The deficiency
of this method is it can only output one monitor parameter at the same time. This
method can’t achieve to output multiple monitoring parameters.

The second way is that there is a “use tolerance” option under the menu.
Choosing it, every simulation will give all the monitor parameters. But it can only
manually simulate. This chapter had chosen this way to carry out Monte-Carlo
analysis.

Firstly the output data of each test point under normal condition are measured so
as to be compared with the data obtained through fault injection. Table 3 shows the
data of all test points on normal condition, and the number of Monte-Carlo sim-
ulation is 10.

It can be seen from the data in the table that only TP6 can completely isolate the
faults of R19. This is related to the position and function of R19. Of course, the
premise of this is that other faults do not occur. From the previous stress analysis,
we know that R19 is a relatively weak component in the whole circuit. So if the
data monitored is similar to the data in Table 4, although we can’t rule out if other
fault resistances exist, it is the largest undoubtedly that R19 has breakdown.

4 Conclusion and Future Work

In this chapter, we use Multisim 12.0 which is commonly used simulation software
to realize the gradual fault occurring on the selected circuit. By using simulation
times instead time, a solder break simulations are conducted according to a curve
set in advance, which the resistance of a resistor varies with the simulation time
gradually increasing until opening, while the Monte Carlo analysis on other
resistors in the circuit by setting random variation tolerances are conducted to
obtain a set of more realistic simulation data, which can provide for algorithms of

Table 3 The data of all test points on normal condition

Simulation number TP1 TP2 TP3 TP4 TP5 TP6

1 5.007 5.008 2.429 6.028 5.039 3.82

2 4.977 4.978 2.413 6.026 4.954 3.745

3 5.019 5.02 2.438 6.029 5.026 3.771

4 4.995 4.996 2.422 6.024 4.958 3.783

5 4.991 4.992 2.418 6.027 5.031 3.833

6 5.017 5.017 2.431 6.027 5.127 3.867

7 5.025 5.026 2.441 6.028 5.068 3.895

8 4.977 4.978 2.415 6.028 5.026 3.839

9 4.984 4.984 2.422 6.029 4.977 3.803

10 5.02 5.021 2.437 6.028 5.044 3.779
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Table 4 Some fault data when R19 is imitated gradual faults

TP1 TP2 TP3 TP4 TP5 TP6

2.2 K 5.007 5.008 2.429 6.028 5.039 3.82

4.977 4.978 2.413 6.026 4.954 3.745

5.019 5.02 2.438 6.029 5.026 3.771

4.995 4.996 2.422 6.024 4.958 3.783

4.991 4.992 2.418 6.027 5.031 3.833

5.017 5.017 2.431 6.027 5.127 3.867

5.025 5.026 2.441 6.028 5.068 3.895

4.977 4.978 2.415 6.028 5.026 3.839

4.984 4.984 2.422 6.029 4.977 3.803

5.02 5.021 2.437 6.028 5.044 3.779

3.5 K (+50 %) 4.958 4.959 2.406 6.025 5.027 3.563

4.975 4.975 2.414 6.027 5.028 3.55

4.946 4.947 2.402 6.027 5.102 3.55

4.985 4.986 2.418 6.027 5.012 3.556

5.017 5.017 2.435 6.028 5.088 3.54

4.96 4.96 2.409 6.025 5.033 3.548

5.005 5.006 2.431 6.027 5.016 3.542

4.994 4.995 2.423 6.028 5.04 3.52

4.984 4.984 2.413 6.026 5.01 3.53

5.003 5.004 2.428 6.029 5.108 3.58

4.5 K (+100 %) 4.969 4.97 2.415 6.027 5.052 3.34

5.023 5.023 2.443 6.026 5.066 3.333

4.961 4.961 2.41 6.028 5.05 3.351

5.033 5.033 2.442 6.028 5.052 3.316

5.093 5.094 2.474 6.032 5.135 3.329

5.006 5.006 2.431 6.028 5.019 3.316

4.983 4.983 2.42 6.027 5.061 3.345

5.063 5.063 2.458 6.03 5.064 3.324

5.032 5.033 2.444 6.029 5.051 3.339

5.055 5.056 2.451 6.025 5.022 3.306

5.5 K (+150 %) 5.03 5.031 2.448 6.025 5.78 3.12

4.986 4.987 2.421 6.026 5.073 3.183

4.971 4.971 2.414 6.025 5.041 3.174

4.994 4.995 2.422 6.029 5.082 3.184

5.065 5.065 2.459 6.029 5.079 3.149

4.994 4.995 2.426 6.026 5.035 3.164

5.04 5.041 2.488 6.027 4.997 3.125

4.937 4.938 2.399 6.026 5.048 3.164

4.998 4.998 2.424 6.026 5.042 3.165

5.073 5.073 2.463 6.026 5.028 3.172
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diagnosis or prognosis. This simulation program is a reasonable, simple and
effective method for fault injection and fault simulation.

Following aspects should be further studied:

(1) The Monte Carlo simulation method in Multisim 12.0 can be only used on a
voltage node if using the built-in function,and another way is manual simu-
lation after making sure all test points. The former method can’t get simulation
data of multiple test points at the same time, however, the latter approach
needs the manual simulation and it will cost much time if we need a lot of
simulation data. So it urgently needs to find a reasonable solution.

(2) In this chapter, fault resistance of the circuit we chose has a representative
meaning, but the selection of test points is not ideal. It can be seen that test
point does not adequately reflect the changes of R19 to the overall impacts on
the circuit by observing the simulation data. So the selection of test points
needs to further research.

(3) In this study, we chose the resistor as the fault component, however, in other
circuits, the components which are easily breakdown may be capacitors, chips,
transistors, etc. As long as we analyze the principle of fault components and
make clear which parameter changes, the method in this chapter can be used.
The difference is the curve of parameters.
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Abstract Asset Management as a growing discipline is being incorporated into the
Chilean Industry, especially into the mining Industry; however, there is a need to
provide the necessary skills and knowledge regarding these new positions. In that
regard, since 2005 we have successfully incorporated a master’s program scheme
entitled Master of Asset Management (MGA, currently in its 9th offering). Up to
date, more than 300 postgraduate students from different industries have attended
this MGA, becoming the leading program in Latin America. In the training field we
have developed a Diploma on Asset Management (DGA—140 h). With the present
study, we have analysed the students’ profiles to identify the industry distribution
and, at the same time, to measure the extent to which the skilled labour (graduates)
have moved between different job positions and/or companies, be it as a horizontal
mobility (does not result in a change in the worker’s grading or status) or a vertical
mobility (if it does). Additionally, we regularly test the influence of the market-
value and scholastic and social dimensions of the human capital on the alumni. The
scope is mainly the Chilean industry.
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1 Introduction

Entering a postgraduate program helps to increase knowledge and skills in specific
areas of a professional career and also allows a higher personal development, which
can be a key element in career success [1] and higher employability [2]. The
decision for enrolling in a Master’s Degree often implies investing a large sum of
money, time and effort; thus, getting to know the potential return such a personal
project may yield in the future would be incredibly useful for prospective students,
when comparing these with other possibilities.

Baruch et al. [4], have put forth a methodology that allows for analysis of
competences, skills, human and professional capital development, recognized upon
completion of a postgraduate degree. By surveying alumni from a US general MBA
and specialist Master’s program, they were able to measure the added value given
to a professional’s life through the postgraduate studies.

Based upon this methodology, a similar study is performed on the Professional
Master of Science in Maintenance Engineering and Asset Management (MGA, in its
abbreviated Spanish form: Magíster en Gestión de Activos y Mantenimiento), a
specialized Master’s degree primarily focused, as its name says, on Asset Man-
agement andMaintenance Engineering, which has been offered by the Departamento
de Industrias of the Universidad Técnica Federico Santa María (UTFSM), Chile. To
date, 9 generations of professionals have taken it as part of their professional training
since it opened in 2005, as a pioneer postgraduate degree and as a leader in the field
in Latin America. This 2-year program is comprised of 400 academic hours in a
weekend schedule format.

With approximately 330 alumni and 210 graduate students to date, this program’s
first generation has already been active in the market for about 6 years, allowing the
main objective of this investigation: what effect an Asset Management degree, such
as the MGA, has had on the training, the employability and professional develop-
ment of its graduates.

2 Theoretical Framework

Postgraduate programs offer their students in-depth and specific knowledge and a
more polished set of skills for certain professional areas, new tools and a renewed
chance to approach a university’s learning setting. This experience nurtures the
career and life of those who pursue such a degree, by improving their competi-
tiveness, employability [3] remunerations, and also an easier entrance into a
valuable professional network.

As discussed and researched on [4], the human capital, upon which a graduate’s
program may have effect, can be analysed in five dimensions: scholastic capital
(referring to the knowledge acquired on a degree); social capital (indicating the
creation of valuable networks); cultural capital (the value that society assigns on
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prestige symbols); inner-value capital (the managerial skills gained through a higher
sense of self-esteem, self-awareness and confidence); and, lastly, market-value
capital, which depends on the previous four, and is evidenced by the higher
remuneration graduate students get.

A good postgraduate degree must give valuable and relevant knowledge and
information to its students, distinguishing them from the rest of the professionals
available in the market; and thus improving their employability assets by increasing
the scholastic capital owned.

Social capital is also increased through participation in the networks generated
in postgraduate’s degrees. The value-added element in these networks ultimately
promotes the success of the organization where the graduate works [5]; thus
becoming an asset for both the individual and the company.

Attaining a higher degree of education helps to climb the social status ladder,
gain prestige and a higher recognition by society. A direct correlation between
MBA and specialized programs and this positive impact on the cultural capital has
been established in previous studies (see [6, 7]).

Inner-value capital considers the internal competences upon which a person
builds self-image and their improvement represents a higher level of performance
[8], which is sought after by companies.

In the case of the MGA Master’s degree, of these five aspects of human capital,
only three are taken into account for an exploratory analysis: scholastic capital,
social capital and market-value capital. It has been previously analysed how MBA
alumni have seen an increase in their wages [9].

A broader vision on the employability assets that a specialized degree may
bestow on its students for competing in the labour market is thus given.

Based on this theoretical framework three dimensions were taken into account
which has led to three research hypotheses, as follows.

Hypothesis 1 The Professional Master of Science in Maintenance Engineering and
Asset Management degree has had a positive influence in market-value capital of its
graduate students.

Hypothesis 2 The Professional Master of Science in Maintenance Engineering and
Asset Management degree has had a positive influence in the scholastic dimension
of the human capital of its graduate students.

Hypothesis 3 The Professional Master of Science in Maintenance Engineering and
Asset Management degree has had a positive influence in the social dimension of
the human capital of its graduate students.
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3 Methodology

3.1 Research Delimitation

Primary objectives of this investigation are the definition and limitation of the
effects the Master of Asset Management has had on the career of its graduates, i.e.,
to specify which area is of particular interest when studying the professional
development of the alumni, by observing the changes they have gone through from
the time of enrolment, graduation and current position. In order to do so, an
appropriate methodology able to measure these implications must be found.

The first considered evidence is the possibility of work position movement in a
company, to another company or to another industrial field. This possibility given at
some point after the completion of the degree may have been gained thanks to it.
Therefore, it is important to find out if the MGA had any such influences. Along
with this, the chance of rising in the hierarchical ladder and gaining higher levels of
responsibility are also analysed, to see if the work position change also involved a
vertical shift in the organizational chart.

Another important bit of evidence, helpful when measuring the return from
investment on a Master’s degree program, is the wage difference between what was
earned before the program, right after its conclusion and in the long term. This
shows how the market reacts to an improvement in the professional assets of a
worker that has gone through a postgraduate program.

Lastly, the scholastic and social capitals are surveyed in an exploratory manner,
in order to assess the development perceived by the alumni.

3.2 Sampling and Survey

Once the areas to study are clarified, a brief and anonymous on-line survey is
created to evaluate their career development, consisting of 25 questions in 8 groups
of similar content. During June of 2013, the on-line examination was sent to 258
ex-students, whose e-mails were available, updated and correct. The entire popu-
lation of ex-students consists of 337 people, resulting in a gap between the potential
sample and the actual population sample of 23.4 %.

Following the initial mailing, and three consecutive reminders, 84 completed
surveys were retrieved, representing a 32.6 % response rate, consistent with pre-
vious studies, as it appears on [4]. All the answers were given by male graduates
(only 10 women have graduated so far), with about 80 % of them ranging in age
from 30 to 50 years old. Participants have worked in an array of industries, but most
of them (62.2 %) in the mining sector. This bias is explained by the nature of
Chilean industry whose primary source of employment is related to copper, being
Chile the world’s largest producer of this mineral.

In the survey, one question was focused on determining what generation the
survey represents, given that the program has been offered since 2005. The time
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between graduation and the moment of evaluation is relevant. As a demographics
measurement, there were 2 questions focused on defining the age and gender of the
graduate.

A set of direct questions is presented to determine the industrial sectors in which
the graduate has worked before the MGA, right after it was completed and pres-
ently; thus, knowing the employment path taken by the graduate. A list of the 11
most common industries among MGA participants was obtained from a previous
self-evaluation of the program [10], being, for instance, copper mining, engineering
services, transportation and telecommunication. A blank box was offered, so that
the graduate could write a sector not previously considered.

The perception regarding the hierarchical position shift occurred since the
attainment of the degree until now is asked through a direct question. It is set by
placing statements over a personal opinion, such as “I’ve risen by 2 hierarchical
levels”, “I’m on the same position” or “I’ve fallen 1 hierarchical level” between the
enrolment and the conclusion of my degree, and between graduation and my current
status. This resulted in a 7 level possibility response, from “I’ve fallen more than 2
levels” to “I’ve risen more than 2 levels”. This is based upon the realization of the
existence of complex organizational structures in certain industries, in which it is
sometimes hard to tell where exactly a certain hierarchical position is located on the
organizational chart. It also allows a comparison among different industries and
companies, like retail, mining and food process.

In addition to this, an open question asking for the name of the position was
given, so it could be observed what kind of work the professional has had before
and after graduation from the Master’s degree, e.g., execution, supervision or
control.

As a measurement of the level of responsibility a worker has had, it is asked how
many people the graduate had under direct responsibility, before entering the MGA,
after its completion and currently. The response possibilities are as follows: “0
people”, “1–5”, “6–10”, and so on, up to “More than 25”.

Development of the scholastic and social capitals are analysed through 6
questions. In these questions, 4 level Likert response possibilities are given to
positive statements, i.e., “The program helped me improve my skills on the asset
management field”, “In the Master’s degree I acquired new knowledge focused on
reliability processes in my work”, “Thanks to the MGA I could create a valuable
network from the people I met” or “I’ve used the network, exchanging useful
information”. The 4 response possibilities are the following: “I disagree com-
pletely”, “I disagree”, “I agree” and “I agree completely”.

4 Results

Participants of the survey showed a mean of 3.74 years (SD 1.64) of work life after
graduation from the Master on Asset Management. Table 1 shows details regarding
the number of responses per generation.
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The largest number of responses was given by ex-students from the generation
of 2009, 2010 and 2011, with a 66.67 % response rate.

Hierarchical position change possibilities were assigned levels to quantify the
received responses, i.e., “I’ve fallen more than 2 levels” was given a −3, “I’ve fallen
2 levels” was given a −2, and so on, up to “I’ve risen more than 2 levels”, that was
given a +3. Furthermore, the time between enrolment and graduation was named
“1st stage”, and the time between graduation and the current situation was labeled
as “2nd stage”. Relative response frequencies to this question for 2008–2011
generations are given in Table 2. As it can be seen in the highlighted statistical
mode for every generation and moment, most data occurs above Level 0 (same
hierarchical position), so it is safe to assume that on average, a graduate from the
MGA would see their position safe, in terms of not descending in their organiza-
tional chart.

Table 3 shows one-variable statistics for the 2008–2011 generations. The overall
change represents the ‘leap’ since enrolment in the MGA program. Generations that
graduated earlier (2008 and 2009) have a higher change in their position than the
most current ones.

Responsibility degrees, in number of people under a worker’s responsibility,
were also assigned to levels, as in the previous analysis, to quantify the types of
responses received. In this case, the responses were given levels from 0 to 6, i.e., “0
people” was given a 0, “1–5 people” was given a 1, and so on, up to “More than
25” with a 6. Table 4 shows the relative response frequency given to this question
by the graduates.

Table 1 Number of responses per year of graduation

Graduation year 2006 2007 2008 2009 2010 2011 2012 Total

Nr of responses 5 11 10 18 14 24 2 84

Table 2 Relative response frequency for hierarchical level change

Grad.
year

2008 2009 2010 2011

Resp.
level

1st
stg.
(%)

2nd
stg.
(%)

1st
stg.
(%)

2nd
stg.
(%)

1st
stg.
(%)

2nd
stg.
(%)

1st
stg.
(%)

2nd
stg
(%).

Level 3 30.00 20.00 11.11 22.22 7.14 7.14 4.17 0.00

Level 2 10.00 10.00 22.22 11.11 7.14 14.29 0.00 8.33

Level 1 20.00 40.00 22.22 33.33 42.86 14.29 58.33 29.17

Level 0 30.00 20.00 38.89 27.78 42.86 64.29 33.33 62.50

Level-1 10.00 10.00 5.56 5.56 0.00 0.00 0.00 0.00

Level-2 0.00 0.00 0.00 0.00 0.00 0.00 4.17 0.00

Level-3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Total 100 100 100 100 100 100 100 100
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A relative frequency, observed in Table 4, gives each response from generations
2008–2011 a responsibility level, as previously described. As roughly seen, there
seems to be an increase in the responsibility level, shown by the highest frequency
on each response highlighted.

Tables 5 and 6 show one-variable statistics for responsibility levels and the
changes, which occurred, respectively, for the generations graduated in 2008–2011.

The generation of 2008 has undergone the largest responsibility level change as
they have the longest time in the ‘labour market’ since graduation. It is noticeable,
that the generations of 2010 and 2011 have suffered a decrease in their responsi-
bility levels, mainly in the ‘2nd stage’ of their career, i.e., since the graduation.

Table 3 One-variable statistics for hierarchical position change

Hierarchical position change Mean

Graduation year 2008 2009 2010 2011

1st stage 1.09 0.94 0.73 0.62

2nd stage 1.00 1.16 0.60 0.45

Overall change 2.09 2.10 1.33 1.07

Table 4 Relative response frequency for responsibility levels, generation and time of interest

Gen. Timea 0 (%) 1 (%) 2 (%) 3 (%) 4 (%) 5 (%) 6 (%) Total
(%)

2008 A 20.00 20.00 20.00 0.00 0.00 0.00 40.00 100

B 0.00 10.00 0.00 10.00 20.00 0.00 60.00 100

C 10.00 0.00 20.00 0.00 0.00 0.00 70.00 100

2009 A 5.56 27.78 0.00 22.22 22.22 11.11 11.11 100

B 5.56 16.67 5.56 22.22 5.56 22.22 22.22 100

C 22.22 5.56 11.11 0.00 5.56 22.22 33.33 100

2010 A 21.43 28.57 14.29 14.29 7.14 0.00 14.29 100

B 14.29 28.57 14.29 7.14 0.00 7.14 28.57 100

C 21.43 21.43 28.57 0.00 0.00 0.00 28.57 100

2011 A 16.67 29.17 12.50 4.17 16.67 4.17 16.67 100

B 12.50 20.83 20.83 4.17 4.17 20.83 16.67 100

C 16.67 25.00 20.83 8.33 4.17 8.33 16.67 100
a A Before enrolling, B Right after graduation, C Current status

Table 5 One-variable
statistics for responsibility
levels

Responsibility degree Mean

Graduation year 2008 2009 2010 2011

Before enrolling 3.00 3.06 2.07 2.54

Right after graduation 4.80 3.61 2.87 2.96

Current status 4.60 3.61 2.40 2.50
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Wages were analysed, by assigning a level to different wage intervals, as in the
previous analyses. There are 10 different levels, from level 1 representing a monthly
earning of less than $1,000,000 Chilean Pesos, around 2,000 USD (1 USD roughly
equals 500 CLP [11]). From level 2 onwards, every interval represents an increase
of $500,000 CLP (≈1,000 USD). Table 7 shows the relative response frequency for
this analysis.

Table 8 shows one-variable statistics for the analyzed generations’ responses,
and there is, on average, a positive difference in salary, as seen on Table 9, during
the whole process of attaining the Master’s degree.

Figure 1 visually summarizes the information already given from the perfor-
mance indicators analyzed. It can be seen how, on average, the graduates from the
previous generations have attained higher degrees of ‘development’ in the areas of
hierarchical position, income and responsibility level. Also, there is an overall
positive change in each of the generations that has been studied with more detail,
given that most of the indicators are positive. The negative change level in
responsibility degree for the generation of 2011 is interesting to further analyze, but
the limitations of the survey would not allow it.

Measurements on the results from the questions related to the development of
scholastic and social capital returned the results shown on Table 10. Each possible
response for this question was given a level, according to the agreement between
the statement given and the perception the participant has had, regarding their
experience with the MGA. “I disagree completely” was given a level of 1, and “I
agree completely” was assigned to a level of 4. Thus, a mean close to 3 on both of
these capitals represents a perception by the graduates that there has been progress
in their personal assets through their participation in the MGA. Further details on
the dimensions of human capital analysed are given on Tables 11 and 12.

It can be seen that scholastic capital has been developed at a greater degree than
social capital. This happens, given the nature of the course. Students go twice a
week to lectures and exercises, so the time is spent entirely on academic issues,
rather than socializing.

Of the 84 completed surveys obtained, 21 people have changed at least once
from an industrial sector to another. Upon observing the data acquired from the
responses related to industrial sector movement, there is no evidence that this is in
any way related to the remuneration difference or to the responsibility degree
variation, previously analysed.

Table 6 One-variable statistics for change in responsibility level

Responsibility degree change Mean

Graduation year 2008 2009 2010 2011

1st stage 1.80 0.55 0.76 0.38

2nd stage −0.20 0.00 −0.43 −0.42

Overall change 1.60 0.55 0.33 −0.04
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However, when reading the job descriptions input, there seems to be a trend:
from one position to a higher one on the organizational chart. As previously seen in
the hierarchical position change analysis, this reinforces the positive movement
perception in a qualitative manner. It is common to read an increase from “Assistant
Manager” to “Manager in chief” or from “Unity chief” to “Section Head”.

Table 8 One-variable
statistics for income level
(levels)

Income level Mean

Graduation year 2008 2009 2010 2011

Before enrolling 2.20 3.72 3.33 3.50

Right after graduation 3.20 4.50 3.73 4.26

Current status 4.20 5.50 4.46 4.83

Table 9 One-variable
statistics for income level
change (levels)

Income level change Mean

Graduation year 2008 2009 2010 2011

1st stage 1.00 0.78 0.40 0.83

2nd stage 1.00 1.00 0.73 0.52

Overall change 2.00 1.78 1.07 1.23

Fig. 1 Overall average change on performance indicators
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5 Conclusions and Implications

On Tables 8 and 9 it can be seen that the income level increases as we move into the
older graduation years. The same pattern can be seen on Fig. 1. There is enough
evidence to confirm Hypothesis 1. In order to achieve a more precise impact of the
master’s degree at the income level, future research should define control groups.
Another benchmark that would be interesting to compare is this result against a
more generic master’s program such as an MBA with the same industry mix. This
could lead to future research in the area.

Regarding the scholastic capital mentioned in the Hypothesis 2, it can be seen in
Table 11 that the overall sample of 84 alumni perceived, as a mean, an important
contribution to their specific knowledge in the asset management discipline which
was acquired through the master’s degree MGA. According to Table 11—scho-
lastic capital—the three dimensions scored greater than 3.5 on a 1–4 scale, thus we
can confirm Hypothesis 2. These figures allow confirmation that this program is
providing specific knowledge transfer to students pursuing the MGA master’s
degree.

Regarding the social capital mentioned in the Hypothesis 3, it can be seen on
Table 12, that the overall sample of 84 alumni perceived an important contribution
to creating valuable networks based on the master’s degree. Even though perceived
value approaches a mean of 3, on a 1–4 scale, there is still a gap to be analysed
because there is room for improvement on how to strengthen the networking
process. Based on these results we can confirm Hypothesis 3.

Table 10 One-variable
statistics on perceived human
capital development

Human capital Mean

Scholastic capital 3.57

Social capital 2.98

Table 11 One variable
statistics on perceived
scholastic capital
development

Scholastic capital Mean

Skills 3.62

Methodology 3.58

Knowledge 3.51

Table 12 One-var. statistics
on perceived social capital
development

Social capital Mean

Creating networks 2.97

Making professional friends 3.17

Use of networks 2.80
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6 Notes

The Data Base and Project Evaluation [10] with the information were obtained from
the MGA’s administrative office.

A.1 7 Appendix

The translation of the on-line survey questions and response possibilities made
during June of 2013 is shown hereafter.

1. When did you enroll in the Master of Asset Management?
2. When did you finish the courses of the Master of Asset Management?
3. In which industrial field were you working before enrolling in the MGA?
4. In which industrial field were you working upon completing the MGA?
5. In which industrial field are you currently working?

(Possible responses for questions 3, 4 and 5: Engineering services—Mining—
Electricity—Transport and/or Telecommunications—Forestry—Energy Gen-
eration—Chemical Processes—Retail—Sanitation—Software Development—
Astronomy—Plus an open space for a response not considered).

6. Regarding the level in the organizational chart of your working place. Since
enrollment until completion of the MGA, what statement better describes your
situation?

7. Regarding the level in the organizational chart of your working place. Since
completion of the MGA until your current place, what statement better
describes your situation?
(Statements given for questions 6 and 7: I’ve risen more than 2 levels—I’ve
risen exactly 2 levels—I’ve risen 1 level—I’m in the same position—I’ve fallen
1 level—I’ve fallen exactly 2 levels—I’ve fallen more than 2 levels).

8. Please, give the name that better describes your work at the moment of
enrollment into the MGA.

9. Please, give the name that better describes your work at the moment of com-
pletion of the MGA.

10. Please, give the name that better describes your current work.
11. How many people did you have under direct responsibility upon enrollment

into the MGA?
12. How many people did you have under direct responsibility upon completion of

the MGA?
13. How many people do you currently have under direct responsibility?

(Possible responses for questions 11, 12 and 13: 0–1 to 5–6 to 10–11 to 15 – 16
to 20–21 to 25—More than 25).

14. Regarding your average monthly income, in what range was it when you
enrolled in the MGA?
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15. Regarding your average monthly income, in what range was it when you
completed the MGA?

16. Regarding your average monthly income, in what range is it currently?
(Ranges given for questions 14, 15 and 16: Less than 1,000,000 CLP—
Between 1,000,001 CLP and 1,500,000 CLP—Between 1,500,001 CLP and
2,000,000 CLP—Between 2,000,001 CLP and 2,500,000 CLP—Between
2,500,001 CLP and 3,000,000 CLP—Between 3,000,001 CLP and 3,500,000
CLP—Between 3,500,001 CLP and 4,000,000 CLP—Between 4,000,001 CLP
and 4,500,000 CLP—Between 4,500,001 CLP and 5,000,000—More than
5,000,000 CLP).

17. Regarding your personal experience with the master’s program, the MGA
helped me improve my asset management skills.

18. Regarding your personal experience with the master’s program, the MGA gave
me new methodologies in the asset management field.

19. Regarding your personal experience with the master’s program, in the MGA I
acquired more knowledge focused on plant reliability.

20. Regarding your personal experience with the master’s program, in the MGA I
acquired more knowledge focused on plant reliability.

21. Thanks to the MGA I could make a valuable contact network.
22. In the MGA I could meet good classmates and friends.
23. I have been making good use of the network created by exchanging useful

information.
(Likert scale possible responses for question 17 through 23: I disagree abso-
lutely—I disagree—I agree—I agree absolutely).

24. What is your age?
25. Gender.
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PHM Collaborative Design in Aircrafts
Based on Work Breakdown Structure

Ying Ma, Wenjin Zhang and Jie Meng

Abstract Prognostics and health management (PHM) technique has shifted the
focus from traditional status monitoring to health assessment, and has become a
critical technique in the development of new weapons and in autonomic logistics.
However, the design process of the PHM system is not integrated properly in the
design of the aircraft, which makes it impossible to achieve an optimal overall
design. With this consideration, we introduce the concept of collaborative design
into the PHM design. By applying the technique of work breakdown structure, the
PHM system and the corresponding aircraft system are decomposed in three
aspects: the object aspect, the development aspect and the project aspect. Then the
design process of the PHM system and that of the aircraft are integrated based on
the breakdown structure in a collaborative way. Then the PHM design in the aircraft
can be optimized and the life cycle cost can be reduced.

1 Introduction

Recently, with the development of the computer science, artificial intelligence,
microelectronics and MEMS technique, the system becomes more and more
complex and the system tends to be designed in a more integrated way. Conse-
quently, the diagnostic technique for weapons is changed from the traditional
corrective maintenance and periodic maintenance to the on-condition maintenance
that can cover all the main systems and critical components. A new concept, i.e., the
prognostics and health management (PHM) technique, has been proposed by the
US Army to deal with the advanced test, maintenance and management for the new
generation of weapon equipment.

The key in the realization of the PHM technique lies in three points: (1) to use a
minimal number of specialized sensors to collect the data and information about the
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system, (2) to access, monitor and manage the system health status with intelligent
algorithms and reference models based on these data and information, and (3) to
propose proper advices on the condition-based maintenance policy based on the
system health status [2, 3]. Compared with the traditional fault detecting techniques,
PHM has distinct advantages. The failure can be predicted and the operators can be
informed in advance, which improve the safety and reliability of the system. The
maintenance is condition-based and improves the system maintainability and
optimizes the design of the logistic system. At the same time, the condition-based
maintenance can also reduce the lifetime cycle cost and achieve a better afford-
ability. Therefore, PHM has become one of the key enabling techniques in the
automatic logistics [8, 4].

As a technique that is continually developing, PHM is far from perfect in the
system integration [11]. More work has to be done in the collaborative design of the
PHM system and its “host” system. For the moment, the PHM design and the aircraft
design are implemented separately, where the PHM design is often carried out after
the aircraft has been designed. The overall optimal design will never achieved in such
way, for example, if the aircraft has been designed without considering the PHM
system, the PHM design will always be faced with many restrictions, such as the
sensors allocation. With this consideration, the paper analyses the PHM system in a
three-dimension view: the object dimension, the working dimension and the phase
dimension. Then the object (the PHM system) and the working (including the
management, design and test) are decomposed along the phase dimension based on
the work breakdown structure (WBS) technique. After then, the collaborative design
is introduced in the PHM system design and the aircraft design, which ultimately
optimizes the aircraft support system and reduces the development cycle and the
overall cost.

2 PHM Analysis on Three Dimensions

As the information resource for the automatic logistics system of the aircraft, the
PHM system provides the ability of the instant in situ fault detection and isolation,
fault prediction and health management. To realize these tasks, the design of the
PHM system involves a lot of issues. Based on the structure and the operating
features, the PHM design can be viewed in three different dimensions: the object
dimension, the working dimension and the phase dimension, as shown in Fig. 1.

In the object dimension, the PHM system includes the on-board PHM system
and the off-board PHM equipment. With the hierarchical reasoning and the inte-
grated fault diagnose and prediction architecture, the PHM technique can find its
applications from the equipment level to the platform level, which provides the
aircraft an all-round health management.

Specifically, the on-board PHM system involves three levels. The bottom level
includes these monitoring software and hardware distributed in the devices of the
aircraft, such as the sensors and the built-in test (BIT) equipment. The middle level
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includes the regional managers and the top level is the aircraft platform manager.
The bottom level serves as the fault information source: it collects the fault infor-
mation via the sensors and the BIT and then submits the information to the regional
manager in the middle level. The regional managers have the capacities of signal
processing, intelligence fusion and regional reasoning, which monitor the corre-
sponding subsystems of the aircraft continuously. The aircraft level PHM manager
locates in the Integrated Core Processor (ICP). By applying the association rules, it
can synthesize different information, identify and isolate the fault, and eventually
formulate the maintenance information and provide available knowledge for the
pilot. The maintenance information would be transmitted to the Automatic Logis-
tics Information System (ALIS) on the ground. Then ALIS will synthesize and
identify the information provided by the on-board state manager and make deci-
sions based on the information.

The working dimension reflects the works with different natures involved in the
PHM development, including the design process, the management of the devel-
opment and the validation test of the system. Specifically, the PHM design includes
all the design works completed in different development phases. The management
of the PHM development involves making the PHM design working plan,
decomposing and distributing the overall requirements, managing the design doc-
uments and drafts during the design process and periodically evaluating the design.
The test acts as the validation for the PHM system after the design is completed; it
includes the systematical simulation validation and tests of the PHM system and its
subsystems.

Management

Design

Test

Preliminary 
deisgn

Planning
phase

Detailed 
design

Final
design

On-board PHM

Object

Development phase

Working

Off-board PHM

Fig. 1 A three-dimension view of the PHM development process
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In the development dimension lies phases of the PHM development procedure:
the planning phase, the preliminary design, the detailed design and the final design.
This dimension is a time line of the PHM development and the decomposition of
the PHM system is implemented along this dimension.

3 WBS of the PHM System

With the discussion in Sect. 2, the different aspects of the PHM development
become clear in three dimensions. In this section, we will decompose the PHM
development in this three-dimension view with the WBS technique. Specifically,
the PHM development will be decomposed in the object dimension and in the
working dimension. The design in the working dimension is discussed in Sect. 4 in
detail and hence will not be discussed in this section.

The WBS is defined as a hierarchical description of the involved works during
the design and manufacturing of the equipment by a top-down stepwise decom-
position [1]. The hierarchical description focuses on the product that will be
designed and manufactured. The works in the equipment project and their relations
with the final product is completely defined by three elements, i.e., the product, the
service and the documents. The characteristic of the WBS is that it represents the
procedure of decomposing a complex project sequentially into some simple ele-
ments [6].

3.1 Decomposition of the Object (the PHM System)

Along the object dimension, the PHM system can be decomposed into four levels
according to the product function by a top-down manner, which is shown in Fig. 2.
For the fourth level, we summarize different parts with functional relations and
obtain six modules: data acquisition module, data manipulation module, state
detection module, health assessment module, prognostic assessment module and
advisory generation module. Combined with the interfaces, including the man-
machine interface, interfaces between modules and interface with other systems, it
arrives at a typical PHM structure of open system architecture for condition-based
maintenance (OSA-CBM).

3.2 Decomposition of the Works: Management

In the working dimension, the management involved in the PHM development is
decomposed into the systems engineering management and the engineering project
management, as shown in Fig. 3.
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The systems engineering management is a complex task. It includes six ele-
mentary management works. The target of the index management is to propose the
monitoring indexes according to the requirements on the PHM system, such as the
fault detection rate (FDR), fault isolation rate (FIR) and false alarm rate (FAR).
These indexes will be decomposed into the more detailed indexes according to the
characteristics of different subsystems and their working conditions. The detailed
indexes will be distributed to the subsystems and will be their design requirements.
Technical plans and control deals with the technical planning documents and

Object - PHM system
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technical controlling documents in supervising, guiding and accessing the technical
outline, as well as the standard system that has to be clarified in the PHM design
process. System cost-effectiveness management includes the risk analysis and the
cost-effectiveness analysis of the PHM system, considering that the introduction of
the PHM system also increases the deployment cost and the system risk while it can
predict faults and reduce the support cost. Technical evaluation is to review the
qualification of the specialized designing departments before assigning the task to
them. Design evaluation is to check the design of the PHM system periodically and
identify whether the requirements are met and the process is carried out according
to the schedule. System acceptance includes compiling the test plan and validating
and identifying the PHM system.

The engineering project management is also a complex task. It focuses on these
issues that involved in the PHM development but excluded by the systems engi-
neering management, including the contract management, documents and drafts
management, schedule management and cost management.

3.3 Decomposition of the Works: Test

The test in the working dimension is a generalized concept, which includes the
simulation test and the real PHM system test. The aim of the tests is to validate and
access the PHM system and modify the possible design defects. Figure 4 illustrates
the decomposition of the test for the PHM system [9, 10].

The simulation test is applied to the systems that subject to high safety
requirements and not suitable for real system tests. These systems are modeled and
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Fig. 4 Decomposition along
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simulated to validate its performance and the models will be modified when the
historical data are available to improve the accuracy of the fault location. Generally,
the simulation test will cost less than the real system test and can reduce the number
of required real system tests. On the other hand, the simulation test cannot perfectly
reflect the environmental impacts on the system and requires lots of efforts on the
system modeling and simulation. The test on the real PHM system can be imple-
mented resorting to the fault injection technique or the accelerated test. The system
performance can be evaluated with the operations of the target system or its
equivalent system.

The design in the working dimension involves a sequential PHM design process
based on the characteristics of the PHM system and the aircraft and their working
conditions. The PHM design process includes requirement analysis, requirement
decomposition, design and implementation, function integration, analysis and
evaluation, maturation and validation and identification. The details of the PHM
design will be discussed in Sect. 4.

4 Collaborative PHM Design Process

The structure of the PHM system and the involved works becomes clear after
decomposing the PHM system in the object dimension and in the working
dimension. In this section, we will further discuss the PHM design in a collabo-
rative view. Indeed, all the works, including management, design and test, play
their roles though the whole PHM development cycle; they should be carried out
simultaneously in a collaborative way.

For the aircraft, its design involves multiple-disciplines and requires engineers
from different domains or different places to cooperate in a same project. For the
PHM system, its design requires the design information about the critical systems of
the aircraft, which demands the cooperative works of the aircraft designer and the
PHM designer to achieve an optimal design. Considering that the collaborative
design is distributed, interactive, sharing, dynamic and collaborative, which is
consistent with the requirements of the aircraft PHM design, it is reasonable to
introduce the method of collaborative design into the aircraft PHM design.

The collaborative design carries forward the idea of concurrent engineering,
where a group collaboratively completes a design task under a computer supported
environment. It is a new design technique that requires the designers considering
not only the technical issues involved in the design of the product but also the
user’s requirements, the manufacture process, the assembly and the maintenance.
The core concept of the collaborative design is the optimization of the system and
the integration of the development, anticipating all the problems that might arise in
the development and proposing the corresponding solutions at the very beginning
of the design process [7]. Under a collaborative design environment, the PHM
design cycle will be shortened and the PHM system can be rapidly developed.
Designers and experts can communicate on the collaborative working platform and
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solve the problems more efficiently. The design process can achieve a high level
integration with a seamless data transition and model simulations. The development
cost can be estimated more accurately and reduced by integrating the cost model
and the cost design process [5].

Figure 5 illustrates the framework of the collaborative PHM design. There are
two levels of collaboration in the PHM development: for the PHM system, the
involved works including management, design and test are carried out collabora-
tively; for the PHM and the aircraft, their design processes proceed collaboratively.
In the followings, we will discuss these two levels of collaboration in detail.

4.1 Collaborative PHM Design and Aircraft Design

The aircraft design consists of the concept demonstration phase, preliminary design
phase, detailed design phase and the finalizing design phase. Similar, the
design process for the PHM system also contains these four phases. The specific
design variables of the PHM system are defined by the design of the components,
subsystems and systems of the aircraft, that is, the PHM design has to accommodate
the aircraft design. In order to achieve an optimal overall design, the PHM design
and the aircraft design should be carried out simultaneously and collaboratively.
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In the planning phase, the tactical requirements and the overall concept solution
of the aircraft can be settled according to the users’ demands and their feasibility
will be validated. Accordingly, with the monitoring requirements of the aircraft, the
overall PHM solution will be proposed and be accessed to see whether it can meet
the monitoring requirements.

In the preliminary design phase, the technical solution of the aircraft design, i.e.,
the layout and the overall design parameters will be proposed according to the
development requirements. At the same time, the PHM design elements will be
decomposed according to the structure, function and working modes of the systems
in the aircraft and incorporated into the aircraft design. Specifically, the structure of
the PHM monitored object should be identified and decomposed; then the failure
modes, mechanism, effects and characteristic parameters of the object should be
identified resorting to the FMECA technique. Whenever the weak parts of the
monitored object are identified, the reasoning framework of fault diagnosis and
prediction can be constructed.

In the detailed design phase, the design will be refined according to the pre-
liminary design plan, and the characteristic parameters of different parts of the
aircraft, such as the shape, the size, the materials and the manufacturing, will be
confirmed. Prototypes will also be built to verify the design. For the PHM system,
the sensors locations are defined according to the characteristics of the monitored
object. The adaptability of the fault diagnosis algorithm will be analysed and the
design of the reasoning machine will be refined. Proper prediction algorithms
should be selected to predict the health status of the components, systems and the
aircraft, and the maintenance decision and support plan generation system should
be designed. Maintenance decisions are mainly generated by the off-board PHM
equipment, whose design includes the hardware and software design and the
interfaces design, such as the interfaces between modules, interfaces between dif-
ferent levels, man-machine interfaces and the interface between PHM system and
the aircraft.

In the finalizing design, after the prototype is built, ground tests such as static
mechanical test, resonance test and electromagnetic compatibility test have to be
implemented before the test flight. Whenever the failure occurs during the test
flight, it has to be investigated and understood, and modifications have to be done
whenever necessary. Both the design of the aircraft and its PHM system are vali-
dated in this phase. The validation test of the PHM system mainly resorts to the
half-entity test and the real PHM system test.

A joint test of the aircraft and the PHM system should be accomplished after the
two systems are validated separately. The aim of the joint test is to verify the
compatibility of the PHM system and the aircraft and modify the design whenever
the requirements are not satisfied. The process is iterative until all the design
requirements are met.
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4.2 Collaborative Management and Test

Management and test verification continue playing their roles throughout the whole
PHM development process. They have to be carried out collaboratively with
considering the ongoing design process.

For the management works during the PHM development, with the decompo-
sition in Sect 3.2, the works to be carried out during each design phases become
clear. During the planning phase, the management works include the indexes and
requirements management and the technical planning. The standard system and the
technical guidance outline of the PHM design should be proposed, based on which
the following design works can be carried out. Besides, other works including the
cost-effectiveness analysis, the risk analysis, the technical evaluation and the task
distribution for the specialized designing departments should be carried out at the
same time. In the design phase, i.e. the preliminary and detailed design phase, the
management works includes the periodical design evaluation and the schedule
controlling. The related documents should be filed and will form the knowledge
base for future projects. In the finalizing phase, the management works involve
verification of the project and the final acceptance, including the design acceptance
and the cost acceptance.

For the test works involved in the PHM development, the work elements
involved in each design phase can also be identified with the decomposition in Sect.
3.3. During the planning phase, tests to validate the feasibility of the new tech-
niques should be carried out. In the design phase (the preliminary design and the
detailed design), the major part of the test works is the entire system simulation, by
which the design of the system can be validated and modified. In the finalizing
phase, more tests are carried out on the real PHM system by fault injection tech-
nique to verify whether the system can locate the fault properly and give admirable
maintenance suggestion. The accelerated test, such as the accelerated lifetime test or
accelerated degradation test can also be applied to access the safety and the reli-
ability of the PHM system. At the same time, the joint tests on the PHM system and
the aircraft have to be carried out to verify the compatibility between the PHM
system and the aircraft.

5 Conclusion

Currently, the aircraft design and its PHM system design are carried out separately
and as a result the overall optimal design can never be reached. This paper intro-
duced the collaborative design method into the PHM system design. First, the PHM
development is analyzed in a three-dimension view: the object (PHM system)
dimension, the working dimension and the phase dimension. Then the PHM
development process is decomposed in the object dimension and in the working
dimension by applying the WBS technique. After the decomposition, the structure
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of the PHM development process becomes much clearer. Then we proposed a
collaborative PHM development framework based on the collaborative design
method, in which the PHM design and the aircraft design are integrated collabo-
ratively and the management, the design and the test in the PHM development are
also carried out collaboratively. The benefits of the collaborative PHM development
lie in that it cannot only optimize the overall aircraft design but also will reduce the
development cycle and the lifetime cost. In the future, we will provide a software
platform based on the method provided in this paper to aid the PHM development
process.
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Managing Knowledge Assets
for the Development of the Renewable
Energy Industry

Chung-Shou Liao, Hung-Yu Huang, Sheng-Ting Yang
and Amy J.C. Trappey

Abstract While the world is increasingly concerned with the utilization of fossil
energy and carbon emission, renewable energies have been promoted by many
governments as alternatives worldwide. Currently, many databases provide big
energy data such as international crude oil prices, coal prices, etc., but lack sys-
tematic analysis. To increase the use of the data, we propose GEIP (Green Energy
Information Platform) using data retrieval techniques to develop a knowledge
management platform which can integrate inconsistent information and analyze the
development of renewable energy industries. GEIP provides an easy-to-use inter-
face as well as a comprehensive query function from multiple data sources. In
addition, the proposed platform can also simultaneously consider distinct factors
influencing the development trends of renewable energies, when the development
of the renewable energy industry is actually determined by multiple related factors.
The result demonstrates our system well project to the development trends of wind
power and solar PV in several countries.

1 Introduction

In the last decade, due to the increasing focus on environmental issues, Taiwanese
government has aggressively promoted renewable energy. There are two reasons.
First, Taiwan is both a petroleum- and coal-dependent country, and the proportion
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and coal supply is about 80 % every year [2]. Second, the consumption of tradi-
tional fossil fuels obviously causes greenhouse gas emissions, and Carbon dioxide
emission per capita in Taiwan is getting much higher than the world average [6].
Thus, Taiwanese government has approved the sustainable energy policy program
in order to enhance the energy efficiency, increase the green energy utilization, and
assure the stable power supply of the country.

To promote the development of renewable energy, the governments have
implemented sustainable energy policies and enhance the knowledge management
of the latest energy information. On the other hand, advances in information
technology have much improved systems-level information management. Cur-
rently, many researchers start to employ information technology for knowledge
management in different areas such as energy management. Although there are
many up-to-date databases comprised of energy information as well as the corre-
sponding web services, the collected data may not consistent with each other. Their
interfaces are also difficult to access for the public. Therefore, it is worthwhile to
filter the collected energy data and effectively provide numerous scientific decision
supports.

In this study, we developed GEIP which is an information management system
as well as a decision-support analysis service platform—GEIP aims for exploiting
data retrieval techniques to establish a knowledge management platform to present
real time energy information and analyze the development of renewable industries.
In particular, our management platform can be dynamically connected with the
related well-known databases and also bound with different kinds of information
systems. We conducted experiments for wind power and solar PV, which are
currently the most popular renewable energy in Taiwan as case studies. We dem-
onstrate the result through a variety of interactive user interfaces for different
communities, such as the government and private sectors, academic researchers,
and the general public. We believe that the proposed platform can effectively
promote the communication of energy information.

2 Knowledge Management Platform on Energy Issues

In recent years, some research platforms have been constructed via service inter-
faces (see Table 1). Most of them mainly focused on the areas of medical science
and health care. For instance, Teijeiroa et al. [5] built a distributed platform for the
home supervision of multiple diseases. Pablo et al. presented the design of a mobile
gateway for independent life and e-health support [4]. Accordingly, this study
attempted to apply the similar concept to conducting an information service plat-
form in energy area. Table 1 shows the comparative analysis between other sys-
tems-level platforms and the proposed platform.

There are three stages in GEIP: real time data collection, the platform con-
struction, and decision support system for assessment. The first stage, data col-
lection, is to mine and filter related well-known databases around the world, based
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on the interviews with the experts in Green Energy and Environment Research
Laboratories of the Industrial Technology Research Institute (ITRI). We employ the
techniques of Database Management Systems (DBMS) to connect, manage and
monitor all collected data in the second stage. This study has built a knowledge
management platform on energy issues. In addition, we continuously evaluated and
modified the capability of this platform.

In particular, our platform provides an analytical decision-support service for the
development of renewable energy. This service employs the hidden Markov model
(HMM) [1] to determine the development of renewable energy via multiple influ-
ential factors. We tested the supporting service on the industry of wind power and
solar PV in Taiwan as case studies. The analysis result can be used to assist the
industry in making correct investment decision and to provide recommendations to
these governments for setting suitable green energy policies.

3 Contents and Features

We briefly discuss the features of GEIP which presents user-friendly interfaces.
There are three main features in GEIP: information integration and management,
comparative view and smart analysis. We introduce main purposes and procedures
as follows.

Table 1 Comparative analysis of other system platform and our platform

Systems
platform

The United
Nations Statis-
tics Division
(UNSD)

Centers for
Disease Con-
trol and Pre-
vention (CDC)

National Statistics,
Taiwan

Green Energy
Information
Platform
(GEIP)

Highlights The platform
compiles and
disseminates
global statisti-
cal information
in social,
energy, eco-
nomic and
engineering
area, and
develops stan-
dards and
norms for sta-
tistical activi-
ties. They also
support coun-
tries’ efforts to
strengthen their
national statis-
tical systems

The platform
provides users
with credible
and reliable
health informa-
tion on
diseases, con-
ditions, and
environmental
health

The system provides
economic, social and
environmental infor-
mation of Taiwan for
different users (public,
students and
academia)

This platform
employs the
information
retrieval tech-
niques and
dynamically
connected
with the
related dat-
abases. It pro-
vides eco-
nomic and
energy infor-
mation as well
as decision-
support analy-
sis for public
and academia
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Information Integration and Management: GEIP provides energy-related
information browser functions. GEIP integrated several well-known databases so
that users can easily get the real time data from the selected database by simply
checking on/off the checkbox. The procedure contains two major steps (Fig. 1a).
The first is to choose the options that meet your needs, such as “Data source”,

Fig. 1 a The information browser feature. b The graphical comparison feature. c The smart
analysis procedure
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“Topic”, “Countries” and “Period”. Next, users press the “Get data” button, and
then our system will automatically compile the information and draw line plots out
using the JpGraph tool [3]. This feature simplifies the information retrieval step, and
reduces the interface diversity of different databases and web tools.

Comparative View: Compared with other tools and databases in the literature,
GEIP provides the capabilities of data processing and graphic support. User can
conduct a preliminary analysis and comparison through graphic features. Two
operations are described as follows (Fig. 1b). The first step is to choose the “Topic”
and “Countries” according to your requests. Next, users can press the “Get graph”
button, and the system will automatically draw figures to graphically represent the
queried data. The system can support many graphic formats such as line plots, bar
charts, pie plots and so on using the JpGraph tool.

Smart Analysis: In contrast with most of other query tools and databases, GEIP
contains an intelligent analytical decision-support service for forecasting the
development of renewable energy industries. Two steps for this function are as
follows (Fig. 1c). First is to select HMM predict and “Model Construction” which
you consider. Then, the system will show the prediction result associated with
probabilities. This feature can be used to assist the industry in making correct
investment decision and to provide recommendations to governments for setting
suitable green energy policies. It would be helpful to the emerging renewable
energy industries.

4 Conclusion

The energy issues have become the focus of national policies and public due to the
rapid energy shortages. Therefore, in order to promote energy knowledge man-
agement and the development of renewable energy, this study employs data
retrieval techniques to develop a knowledge management platform. The platform
also provides decision-support interface using HMM to analyze the development of
wind power and solar PV in Taiwan. The result demonstrates that the information
service of our systems-level platform has been presented for different users. It
would be of great interest if there could be more analytical decision supporting
models included in the near future.

References

1. Baum LE, Petrie T (1996) Statistical inference for probabilistic functions of finite state markov
chains. Ann Math Stat 37(6):1554–1563

2. Bureau of Energy, Ministry of Economic Affairs. Energy Statistical Data Book (NO. 2011).
Retrieved from http://web3.moeaboe.gov.tw/ECW/populace/content/wHandMenuFile.ashx?
menu_id=144

3. JpGraph, A PHP-driven Charts Library. Retrieved from http://jpgraph.net/

Managing Knowledge Assets … 1679

http://web3.moeaboe.gov.tw/ECW/populace/content/wHandMenuFile.ashx?menu_id=144
http://web3.moeaboe.gov.tw/ECW/populace/content/wHandMenuFile.ashx?menu_id=144
http://jpgraph.net/


4. García-Sánchez P, González J, Mora AM, Prieto A (2013) Deploying intelligent e-health
services in a mobile gateway. Expert Syst Appl 40(4):1231–1239

5. Teijeiro T, Félix P, Presedo J, Zamarrón C (2013) An open platform for the protocolization of
home medical supervision. Expert Syst Appl 40(7):2607–2614

6. The World Bank. Retrieved from http://data.worldbank.org/indicator/EN.ATM.CO2E.PC/
countries/1W?display=graph

1680 C.-S. Liao et al.

http://data.worldbank.org/indicator/EN.ATM.CO2E.PC/countries/1W?display=graph
http://data.worldbank.org/indicator/EN.ATM.CO2E.PC/countries/1W?display=graph


Dynamic Patent Analysis of Wind Power
Systems and Engineering Asset
Development

Amy J.C. Trappey, Chii-Ruey Lin, Chun-Yi Wu and P.S. Fang

Abstract Patent analysis of new technology development can be focused on
various aspects, e.g., identifying the competitiveness of a specific country or the
technical advances of a firm in the given domain. The offshore wind power (OWP)
has been promoted and encouraged by many countries for their renewable energy
development. This research focuses on systematically discover the profile of OWP
technology innovation extracted, analysed and synthesized from world patent
databases dynamically using text and data mining techniques. In real time, all
related patents are searched and collected. Afterward, the research builds an OWP
ontology schema by identifying the OWP technical domain structure, the core
concepts, and the relationships between the concepts. The ontology schema is
constructed and refined dynamically using key phrases automatically extracted from
patents and verified by domain experts. The research also emphasizes on the control
of risk and reliable factors when evaluating the offshore wind power development.
Thus, the research applies patent indicators, i.e., the patent family, the growth rates
of domain technologies, the reference and citation network, the technology and
function matrix, and the patent litigation information, to derive the OWP R&D
landscape and strategy. After building the OWP patent knowledge base (KB), the
potentials of OWP development opportunities for a specific region can be clearly
identified with reliable measures based on patent map informatics.
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Keywords Offshorewind power �Ontology �Patent strategy � IP riskmanagement �
Critical technology of green energy

1 Introduction

Offshore wind power depends on wind-driven generator to produce electricity.
Wind power generator array forms an offshore wind power farm on water, such as
sea or lake. In Taiwan, the best place for developing offshore wind power is western
Taiwan Strait. The benefits of offshore wind power can be divided into both
environmental and economic aspects. In the environmental aspect, the development
of wind power, substituting fossil fueled energy, reduces carbon dioxide (CO2)
emissions significantly. In the economic aspect, the development of offshore wind
power promotes the related industries. Manufacturers of equipment and marine
construction can be organized as the OWP supply chain. The advantages of
developing offshore wind power, instead of onshore wind power, are as follows.
First, offshore wind power speed is usually faster than onshore by 20 % and its
grabbing wind energy increases 72 %. Second, the offshore airflow is more stable
than onshore, the wind power generator fatigue load is smaller, and the life of
offshore wind power generator is longer than onshore by 25 %. Third, offshore
wind power farm is away from land where problems of noise and lighting are fewer
than onshore. Thus, it is plausible to increase wind speed and efficiency. Forth,
annual full load hour is longer than onshore and there are advantages to expand
generating capacity. Finally, it is easier to achieve economic scale and shorten the
recovery period. Offshore wind power generator will develop toward the goal of
lower generating cost and increasing unit capacity.

Taiwan, with special geographical conditions has high potential of natural
disasters, such as typhoons and earthquakes. Although the 20 m depth offshore wind
power farm is amatured development, it is difficult to use directly in Taiwan.We have
focused on research of onshore wind power farm and key components of wind power
generators in the past. Therefore, OWP technology development and industries have
not started in full scale. Taiwan energy sector hopes to use the existing wind power
technology in combination with new technology to support OWP key industries. In
the past, the static patent analysis identified interesting patents in the one-off analysis.
In this research, the procedures of dynamic patent analysis use automatically col-
lected key phrases from patent text mining to build and update OWP ontology.
Through routinely searching patent databases, the ontology is renewed constantly
with the latest data. Therefore, the critical and newest patents of OWP technology are
incorporated into the ontology-based landscape. This research focuses on analyzing
and synthesizing OWP technology innovations extracted from USPTO (USA), EPO
(Europe) and TIPO (Taiwan) patent databases. Thus, the OWP development strate-
gies and intellectual property (IP) opportunities and risks can be better assessed and
managed for the policy makers of green energy and the domestic OWP industries.
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2 Literature Review

This section reviews the relative research literatures, including offshore wind power
technology, ontology, patent map analysis, and the definitions and purposes of
growth curve.

In this research, we focus on the domain of offshore wind power system. A
simplest wind-energy turbine consists of three crucial parts. First, the blades are the
basic sails of the system. In their simplest form, they act as barriers to the wind
(more modern blade designs go beyond the simple barrier concept). When the wind
forces the blades to move, it has transferred some of its energy to the rotor. The
wind-turbine shaft is connected to the center of the rotor. The rotor spins will cause
the shaft to spin. The rotor transfers its mechanical and rotational energy to the
shaft, which enters an electrical generator on the other end. A generator uses the
properties of electromagnetic induction to produce electrical voltage. Voltage is
essentially electrical pressure—it is the force that moves electricity or electrical
current from one point to another. The voltage drives electrical current (typically
alternating current, or AC power) through power lines for distribution [10]. Based
on the structure of the OWP system, the research uses an ontology to represent the
concepts and relationship of the domain knowledge for automatic patent search.
Ontology defines common vocabularies for ones who need to share information in a
domain of interest [1]. Ontology also provides general criteria for the segmentation
and the organization of domain [9]. It includes machine-interpretable definitions of
basic concepts in the domain and relations among them [15]. Both domain-
dependent and general ontology need to be presented in formal structures, which
can be understood and shared by many parties.

After collecting the structure of domain technology and building domain
ontology, the research collects the domain patents from published patent databases
to analyze the development of domain technology. Patent analyses have often been
employed as economic indicators that measure the linkages between technology
development and economic growth [4]. Recently, the strategic importance of patent
analysis is highlighted in high-technology sectors as the processes of innovation
becomes complex, the cycle time of innovative R&D is shorten, and the market
demands are hard to predict. The practical value of patent analysis is high among
technology-oriented companies. They use patent analysis to estimate technological
knowledge trends, impacting on market advantages and profitability, and compar-
ing innovative performances in the international context [7, 12]. As Granstrand [3]
described many types of patent deployment models, e.g., blocking, designing/
inventing around, strategic patenting, blanketing, flooding, fencing, surrounding,
and combination of strategies. Successful patent analyses not only save cost of
enterprise R&D, but also strengthen R&D efforts offensively and defensively.
Patent analysis help to interpret the status and trends of technology development by
utilizing patent bibliometric method, which is quantitative oriented to search out the
key technologies in related industries [6]. Moreover, a patent can be categorized
into specific function and the methods of function-based patent analysis identify
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scopes and potential application industries of technology by evaluating the
important patent in each industry [8]. For example, the approach to analyze tech-
nology life cycle (TLC) is mainly S-curve by adopting multiple patent-related
indicators to help understand technological performance, such as citation, appli-
cation, assignee, inventor, and so on [2]. Therefore, this research uses various data
mining approaches to rapidly and automatically analyze the features of patents and
extract the characteristics of patents. Furthermore, the research also uses the patent
growth curve model to evaluate the level of the technology development. The
definitions of growth curve include Upper Asymptote, Point of Inflexion, and
Lower Asymptote. Upper Asymptote represents the upper bound of growth curve as
the technology is well-developed. Point of Inflexion describes that the technology is
at the fastest growth rate. Lower Asymptote is defined as the lower bound of growth
curve as the technology being at its early growing stage.

3 Methodology

In this research, we deploy both quantitative and qualitative analyses of the OWP
patent information for evaluating the trend of offshore wind power technology
innovations. For quantitative analysis, we analyze the changes in the total number
of patent applications over the years from different patent databases (USPTO, EPO,
and TIPO). The changes in the numbers of applications and the numbers of issued
patent are divided based on different technical fields (IPC and UPC). Afterwards,
this research analyzes the situation in the percentages changes of patent applications
by technical fields from different assignees and countries. Moreover, the patent
technologies and functions are depicted in a matrix to identify the relationship of
potential innovative technologies. We also evaluate the forward citation ratio and its
patent family of patent documents to rank the importance of patents in domain
technology. In the qualitative analysis, this research uses the text mining to extract
the key phrases of domain important patents from the content of patent abstracts,
claims and detailed descriptions. The extracted key phrases help build the domain
ontology covering different technology sub-fields. The combined quantitative and
qualitative analyses provide enterprises with versatile decision support dashboard
and views in finding the opportunities of technology development.

3.1 Patent Map Analysis

In a qualitative analysis, the research extracts the important patents and analyze
diagram of development and changes under multidimensional classification. After
that, we can find the changes in the number of examined publications under mul-
tidimensional classification. Moreover, the research calculate three-structured dia-
gram of development and diagram of effects of technologies introduced or spread
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from other technical fields. Thus, we can evaluate overall diagram of the association
of technological development. One of the most basic Patent Maps is to collect
patent documents for a particular right-holder, arrange them by year of filing of
patent application, and plot the number of patents or patent applications. This is
called a Time Series Map. A Time Series Map is used to analyze the trends and
numbers of patent applications filed by or patents issued to specific assignees.
Figure 1 shows a systematic art diagram of wind-turbine generator based on its
technical elements and the numbers of patents granted according to the elements
[13]. A wind-turbine generator involves: (i) blade technology that is used to convert
wind power into rotational kinetic energy; (ii) power transmission technology that
is used to transmit the rotation of turbines to a power generator; (iii) support/
structure technology; (iv) operation control technology; (v) system technology; (vi)
energy storage technology; and (vii) applied technology.

A qualitative analysis, including a systematic art diagram, must meet the
requirement that the patent collections should be complete and that the irrelevant
patents (“noise”) should not be included. Specifically, given the differences in the
classification schemes between industrial nomenclatures and patent classification
codes (IPC, UPC), in order to collect relevant patents without omission, it is
important to visually check the basic data by the industrial specialists. If an
important patent is missing, it should be retrieved and included in the collection.

Wind turbine rotor

Tower

Nacelle

Wound-rotor
induction generator

Total number of patent applications filed 
from January 1993 to December 2003

Nacelle rotation 
mechanism

Turbine technology: 447

• Vertical-axis type: 238
• Horizontal-axis type:178
• Others:31

Support/structure technology:310

• Tower: 120
• Wind guide: 100
• Substructure: 35
• Nacelle: 28
• Others: 27

Applied technology:501

• Specialized application:447
• Others:25

•
•

•
•
•

•
•
•
•
•
•

Energy storage technology:71

• Hydrogen energy storage:26
• Electric energy storage:14
• Pressurized field:13
• Others:18

Operation/control technology:422

Control technology:393
Operation technology:29

System technology:447

Formulation as a system:76
Safety system:48
Others:9

Power transmission technology:204

Generator:129
Speed-up gear :37
Brake mechanism:10
Transmission :8
Compressor:6
Others:14

Fig. 1 Illustration of wind turbine generator and patent statistics in categories [13]
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3.2 Assumptions of Growth Curve

For assumptions of growth curve [5], the research needs to follow the conditions.
First, upper bound of growth curve is known. Second, the selected growth curve
meets the change of historical data. Third, the coefficient of the growth curve
formula presents a good match of the historical data. Pearl curve is known as
logistic curve, where y is a non-linear function of t. L is the upper limit of y. This
method has been applied for population forecasting. Pearl curve is shown in For-
mula (1).

y ¼ L
1þ ae�bt ð1Þ

y = Measuring technology effects (i.e., the cumulative patent counts).
L = Upper limit to the growth of the variable y (i.e., the maximum of cumulative
patent counts).
e = Base of the natural logarithms.
t = Time (i.e., the patent application year).
a, b = Coefficients obtained by fitting the curve to the data.

The properties of Pearl curve are as follows.

• Initial value of zero at time = −∞ and a value of L at time = +∞.
• If the initial value is not zero, the initial value can be added as a constant to the

above formula.
• The inflection point occurs at t = ln(a)/b, when y = L/2.
• The curve is symmetrical at the inflection point, with the upper half being a

reflection of the lower half.

3.3 Wind Power Ontology

After using patent map analysis and building the growth curve, the research collect
the domain patent to develop the ontology of offshore wind power. The research
searches the OWP patents from USPTO. The key phrases of collected patent are
extracted by text mining, which is to separate the sentences by using Term Fre-
quency-inverse Document Frequency (TF-IDF) approach. Salton and Buckley [11]
integrated the TF and IDF to create the TF-IDF value. The TF-IDF checks to see if
the appearance of a phrase is higher in one document and lower in another docu-
ment. Thus, the research extracts the key phrases, including blades, rotor, pitch,
brake, gear box, generator etc., as shown in Fig. 2. For the automatically extracted
key phrases, the synonym counts are consolidated using the patent terminology
dictionary [14]. The system collects other domain patents from EPO and WIPO
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patent databases after USPTA and TIPO database search. All the OWP patents are
constantly updated, classified, and analyzed on a system platform. The experts from
academic and industry provide the structure of wind turbine system and help to
confirm the accuracy of key phrases and ontology. Finally, the OWP ontology is
constantly maintained and updated to help IP engineers search other related patents
from global patent databases.

4 Case Analysis of OWP Patents

This research intends to understand the development life cycles of wind power
technologies. Through United States patent and trademark office (USPTO), we
consider application scope of wind power generator components from key phrases
and IPC. First, we understand key phrases of this project by technology terms and
use main key phrases, such as wind power or wind energy, and secondary key
phrases, such as blades, rotor, generator and tower. We use the key phrases
appeared in patent titles and abstracts as search conditions to find relevant patents

Wind power

rotor

generator
gear box

pitch

blade

controller

wind vane

anemometer

nacelle

tower

brake

Vane

 bladed

 leaflets

Fan blade

Rake angle

Declining angle

tower stand

 Flexible rotor

Rotors

Bowl

gyre

trochanter

Inclination angle

Bank angle

Tilted angle

Stopper

Stops

 actuator

Arrester

 LOCKS

gear casing

gear case

gear housing

Dynamo

generators

Electric 
generator

Electrical 
generator

Controllers

Manipulators

 Industrial controller

Control device

wind gauge

wind meter

vane anemometer

airmeter

weather vane

 Wind direction indicator

engine compartment

Fig. 2 The key phrases and synonym of the wind power technology
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and 4,549 patents are found. We keep on expanding search constraints by adding
“generator” to search patents and get 877 patents. By using “generator” and
“blades” as search conditions, we narrow the search results to 304 patents. Finally,
we use “wind power” in title, “generator” in abstract and “wind turbine technology”
terms in claim, 482 patents were identified (e.g., Table 1).

From Fig. 3, we can understand technology of wind power generator that mainly
applies for patents in 1975–2012. It’s the initial development stage in 1975–1981
because of energy crisis. Due to the international oil price stability, it’s a stable
development stage in 1982–1999 and wind power generator research is in the
stagnation period. There seemed be slow development from 1975 to 2000 in wind
power technology. Patent applications gradually increase after 2000 and patent
numbers rapidly increase from 2005 to 2008. After 2008, patent application counts
decrease year by year and stably development gradually.

Using prediction method of Pearl curve, this research calculates the counts of
patent applications over the years to analyze the R&D trend and build the S-curve.
The analytical result is shown in Fig. 4. From 1975 to 1993, both curves are slightly

Table 1 An example of patent search condition

Search column Title, abstract, claim, application date

Key phrase Wind, generator, blades, rotor, tower

Database name USPTO

Search year To 12/31/2012

Analysis date Patent issued date

Patent search
condition

((TTL/“wind” and ABST/“generator”) and ACLM/“blades”)

((TTL/“wind” and ABST/“generator”) and ACLM/“rotor”)

(((TTL/“wind” and ABST/“generator”) and ACLM/“generator”) AND
APD/20050101→ 20121231)

((TTL/“wind” and ABST/“generator”) and ACLM/“tower”)

Patent number 1443

Final result 750

Fig. 3 Annual patents
analysis
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different. After 1993, the historical data and predicted curve display gradual
deviations. After 2005, actual curve grows rapidly and reaches stably development
in 2012. On the other hand, the predicted S curve grows constantly from 1993 to
2012, and final cumulative counts are close to historical data in 2012.

Figure 5, shows most numbers of wind power related patents being owned by
assignees from Europe, North America and East Asian. The leading countries in
wind power technology are USA, Japan, Germany, Canada, and Denmark. There
are 142 patents in USA, 111 patents in Japan and 76 patents in Germany. In
Taiwan, there are eight related patents from Industrial Technology Research
Institute (ITRI) and private companies, e.g., Hiwin Mikrosystem Corp.

The top three IPC (in third-order classification) are F03D, H02P and F03B, as
shown in Table 2. F03D means wind power generator. H02P means motors, gen-
erators, electromechanical converter control, regulation, control transformers,

Fig. 4 S-curve trend analysis

Fig. 5 Countries ranking
analysis
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reactors or choke. F03B means hydraulic machine or hydraulic engine. Further, the
top three IPC (in fifth-order classification) are F03D9/00, H02P9/04 and H02P9/00,
as shown in Table 3.

General Electric Company (GE), the industry leader, owns patents belonging to
IPCs of F03D11/00, F03D7/00, F03D7/04, F03D9/00, H02P9/00 and H02P9/04.
GE focuses on F03D9/00 and H02P9/00. However, Mitsubishi Heavy Industries
focuses on F03D9/00, F03D11/00 and H02P9/04. In technology distribution, GE
leads development of wind power. Overall, the top two IPC are F03D9/00 and
H02P9/04. We also draw IPC radar chart, as shown in Fig. 6.

Moreover, the patent forward citation rate analysis is an important basis to judge
patent quality by the management analysis. This research conducts rating analysis
for important patents, national patent quality and assignees. According to two

Table 2 Top five third-order
IPC patent counts

IPC Patent counts

F03D 494

H02P 85

F03B 27

H02K 16

F01D 12

Table 3 Top three fifth-order
IPC patent counts

IPC Counts Definitions

F03D9/
00

271 Adaptations of wind motors for special
use

H02P9/
04

37 Control effected upon non-electric
prime mover

H02P9/
00

32 Arrangements for controlling electric
generators

Fig. 6 Competitive company IPC radar chart
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citation indicators, such as total forward citation counts and annual average forward
citation rate, we implement patent quality analysis.

This research collects the important patents in Table 4 that have greater than 7
times of annual average forward citation rate. The table contains the metadata of
patent, such as assignees, inventors, IPC, forward citation counts and annual
average forward citation rate. The life of patent No. US5225712 is 22 years, and it
got a high forward citation that the domain engineer should analyze the claim of the
important patent. Moreover, Table 5, the average of high forward citation rate is
defined as 9.388 times. When forward citation counts of patent is larger than 9.388,
it is called high forward citation patent. In high forward citation analysis, the
enterprise, General Electric Company and United Technologies Corporation, are
better than other assignees. General Electric Company owns the highest total for-
ward citation and patent number, but high forward citation ratio is only 18.3 %.
However, United Technologies Corporation owns 10 patents which are all of the
high forward citation patents. Therefore, the company controls many key tech-
nologies in OWP domain and the related patents are worth for domain enterprises
attention.

5 Conclusion

This research identifies some new findings through its ontology-based patent
analysis. First, the main technology of offshore wind power (OWP) is represented
based on technical domain ontology and all relevant patents are identified
accordingly. Second, the key phrases of collected patents are extracted automati-
cally and dynamically using text mining techniques and further verified by domain

Table 5 Top 5 assignees patent quality rating

Assignee Total for-
ward cita-
tion counts

Patent
number

Average
forward
citation rate

High for-
ward cita-
tion counts

High for-
ward cita-
tion rate
(%)

General electric
company (NY)

760 87 8.735 16 18.3

United Technolo-
gies Corporation
(Hartford, CT)

500 10 50 10 100

Vestas wind sys-
tems A/S(DK)

299 23 13 5 21.7

Northern power
systems, INC.
(Waitsfield, VT)

143 8 17.875 5 62.5

U.S. wind power,
INC (Livermore,
CA)

471 4 117.75 4 100

1692 A.J.C. Trappey et al.



specialists for an accurate OWP ontology schema. Third, using ontology-based
patent analysis helps us understand the development of innovations within the
OWP context, the technology life cycle, and the OWP technical leaders. The
technology of wind power development has rapid growth between 2005 and 2009.
The main countries, which own the most related patents, are USA (166), Japan
(108), Germany (76), Canada (28) and Denmark (27). The important patent
assignees include General Electric Company, Vestas Wind Systems A/S, Wobben,
Aloys, Mitsubishi Heavy Industries, and Repower Systems AG. The IPCs of wind
power are focused on three classifications, i.e., F03D, H02P and F03B. Particularly,
F03D9/00 is the key technology category for developing adaptations of wind
motors for special use and combinations of wind motors with apparatus driven.
Based on the OWP ontology, this research collects the related patents and analyzes
the patent assignees, forward citation rates, and the patent family information. The
critical patents found are US7042110, US6566764, US5225712, US7075189 and
US5083039. The patent US7075189 (offshore wind turbine with multiple wind
rotors and floating system) is a high forward citation patent in the OWP domain.
The patent indicates that wind energy conversion system is optimized for offshore
application, each wind turbine includes a semi-submersible hull with ballast weight
that is moveable to increase the system’s stability, and the equipment associated
with each rotor is located at the base of the tower to lower the metacentric height.
Through the OWP patent analysis, Taiwan green policy makers and OWP energy
supply chains can fast grasp the key technology leaders, critical patents, technical
maturity cycles, and, most importantly, capture opportunities successfully in
developing and implementing offshore wind power infrastructure.
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Strategic Asset Management for Campus
Facilities: Balanced Scorecard

Yui Yip Lau and Tsz Leung Yip

Abstract In the context of educational research, campus facility management is in
the spotlight and plays a significant role in the twenty-first century. Campus facility
management has led the school not only optimizing the running costs of buildings,
but also increasing the efficiency and suitability of the management of space and other
related assists management for people and processes. However, deficient uses of
campus facilities continuously appear. Diseconomies of scale and lower service level
are likely resulted. In order to find out an optimal solution for the campus facility
planning for schools, this paper aims to illustrate capacity planning and control for the
campus facility management and to further evaluate the associated logistics strate-
gies. This paper presents a case study on a campus facility management, which is
related to the proposed framework for performing efficiency and effectiveness at the
different levels of planning including strategic, tactical and operational. Additionally,
we also apply the balanced scorecard framework including rigorously different
perspectives of financial, customer, internal operations, and continual learning and
growth to evaluate the performance of campus facility management. Thus, the school
could maintain the balance between the demand placed on a campus facility man-
agement and its ability to satisfy market demands in a cost-efficient way.

1 Introduction

In the past, Facilities management (FM) has been seen in the old-fashioned sense of
cleaning, care-taking, repairs and maintenance. Thus, FM has been appeared in the
poor relations within the architecture, real estate, construction professions and
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engineering [8]. Since 1980s, FM has established itself as a key service sector [1,
14], for instance, real estate management, financial management, change manage-
ment, human resources management, health and safety, contract management,
building and engineering services maintenance, domestic services and utilities
supplies. Nevertheless, FM covers a wide range of properties and user related
functions [8]. FM should be positioned and included as a strategic support function
of an organization (Ali and Mohamad [1, 5]. Several academic scholars (e.g., [2, 16,
18] emphasized the importance of the strategic role of FM to the core business.
Cardoen et al. [3] has highlighted that 247 manuscripts have discussed about FM.
Professional association and institutions such as The British Institute of Facilities
Management and the International Facility Management Association have been
established as separate disciplines in recognition of FM [8]. The International
Facility Management Association currently defines FM as “a profession that
encompasses multiple disciplines to ensure functionality of the built environment
by integrating people, place, process and technology.”

In the context of educational research, campus facility management is in the
spotlight and plays a significant role in retaining and attracting students in a
competitive demand—driven tertiary environment in the twenty-first century [9,
15]. Campus facility management is not only optimizing the running costs of
buildings, but also increasing the efficiency and suitability of the management of
space and other related assists management for people and processes [8]. Gow [6]
noted that commencing students have based their decision to come to a particular
school on the quality/appearance of its campus, its building and its facilities.
However, deficient uses of campus facilities continuously appear in because:

The school operating capacity is fixed. However, the number of students is
determined by external environment factors (i.e., uncontrollable elements e.g.
demand uncertainty, fierce competition). The capacity cannot be adjusted easily to
catch up with the change of external environment. Inaccurate forecasting leads to
inefficient use of campus. In general, a school copes with excess capacity (i.e.,
30 %) in the peak season and over capacity (i.e., 70 %) in the low season.

There is a long lead time (i.e., 2 years) to plan ahead of the programme oper-
ations. Initially, the school needs to conduct marketing research to evaluate the
demand of programme for half year. Then, the programme needs to obtain both
home country and Institute Senate approval for one year. Finally, the programme
will be reviewed under Non-Local Programme Registration (Cap 493) at Hong
Kong for half year. Long lead time deviate the original allocated facilities of each
programme. Hence, the school faces the risk of under-estimation or over-estimation
of capacity.

Diseconomies of scale and lower service level are likely resulted. In order to find
out an optimal solution for the campus facility planning for schools, this paper aims
to illustrate capacity planning and control for the campus facility management and
to further evaluate the associated logistics strategies. This paper presents a case
study on a campus facility management, which is related to the proposed frame-
work for performing efficiency and effectiveness at the different levels of planning
including strategic, tactical and operational. Furthermore, we illustrate the balanced
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scorecard framework [12] including rigorously different perspectives of financial,
customer, internal operations, and continual learning and growth to evaluate the
performance of campus facility management. Thus, the school could maintain the
balance between the demand placed on a campus facility management and its
ability to satisfy market demands in a cost-efficient way.

2 Case Investigation

In this study, we illustrate a case study to discuss how the school adopts logistics
strategy in campus facility management. There are 7 classrooms (i.e., classroom 1
and 2 are served for 39 students; classroom 3, 4 and 5 are served for 3 students;
classroom 6 is served for 25 students; classroom 7 is served for 13 students) with
125 students’ capacity. The floor plan of school is illustrated in Fig. 1. The school
needs to forecast the number of students in 8 high educational programmes (i.e.,
from higher certificate to undergraduate degree to master degree), 2 main kinds of
tutorial classes (i.e., IGCSE, GCE) with different modes of study (full time, part
time).

2.1 Strategic Level

The school considers location where it has highly accessiblity and synergy effect.
Highly accessiblity can attract students to study in a comfortable environment.
Moreover, the school is able to utilize their resources and maximize their profit
under synergy effect. For instance, the school considers their clusters in the same
district areas so as to reduce operating cost and increase efficiency.

For the school size, we need to maximum operating capacity (efficiency goal) to
cope with the changing demand [10]. According to Johansen [7], capacity is the

Fig. 1 School floor plan
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maximum amount that can be produced per unit of time with the existing plant and
equipment, provided that the availability of variable factors of production is not
restricted. In the current situation, the school is faced capacity allocation problem
which is the problem of finding an optimal allocation of capacity to meet each
demand [4]. There are technical constraints for the capacity allocation problem due
to the numbers of students is determined by external environment while the school
is in fixed operating capacity. Thus, a school is faced with over capacity in the low
season, as well as excess capacity in the peak season.

Over-capacity: The school leases out the classrooms for other institutions to
organize the activities including seminars, workshops, exhibitions, information
sessions and job interviews. Additionally, a school collaborates with associations to
deliver short courses. Hence, the classroom utilization rate would be significantly
increased.

Excess capacity: In economic and engineering terms, excess capacity means that
a school is failure to reach potential output [17]. Melnick et al. [11] found that the
school encounter financial distress and may have to modify the operations. One way
to modify operations has been to rent the centre which is approved by Education
Bureau. Alternatively, the school established the branches under provisional reg-
istration (Cap 279). This could provide reliable learning space without determined
by other parties. However, the procedure of school registration is complicated as
well as prepared for long lead time in registration period for 4–6 months.

2.2 Tactical Level

The school designs the tactical level strategy which usually has 1–2 year time
frames. Based on the demand for education, the school adjusts the workforce size
and campus facilities accordingly. For instance, there is significant increasing
demand for higher education in 2012. In 2012, there were double cohort combining
the last Hong Kong Advanced Level Examination candidates and the first Hong
Kong Diploma of Secondary Education (HKDSE) Examination candidates. The
school targeted a large pool of potential students whose are looking for our Higher
Diploma programmes. In order to producing services as efficiently as possible
within the strategic plan, the following measures have been taken:

Recruit a team of qualified teaching staff in Business Administration area for
teaching Institution C (three Higher National Diploma programmes) and Institution
D (one Higher National Certificate programme and one Higher National Diploma
programme).

Recruit a team of Quality Assurance (QA) and External Examiners/Assessors to
maintain the quality of teaching staff, programmes, facilities and learning materials.

Provide additional administrative support specially to tailor made for students to
take Higher Diploma programmes like adding administrative staff, establishing
library, extending opening hours for students to submit assignments and do revi-
sion, reserving separate classrooms for each programme.
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2.3 Operational Level

For operational level strategy, the school designs the timetable for each programme
to deliver support for routine needs. Programme characteristics are described in
Table 1.

From the operational perspective, the school implements the timetable have
encountered the problem of assigning a number of programmes to a given number
of timeslots and rooms while satisfying a set of constraints [13]. At this stage, we
normally plan for one semester. In design and plan the timetable, we need to
consider the critical factors pertaining to mode of study, number of students,
number of subjects in one semester, studying schedule and required studying hours
per subject so as to ease of implementation and their flexibility. After that, we
allocate the qualified teaching staff and classroom for different programmes and
courses in different time slots. This could help the school to understand the utili-
zation rate of different classrooms and the demand for different programmes and
courses. Furthermore, it is easy for the school to control their daily operations. As
presented in Table 2, the school allocates different classrooms which are based on
programme characteristics.

3 BSC Application in Campus Facility Management

In the context of campus facility management, BSC has evolved to become an
effective strategy execution framework to improve internal and external commu-
nications, monitor the performance against strategic goals and align school activ-
ities to the vision and strategy of the school.

Table 1 Programme details

Programme Institution Level of study Mode of
study

Study period
(months)

1 A Master Part time 24

2 B Master Part time 20

3 B Master Part time 24

4 C Higher National
Diploma

Full time 18

5 C Higher National
Diploma

Full time 18

6 C Higher National
Diploma

Full time 18

7 D Higher National
Certificate

Full time 12

8 D Higher National
Diploma

Full time 12

Strategic Asset Management for Campus Facilities … 1699



Table 2 Summary of programmes in classroom allocation

Programme Reasons of allocation

1 The school charges students’ tuition fee is the most expensive. Both expectations
of students and institutions in the school facilities are high. The school assigns
this master programme students use in classroom 1. The reasons are:

The largest size of this classroom makes students have a comfortable learning
space

The majority of students are positioned at Executive and Senior Management
levels same as teaching and learning facilities are provided

This classroom could be served as a spare area for students to have a break with
snack, coffee and wine

Institution A assigns classroom 1 to operate this master programme. They
request the school to demonstrate unique Scottish characteristics in this
classroom pertaining to Scottish pictures (i.e., landscape, culture, traditional
buildings) and Scottish souvenirs

Classroom 1 is located near classroom 7 (i.e., computer room). It is convenience
for students to do assignments and access electronic networks

2 The school charges students’ tuition fee is expensive. The expectations of
students in the school facilities are high. The largest size of this classroom makes
students have a comfortable learning space

This classroom could be reserved as a spare area for students to have a break
with snack and coffee

Students need to take self-studying for 100 hours in this programme. Thus,
accordingly, the school assigns this master programme students use in classroom
2 as this classroom is located near self-studying area and library. It is
convenience for students to do assignments, conduct self-learning and participate
in group discussion

3 The school charges students’ tuition fee is expensive. The expectations of
students in the school facilities are high. The largest size of this classroom makes
students have a comfortable learning space

This classroom could be reserved as a spare area for students to have a break
with snack and coffee

Students need to take self-studying for 120 hours in this programme. The school
has established a small scale of library in this classroom. Hence, students could
conduct self-learning and assignments

This master programme has included one subject in Practical Nursing Studies.
Medical room is located near at classroom 6. It provides synergistic effect in
programme operations

4 This programme aims to target for 25 students. The objective is to keep 100 %
capacity utilization rate

5 This programme aims to target for 39 students. The objective is to maintain
100 % capacity utilization rate

6 This programme aims to obtain 39 students. The objective is to reach at 100 %
capacity utilization rate

(continued)
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In summary, we apply the BSC framework consists of rigorously four main
perspectives pertaining to financial, customer, internal operations, and continual
learning and growth. Sixteen evaluation sub-criteria are embedded in the four main
perspectives. The conceptual linkage between the campus facility management and
the BSC is demonstrated in Fig. 2.

Table 2 (continued)

Programme Reasons of allocation

7 This programme aims to obtain 25 students so as to keep 100 % capacity
utilization rate

Due to other programmes have occupied all weekdays session (i.e., before 1430),
Saturday and Sunday, this programme is only allocated in all weekdays sessions
(i.e., after 1430)

8 This programme aims to have 39 students in order to maintain 100 % capacity
utilization rate

This programme is only allocated in all weekdays sessions (i.e., after 1430)
because of other programmes have used all weekdays session (i.e., before 1430),
Saturday and Sunday

Strengthening partnership
Manage regulatory and social pro-
cesses
Flexible response
Manage facilities operations

Satisfy customer needs
Improved service quality
Improved value
Improved flexibility

High return on assets
Improved operational savings
Grow revenue
Improved cash flow

Product innovation
Grow human capital
Information flows
Improved knowledge management

Internal Process 

Perspective

Customer Perspective

Financial Perspective

Learning and Growth

Perspective

Campus Facility Management Balanced Scorecard

Fig. 2 Linking campus facility management to balanced scorecard
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4 Discussion

4.1 Learning and Growth Perspective

For the growth of human capital, we need to increase staff retention and job sat-
isfaction index (i.e., staff turnover, job security, absenteeism, complaints and work
environment). For instance, the popular teaching staff and qualified supporting staff
is a human capital of campus facility management. They could attract the students
to take the programmes. Both of them have a high job satisfaction rate leads to a
high chance of retention. Moreover, an installation of information systems in
campus in which facilitates the flow of information in various departments and
maintain smooth operations. In addition, the school has established the training
department to design the in-house training programmes regarding to campus facility
management. Additionally, the number of in-house training and learning hours has
significantly increased from 5 to 10 hours per week. Knowledge management
would be improved. Furthermore, we need to develop the trendy and customized
education programmes in order to encourage students to study at our campus. This
is a form of product innovation. Hence, it could bring a substantial growth in
campus facility development.

4.2 Internal Process Perspective

In order to facilitate the internal process in campus facility management, we could
summarize into the following four major dimensions. Firstly, we need to find
partners whose are active, reliable and high partner confidence score. This could
strengthen partnership relationships in the long term. Secondly, the campus requires
complying with the laws and regulations with Education Bureau and Hong Kong
Council for Accreditation of Academic and Vocational Qualifications
(HKCAAVQ) so as to improve the alignment between school operations and
external parties. Thirdly, the campus facilities need to maintain flexible response
according to the demand for the programmes and the request of students. For
instance, the traditional classroom has converted into computer room due to the
emergence of Information Technology, Creation Media, Interior Design and Visual
Communications programmes. Finally, the campus needs to manage facilities
operations including the utilization rate, allocation of students in different class-
rooms, inflow and outflow of students in a campus, and integrity of campus
facilities.
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4.3 Customer Perspective

From the perspective of campus facility management, the school needs to deliver
the service quality not only satisfy student needs, but also exceed student’s
expectations. For instance, responding to the student’s enquires in a real time,
extending opening hours and convert small classrooms for students to do revision
during an examination period, leasing the computer notebooks to students and
purchasing additional reference books. All the above student-centric measures
could improve service quality, value and flexibility, as well as reduce the number of
complaints from students.

4.4 Financial Perspective

The dual objectives of facility management are cost minimization and profit max-
imization. For cost minimization, the school needs to reduce operating expenses (i.
e., teaching staff could take teaching duties with additional administrative tasks;
save energy; set up online administrative system to reduce manpower support).
Also, the school could increase operational efficiency in order to reduce operational
cost and improve cash flow. For profit maximization, the school could develop a
wide variety of educational programmes (i.e., from Higher National Certificate to
Master Degree) aims to increase the number of student enrolment. On the other
hand, the school could optimize resource utilization so as to obtain high return on
assets. The school would implement the following measures:

The empty timeslot could be replaced by GCE and IGCSE tutorial classes. GCE
and IGCSE tutorial classes are easy to commence due to (1) flexibility in changing
the timeslot in short notice (i.e., 2 dates in advance); (2) a free of minimum number
of student requirements; (3) students are allowed to choose any subject in tutorial
classes rather than taking the whole programme. Students could reduce their
financial burden and risk. Sometimes, the small class size of GCE and IGCSE
tutorial classes (i.e., 8 students or below) use the large classrooms due to all small
classrooms are fully booked, as well as large classrooms have not occupied by any
programmes or activities. The school faced a problem of low utilization of facilities.

The school leases out the classrooms for other institutions to organize the variety
of activities like seminars, workshops, exhibitions, information sessions and job
interviews. It not only increases the classroom utilization rate, but also promotes the
image to others.

The school collaborates with associations and corporates to deliver short cour-
ses. Hence, the classroom utilization rate would be significantly increased.

There are three small classrooms (i.e., classroom 3, 4 and 5). It could be con-
verted from teaching rooms into meeting/consultation rooms within a short time.
The school could develop new business area (i.e., overseas student recruitment).
The overseas institutions could rent these kinds of meeting/consultation rooms in a
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specific time so as to recruit students whose would like to study ranging from
Boarding School, Foundation Degree, Undergraduate, Postgraduate and Doctorate
degree overseas.

The school has installed computers in classroom 7. It could provide additional
administrative support for students to do their assignments and revision. Classroom
7 could be easily changed into computer room for multi-purposes. Thus, the school
could develop new courses like Creation Media, Interior Design and Visual
Communications.

5 Summary and Conclusions

In our analysis, it is worth to discuss what managerial implications are affected to
the campus facility management. Our key focus on (1) Improve efficiency and
effectiveness at the different levels of planning pertaining to strategic, tactical and
operational; (2) Exploit key capabilities and core competence effectively; and (3)
Improve key weakness diligently. The sixteen evaluation sub-criteria could facili-
tate the school to transform into potential key capabilities in campus facility
management.
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Bayesian Approach to Determine the Test
Plan of Reliability Qualification Test

Kun Yuan and Xiao-Gang Li

Abstract In view of the shortage of large sample size in Reliability Qualification
Test, a Bayesian model is introduced in this paper. Taking advantage of the
historical information and expert experience as the prior information, the reliability
of the product at current stage is estimated by making use of the new Dirichlet
distribution and filed test information in reliability growth testing. Because of the
parameters of the new Dirichlet distribution having no physical meaning, to obtain
the parameter estimators of prior distribution, we adopt the ML-II method to
transfer the failure information at different stages. Considering the balance of
consumer’s risk and producer’s risk, the minimum testing plan is scheduled. This
method could be regarded as a supplementary program in reliability testing for
qualification. An example illustrates the contrast testing test sample size between
the proposed method and the standard scheme which validate the proposed
approach.

Keywords Reliability qualification test � Reliability growth � Bayesian analysis �
New Dirichlet distribution � Test plan determination

1 Introduction

The aim of reliability qualification test (RQT) is to examine whether the designed
product has met the reliability requirement or not. RQT helps achieve overall
system reliability, and it can be used as a foundation to finalize the design. But
according to the standard RQT requires a significant investment and a long-term
commitment to run and maintain them. This drawback limits the extensive use of
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RQT and even is impossible to those complex systems. However, during the design
phase of a product, especially to the complex system, there is always a process
consisted of design, test, modification, and retest. In every stage massive amounts
of testing data can be collected. Thus we can utilize the prior information inferred
from the field data and expert information to reduce the test time and the number of
products in RQT.

During the design phase, the reliability growth test (RGT) is adopted to improve
the reliability of the product through testing and modification. Taking full advan-
tage of prior information in RGT could substantially reduce the time and money in
RQT. Much work has been done in the area of statistical analysis for RGT [1].
There are many models which are proposed such as Smith model [2], Barlow-
Scheuer model [3], and Logistic model and so on. These models are proposed based
on non-informative prior distribution, so that the reliability in current stage could be
inferred, but the final reliability of the product can’t be obtained. Mazzuchi and
Soyer [4, 5] firstly introduce a family of prior distribution, the ordered Dirichlet
distribution, for binomial trials to evaluate the reliability in RGT. The advantage of
this distribution is the combination of the posterior expression for joint and mar-
ginal distributions and the historical information as well as expert experience.
Reliability estimation and prediction could be inferred by making use of the model.
Erkanli [6] extends this model to sequential test. Liu fei apply the Bayesian method
to RGT for exponential life with the prior distribution of Dirichlet. However, the
proposed models are based on the ordered Dirichlet prior distribution and Li [7]
points out the shortage of this Bayesian method. He propose a new model called
new Dirichlet distribution, which similar to the ordered Dirichlet prior distribution,
but in every stage of the test there are two parameters to describe the reliability
estimation and degree of certainty. This model is obviously better to describe the
reliability estimation in RGT than the ordered Dirichlet distribution. Wu [8] extends
the new Dirichlet prior distribution to exponential life product. However, another
problem is raised that the physical meaning of the parameters in every stage are
indefinite so that they can’t be assigned with expert information.

In view of the long test time in RQT, a Bayesian method is proposed by utilizing
the inferred reliability in RGT and expert information. Zhang [9] proposes a
Bayesian plan for exponential case which synthesizes historical data in RGT, and
then he [10] takes advantage of engineering experience to obtain the parameter
estimators of Beta prior distribution to determine the test plan of RQT. Ming [11]
introduces the mixed Beta distribution as the prior distribution and inheritance
factor to infer the Bayesian plan. But these proposed method doesn’t take full
advantage of the failure information at different stages since they ignore the reli-
ability relationship between every two stages. On the other hand, the obtained
parameter estimators of the prior distribution were influenced by subjectivity which
may lead to inaccuracy. So in this paper we introduce the new Dirichlet distribution
as prior distribution which describes the reliability relationship clearly in RGT. The
prior distribution of the reliability is calculated with ML-II method by making use
of prior information and field test information at every stage. Then we considered
the modified inferred posterior distribution in RGT as prior distribution in RQT,
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and the test plan is obtained through Bayes inference. Finally, a numerical example
is presented to compare the proposed method to the test plan in standard, to
demonstrate the validity of this method.

2 Reliability Growth Model

Assumption (reference [2] )

(a) Trials are statically independent, and during stage i the probability of a success
is Ri,i ¼ 1; 2; � � � ;m.

(b) During stage i, there are ni trials ni � 1ð Þ resulting in si successes 0� si � nið Þ.
(c) Due to modification, R1 �R2 � � � � �Rm.

Then the likelihood function in RGT can be presented as follows

L Ri; ni; sið Þ ¼ ni
si

� �
Rsi
i 1� Rið Þni�si ð1Þ

Ri is unknown and ni; si is known, i ¼ 1; 2; � � � ;m.
Considering the weak point of the ordered Dirichlet prior distribution, Li [7]

proposed a new family of prior distributions. This prior distribution adopted the
conditional form and the linearly transformed beta distribution, which could
overcome the shortage of the ordered Dirichlet prior distribution and conveyed the
engineer’s prior knowledge clearer.

During stage i, a Beta distribution in Ri�1; 1ð Þ is constructed to estimate the
reliability at current stage with conditional prior form, that is

gi Ri Ri�1jð Þ ¼ gi Ri Ri�1; ai; bijð Þ
¼ B ai; bið Þ½ ��1 Ri � Ri�1ð Þai�1 1� Rið Þbi�1 1� Ri�1ð Þ1�ai�bi

ð2Þ

where ai [ 0; bi [ 0; R0 ¼ 0 and Rmþ2 ¼ 1: gi Ri Ri�1;j ai; bið Þ is Beta function
defined in Ri�1; 1ð Þ which is similar to the standardized Beta function, and B ai; bið Þ
can be wrote as the following form with Gamma function

B ai; bið Þ ¼ C aið ÞC bið Þ
C ai þ bið Þ ð3Þ

Note that if we set R0 ¼ 0, then g1 can be expressed as following form

g1 R1ð Þ ¼ B a1; b1ð Þ½ ��1 R1 � R0ð Þa1�1 1� R1ð Þb1�1 1� R0ð Þ1�a1�b1 ð4Þ
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Which is the same form as gi in (2).
During every stage in RGT, two different parameters are used to describe the

reliability growth, and the expert information can also be more suitably delivered.
With prior information inferred in the former stage, the prior information at current
stage after modification is estimated. The procedure to obtain the prior distribution
parameter is clearly depicted in the following part.

3 Determination of New Dirichlet Distribution Parameters

For given R0; R1; � � � ; Rk�1, the conditional mean and variance of Rk are,
respectively,

l� ¼ E Rkð Þ ¼ ak þ bkRk�1

ak þ bk
ð5Þ

v�k ¼ Var Rkð Þ ¼ akbk 1� Rk�1ð Þ2
ak þ bkð Þ2 ak þ bk þ 1ð Þ ð6Þ

From the above formula it’s evident that the physical meaning of the prior
distribution parameters are not distinct. So only the determination of new Dirichlet
distribution parameters based on prior information is solve, can we apply this
method to the reliability estimation and prediction.

During every stage of the RGT, the prior distribution of the current stage product
cannot be replaced by the posterior distribution of the previous stage because of
modification introduced. So when the failure information at the former stage is
transformed, we can apply it to gain the prior distribution at current stage.
Numerous methods for example, conversion factor method, have been proposed.
Hence here we adopt the ML-II method to transfer the failure information between
stages. Details have been introduced by Mao [12].

Assume that at first stage, since no more information is informed, we utilize the
uniform distribution as the prior distribution, which is p1 R1ð Þ ¼ 1; 0�R1 � 1.
After the first stage test, we obtain the test data n1; s1ð Þ, which s1 denotes the number
of successful products. So the posterior distribution of R1

p1 R1 s1; n1ð Þjð Þ�Be s1 þ 1; n1 � s1 þ 1ð Þ ð7Þ

But the posterior distribution cannot directly employed as the prior distribution.
Modification must be adopted for the parameter in distribution to transfer the failure
information. We assume that
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p2 R2ð Þ�Dir s1 þ a1; n1 � s1 þ a1ð Þð Þ ð8Þ

Which a1 denotes the correction.
Based on the Bayesian theory, we consider the test data n2; s2ð Þ as samples of the

marginal density distribution m n2; s2ð Þ.

m n2; s2ð Þ ¼
Z1

R1

p2 R2ð ÞRs2
2 1� R2ð Þn2�s2dR2 ð9Þ

where

p2 R2ð Þ ¼ 1
B s1 þ a1; n1 � s1 þ a1ð Þð Þ 1� ~R1

� �1�n1 R2 � ~R1
� �s1þa1�1

1� R2ð Þn1� s1þa1ð Þ�1

ð10Þ

Since the new Dirichlet distribution is on the condition of the former reliability,
it implies the current reliability values in the range of Rk�1 and 1, which means we
have great confidence to ensure the estimates of reliability is correct. However,
great risk has involved when we apply this method, so we set ~R1 ¼ 0:1R1 to reduce
this hazard. Then we get

m n2; s2ð Þ ¼ 1
B s1 þ a1; n1 � s1 þ a1ð Þð Þ

	
Z 1

R1

1� ~R1
� �1�n1�n2 R2 � ~R1

� �s1þs2þa1�1
1� R2ð Þn1þn2� s1þa1þs2ð Þ�1dR2

ð11Þ

Method of approximation is applied to obtain the â1 which maximizes the
function m n2; s2ð Þ. Then the prior distribution p2 R2ð Þ can be expressed as the
following form

p2 R2ð Þ ¼ 1
B s1 þ â1; n1 � s1 þ â1ð Þð Þ 1� ~R1

� �1�n1 R2 � ~R1
� �s1þâ1�1

1� R2ð Þn1� s1þâ1ð Þ�1

ð12Þ

With this method the prior distribution of every stage can be obtained. Go round
the procedure introduced in this section we obtain the final reliability estimation at
the end of the RGT step by step. The following part illustrates how the test plan is
computed.
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4 Identification of Test Plan in RQT

Assume that the specified acceptable quality level is p0, and the limiting quality
level is p1 p1\p0ð Þ. We set the test plan that there are n trials and the maximum
failure is c. Then the prior distribution pk Rk ~Rk�1; ak; bk

��� �
in RQT is inferred on the

basis of modified posterior distribution in RGT and likelihood function as follow
form

f Rk ~Rk�1; ak; bk
��� � ¼ Dir ak þ n� c; bk þ c ~Rk�1

��� � ð13Þ

It’s obvious that the posterior distribution f R n; cjð Þ follows the Beta distribution.
As inferred by Zhang [10], we gain the consumer’s maximum posterior risk

max
s� n�c

P p\p1 sjð Þ ¼ P p\p1 s ¼ n� cjð Þ ð14Þ

If given the consumer’s risk b, then we get

P p\p1 s ¼ n� cjð Þ� b ð15Þ

On the other hand, the produce’s maximum posterior risk

max
s� n�c�1

P p� p0 sjð Þ ¼ P p� p0 sj ¼ n� c� 1ð Þ ð16Þ

If given the produce’s risk a, then we get

P p� p0 sj ¼ n� c� 1ð Þ� a ð17Þ

Only require that

P p� p0 sj ¼ n� cð Þ� a ð18Þ

This is Equivalent to the following form

P p� p0 s ¼ n� cjð Þ � 1� a ð19Þ

Based on the above analysis, the key work to determine the test plan in RQT is
to solve the following formulas when given the acceptable quality level p0, the
limiting quality level p1, the consumer’s risk b, and the produce’s risk a to obtain
n and c

L p0ð Þ ¼ P p� p0 s ¼ n� cjð Þ� 1� a
L p1ð Þ ¼ P p� p1 s ¼ n� cjð Þ� b

�
ð20Þ
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where n and c should be integer

L Rð Þ ¼ P p�R0 s ¼ n� cjð Þ

¼
ZR0

Rm

h R n; cjð ÞdR ð21Þ

When the product tested in RQT, what we concern is posterior risk of both
consumer and producer. In this paper we utilize the Bayesian theory and new
Dirichlet prior distribution to obtain a reasonable test plan in RQT, which less the
number of test products and time compared to the test plan in standard.

5 Numerical Example

Consider an example that the specified acceptable quality level is 0.97, and the
limiting quality level is 0.91 with the discrimination ratio is set to 3. Assume that
the consumer’s risk and the produce’s risk are no more than 0.2. According to
standard GJB899 we select (47.2) as the test plan, which means there are totally 47
products tested in RQT and no more than 2 product fail. The posterior risk we
calculate are 0.183 and 0.17.

Assume that the product has been tested through four stages. We utilize the
method mentioned in Sect. 2 to obtain the conditional prior Dirichlet distribution
just presented in Table 1. In order to compare to test standard plan, we set c = 2 and
solve the Eq. (17) to gain the number of test product n in Table 1.

From the result compared to the standard test plan, the advantage of the pro-
posed method highlights and it’s obvious to reduce the number of test product and
gain evident economic benefit. Here for the consideration of risk, we set the interval
0:1~Rk�1; 1
� �

instead of ~Rk�1; 1
� �

. If we are sure of the validity of estimation of
~Rk�1, the less testing number are required compared to this computation result.
What we can also infer from the computation result is that the consumer’s risk b is
much bigger than the contrast produce’s risk a, since the produced product have
been approved by the consumer. A balance is needed to spare the risk to both sides.

Table 1 computation of new Dirichlet distribution

Stage k nk ; skð Þ ak ak bk Test plan Actual risk Saving
ratio (%)a b

1 (4,3) 0 1 1 (47,2) 0.183 0.17 0

2 (5,4) 0.23 3.23 0.77 (38,2) 0.194 0.183 19.14

3 (6,5) 0.654 7.884 1.116 (37,2) 0.161 0.188 21.28

4 (7,6) 0.606 13.49 1.51 (35,2) 0.132 0.196 25.53
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6 Conclusion

This article proposes a Bayes method, which is constructed on the basis of
new Dirichlet prior distribution to determine the test plan of RQT. Since the new
Dirichlet distribution is constructed in the interval of reliability in the former stage
and 1, the advantage is evident to lessen the number of tested product. This method
takes full advantage of reliability information and field test data. Some revision can
be made to improve the accuracy of the model, such as extending the interval of
reliability at current stage. The insurance of estimated reliability is also considered
with the probability P0 and P1. We establish equations to obtain the test plan
concerning both sides risk. The numerical example illustrate the practicality and
economic benefit.
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Consolidating People, Process
and Technology to Bridge the Great Wall
of Operational and Information
Technologies

Anastasia Govan Kuusk and Jing Gao

Abstract An organisations competitive advantage depends upon timely and con-
solidated provision of information to enable strategic decision making. Timely and
consolidated provision of information requires integration of people, processes and
technology across an organisation. In organisations that manage infrastructure
assets such as power, water, sewerage, telecommunications or transport, timely and
consolidated provision of information is impeded by a divide of operational and
business people, processes and technology. Business areas such as finance may be
supported by an Information Technology (IT) branch with well developed gover-
nance processes and dedicated information technology people such as network
analysts, helpdesk and systems administrators. Operational areas such as power
generation do not share such people, processes and technology. This chapter pro-
vides asset infrastructure organisations with recent research results indicating
phases for consolidating Operational Technology (OT) and IT, identification of OT
and IT divide and how to overcome the divide.

1 Introduction

Engineering Asset Management (EAM) manages risks when maintaining and
replacing critical built asset infrastructure such as water, transport, sewerage and
power services. Frameworks to manage such assets are important to the Australian
economy as the estimated value of built assets in Australia in 2010 was $600 billion
[1]. The study of EAM has evolved in the last 30 years into an integrated frame-
work incorporating human resource management, project management, engineer-
ing, maintenance planning and enablers such as information and operational
technology across the asset lifecycle. The concept of EAM is unique and complex
within the business environment [59].
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The unique and complex nature of EAM is due to the fact that it is different from
other business functions such as finance. For example, engineering assets exist as
objects independent of contracts between legal entities [2] and are of a specialised
nature [29] often producing data as opposed to information, creating unique chal-
lenges for organisations with engineering assets. Such specialisation has led to the
identification of Operational Technology. Operational Technology (OT) can be
found within asset intensive organisations that have hardware or software that detect
or cause a change through the direct monitoring and or control of physical devices,
processes and events [51]. An example is Supervisory Control and Data Acquisition
(SCADA) monitoring and controlling water or energy utility assets. This chapter
provides asset infrastructure organisations with recent research results indicating
when asset infrastructure organisations should consolidate OT and IT, who should
be involved, and how to reduce the OT and IT divide to leverage competitiveness.

2 Understanding the Technology Divide in Engineering
Asset Management

Due to the nature of OT it is likely to be implemented and managed by engineering
areas of organisations separate to information technology functions [26, 53] and
have distinct elements which appear in Table 1. Both technologies share the
inherent characteristic of information, although IT is characterised by non-real time
decision information and OT by real time asset performance information.

Table 1 The great divide of operational and information technology

Element (Pe = People, Pr = Pro-
cess, Te = Technology)

Information
technology

Operational technology

Budget (Pr) Dedicated for branch Embedded within another
branches budget

Staff (Pe) Dedicated IT focus—
network analyst

Dual role—engineering and
IT maintenance focus

Staff focus (Pe) Security Reliability

Objective (Pr) Strategy-control
information

Asset performance-control
asset

Systems standards focus (Pr) COBIT/ITIL NIST CIP, PAS55, ISA-95

Examples (Te) Asset management
system

SCADA

Information type Information non real
time

Data real time

Networks (Te) Consolidated Own network beyond firewall

Uptime (Pr) Down for patching/
backups

100 %

Source Adapted from Gartner model Steenstrup [51]
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2.1 The Operational and Information Technology Divide

The divide between the two technologies expose organisations to legal, financial
and reputational risks [22, 40, 46] and reduce competitiveness [47]. Increasingly
technology is used to control and manage the performance of the assets and provide
real time information to asset maintainers, consumers and corporate management.
An example of consolidated OT and IT in a power asset infrastructure organisation
is provided in Fig. 1.

The consolidation provides for real time dual delivery of consumption infor-
mation to the household to decide upon consumption, the generator for power
provision and the retailer for billing. In the future consolidation provides for next
generation asset care by controlling power use within the home and power shedding
requirements. Currently the consolidation is impeded by firewalls between the two
networks to reduce impacts of perceived security risks of SCADA systems to
corporate networks or shutting down of supply by non authorised elements.
Numerous benefits of consolidating OT and IT systems, people and process have
been identified across the asset management lifecycle. Benefits include reduced
hardware and network requirements, integrated life cycle management, reduced
licensing costs, data quality improvements from automation, leveraging skilled
information technology staff, improving strategic decision making from retrievable
holistic single dashboard view of the organisations information and improving
competitive use of utility assets [6, 8, 18, 24, 33, 29, 42, 58, 60, 63]. At an
engineering operational level Parekh et al. [46] argues the convergence of

Fig. 1 Example of operational and technology consolidation in a power asset infrastructure
organisation
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operational and information technologies provides enhanced delivery of utility
services. Jaffe et al. [26] indicates the gaps of such a converged environment
include funding, technical convergence of technology architectural layers and
governance of complex components.

To realise the benefits and facilitate competitive advantage in asset infrastructure
organisations it is important to define an accepted, asset infrastructure industry
perspective definition of the consolidation taxonomy. Once a baseline definition is
established, gaps such as responsibilities, when to move between consolidation
phases and key success factors can be established specifically for the asset infra-
structure context. How the research was undertaken to study the gaps is described
below.

2.2 Reducing the Operational and Information Technology
Divide

This research aims to provide asset infrastructure organisations with a framework to
reduce the divide between OT and IT. To identify gaps a literature review was
undertaken. Success factors for information system leveraging include management
support [15, 43, 47, 61, 66], interoperability of platforms and standards [25, 39, 45,
54, 60], enterprise wide asset care and information governance [9, 44, 64, 46, 13,
36] and cross sharing of skills [7, 19, 42, 51]. What is lacking in the literature is the
success factor applicability to consolidation of OT and IT in asset infrastructure
organisations.

Whilst the literature indicates successful EAM requires consolidation of OT and
IT [22, 38, 50, 59] and that financial, reputational and legal drivers exist [16, 48, 51,
65], the literature conflicts as to whether IT or Engineering should be responsible
[28, 51], highlights several frameworks, standards and principles that may be
applied [20, 23, 25, 53, 58, 46] and that the terminology relating to the phases of
consolidation is used interchangeably. The literature also lacks specifics on when
organisations move between convergence, integration and alignment of OT and IT.

3 Research Framework

To provide a current practitioners perspective of taxonomy points and success
factors for asset infrastructure organisations, three rounds of surveys conforming to
Delphi method were undertaken. Chua and Garrett [11], Myers [41] and Kaplan and
Maxwell [27] identify the need to choose research methods which allow the study
of the social context of practice. The Delphi qualitative research method was chosen
to meet the research aims as it facilitates, through consensus of expert practitioner,
understanding of information integration in the asset management social context.
The method provides for subjective individual judgements, meeting time and cost
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efficiencies, a way of efficiently structuring group dialogue and bringing together
different organisational functions such as IT and Engineering in a non-competitive
environment (Sitt-Ghodes and Crews [58, Powell 56, Turoff 62].

3.1 Research Method

Eight questions relating to why, when and how asset infrastructure organisations
converge, align and integrate technology were sent to 30 practitioners between
October 2012 and March 2013. Questions appear in Table 3. Theoretical sampling
of practitioners as opposed to statistical sampling was used in the study to facilitate
validity and reliability through replication as defined by Yin [67], model building
and applicability of theory [5, 14]. Experts were defined as Engineering or Infor-
mation Technologists working in or with asset intensive organisations consolidating
operational and information technologies. Fifteen consistent responses from con-
sultants, energy utilities, government asset providers, mining and councils were
received between November 2012 and January 2013.

To facilitate the current research meeting the research objectives of credibility,
fitting, auditable and confirmable [34] and construct, internal and external validity
and replication [67] the Interval Quartile (or interquartile) Range (IQR), mean and
standard deviation were calculated as these statistics were used to indicate con-
sensus in original Delphi studies such as Dalkey [12] and Linstone and Turoff [35]
in information system contexts. A legend describing the statistics and level of
consensus achieved based on the combination of Inter Quartile Range, mean and
standard deviation appear in Table 2.

3.2 Research Findings

Practitioner ranked consensus from three rounds of survey conforming to Delphi
method is summarised by question in Table 3.

The results provide for asset intensive organisations a framework for consoli-
dating OT and IT to decrease financial, legal and reputational risks and provide
competitiveness. The results also provide a current research based taxonomy
baseline for consolidation phases applicable to the unique EAM context. The EAM
consolidation phases appear in Table 4.

Table 2 Legend of statistics used to identify practitioner consensus

Mean Standard deviation Interquartile range Likert scale

Χ Σ IQR 1 = Never

Strong consensus Strong consensus Strong consensus 3 = Sometimes

above 8 less than 2 less than 1 5 = Always
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4 Discussion

Lee and Hsu [32], Teo [57], Tarafdar and Ragy-Nathan [55] identify differences in
the stages of convergence, alignment and integration, identified by previous
researchers as stages of consolidating people, processes and technology for com-
petitive advantage. The main constructs of people, processes and technology govern
information for strategic, timely and qualitative decision making, resulting in
competitive advantage [31]. Managing information was the most important factor
identified in responses to any Delphi study questions in the current research,
confirming information as an important element in bridging the OT/IT divide.

The current research also confirmed Steenstrup [51] view that vendors complete
convergence activities and organisations align and integrate OT and IT. Consensus
on staff involved in aligning and integrating in an organisation indicated a joint
effort by Engineering and IT. This contrasts to literature on OT and IT consolidation
by engineers [28, 65] arguing engineers are best suited to undertake consolidation
activities. Steenstrup [51] earlier research suggest IT standards such as COBIT
should be applied to engineering systems with later research [52] indicating a joint
approach between IT and engineering is preferred.

Critical success factors for technology such as planning, a holistic enterprise
wide view, costs, role involvement and management support [47], Tarafdar and
Ragy-Nathan [55] were highlighted in the current research. The current research

Table 4 Establishing a baseline OT and IT consolidation taxonomy

New asset infrastruc-
ture based taxonomy

Existing Convergence, alignment and integration taxonomies

Kuusk et al. [30] Steenstrup [52] Hoque et al. [21] Teo and King [57]

Convergence (hard-
ware provided by
vendor; consolidated
engineering and IT
vision of conver-
gence strategy, stan-
dards, planning)

Converge (OT and
IT share same client,
server, network tiers
IT and IP based
activities often
undertaken by
vendor)

Alignment (tech-
nology supports,
enables and not
constrains busi-
ness strategies)

Sequential integra-
tion (business goals
considered, formu-
late IS strategy to
perform business
strategy)

Alignment (architec-
ture aligned by IT
and engineering;
hardware in place
but applications
disparate)

Align (after conver-
gence, leading to
synchronized stan-
dards and architec-
ture plans)

Synchronisation
(IS expert
resources, support
business strategy)

Reciprocal integra-
tion (IS expert
resources, support
business strategy)

Integration (efficient
exchange of infor-
mation and data;
driven by market
competition and cost
savings)

Integrate (outcome
of alignment pending
bandwidth reduction
and firewall con-
flicts, integrity and
reliability of OT and
IT)

Convergence
(business and
technology activi-
ties intertwining
and leadership
teams
interchangeable)

Full integration (joint
development of
strategies, senior
management
involvement, critical
to success of
business)
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differed from the literature in relation to security of OT systems if on IT networks.
Since 2011 several conferences, papers and newspaper articles in Australia
addressed the issue of security of IT networks if OT is incorporated into them [3, 4,
10, 17, 37, 68]. This coincided with the United States legislation mandating NERC
CIP standards for the energy industry in the United States and announcement by the
Australian federal government of a Cyber Security Centre. Consensus was not
reached on this being a factor for why organisations consolidate OT and IT in the
current survey results.

The survey results from a practitioner perspective indicates asset infrastructure
organisations should;

1. Plan for convergence when external factors such as a corporate vision and
consolidated industry standards are in place. Organisations should prepare by
analysing business needs and objectives, planning and research options avail-
able and developing a convergence strategy. At this point vendors may sell a
vision of convergence to organisation.

2. Move to convergence when there is consensus between business and IT. Con-
vergence is established when vendors provide hardware which is IP addressable
and has the same chips and routers as provided in other parts of the organisation
and engineering, information management and IT provide input into application
development.

3. Move from convergence to alignment when the hardware is in place but
applications and information are disparate. Alignment is characterised by an
architecture aligned by IT and Engineering with advice provided by vendors.

4. Move from alignment to integration when market competition and need for cost
savings arise. The integration stage is characterised by enterprise wide data
exchange.

5 Conclusion

This chapter provides for asset intensive organisations, vendors and consultants
what the consolidation of OT and IT phases are as a new context specific taxonomy.
The taxonomy identifies when organisations should converge, align and integrate
OT and IT and whom should be responsible, from practitioners’ perspectives. The
chapter identifies how asset intensive organisations, by consolidating people, pro-
cess and technology, can bridge the great wall of Operational and Information
Technologies for competitive advantage. Further qualitative case study research
will be undertaken to explore particular topics raised by the research so far, such as
what engineering standards asset infrastructure organisations are utilising for OT
and IT convergence, how organisations overcome the IT security versus engi-
neering reliability and uptime focus and if information governance can facilitate OT
and IT convergence, alignment and integration.
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Calculation of the Expected Number
of Failures for a Repairable Asset System

Gang Xie, Lawrence Buckingham, Michael Cholette and Lin Ma

Abstract The expected number of failures is the essential element in cost analysis
for a repairable system in engineering asset management. A renewal process is
typically used for modelling a repairable system with perfect repairs while a non-
homogeneous Poisson process can be used to model a repairable system with
minimal repair. An asset system with imperfect repair will be restored to the state
which is somewhere between as bad as old and as good as new. While imperfect
repairs are more realistic, it is more challenging to calculate the expected number of
failures. In this chapter, we propose an imperfect reparable system assuming
decreasing restoration levels conditional on the previous repair actions. Compared
with a popular imperfect repairable system settings which assumes a constant
discount restoration level after the first failure occurrence, our decreasing restora-
tion levels model may better represent the actual repair-restoration patterns for
many asset systems. The likelihood function of the newly proposed model is
derived and the model parameters can be estimated based on historical failure time
data. We adopt a cumulative hazard function based Monte Carlo simulation
approach to calculate the expected number of failures for the newly proposed
reparable system model. This new simulation algorithm is demonstrated on both
simulated and real data and compared to a popular existing model under a Weibull
distribution setting. An advantage of our simulation algorithm is that a bootstrap
version confidence band on the estimated expected number of failures can easily be
constructed. The modelling and simulation results in the chapter can be used for the
development of an engineering reliability analysis and asset management decision
making tool.
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A decreasing restoration levels model � Cumulative hazard function � Monte Carlo
simulation � Bootstrap confidence band

1 Introduction

A crucial step in determining maintenance policies and asset life costs is the com-
putation of the expected number of failures for an asset. Renewal processes (RPs)
are typically used for modelling repairable systems with perfect repairs (i.e. system
is restored to as good as new after each repair). Apart from the homogeneous
Poisson processes (HPP), a closed form solution to calculate the expected number
of failures is generally not available for RPs [7, 10]. An alternative is to assume
repairs are minimal (i.e. as bad as old). In such cases, a nonhomogeneous Poisson
process (NHPP) can be used to model a repairable system and the expected number
of failures can be calculated analytically based on the cumulative hazard function of
the point process to the first failure [2, 12, 14, 16]. More generally, an asset system
with imperfect repair will be restored to a state which is somewhere between as bad
as old and as good as new [2, 12, 16]. However, due to the stochastic process
characteristics, it is challenging to calculate the expected number of failures for an
asset system with imperfect repairs [10, 16].

Point process models are the natural and suitable tools for analysis of a repairable
asset system because the failure times and the corresponding repair actions form a
sequence of recurrent stochastic events. Cox’s seminal paper [5] is considered as one
of the first comprehensive treatment of statistical methods for recurrent events in the
context of engineering reliability analysis and decisionmaking.Many results from [5]
are contained in the subsequent book by Cox and Lewis [6]. The modelling and
analysis of a repairable system is far more difficult than that of a non-repairable
system [12, 13]. For many years, Ascher and Feingold [2] (published in 1984) is the
first and only book devoted solely to repairable systems reliability. Amore recent text
(published in 2000) on reliability of repairable systems is [14] by Rigdon and Basu.
Although this book contains intensive mathematical contents for various statistical
models in its methodology chapters, the subsequent chapters are more applied sup-
ported with S-PLUS or SAS programs for some example questions. Pham and Wang
authored a highly cited review paper on imperfect maintenance/repair of repairable
systems up to 1996 [13]. Lindqvist [12] advanced the review period up to 2006 on the
statistical modelling and analysis of repairable systems. In his review paper,
Lindqvist presented a three-dimensional model to summarise a general repairable
system model framework based on (1) hazard rate (HPP or NHPP); (2) between
failure time interval distribution (HPP or RP); (3) for multi-failure-mode system, the
heterogeneity between different failure modes. The popular virtual age based
imperfect repair system model first proposed by Kijima [11] is a single-failure-mode
model which is equivalent to the Trend Renewal Process (i.e. a generalised RP)
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in Lindqvist’s 3-D model cube framework. The well-known Brown–Proschan model
[3] can be treated as a special case of Kijima’s models [12]. In their study in non-
parametric statistical inference, Dorado et al. [8] proposed a model slightly more
general than Kijima’s models. Yañez et al. [16] proposed a counting simulation
algorithm to calculate the expected number of failures based on a virtual age based
repairable system model which is essentially a special case of Kijima’s Model I.

In Sect. 2.1, we give a more detailed description on Kijima’s virtual age repair-
able system models. A new virtual age repairable system model is proposed and the
model likelihood function is derived in Sect. 2.2. The different virtual age models are
compared and the results are presented in Sect. 2.3. In Sect. 3, we propose a
cumulative hazard function based simulation algorithm for calculating the expected
number of failures for our newly proposed virtual age model. The new simulation
algorithm is verified using a simulated data set and a real data set adopted from [16].

We will assume the repair times are negligible (i.e. the system is repaired and put
into new operation immediately after the failure) and a single failure mode in our
model specification and data analysis in this chapter. The statistical analysis and
simulation sample generation have been performed using R, an open source pro-
fessional statistical language/package [15]. The R code for implementing the
cumulative hazard function based simulation algorithm is presented in Appendix 1
for readers’ reference.

2 Virtual Age and the Single Mode Generalised Repairable
System Models

Let f tð Þ be the probability density function (pdf) and F tð Þ the cumulative distribution
function (cdf) for the time to the first failure of a repairable asset system. Hence, by
definition, the reliability function is R tð Þ ¼ 1� F tð Þ; the hazard function is h tð Þ ¼
f tð Þ=R tð Þ and the cumulative hazard function is H tð Þ ¼ R t

0 h uð Þdu for t[ 0:. Data
from repairable systems are usually recorded as ordered failure times t1; t2; . . . and
we denote the time intervals between failures by X1;X2; . . . accordingly as shown in
Figs. 1 and 2. Further, let N Tð Þ be the number of failures over the time period 0; Tð �
and E �ð Þ be expectation. Therefore by definition, H t1ð Þ ¼ H X1ð Þ ¼ E N t1ð Þ½ �; i.e.
H t1ð Þ is the expected number of failures over the time period 0; t1ð �:

2.1 Definition and Interpretation of Asset System Virtual
Ages

Kijima [11] first proposed the virtual age concept in construction of a statistical
model for repairable systems. The ‘virtual age’ is determined by the restoration
level achieved after each failure/repair on the asset system. More specifically, a
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system with virtual age m� 0 is assumed to behave as if it were a new system which
has reached age m without having failed. This definition is schematically illustrated
in Fig. 1.

2.2 Model Specification and Parameter Estimation

Let mi denote the virtual age of an asset system at the ith failure time ti: We propose
a new virtual age based repairable system model labelled as Model A:

Fig. 1 Definition of asset virtual age in terms of reliability function R(t) and probability density
function f(t) where Xi is the time interval between the (i − 1)th and ith failures

Fig. 2 Asset virtual age, repairable system models, and calculation of the expected number of
failures
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m1 ¼ 0; mi ¼ 1� qi�1� �
ti ¼ 1� qi�1� �Xi�1

j¼1

Xj for i[ 0 and j\i:

Yañez et al. [16] proposed a virtual age based model as:

m1 ¼ 0; mi ¼ qti ¼
Xi�1

j¼1

Xj for i[ 0 and j\i: This is termed Model B:

Note that when q = 1, Model A is a renewal process with perfect repair, and
when q = 0, it becomes a NHPP model with minimal repair. For Model B, q = 0
corresponds to perfect repair process while q = 1 models minimum repair. Thus
Models A and B both represent generalised repairable system models albeit with
differing parameterisations.

We note that Kijima’s Model I is specified as m1 ¼ 0; mi ¼ Qiti ¼ Qi
Pi�1

j¼1 Xj for
i[ 0 and j\i where Qi is a random variable on the interval 0; 1b c. If Qi ¼ q (a

constant), Model I reduces to Model B. Kijima’s Model II is specified as m1 ¼
0; mi ¼

Pi
j¼2 Xj

Qi
k¼j Qk

� �
for where once again Qk is a random variable. If Qk ¼

q (a constant), Model II reduces to mi ¼
Pi

j¼2 q
i�jþ1Xj: It is trivial to show that

given the same q 2 0; 1f g and observed failure times, virtual ages calculated via
Model II are bounded above by the virtual ages calculated via Model I.

The perfect repair RP model, the minimal repair NHPP model, and the virtual
age based imperfect repair model are schematically illustrated in Figs. 2a–c,
respectively.

Note that Model B can be considered to be a constant discount restoration level
(towards the as bad as old level) model. Model A is a decreasing restoration level
model which is not a special case of Kijima’s models. With a certain q[ 0 value,
Model B will never reach the as bad as old level. On the other hand, with Model A,
at some point as the number of failures increases, the system will eventually reach a
state in which repairs are effectively as bad as old. This may better represent the
actual repair-restoration patterns for many asset systems. This fundamental differ-
ence is clearly demonstrated by a simulation analysis for comparing the calculated
virtual ages by Model A and Model B.

Table 1 gives the simulation sample data details and Table 2 presents the virtual
age comparison results.

It is well known that the likelihood function of a virtual age based repairable
system model can be derived based on the conditional probability formula (refer-
ring to the shaded area in Fig. 1b)

Pr Xi � tjvi½ � ¼ F t þ við Þ � F við Þ
1� F við Þ ð1Þ
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where F tð Þ is the cdf for the first time to failure of the system as defined in the
beginning of Sect. 2 [11–13, 16]. In this chapter, we choose the standard two-
parameter Weibull distribution to be the interval representation of a renewal process
for model specification and subsequent data analysis. Hence, the first failure time t1
has pdf

f tð Þ ¼ b
gb

� �
tb�1exp½� t

g

� �b

�: ð2Þ

Without loss of generality, we consider the failure terminated case, so that the
sample likelihood function is

L tnð Þ ¼ f t1; t2; . . .; tnð Þ
¼ f t1ð Þf t2jt1ð Þf t3jt2; t1ð Þ. . .f tnjtn�1; tn�2. . .t1ð Þ
¼ f t1ð Þf t2jt1ð Þf t3jt2ð Þ. . .f tnjtn�1ð Þ

ð3Þ

Combining Eqs. (1) and (2) yields the pdf of the virtual age based repairable
system as

f tjtið Þ ¼ b
gb

� �
t þ vi½ �b�1

exp½ vi
g

� �b

� t þ vi
g

� �b

� ð4Þ

for i ¼ 1; 2; . . .; n (n is the sample size). By Eqs. (3) and (4), the sample likelihood
function for Models A and B can be derived as

L tnð Þ ¼ b
gb

� �n

t1ð Þb�1
exp½� t1

g

� �b

�
Yn

i¼2

½ti þ vi�b�1
exp½ vi

g

� �b

� ti þ vi
g

� �b

�
( )

ð5Þ

Table 2 Model comparison based on the simulated data

Virtual age v1 v2 v3 v4 v5 v6 v7 v8

Model A: b̂ ¼ 3:10; ĝ ¼ 460;
q̂ ¼ 0:536;AIC ¼ 89:3

139 519 624 729 856 893 949 987

Model B: b̂ ¼ 4:37; ĝ ¼ 498;
q̂ ¼ 0:705;AIC ¼ 89:9

211 513 520 560 632 645 677 701

Table 1 Simulated failure time sample (β = 2.5, η = 300, q = 0.85, Model A, rounded to integers)

Index (i) 1 2 3 4 5 6 7 8

Time between failures (Xi) 299 429 10 57 101 19 46 33

Failure times (ti) 299 728 738 795 896 915 961 994
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2.3 Model Comparison

Based on Eq. (5), the model parameter estimation can be done by following the
standard Maximum Likelihood Estimation (MLE) procedure. The difference
between Model A and Model B in applying Eq. (5) for parameter estimation is in
the different specification of virtual age vi. In this chapter, the built-in R function
‘optim’ is used for performing MLE procedure. Table 3 gives a real failure time
data set which is adopted from a case study undertaken on USS Halfbeak [16].
Table 4 presents the results obtained by fitting each candidate model to this dataset.
Model RP stands for Renewal Process model, i.e. q = 1 in Model A setting or q = 0
in Model B. Goodness-of-fit is measured by Akaiki Information Criterion (AIC) [1]
with a lower score indicating a better fit to the observed data. A difference in AIC
scores of less than two units is not considered to be statistically significant [1, 4].
Although the parameter estimates obtained for Models A and B differ markedly due
to the different parameterisation of virtual age, the AIC scores are not significantly
different. In this respect, Models A and B are equally effective while Model RP is
marginally weaker. This implies that we should not assume an as good as new
repairable system for the USS Halfbeak example data.

3 Calculation of the Expected Number of Failures

This section sets out a method by which the expected number of failures may be
computed for a repairable system subject to imperfect repair.

3.1 A Brief Review on the Existing Approach

A closed form solution to calculate the expected number of failures E N Tð Þb c is
generally not available for renewal processes [7, 10]. However, Jardine [10
pp. 44–46] presents an iterative numerical algorithm to calculate an approximate
value of E N Tð Þb c for such a system. On the other hand, a closed form solution is
available for a system with minimal repairs based on the cumulative hazard function

of the first failure time process: E N Tð Þ½ � ¼ R T
0 h uð Þ du [2, 12, 14, 16]. Neither of

these methods applies to a system with imperfect repairs, leaving Monte Carlo
simulation as the only viable option. The most intuitive and direct way is to gen-
erate a large number of simulated sample datasets, count the realised failures in each
simulated sample dataset and then average to obtain an estimate. Yañez et al. [16]
proposed one of such counting simulation algorithm. Based on the fact that, for the
first failure time t1; E N T ¼ t1ð Þb c ¼ H t1ð Þ; we propose a simulation algorithm
based on the cumulative hazard to calculate the expected number of failures fol-
lowing the approach outlined in Sect. 3.2. In the comparative study detailed below
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the proposed algorithm is referred to as Method A while we refer to the algorithm of
[16] as Method B. In addition to the simulation methods, the analytic result for the
minimal repair case provides an upper bound on the expected number of failures
while the iterative method outlined by Jardine for a renewal process provides a
lower bound, both of which can be used to check the results obtained via
simulation.

3.2 The Cumulative Hazard Function Based Simulation
Approach

The cumulative hazard function based simulation algorithm works by generating a
large number of Monte Carlo simulation sample datasets representing the opera-
tional life of a single asset. From each sample dataset, one E N Tð Þb c value is
calculated. More precisely,

E N Tð Þ½ � ¼
Xn

i¼1

Zviþti

vi

h uð Þ du
$ %

¼
Xn

i¼1

H vi þ tið Þ � H við Þ½ �

¼
Xn

i¼1

vi þ ti
g

� �b

� vi
g

� �b
" #

ð6Þ

for T ¼ tn where n is the sample size. For example, the shaded area in Fig. 2d can

be calculated as E N Tð Þ½ � ¼ P3
i¼1

viþti
g

� �b
� vi

g

� �b
� 	

þ T
g

� �b
� v4

g

� �b
. The collection

of simulated E N Tð Þb c values can be used to construct a bootstrap confidence
interval [9]. In this chapter, we use the 2.5 and 97.5 percentile values to form an
approximate 95 % confidence interval for E N Tð Þb c. Results obtained via the two
simulation based methods are presented in the next subsection.

Table 4 Model comparison based on the USS Halfbeak example dataset

Model A b̂ = 1.778, ĝ = 1,535, q̂ = 0.9899, AIC = 368.0

Model B b̂ = 2.054, ĝ = 1,873, q̂ = 0.1575, AIC = 368.5

Model RP b̂ = 1.177, ĝ = 8,47.0, q = 1.000, AIC = 371.8

Calculation of the Expected Number of Failures … 1735



3.3 Comparison of Different Approaches

Table 5 presents the E N Tð Þb c simulation results for an assumed renewal process
with Weibull distribution: β = 1.5, η = 80. A modified version of Jardine’s algo-
rithm [10, pp. 44–46] is labelled “Numeric approximation” in Table 5. We applied a
rule of thumb to determine the number of iteration intervals for this algorithm to
ensure an accurate approximation. The number of iteration intervals is taken to be
300 times the highest h tð Þ value over the period of the simulation. There is a trade-
off between approximation accuracy and computation time. An approximate 95 %
confidence interval for E N Tð Þb c is computed for Method A and shown in Table 5.
One might similarly obtain a bootstrap confidence band for Method B by iterating
the simulation step, however this would incur a very high computational cost.

The results in Table 5 should be read as follows. In the Numeric approximation
row, 0.450 in the column headed 50 means E N 50ð Þb c � 0:450 as calculated via this
method; likewise, E N 100ð Þb c � 1:114 and so forth. The last row gives the expected
number of failures under the as bad as old assumption. These are upper bounds on
the estimated estimates in the corresponding column. Given all the above discussed
technical details, Table 5 shows that all these three algorithms produce equally good
estimation of E N Tð Þb c using our R code programs developed for this study.

Table 6 shows the results obtained by applying Methods A and B to the models
presented in Table 4 which were derived from the the USS Halfbeak example
dataset (Table 3). Recall that Model A is our newly proposed model and Model B is
that of Yañez et al. [16]. Both models are specified in Sect. 2.2. To illustrate the
difference between Methods A and B we apply both approaches to the example data
of Table 3 to produce the series labelled “MethodA (observed)” and “MethodB
(observed)”. Method A calculates E N Tð Þb c directly based on the observed sample
data whereas Method B can only give the observed failure counts. A graphical
representation of the data from Table 6 is shown in Fig. 3.

Table 5 Comparison of different methods of calculating the expected number of failures E[N(T)]

Time periods (0, T] 50 100 150 200 250 300

Numeric
approximation

0.450 1.114 1.806 2.498 3.190 3.882

Method B 0.451 1.118 1.812 2.508 3.196 3.886

Method A Mean 0.453 1.120 1.803 2.493 3.171 3.899

Lower 0.323 0.765 1.306 1.760 2.329 2.921

Upper 0.494 1.398 2.567 3.789 4.270 5.380

Minimal repair 0.494 1.398 2.567 3.953 5.524 7.262
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4 Conclusion

In this chapter, we have proposed a decreasing restoration level virtual age type
repairable system model. Different from the existing virtual age type models, as the
number of failures increasing, at some point, the system will reach a level that repair
action become ‘useless’, i.e. the restoration level is as bad as old. The system model
likelihood function is derived and model parameters can be estimated based on the
observed failure time sample data. The model comparison results show that the
proposed virtual age type repairable system model can produce a statistically better
goodness-of-fit in analysis of real failure time data.

Fig. 3 Verification and comparison of the estimation of expected number of failures (USS
Halfbeak’s example data). Blue bold lines are the expected number of failures calculated by
Method A (model A); two dashed blue lines are the 95 % confidence band. Red solid lines are the
expected number of failures calculated by Method B (model B). Black points (crosses) are the
observed number of failures
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We have examined three different approaches for calculating the expected
number of failures for a general repairable system verified on both simulated and
real data sets of single type failure mode. The newly proposed cumulative hazard
function based simulation algorithm produces as good as expected number of
failures results as the existing counting simulation algorithm. The results obtained
from simulation algorithms match the results by the iterative numerical approxi-
mation algorithm almost perfectly. The cumulative hazard function based simula-
tion approach has the advantage in easy construction of a bootstrap confidence band
for the estimated expected number of failures.

The results achieved in this chapter will be used for the development of a
reliability engineering analysis and asset management decision making tool.
Although the Weibull distribution is chosen for model specification and algorithm
verification in this chapter, it is possible to adapt these algorithms to other distri-
bution model specifications. The calculation of the expected number of failures for
multi-failure mode repairable systems will be our future research topic.

Appendix

The core R code for calculating the expected number of failures using the cumu-
lative hazard function simulation algorithm proposed in this chapter is included
below for readers’ reference.
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A Toolkit Towards Performance Based
Green Retrofit of HVAC Systems:
Literature Review and Research Proposal

Shuo Chen, Guomin Zhang and Sujeeva Setunge

Abstract It has been argued that energy and environmental performance of
existing Heating, Ventilation, and Air Conditioning (HVAC) systems can be
improved significantly if the retrofit measures are selected and implemented
properly. Various new retrofit technologies for HVAC systems have emerged that
aims to reduce energy consumption and greenhouse emissions, but outcomes of
retrofits often present difference from expected performance, with some succeeded,
and some failed to meet the expected targets. This is, to some extent, due to
relatively less knowledge and rare experience for design and construction of these
technologies in HVAC systems. Moreover, lack of systematic assessment approach
and limited examination guide make it hard to define the behaviour of each com-
ponent of HVAC systems. These knowledge gaps and practical deficiencies have in
the past prevented practitioners from selecting appropriate HVAC retrofit measures.
Therefore, more in-depth research with practical case studies is needed to help test
the retrofit outcomes and validate the claimed potential benefits. This chapter firstly
will present an overview of the research on HVAC retrofits and introduce the
challenges and risks commonly encountered in building renovation. Secondly, the
key factors affecting HVAC retrofits will be reviewed and categorized. Finally, a
brief description of the overall framework of the research method will be provided,
which aims to develop a toolkit for green HVAC systems retrofits.
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1 Introduction

In contemporary buildings, the heating, ventilation and air-conditioning (HVAC)
system is an essential building service system, which provides a comfortable indoor
environment for people to live and work [1]. Research on building energy usage
found that HVAC systems alone generally account for 25–30 % of the total building
energy usage [2]. Due to the increasing energy consumption, retrofitting of HVAC
systems in the office building has gained more interest in the past few years [3, 4, 5].
Innovative work has been carried out by architectural and engineering groups to
retrofit HVAC in office buildings and to lower carbon emission [6, 7, 4, 8]. Efforts
have been made by scholars and industry practitioners in creating various new
retrofitting technologies for HVAC systems, which are aiming at reducing energy
cost and improving user comfort [9, 10, 11]. However, the outcomes of retrofitted
HVAC systems present difference from expected performance, with some succeeded
and some failed to meet the expected targets [12, [13]. This has given rise the so-
called “gap” between the expected and actual performance of retrofitted HVAC,
which has been widely documented in several studies [14, 15, 16]. In order to close
this gap between expected and actual performance in a real HVAC retrofitting
project, the property owners and asset managers commonly encounter uncertainties
and risks which have been regarded as considerable technical challenge.

1.1 Challenges for HVAC Retrofits

Throughout reviewing the literature, the challenges mainly came from following
aspects.

Insufficient real HVAC retrofit project has been implemented. There is a large
body of research on HVAC retrofits available in the public domain. But, existing
HVAC continue to be upgraded at a very low rate [12]. For instance, existing
commercial HVAC stock is currently being retrofitted at a rate of approximately
2.2 % per year only [17]. Most previous studies were carried out using numerical
simulations. Actual energy savings due to the implementation of retrofit measures
in real buildings may be different from those estimated. More research with prac-
tical case studies is needed to help test the retrofit outcomes and validate the
claimed potential benefits.

While many of these so-called green technologies have been invented in order to
save operational energy, a review of HVAC retrofits literature indicates that few
studies have been conducted to understand the advantages or disadvantages of
green retrofits technologies [4, 18, 9]. As relatively less experience has been
accumulated for design and construction of those new retrofit measures, it is hard to
ascertain their suitability in different buildings. These knowledge gaps and practical
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deficiencies have in the past prevented practitioners from selecting appropriate
HVAC retrofit measures.

HVAC is sophisticated mechanical equipment and all components require ret-
rofits through various forms of restoration. Lack of systematic assessment approach
and limited examination guide information make it hard to define the behavior of
each component of HVAC systems. Dedicating efforts to develop comprehensive
pre and post retrofit assessments model will be demanded. Those will help property
owners and asset managers access a comprehensive list of criteria to evaluate
current HVAC systems and select performance-based retrofits.

Decision as to which retrofit technology (or measure) should be used for a
particular project is a multi-objective optimization problem [14, 19, 20, 18, 21].
Insufficient attention has been paid to criteria such as human comfort, environ-
mental sustainability and energy efficiency, which are not easily expressed or
quantified. In many cases, advanced HVAC systems that prioritize cost savings are
generally chosen, which may lead to a biased selection process [22, 23, 13]. The
optimal solution is a trade-off among a range of energy related and non-energy
related factors, such as energy, economic, technical, environmental, regulations,
social, etc. [17, 24].

These knowledge gaps and practical deficiencies have in the past prevented
practitioners from achieving performance-based HVAC retrofits. They have not
been able to access a comprehensive list of criteria to evaluate the performance of
HVAC, and there has also been a lack of a rational and systematic approach to
facilitate the selection of performance-based retrofits. The lack of research into the
process of performance-based retrofits selection and the resulting inefficiency of the
selection evaluation approach would possibly lead to a less than optimal selection
of HVAC retrofits measures, which might fail to satisfy the expectations of
developers and clients.

1.2 Objectives of Study

With the limitations and deficiencies of the current research in mind, this study will
aim to

• Capture the processes of retrofit and specific sustainable features considered,
adopted and implemented in HVAC systems.

• Evaluate the pre and post retrofit of HVAC systems from economic, energy,
users’ satisfactions and environmental impact perspectives.

• Determine the effects of performance targets on retrofit solutions.
• Optimize the retrofit methods and make decisions on retrofit solutions to better

meet performance targets.
• Develop a toolkit capturing outcomes above, which can be used to select sus-

tainability features in a green HVAC retrofit for an expected level of
performance.
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2 A Review of Key Factors Affecting HVAC Retrofits

As introduction in the preceding section, there has been no systemic research to
investigate the critical factors of HVAC retrofit in delivering green projects. How-
ever, there are many lists of critical factors for construction projects introduced by
various researchers in the previous decades. Ma et al. [17] maintained that success of
a building retrofit programme is determined by six aspects, namely, policies and
regulations, client resources and expectations, retrofit technologies, building specific
information, human factors and other uncertainty factors. Belassi and Tukel [25]
classified the factors into five distinct groups according to which element they relate
to the project manager, the project team, the project itself, the organization, and the
external environment. The classification of alternative technical solutions concern-
ing the HVAC’s design are economic, energy and environmental criteria as well as
criteria of user’s satisfaction [19]. Chan et al. [26] identified five groups of factors,
namely, project-related factors, procurement-related factors, project management
factors, project participants-related factors, and external factors. All the above
classification methods have some similarity. Our list of proposed factors was derived
from an extensive literature review. In general, the critical factors could be divided
into four categories: stakeholders’ factors, sustainable factors, policy and regulation
factors, and retrofit planning and technologies’ factors.

2.1 Stakeholders’ Factors

The key role of the client is to create an organisational climate that encourages
green retrofits. To foster this, certain capabilities and attitudinal aspects of clients
are necessary. The client’s characteristics are shown in Table 1. To meet the
demanding requirements of specific projects, contractors and technicians must have
characteristics in Table 2.

2.2 Sustainable Factors

Cost effectiveness is regarded as a key factor in selecting the components for a
retrofit project [27]. The cost factor is considered the main concern of building

Table 1 Stakeholders’ factors—clients’ characteristics

Clients’ characteristics References

Awareness of green HVAC retrofits outcome Xu et al. [24]

Competence of HVAC technical knowledge Mitchell [12]

Ability to contribute ideas to HVAC retrofits design process Chan et al. [26]

Ability to contribute ideas to HVAC retrofit construction process Chan et al. [26]

Skilled leadership of organizing HVAC retrofits project Xu et al. [24]
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developers as they want to search for ways to reduce costs of retrofitting HVAC,
thus increasing its value. The factors included in the economic aspect show in
Table 3.

In recent years, increasing anthropogenic carbon emissions have been recogni-
sed as a cause of global climate change. A number of studies have identified
buildings as being responsible for about half of all energy consumption, and, in
turn, as responsible for about half of the greenhouse effect due to carbon dioxide
emissions [28]. This has aroused a growing awareness of the need for energy
efficiency in the design of the modern buildings [29]. Of all the building services

Table 2 Stakeholders’ factors—HVAC contractors and HVAC technicians’ characteristics

HVAC contractors and HVAC technicians’ characteristics References

Commitment of personnel and equipment resources Mitchell [12]

Commitment of on-time and on-budget project delivering, no variations Mitchell [12]

Be versed in HVAC design related policies and regulations Mitchell [12]

Be versed in new HVAC design technologies for green outcomes Mitchell [12]

Willingness to understand technical drivers of green outcomes Xu et al. [24]

Past-related experience of using new HVAC design technologies for green
outcomes

Mitchell [12]

Diversity of technical capability, capability of personnel Chan et al.
[26]

Size of company’s organizations and number of subcontractors engaged on
project

Chan et al.
[26]

Table 3 Sustainable factors—economic factors

Economic factors References

First cost—including labor, materials and
equipment costs

Buys and Mathews [27], Avgelis and Papado-
poulos [19]

Low operating and maintenance cost Baek and Park [3], Dascalaki and Santamouris
[4], Harris et al. [5], Avgelis and Papadopoulos
[19]

Low life cycle cost Dascalaki and Santamouris [4], Harris et al. [5]

Reducing operating cost through investing
in energy efficiency equipment

Buys and Mathews [27]

Reducing vacancy rates and improving
HVAC design which allows for higher
flexibility

Buys and Mathews [27], Dascalaki and Santa-
mouris [4]

Short pay-back period Alwaer and Clements-Croome [30], Avgelis
and Papadopoulos [19]

Higher rental income Asadi et al. [14], Avgelis and Papadopoulos
[19], Chidiac et al. [20], Doukas et al. [18] and
Guo et al. [21]

Higher overall capital value of the building Chidiac et al. [20] and Doukas et al. [18]
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concerned, HVAC systems are regarded as the most energy-intensive. The factors
included in the environmental aspect show in Table 4.

A complement to cost and environmental factors, the basic intention of a HVAC
to be planned, designed, built and managed is to offer an environment in which
occupants can carry out their work, feel well and to some extent feel refreshed [30].
A truly green HVAC must address occupant well-being and health, and needs to
take the quality of the working and living environment into account when bringing
in new technology for the purpose of improving the performance of business or-
ganisations. Thus, The factors included in the social aspect show in Table 5.

2.3 Retrofit Planning and Technologies’ Factors

Retrofit technologies are energy conservation measures used to promote building
energy efficiency and sustainability. Retrofit technologies range from the use of
energy efficient equipment, advanced controls and renewable energy systems to the

Table 4 Sustainable factors—environmental factors

Environmental factors References

Lower energy consumption and
lower carbon emissions

Avgelis and Papadopoulos [19], Ellis and Mathews [29],
Asadi et al. [14], Dascalaki and Santamouris [4], Harris
et al. [5]

Reducing pollution related to fuel
consumption

Avgelis and Papadopoulos [19], Ellis and Mathews [29],
Asadi et al. [14], Dascalaki and Santamouris [4], Harris
et al. [5]

Table 5 Sustainable factors—social factors

Social factors References

Improving user comfort: thermal comfort, humidity,
and noise level

Avgelis and Papadopoulos [19]

Improving indoor air quality Avgelis and Papadopoulos [19]

Reducing contamination and odors emissions Alwaer and Clements-Croome [30]

Health, absenteeism, and productivity Dascalaki and Santamouris [4]

Future-proofing against tenant demands
and government regulations

Dascalaki and Santamouris [4]

Improving corporate image Dascalaki and Santamouris [4]

Making the building more attractive to investors Guo et al. [21]

Making the building more attractive to high quality
tenants

Guo et al. [21]

Benefits for the city Guo et al. [21]

1748 S. Chen et al.



changes of energy consumption patterns, and the application of advanced heating
and cooling technologies. Retrofit measures should be considered in their order of
economic payback, complexity and ease of implementation. The effectiveness of a
building retrofit is also dependent on building-specific information, such as geo-
graphic location, building type, size, age, occupancy schedule, operation and
maintenance, energy sources, utility rate structure, building fabric, services systems,
etc. For a particular project, the optimal retrofit solutions should be determined by
taking into account building specific information. Thus, the main factors of this
aspect are shown in Table 6.

2.4 Policy and Regulation Factors

Policy and regulations are energy efficiency standards, which set minimum energy
efficiency requirements for retrofitting of existing HVAC systems. Governments
may provide financial support and subsidies to assist building owners and devel-
opers in achieving the required energy performance targets through implementing
energy retrofit measures. Thus, the split incentives increase the willingness of

Table 6 Retrofit planning and technologies’ factors

Retrofit planning and technologies’ factors References

Selecting of appropriate procurement strategies Mitchell [12]

Coordination of HVAC retrofits and the whole building retrofits Mitchell [12]

Detailed understanding of the HVAC’s current state Ma et al. [17]

Completeness of documentation and communication Ma et al. [17] and
Mitchell [12]

Building specific information Ma et al. [17]

Geographic location, Building type, size, age, Service systems

Occupancy schedule, Operation schedule and maintenance records

Availability of green HVAC retrofit technologies Ma et al. [17] and
Mitchell [12]

Comprehensibility of newer HVAC technologies Ma et al. [17] and
Mitchell [12]

Clarity of HVAC performance assessment and diagnostic Ma et al. [17] and
Mitchell [12]

Completeness of design retrofit programming and accuracy of
retrofit design analysis

Ma et al. [17]

Features of selected HVAC systems Wong and Li [2]

Long life span, Ability of further upgrade, Flexibility of control

Compatibility with other building systems, Integrated with building
automation systems
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building owners to pay for retrofit, which offer great opportunities for improved
energy efficiency, increased staff productivity, reduced maintenance costs and better
thermal comfort. The main factors of this aspect are shown in Table 7.

3 Proposed Research Method

The overall research consists of four major phases: Firstly, develop a conceptual
framework of performance based green HVAC retrofit. Based on the review of
existing literature, a proposed systematic retrofit framework will be developed,
which contains major factors influencing the retrofit failures. Secondly, to develop
and test the conceptual model, a questionnaire survey, including a rating method
will be undertaken. Surveys are considered as the most feasible and adequate
research strategy in this study as it is appropriate to deal with the questions of
‘what’ the factors are, and ‘how much’ weight these factors have. The rating
method uses an online questionnaire, sent to a large group of building experts and
professionals who have the knowledge and experience of intelligent buildings, to
collect data and identify a group of factors for the HVAC retrofit. Then, through the
questionnaire sent to the group of experts, the Statistical Package for the Social
Sciences (SPSS) method will be adopted to test the comparability of the factors.
Their mean weights are computed to prioritize or rank the factors and distinguish
the most important factors from the least important ones. The next stage of research
involves the investigation of solutions. The semi-structured interviews will be
conducted to further explore the industry practitioners’ opinion on the factors of
HVAC retrofit. The research will categorize these potential barriers into potential
influence factors pertaining to HVAC planning, design, installation, and operation
and maintenance. Then, interviewees will be invited to make comments in order to
pinpoint the significant influence factors and investigate the appropriate solutions.
The optimal solution will be a trade-off among a range of energy related and non-
energy related factors, such as energy, economic, technical, environmental, regu-
lations, and social. Finally, to validate the practical mode, a HVAC retrofitting
project is introduced as a case study to validate the significant influence factors and
appropriate solutions concluded by the questionnaire and interview surveys. It aims

Table 7 Policy and regulations’ factors

Policy and regulations’ factors References

Availability of renovation policies and political strategies
promote housing renovation

Ma et al. [17]

Closing the gap between environmental quality in building stock
and NABERS, Green Star or ABGR environmental ratings standards

Ma et al. [17]

Incentives form government Ma et al. [17]
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to improve the retrofitting strategies at different stages of HVAC retrofit planning,
design, installation, and operation and maintenance. Those findings will be inte-
grated to improve the proposed HVAC retrofit framework.

4 Conclusions

This article provides a review on the existing HVAC retrofits literature, highlights
the research gaps and points out new research directions. Previous studies on
HVAC retrofits have contributed to our understanding of the current risk and
challenges encountered in the HVAC construction industry. Little research has
studied how to rationally and systematically select performance-based retrofit
methods. In addition, the review also identifies that the resulting inefficiency of the
selection evaluation approach would possibly lead to a less than optimal selection
of HVAC retrofits measures, which might fail to satisfy the expectations of
developers and clients. These limitations and challenges in HVAC retrofitting
research and practice provide rich research opportunities in this area.

Following comprehensive literature review, 46 nominated factors affecting
HVAC retrofits were established. They were categorized into four main aspects,
namely stakeholders’ factors, sustainable factors, policy and regulation factors, and
retrofit planning and technologies’ factors. For next stage of this Ph.D. study, a
research survey will be conducted to analyze the significance of these above factors
and investigate appropriate retrofit solutions. The results collected through research
survey will contribute to developing dedicated HVAC retrofit assessments model
and establishing a toolkit of green retrofits design. The findings of the research will
provide valuable information to asset managers and help them undertake perfor-
mance-based retrofits.
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Risk Management Based on Probabilistic
ATC Under Uncertainty

Mengqi Li and Minghong Han

Abstract This chapter presents a methodology for analytical target cascading
(ATC) under uncertainty to address the risk management problem. The proposed
hierarchical ATC structure is exactly corresponding to the systematic risk man-
agement, which is a multidisciplinary optimization procedure. Since the uncertainty
induces risks, the proposed probabilistic algorithm reformulates the ATC method
by setting random variables and probabilistic constraints. The proposed ATC
method decomposes risk management problem into hierarchical sub-problems,
which are linked directly above and below using mean values and standard devi-
ations. With the given risk targets from upper levels transmitting downward, each
sub-problem at each level of the hierarchy operates the adaptive optimization
method to narrow the gaps between responses and the distributed targets. Once the
convergence is attained by iterating between top and bottom, variables and
parameters are optimized to reduce the risks. The Risk can be regarded as an
optimization target together with efficiency and cost, or it can be contained in
constraints in each sub-problem to optimize the efficiency and cost within the
prescribed risk boundary. A case of risk management optimization is given to verify
the proposed methodology. The results confirm the applicability and efficiency of
the probabilistic ATC method under uncertainty in risk management.

1 Introduction

Risk must be planned with the formation of decision-making, which is the deviation
between consequence and anticipation from the decision maker. To avert or reduce
the risk, a series of procedures, methods, technologies, implements and specifica-
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tions are established by definition, identification, analysis and assessment of risk
management. Risk management is an effective measure to reduce costs and loss [1].
Systems are the most objects of risk management, and systematic risk is generated
from the restriction of technology, cost, production, environment etc. in systematic
design, procurement and deployment. In general, the systematic complexity
increases the risk in systems [2].

Multidisciplinary design optimization (MDO) is an applied methodology to
dispose the systematic risk management. MDO is a growing field of research with a
wide range of applications. When optimizing engineering systems that involve
multiple disciplines or systems, sequential optimization is often not able to find the
true optimum of the systems. Thus it is important that interactions be properly
accounted for, both in the solution of the coupled governing equations and the
optimization. Only by considering these interactions during the optimization process
can the true optimum of the coupled systems be determined [3]. For a large engi-
neering systems, uncertainty is one of the dominating factors to induce risk [4].
People often used the empirical method or redundancy to cope with such problem in
the past, however the result is unsatisfactory. To address the uncertainty in systems,
reliability-based multidisciplinary optimization (RBMDO) is adopted, which could
accurately arrange each design factor to achieve the holistic optimum [5]. Analytical
target cascading (ATC) is one of the mature optimization structures in MDO, and it
has been successfully applied in uncertainty-based optimization problem in some
researches [6–8]. ATC is analogous to the risk management model in systems, since
they are both constructed level by level, and the interaction between levels could be
emulated. After modelling the risk management by ATC, some RBMDO methods
are used in this chapter to give an optimal scheme of risk management.

2 Risk Management Systems and ATC

This chapter proposes the model of risk management to be built on the ATC. In this
section, the risk management and ATC are reviewed, and we analyse the reason
why they are suitable to be integrated together.

2.1 Risk Management Systems

Most objects of risk management are large complex systems, which constitute many
interactive subsystems. Each subsystem has own respective target, and they coor-
dinate to achieve the target in the uppermost level. Only by satisfying targets in
each level, the risk of holistic systems can be reduced. Therefore risk management
must consider layered structure, since large complex systems are hierarchical [9].
After superincumbent decomposition of demand from the highest level, risk
assessments aggregate from the lower system to the top.

1754 M. Li and M. Han



The participants of risk management in systems involve acquisitions and
undertakers. When operating systems, undertakers in subsystems should consider
the demand from superiors such as system function, capability and assigned tasks,
and they also must take development cost, progress and risk of their own into
account. Risk, efficiency and cost should be placed on equal terms. Risk man-
agement considering hierarchy is shown in Fig. 1.

2.2 Analytical Target Cascading

ATC is a multilevel optimization method to be applied to MDO problems of large
scale hierarchical systems, it is more applied to concurrent computational tech-
nology and its structure is flexible and extensional. The convergence of ATC has
been proved, and the convergence rate is fast. ATC enables sub problems in each
element of the hierarchy link to the sub problems directly above and below, which
would converge by iterating repeatedly between top and bottom. It does not require
extensive links among all the subsystems, so that the data relationship can be
simplified. Another important reason using ATC is that the uncertainty propagation
is ore clear and orderly in this hierarchy ATC construction [5].

ATC decomposes MDO problem into hierarchical sub-problems, which are
linked directly above and below. In general, three levels ATC contains supersystem
(Sup), system (S) and subsystem (SS). Each element in each level has two types of
models: optimal design models P and analysis models r. Optimal design models use
analysis models to evaluate supersystem, system and subsystem responses. Thus,
analysis models take design variables, parameters and lower level responses as
inputs and return the responses to upper-level design problems as output. A
response is an output from an analysis model, and a linking variable is a common
design variable between two or more design problems sharing the same parent
design problem.
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Fig. 1 Hierarchical risk
management
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For system S Targets for system responses RU
s;j and system linking variables yUs;j

are passed down from the supersystem level. After solving the system design
problem, target values for system responses RL

s;j and system linking variables yLs;j
are passed up to the supersystem level. In this optimization process, the gap
between variables and targets continually reduces and reaches convergence after
limited cycles. eR; ey are added to modify the deviation between target and response
to coordinate the responses and linking variables from a lower level. At conver-
gence, deviation tolerances become zero as the linking variables converge to the
same values for the different design problems in the same level. For system S,
responses from subsystem SS1 Rss1, system local design variables ~xs1, and system
linking variables ys1 are input to the analysis model rs1, whereas system responses
Rs1 are returned as output. The data flow in element 1 in system level is shown in
Fig. 2.

The problem at jth element of system level is stated as:

min Ps;j : kRs;j � RU
s;jk þ kys;j � yUs;jk þ eR þ ey

w.r.t. ~xs;j; ys;j; yss;Rss; eR; ey

where Rs;j ¼ rs;j Rss; ~xs;j; ys;j
� �

X
kRss;k � RL

ss;kk � eR;
X

kyss;k � yLss;kkey
gs;j Rs;j; ~xs;j; ys;j

� � � 0; hs;j Rs;j; ~xs;j; ys;j
� � ¼ 0

~xmins;j � ~xs;j � ~xmaxs;j ; ymins;j � ys;j � ymaxs;j

8
>>>>>>>>>><

>>>>>>>>>>:

ð1Þ

To decrease the risk, hierarchical decomposition systems risk management is
proposed to be established. Such a model based on the ATC is shown in Fig. 3.
Each supersystem, system and subsystem have optimal model and analysis model,
in which each design maker in each element can select appropriate design and
optimization method to operate risk assessment and control with the satisfaction of
the targets transmitted from the upper level. The risk could be served as the

Fig. 2 Data flows from and
into the system level element
in ATC
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constraint of cost and efficiency, which could be treated as the optimization of cost
and efficiency within the prescribed risk boundary, and it can also be regarded as
the optimization target.

3 Probabilistic ATC under Uncertainty

RBMDO can improve the system design by coordinating interactions, and mean-
while enhance the reliability to reduce the risk by taking uncertainties into account.
Assuming that system design variables and parameters only have aleatory uncer-
tainties, since other uncertainties such as epistemic uncertainty only exists when
information is lacking. Based on the probability theory, the risk management
problem is formulated as

max F
s.t. Pr f �Fð Þ� pf�obj

Pr g� 0ð Þ� pf�con
xL � ux � xU

8
>><

>>:
ð2Þ

where d is the deterministic design variable vector. x is the random design variable
vector. xL and xU are the lower and upper bounds of x. The mean values of x are
optimized to minimize the objective function f constrained by g� 0. Due to the
propagation of uncertainties, the responses of f and g are uncertain as well.

This method uses the first-order reliability method (FORM) to solve the Eq. (2),
since the direct computation or Monte Carlo Simulations (MCS) of failure proba-
bility is inefficient. In FORM, probabilistic constraints can be expressed in two
ways, which are reliability index approach (RIA) and performance measure
approach (PMA). However, the convergence rate of RIA is slow, and errors are
frequent when RIA operates [10]. Here we use more efficient PMA. The PMA
formulation for probabilistic constraints is shown as:

Supersystem

System 1 System NSystem 2

subsystem

...

Design 
maker ij

Design 
maker N 

Design 
makerij 

Analysis 
model

Optimal  model

f

F

Design 
maker 2 

Design 
maker 1 

Risk
analysis

Fig. 3 Model of risk
management based on ATC
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min g uð Þ
s:t: kuk ¼ bt

�
ð3Þ

u is the Gaussian random variable vector with zero mean and unit variance trans-
mitted from x (x ¼ ux � u � rx). The optimum point on the given reliability surface
is identified as the most probable point (MPP), bt is the shortest distance from the
origin to the point on the limit state surface in the standard normal space U.
According to the worst case analysis method, bt¼ 3 when the reliability is 99.87 %.

To solve the PMA, advanced mean value (AMV) and conjugate mean value
(CMV) are applied. When applied to a concave function, CMV is more efficient and
stabilized whereas the AMV method tends to be slow in the rate of convergence or
even divergent due to lack of updated information during iterative reliability
analyses. However, AMV has fast convergence rate to solve the convex function.
To develop an efficient MPP search method, the hybrid mean value is proposed,
which combines AMV with CMV [11].

n kð Þ ¼ � rug uð Þ kð Þ

k rug uð Þ kð Þk
1 kþ1ð Þ ¼ n kþ1ð Þ � n kð Þ

� �
: n kð Þ � n k�1ð Þ
� � ð4Þ

The type of performance function must be identified: if 1ðkþ1Þ [ 0, the perfor-

mance function at uðkþ1Þ
HMV is convex, AMV should be used; else if 1ðkþ1Þ � 0, the

performance function at uðkþ1Þ
HMV is concave, CMV should be used. This method

ensures the efficiency of searching MPP, and accurately describe the propagation of
uncertainty.

After the ðr � 1Þ cycle of optimization, the MPP of random variables is deter-

mined as x r�1ð Þ�
MPP by PMA-HMV. At this point, some of the constraints may not be

satisfied, then the MPP in this cycle are used to formulate the deterministic opti-
mization problem for the next cycle, which would force the reliability to be
improved by changing the values of d. When every constraint and every deviation
in the ATC are satisfied, convergence is achieved. Actually the distance between x
and its MPP varies as the mean value of x changes. The MPP in the r cycle is
formulated as

u rð Þ
x � s rð Þ; s rð Þ ¼ u r�1ð Þ

x � x
r�1ð Þ�
MPP ð5Þ

Based on the equations above, the RBMDO problem of j element in system level
in the r cycle is formulated as

1758 M. Li and M. Han



max F rð Þ¼min fs;j ds;j; u
rð Þ
xs�j � s rð Þ

s;j obj

� �

s:t: g rð Þ
s;j;i ds;j;i; u

rð Þ
xs�j � s

rð Þ
s;j;i con

� �
� 0

s rð Þ
s;j obj ¼ u r�1ð Þ

xs�j � x
r�1ð Þ�
MPP obj

s
rð Þ
s;j;i con ¼ u r�1ð Þ

xs�j � x
r�1ð Þ�
MPP con

8
>>>>><

>>>>>:

ð6Þ

The corresponding optimization problem in probabilistic ATC of typical three-
level structure is formulated as

min krs;j ds;j; u
rð Þ
xs;j ; u

rð Þ
ys;j ; u

rð Þ
Rss

� �
� RU

s;jkþku rð Þ
ys;j � uUys;jkþkd rð Þ

ys;j
� dUys;jþ

eRþey

s.t.
P kdRss;k � dLRss;k

þu
rð Þ
Rss;k

� uLRss;k
k

� �
� eR

P kdyss;k � dLyss;kþu
rð Þ
yss;k � uLyss;kk

� �
� ey

g rð Þ
s;j;i ds;j;i; u

rð Þ
xs;j;i � s rð Þ

xs;j;i con;
�

u
rð Þ
ys;j;i � s rð Þ

ys;j;i con; u
rð Þ
Rss;i

� s rð Þ
Rss;i con

�
� 0

dmin � d� dmax; xmin � u
rð Þ
x � xmax; ymin � u

rð Þ
y � ymax; 1� i�Ng

8
>>>>>>>>>><

>>>>>>>>>>:

ð7Þ

s rð Þ
xs;j;i con

, s rð Þ
ys;j;i con

, s rð Þ
Rss;j con

are determined in the FORM process of constraints

function with PMA-HMV method, and s rð Þ
xs;j con, s

rð Þ
ys;j con, s

rð Þ
Rss conhfill s rð Þ

Rss;k con are

contained in s rð Þ
xs;j;i con, s

rð Þ
ys;j;i con, s

rð Þ
Rss;j con respectively.

Differing from the probabilistic ATC formulation of decomposed subordinate
elements, the optimization problem at supersystem is formulated as

min krsup dsup; u
rð Þ
xsup � s rð Þ

xsup obj; u
rð Þ
Rs

� s rð Þ
Rs obj

� �
� TsupkþeRþey

s.t.
P kdRs;k � dLRs;k

þu
rð Þ
Rs;k

� uLRs;k
k

� �
� eR

P kdys;k � dLys;kþu
rð Þ
ys;k � uLys;kk

� �
� ey

g rð Þ
sup;i dsup;i; u

rð Þ
xsup;i � s rð Þ

xsup;i con; u
rð Þ
Rs;i

� s rð Þ
Rs;i con

� �
� 0

dmin � d� dmax; xmin � u
rð Þ
x � xmax; ymin � u

rð Þ
y � ymax; 1� i�Ng

8
>>>>>>>>><

>>>>>>>>>:

ð8Þ

If the convergence efficient of optimization process is low, the standard devia-
tion of responses and linking variables could be replenished in objective function
and deviation tolerance [12]. The standard deviation of responses is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X or uð Þ

ou

� 	2

r2u

s

ð9Þ

In the optimization of the first cycle, each MPP could be estimated as the mean
value of random variables, or can be given by an experienced engineer. After the
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first optimization, the new generated MPP iterates in the next optimization process
until the convergence is achieved. This is a sequential method to combine opti-
mization and uncertainty analysis in the MDO, which avoids the inefficient nested
optimization and analysis structure.

4 Example

The MDO formulation tested below is a benchmark of ATC [13]. Assuming that the
optimization target is the schedule, the risks of laggard schedule, unexpected effi-
ciency and exceeding cost are set as 10 % (bt ¼ 1:28). The problem has 12
deterministic positive design variables, 2 random variables, 4 equality and 6
inequality constraints. x8, x11 are random variables with 0.01 standard deviations.

min f ¼ x21 þ x22
s:t: g1 :

x�2
3 þx24
x25

� 1; g2 :
x25þx�2

6
x27

� 1; g3 :
x28þx29
x211

� 1

g4 :
x�2
8 þx�2

10
x211

� 1; g5 :
x211þx�2

12
x213

� 1; g6 :
x211þx212
x214

� 1

h1 : x21 ¼ x23 þ x�2
4 þ x25; h2 : x22 ¼ x25 þ x26 þ x27

h3 : x23 ¼ x28 þ x�2
9 þ x�2

10 þ x211; h4 : x26 ¼ x211 þ x212 þ x213 þ x214

8
>>>>>><

>>>>>>:

ð10Þ

This systematic risk management problem is decomposed into two levels:
Supersystem level Psup:

min x21 þ x22þe1þe2þe3

s.t. x11 � x
RL
1

11

� �2
þ x11 � x

RL
2

11

� �2
� e1

x3 � x
RL
1

3

� �2
� e2; x6 � x

RL
2

6

� �2
� e3

g1; g2; h1; h2

8
>>>>><

>>>>>:

ð11Þ

System level PS1 : min x3 � x
RU
sup

3

� �2
þ x11 � x

RU
sup

11

� �2

s:t: g3; g4; h3

(
ð12Þ

System level PS2 : min x6 � x
RU
sup

6

� �2
þ x11 � x

RU
sup

11

� �2

s:t: g5; g6; h4

(
ð13Þ

According to the previous described methods, MPP is determined after each

optimization, and the targets x
RU
1

3 ; x
RU
2

6 ; x
RU
sup

11 are transmitted down from the top level,

and x
RL
sup

3 ; x
RL
sup

6 ; x
RL
1

11 ; x
RL
2

11 return as the feedback from the two systems. After iterating
until the constraints and the deviations are satisfied, each design maker could know
how to adjust the plan to reduce the risk of laggard schedule, and meanwhile
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maintain the efficiency and cost. Table 1 displays the comparison of results from the
normal ATC without considering the uncertainty and the proposed probabilistic
ATC, which manifests the reasonableness of proposed risk method.

5 Conclusion

Risk is ubiquitous, only by the normative management can it be decreased. On the
basis of characteristics in risk management, this chapter finds the past approaches
cannot match the risk problem, and therefore does some research in the structure of
risk management to build a model based on the hierarchy and multiple design
makers. The Major purpose of this chapter is to integrate risk management with
multidisciplinary optimization. To address the problem in the risk management,
probabilistic analytical target cascading under uncertainty is applied to simulate the
structure and the process in the risk management, and it is solved in the framework
of reliability-based multidisciplinary optimization.
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Systems Engineering Approach to Risk
Assessment of Automated Mobile Work
Machine Applications

Risto Tiusanen

Abstract Mobile work machines are today equipped with automatic functionalities.
There are fully autonomous mobile work machines operating in factories, mines and
harbor terminals. Needs for better productivity, better mobile work machine utility
and higher work quality in work sites is driving the work process management
towards automated production instead of improving the management of separate
manual work machine operations. Safety risks related to automated mobile work
machine applications are dependent on several operation condition factors such as
mode of operation, level of automation, human–machine–interaction, performed
work task and working environment. System safety approach that has been devel-
oped among others for aviation, military, process industry and railroad systems is
introduced as a solution for safety risk management for complex mobile work
machine applications. An application of systems engineering based approach, sup-
porting tools and methods have been developed in close co-operation with mobile
work machine manufactures, system suppliers and system end users for automated
mobile work machine applications. This chapter describes the developed safety
engineering methodology and some evaluation results based on experiences from
industrial case studies.

1 Introduction

In several industrial sectors such as mining, construction, civil engineering, con-
tainer handling and material handling, which are using mobile work machines, a
new growing trend is to automate mobile work machine operations. In factories and
warehouses automatic guided vehicles and similar automatic material handling
machine systems have been used for years. In mining industry machine automation
technology has the goals of speeding production, improving safety, and reducing
costs. Mines and mineral processing plants develop integrated process control
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systems capable to improve plant-wide efficiency and productivity. In container
handling industry an on-going trend is the development of seaport container ter-
minals to use automated container handling and transportation technology. In large
container terminals manually driven cranes are going to be replaced by automated
ones and automated guided vehicles are often used instead of manually operated
work machines [1–4].

When the machines are remotely controlled and the machine control is devel-
oping towards machine fleet control and management, the focus on machine safety
issues changes to system safety issues and the risk management issues of the whole
worksite environment throughout the whole life cycle of the machinery system. In
large-scale machine automation applications, safeguarding arrangements and
safety-related functions are complicated and difficult to maintain. Such machinery
applications can be compared with large process automation applications. Safety-
related control functions in highly automated machine systems include multi-
dimensional aspects such as the operator’s actions, user interfaces, communication
protocols and machine level control signals.

Aspects related to system safety have been issued among mobile machine
manufacturers concerning automated machinery system development. Current
safety regulations and standardization do not link machinery safety design tasks
properly to the machinery life cycle phases and the machinery system R&D process
phases. Traditional management of machine safety issues is said to be not enough.
Systematic Top–Down approach for large machinery applications to support sys-
tems engineering is needed. The machinery safety design standard ISO 12100 [5]
gives machine designers an overall framework and guidance to design machines
that are safe for their intended use. In spite of these guidelines there is an increasing
need for knowledge about how to specify system level safety and reliability
requirements for unique complex mobile machine applications. There is also a need
for new procedures on how to manage system safety and system reliability risks
throughout the whole life cycle of the system. Today mobile machinery end users in
many industrial sectors refer to functional safety requirements set in IEC 61508 [6]
which are difficult to apply in complex machinery systems.

2 Systems Engineering Approach Aims to Manage
the Whole System Entity

Systems engineering is said to have two main perspectives: the technical discipline
that concentrates on the design and operation of the system, and the managerial
discipline concentrating on the systems engineering and project management over
the whole system life cycle. The principles of systems engineering can be applied to
any system and it provide systems thinking that can be employed at all levels.
Systems engineering tries to ensure that all essential aspects of a system are con-
sidered, and integrated into a whole [7].
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Issues such as reliability, logistics, and coordination of different teams,
requirements management, evaluation measurements, and other disciplines become
difficult in large projects. Systems engineering covers among others distributed and
networked work-processes, optimization methods, and risk management in such
projects. Systems engineering links together technical and human-centred disci-
plines such as industrial engineering, automation engineering, job planning and
project management. Use of modelling and simulation techniques is essential in
systems engineering to create, demonstrate and validate assumptions or theories on
a system and the interactions within the system and its subsystems [8]. Analysis
methods that allow early detection of possible hazards, threats, human factors and
technical failures, in system safety engineering, are integrated into the design
process. Commonly used motivation for systems engineering approach is the
practical knowledge that decisions made at the beginning of a project whose
consequences are not clearly understood can have enormous implications later
during system operation. Systems engineers should examine these issues and
provide systematically reasoned information for the project management to able to
make the critical decisions [7, 9].

2.1 Systems Engineering Process Guides Towards
Top–Down Problem Solving

Systems engineering process is an essential part of systems engineering manage-
ment activities in system development and design. Its objective is to provide a
process that transforms requirements into system specifications, different levels of
system architectures and system design baselines. Important added value for the
system development is the engineering discipline that provides the control and
traceability of the decisions made for the design and solutions so that they meet the
original customer needs and specifications. The systems engineering process is an
iterative and recursive top–down problem solving process. It has three main tasks:
requirement analysis, functional analysis and allocation, and design synthesis
connected with control, feedback and verification loops (Fig. 1).

The systems engineering process is meant to be implemented throughout all life
cycle phases and especially in system development. System development proceeds
through the development stages such as conceptual design level, producing the
system concept description; system design level, producing the system requirement
specification; and subsystem or component design level, producing the detailed
characteristics and performance descriptions for the implementation of the sub-
systems and components [7, 10].
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2.2 Integration of Safety Engineering into Systems
Engineering Approach

Risk management in systems engineering context deals with both risks related to
the process of developing the system (project risks) and risks related to the system
product (product risks). System level safety risks of a mobile work machine
application under development belong to the latter category. The system safety
concept means the effort to make things as safe as possible in the early stages of the
system lifecycle by using engineering and management tools. It involves well
planned, systematic safety analysis processes. Safety analysis means the recognition
and improvement of dangerous features in a system. Hazards in a system should be
identified and controlled before losses occur, with different analysis methods, at
different stages at its life cycle [11, 12].

MIL-STD-882C [13] defines system safety and system safety engineering as fol-
lows: “The application of engineering and management principles, criteria, and
techniques to optimize all aspects of safety within the constraints of operational
effectiveness, time, and cost throughout all phases of the system life cycle.” Safety is
often taken into notice after an accident occurs and then corrections are performed to
prevent similar accidents. The practical knowledge is that this approach is expensive
and time consuming, also very inefficient, dangerous and often inhumane. The System
Safety concept addresses the hazards before losses occur, making the system safe to
operate and maintain. System safety engineering should be an essential part of the
systems engineering process, so that the safety engineering aspects and safety
requirement management do not separate from the main systems engineering

Requirement
analysis

Functional analysis
and allocation

Design synthesis

System analysis 
and control 

Verification

Requirement
loop

Design loop 

Process input

Process output

Fig. 1 Simplified flow chart of the systems engineering process according to [7]
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management agenda. Through analysis, design and management actions the hazards
are identified, evaluated, eliminated and controlled in order to make the system safer
(Fig. 2).

The basic machinery safety design standard ISO 12100 [5] gives machine
designers an overall framework and guidance to design machines so that they are
safe for their intended use. It specifies basic terminology, principles and a meth-
odology for safety design of machinery. Procedures are described for identifying
hazards and estimating and evaluating risks during relevant phases of the machine
life cycle, and for the elimination of hazards or the provision of sufficient risk
reduction. Guidance is also given for the documentation and verification of the risk
assessment process.

3 System Safety Approach for Automated Mobile Machine
Applications

New system level risk assessment approach for automated mobile machinery has
been developed in VTT in co-operation with manufacturers, system suppliers and
their subcontractors. The approach combines the base line hazard identification,
task based hazard identification, system level HAZOP studies and risk estimation
principles according to the system safety engineering concept (Fig. 3) [11–13]. The
aim in hazard identification is to specify the automated system, its limits and
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Fig. 2 Integration of risk assessment process from machinery sector and the general systems
engineering processes
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interfaces, and identify all the potential hazards related to the automated machinery
system in all its foreseeable operating situations. The intended use, related proce-
dures and regular maintenance of the machine, as well as anticipated misuse of the
machinery system should be taken into consideration in the identification of risk
factors. Risk assessment and risk reduction is done following the procedure
described in ISO 12100 [5].

The system safety engineering approach has been applied and evaluated in
several automated mobile work machine applications such as:

• A semiautomatic ore loading and transportation system in an underground mine
in Sweden.

• An autonomous ore transportation system in an underground mine in South
Africa.

• An automatic crane system in a container terminal in Germany.
• An automated deposition machine to be used in a deep repository of waste

nuclear fuel in Sweden.
• An automated harvester machine in Finland.

According to the practical experiences the outcome of Preliminary Hazard
Analysis (PHA) and preliminary risk estimation form good baseline for the hazard
list and preliminary safety requirements and conceptual solutions for overall safety
measures in automated mobile machinery applications. The upper system level risk
analysis of system operations and main system functionalities have been carried out
using Operating Hazard Analysis (OHA) and two phase risk estimation procedure
—before and after safety measures. Hazard and Operability study (HAZOP)
methodology supported by function level drawings and database application for
data collection and documentation seems to work out well for automation platform
development purposes, customer specific application design verification purposes
and for safety system validation purposes. The analysis of deviations and possible
consequences in different system levels in HAZOP studies succeeded well in multi
technological analysis teams.

Fig. 3 Integration of system safety engineering activities in the system life cycle phases
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The risk estimation methodology using risk matrixes and the guidelines for the
interpretation of risk estimation results should be developed to support better the
decision making in risk evaluation and trade studies in the various stages in systems
engineering processes [7] (Fig. 2).

3.1 Simulator Assisted Safety Engineering

3-D modelling, system simulation and virtual environments are used commonly in
systems engineering and machinery design. It is well known that simulator envi-
ronments such as flight simulators, ship simulators, process and power plant sim-
ulators, and mobile machine training and R&D simulators offer a good possibility
to develop, test and demonstrate different automation concepts with different system
functionalities. HIL (Hardware-In-the-Loop) simulators have been developed and
used successfully for mobile work machine control system and SW development
for over 10 years. Current risk analysis and safety engineering practices in early life
cycle phases of a machinery system typically use static system models such as 3-D
models of machinery and facilities, preliminary layout drawings of the work site
environment and functional descriptions. The use of machine simulators and virtual
environments in risk analysis and safety engineering is still quite uncommon.
According to [14] virtual environments combined with an analysis group improved
the identification of critical safety situations in a machinery risk analysis. The use of
virtual environments in plant design enhanced the development and analysis of
different design variations from several points of view, including safety.

Research work on the simulator assisted safety engineering approach is going on
in Finland in co-operation with mobile work machine manufacturers, machine
control system designers, VTT, MTT Agrifood Research Finland and Technical
University of Tampere. Objective of approach is to support system analysis and risk
management in systems engineering process from the early system requirement
specification through system design and verification up to the requirement valida-
tion phase. The research in this area has main goals: development of simulator and
virtual reality environments to support hazard identification and risk estimation; and
evaluation of safety concepts and safety functions using simulator and virtual reality
environment (Fig. 4). The approach combines systems engineering approach,
functional safety verification principles, safety engineering knowledge and modern
simulator based design, engineering and verification environments. In practice the
research and development effort integrates the virtual environment laboratory in
VTT in Tampere, mobile machine simulator developed for this purpose in Creanex
Oy in Tampere, and safety engineering process management tools and functional
safety evaluations and calculation tools developed by VTT.

Experiences and results of the experiments conducting risk analysis with the
simulator assisted methodology support the results of hazard identification and risk
estimation in overall work site level and complex machinery applications described
in [15]. In practice the methodology enables to visualize and study operational
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situations that cannot be tested without damaging equipment or putting test persons
in danger. The simulator assisted approach supports the systems engineering work
and improves the current safety engineering practices for system analysis in con-
ceptual design and system definition phases and also in the functional analysis and
comparison of various concept and design alternatives [16].

3.2 Safety Engineering Data Management

Machinery safety design standard ISO 12100 [5] defines a process model for
assessing risks of machinery, but it does not define the exact work flow how the risk
assessments in a complex machinery automation and machine control system
development process should be made. A model for risk assessment work flow and a
safety engineering data model for risk assessment artifacts have been specified in
co-operation with machine manufacturers and machine control system designers
and suppliers. The objective has been a rigorous model to standardize the coop-
eration between the systems engineers and safety engineers. Also the deployment of
third parties to carry out risk assessment tasks is supported [17]. In a long run the
objective is that the database centric approach would help to harmonize the system
safety engineering process and its interfaces between mobile work machine man-
ufactures and their sub-contractors.

Safety strategy and 
concept selection

Safety requirement 
specification

Allocation of safety 
measures
Identification of safety 
functions

Creation of safety solutions
Verification of safety measures
Verification of safety functions

Fig. 4 Integration of simulator assisted safety engineering into the systems engineering process
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The proposed model has been tested by integration of an Application Life-cycle
Management (ALM) tool with a database oriented risk assessment tool. The ALM
tool is used to execute the workflows, to carry out version management and to
provide the required traceability of artifacts [17]. The database tool has been used to
carry out different types of risk analyses such as PHA, OHA or HAZOP studies.
One big challenge in this kind of model is in the implementation of the tools that is
used to utilize the model. The tools should be designed from the user’s needs and
make the risk assessment easier than before. The essential benefit and added value
from the safety engineering data model is that the after the project in question is
finished all the necessary safety related information such as the safety case or the
technical file, is available for safety authorities with no or minimal add-on work.

3.3 Control System Functional Modelling and Simulation

To support the upper and lower system level risk analysis a new function level
drawing technique has been developed in VTT. So called resource allocation
drawing technique integrates information to a database from design documents like
system (architectural) description, list of control and safety functions, design intent
descriptions, module and I/O-lists and communication message specifications.
These drawings depict the resources (sensors, actuators controllers, I/O-signals and
communication signals) needed to perform the control function (Fig. 5).

Fig. 5 An example of function level drawing of a distributed machine control system
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Functional safety of machine control systems is related to the capability of a
control system to implement the safety functions correctly. There are two machine
control system safety design standards applicable in machinery sector concerning
this topic. IEC 62061 [18] deals with electrical and programmable electronic
machine control systems and defines safety integrity levels (SIL). ISO 13849-1 [19]
defines safety performance levels (PL) and provides basis for the design and per-
formance of safety related parts of machine control systems.

VTT has developed a PL calculation tool based on an Excel application
according to the principles presented in ISO 13849-1 [19]. That makes it possible
for designers to test the impact of different solutions and make safety related
technical solutions based on this. The big challenge in such quantitative is how to
get reliable and applicable source data for the calculation of functional safety
parameters. At the present there are failure rates and other parameters available for
very few components and safety devices [20]. VTT’s PL calculation tool is semi-
automatic. The values can be transferred from one design phase to other using
macros. An Excel based tool has been developed that can also be used for docu-
mentation purposes. A safety block diagram forms the basis for PL calculations.
Safety block diagram is not the same thing as reliability block diagram or functional
diagram. A failure of some components has an effect on reliability but not on safety.
In a safety block diagram all essential parts such as input devices, logics, output
devices, which have an effect on the implementation of a safety function under
study are presented. Typically, the safety block diagrams must be simplified in
order to fit the structures into designated architectures of ISO 13849-1 [19, 20].

4 Discussion

The results of the safety engineering research and development work in the context
of automated mobile work machine applications demonstrate that the integration of
risk assessment approach into the systems engineering process provide applicable
and systematically reasoned information for risk conscious decision making. The
top–down proceeding safety engineering approach supports the sharing of system
safety information and improves the common understanding of the system opera-
tions, human-system integration and interactions between subsystems.

System thinking clarifies that safety of complex mobile machine application
cannot be solved by machine level safety solutions. A new way of combining
system level and machine level analyses raises safety related issues for the planning
and management of work, for co-operation inside the company, and for co-oper-
ation with other stakeholders such as subcontractors. System thinking supports also
the specification of the risk reduction measures to all system levels considering all
available types of safety measures: technical means, operational, managerial and
organizational. As the implementation of functional safety procedure for safety
related parts of the automation system IEC 61508 [6] seems to be de facto standard
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also in mobile machinery sector. The system safety engineering approach and
analysis methods and tools should be developed to support this common practice.

The use a simulator environment and visualization improved the conceptuali-
zation of the new work site environment, machine system operation and system
functionalities. Simulator and virtual reality environments offer good possibilities to
develop test and demonstrate different machinery automation concepts with dif-
ferent machine functionalities and in different work site situations. They also helped
sharing of system information and improved the common understanding of the
overall system and interactions between subsystems among the analysis team that
consists of expert from different technological background. The simulator assisted
approach seems to be able to provide new verifiable and traceable evidence for the
possible certification of adaptive safety functionalities and safety systems in auto-
mated mobile work machine applications. The results in this context are in line with
the general systems engineering principles and objectives for modelling and sim-
ulation technologies described in [7–10]. Modelling and simulation seems to be
promising tool for the conceptual safety engineering. It provides possibilities to
simulate and demonstrate various concepts and compare their effects on produc-
tivity and risk mitigation. The research in this field continues on aspects related to
the evaluation criterion. Further studies focus on questions how to compare safety
concepts and how to specify dimensions (parameters) for risk estimation and risk
evaluation in human-machine interaction in complex mobile work machine
application.

The risk assessment work flow model and a safety engineering data model for
risk assessment artifacts support the systematic system safety engineering approach
and a structured storage for system safety requirements, list of identified hazards,
assessed risks and the specified risk reduction measures. Traceability from risk
assessments to safety requirements—to design artifacts and—further to validation is
documented and easy to maintain. The rigorous model supports the efforts to
standardize the communication and cooperation interface between systems engi-
neers and safety engineers. Also the deployment of third parties to carry out risk
assessment tasks can be better coordinated.

The PL and SIL calculations of control system safety related functions only by
hand are laborious and in practice computer based tools are necessary. The PL
calculation tool developed for that purpose makes it possible for designers to
analyze the impact of different control system safety principles and design and
optimize the safety related functionalities and safety functions based on the standard
based calculations. The biggest problems in the calculation of MTTFd values seem
to be in the source data.
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Stage Division Method and the Main Tasks
of Products’ Lifetime Cycle

Lei Gao, Ying Chen and Rui Kang

Abstract Due to the high requirement of the products’ quality and updating speed,
system engineering attracts broad attention. Great emphasis has been laid on the
lifetime cycle process of system engineering and the theory of product’s lifetime
cycle. The products’ lifetime cycle design, lifetime cycle management as well as the
analysis and control of the lifetime cycle cost (LCC) all embody the theory of
product’s lifetime cycle. With this theory, we can not only get whole acquaintance
with the product from the beginning, but also take into account the restraint and
influence of the subsequent work, so that design flaws could be noticed in advance,
time and cost could be reduced, quality could be improved and the competitiveness
could be greatly enhanced. Stage division is an indispensable part of lifetime cycle
theory. This chapter analyzes overseas and domestic research status as well as stage
division method with its main tasks. Furthermore, it takes several concrete products
as examples for introduction, including the weaponry, aircraft, automobile, vessel,
construction and some others. At last, this chapter gives a simple analysis of inter-
relationship between these stages and elaborates the theory of system engineering
method from time dimension.

1 Introduction

With the rapid development of global economy and the sharp rise of science and
technology level, modern manufacturing no longer produces single products as
before. They tend to be numerous in varieties, complicated in structure and less
time-consuming in making improvement. All these above mean the desire for small
quantities and multiple species of the products. Engineering system theory emerges
at this very moment and put forward the theory of products’ lifetime cycle in time
dimension, with which a great many practical engineering problems including time,
costs, quality are well solved.
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As the market for products is highly competitive, developed countries realize
very early that it is of significant importance to make effective use of existing
enterprise resources. In 1968, they proposed to produce products which would only
need one shot to conform to specifications, in order to fully utilize the resources and
gain profits to the maximum. In 1969, American system engineering scientist Hall
put forward the Hall three dimensions structure. It divides engineering technical
program into time dimension, knowledge dimension and logic dimension [1]. The
time dimension separates products’ lifetime cycle into several stages, which is
widely accepted. In 1986, the United States defense advisory committee reported to
the President: “development cycle of the weapon system is too long, the production
cost is too high but the performance is not quite satisfied.” The U.S. Department of
Defense instructed the Institute of Defense Analyze (IDA) to study the lifetime
cycle design and the feasibility of applying it to weapons systems. The U.S. military
production tends to use the theory of whole life cycle design, and also the test items
of the weapon system, full scale development project and production projects. At
the same time, many tools software supporting whole life cycle design are in
research and development as well.

In our country, by organizing the implementation of the ninth five-year plan and
the national 863 project, systems engineering and the whole life cycle design theory
have had a good foundation. So many colleges and institutes dedicate to the
research and have yielded fruitful results, which gain the favor of enterprises and
have been widely used in the practice. Many related standards have been issued.
The conventional weapons development program, revised in 1995, requires the
development process of conventional weaponry to be divided into demonstration
stage, program stage, project development stage, design stage and production stage.
Space projects project phase division and planning (QJ3133-2001) puts forward
that projects should fall into nine stages, namely, mission requirement analysis,
feasibility demonstration, program design, project development, final design, trial
production, batch production, using and disposal [2]. GB6992 specifies products’
life cycle to be made up of concept and definition, design and development,
manufacturing and installation, use and maintenance, as well as the disposal stage
[3]. The implementation guide of life cycle cost (IEC60300-3-3) divides life cycle
into several stages, namely, demonstration, design and development, production,
installation, use and maintenance, as well as scrap stage [4].

2 Products’ Lifetime Cycle Stages with the Main Tasks
at Home and Abroad

2.1 Domestic Lifetime Cycle Stages with the Main Tasks

Lifetime cycle refers to the whole process, from comprehensive argument, scheme
design, preliminary design, detailed design and development, to production/con-
struction, use and maintenance and finally the decommissioning treatment. The key
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point of each stage is different, which embodies the idea of quality control
throughout the whole life cycle [5].

Only in special cases, will the product be reused. For general products, lifetime
cycle only includes the following seven stages, as is shown in Fig. 1.

At the comprehensive demonstration stage, the main task is to implement nec-
essary test, establish the goal, study the feasibility and initially determined the main
technical index, overall scheme, research funding, development cycle and the
guarantees. The completion of this phase is to pass the review.

At scheme design stage, the main task is to analyze and distribute functions,
establish functional baseline, summarize the project with much importance and
risks, carry out risk control work, and then the work on the reliability, maintain-
ability and supportability of engineering. The finish line is to pass related review.

At preliminary design stage, the main task is to analyze subsystem functions,
determine various technical indicators and the design requirements, design early
prototype test and evaluation, make the procurement plan, etc. Passing the pre-
liminary design review is the sign of completion.

At detailed design and development stage, the main task is to make the overall
design, analyze and evaluate the key technology, performance, quality and risks.
Draw up the trial production plan, build the trial production line, confirm the
manufacturing process, the manpower, material resources as well as the cost, and
then go on the manufacture and testing of various models. Passing the detailed
design review marks the finish of this stage.

At production/construction stage, the main task is to efficiently achieve project
objectives within the stipulated time and cost. Make construction control of various
design parameters, and conduct a comprehensive inspection on the mass production
condition and the stability of the quality, then make system level evaluation of the
results.

Fig. 1 Life cycle stages
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At use and maintenance stage, the main task is to make system working in the
user environment, and check regularly. Make maintenance scheme, analyze and
evaluate the performance, quality, compatibility and interoperability. Besides, make
field data collection and system evaluation.

At decommission stage, the main task is to use economical method to scrap or
destroy the project with consideration of the impact on the environment, security
and human health at the same time.

2.2 Life Cycle Stages and the Main Tasks of National
Defence Project Abroad

The projects’ stage division of all the countries in the world is almost the same with
only slight difference of the name, management and the way to afford the cost. In
general, there are two types: the American method and that of Western Europe.

According to America, the stages are concept, demonstration, development and
production [6].

With respect to Europe, they are feasibility research, definition, development and
production.

Now take American method as an example to analyze the main tasks of each
stage.

(1) Concept stage. It includes three periods, namely, directed basic research,
exploration and advanced technology development period. The first two
periods equal to domestic advance research stage while the last one corre-
sponding to the early development stage.
The target of directed basic research is to achieve the military goal through
experiments and tests.
During the exploration period, some key technology with potential practical
feasibility, such as new component or material, is under research and tests.
The achievement of this stage is the prototype.
In the period of advanced technology development, the main tasks are to
conduct computer simulation and calculation of advanced weapon system
according to basic tactical requirements, and prove the feasibility of new
technology, then develop the prototype after various tests.

(2) Demonstration stage. It mainly has two tasks. Firstly, analyze the use condi-
tion of the new technology and solve the problems left by feasibility research
stage, put forward integrated tactical index of certain weapon type. Secondly,
conduct demonstration, design and tests of the former research plan, which
corresponds to the definition stage of European method. Then, within pre-
scribed time, produce certain number of sample missiles to perform the test.

(3) Development and production stage. Some work on research and tests are still
to be done. Later, conduct technical identification and combat use identifica-
tion and tests, namely the type test of our country. But what is different is that
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developed countries usually make massive research on the manufacturing
technology, which reduces the cost and improve the quality.
The research cycle of overseas projects is almost the same with that of ours.
But we need to study the recent application of the new technology which
hasn’t carried out previously research. In addition, domestic research stage
includes the feasibility study and exploratory development in American con-
cept stage, so the research and development work has to be done in the early
development stage.

3 Specific Products’ Life Cycle Stages with the Main Tasks

3.1 Weaponry’s Life Cycle Stages with the Main Tasks

The development of weaponry is complicated system engineering. Different model
has its unique characteristics because of the work, property and complexity which
greatly influence life cycle stage division and the tasks. In addition, the system and
condition of a country also have an impact on the stages and tasks. Chinese different
weaponry life cycle division, together with that of America, is listed in Table A.1.

3.2 Aircrafts’ Life Cycle Stages with the Main Tasks

Aircraft’s life cycle starts from demonstration, through decommission and recla-
mation. In our country, it is regulated that aircraft’s life cycle can be divided into
stages of development, purchase, use, safeguard and decommission stage. Now we
will introduce the research stage division method of several typical airlines abroad,
and then sum up general division theory.

3.2.1 Boeing Company

The research stage can be separated into project definition, cost definition and
production stage.

The main tasks of project definition stage are to build the construction baseline,
make a schedule of the process and break down the structure.

At cost definition stage, the main work is to approve the configuration, carry out
detailed design, purchase draft of the equipment and start marketing activities.

During production stage, it is supposed to complete the contract, issue config-
uration files and list of BFE in the engineering department, determine the equipment
to be bought, the standard, material, tests, configuration definition, prototype,
drawings and data, customer service information, etc.
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3.2.2 Airbus

The development stage is generally divided into stages of feasibility study, concept,
definition and development stage.

At feasibility study stage, the main work is for business observation, analysis of
market situation and market demand, to determine the optimal potential plane
concept.

At concept stage, the main work is to optimize the plane concept, form the
aircraft configuration baseline, and elaborate it from aspects of product concept,
market, production, maintenance. Then determine the technical requirements,
business risk, division of work and cost, etc.

At definition stage, the main work is to determine the aircraft specification and
business scheme, to design aircraft parts, raise funds to create production condition.

At development stage, the main work is to form the material bills and all needed
data, finish preparation for manufacture, produce parts and assemble them together
for system level tests and verification. Finally carry out complete factory test to
achieve the goal of quality and reliability.

3.2.3 Bombardier

The research stage is usually developed into concept definition stage, preparation
stage, preliminary/joint definition stage, detailed definition stage, release of product
definition stage, product certification stage and product validation stage.

At concept definition stage, the main work is to carry on concept verification,
feasibility study, configurations definition and other preliminary commercial
activity.

At preparation stage, the main work is to approve the commercial operation,
determine the basic structure and the aerodynamic mainline, define the system
structure and choose the key suppliers of purchased parts.

At preliminary/joint definition stage, the main work is to make preliminary
design, form freezing interface, analyze life cycle cost control and eventually finish
the design review.

At detailed definition stage, the main work is to refine the preliminary design,
complete the engineering layout drawing and organize the detailed design review.

At release of product definition stage, the main work is to confirm all the data
needed for manufacture, assemble the system, freeze product design and complete
product definition.

At product certification stage, the main work is to complete the product certi-
fication, prove airworthiness of the products.

At product validation stage, the main work is for the improvement of the product
and delivery confirmation [7].
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3.2.4 General Aircraft Life Cycle Stages

Although the above three stage division methods are different in start-stop node and
the degree of detail, the overall content is basically the same. Generally, civilian
aircraft life cycle includes the project demonstration stage, definition stage,
development stage and batch production stage.

At project demonstration stage, the main work is to analyze market demand,
predict development cycle, funding, risks and write project proposal.

At definition stage, the main work is to complete the overall research and system
definition, select suppliers and sign contracts, conduct application for the airwor-
thiness, go on preliminary design of main parts, manufacture the prototype and
get all the data required for detailed design.

At development stage, the main work is to start detailed design, release a full set
of production pattern, complete component and the final assembling, implement
ground experiment and research, finish the aircraft production, test flight and get
airworthiness qualification, model certification as well as production license, etc.

At batch production stage, the main work is making production plan according
to the market demand, setting up and improving the sales and customer service
system, improving the aircraft through the follow-up development and field data,
making assurance of continued airworthiness, expanding the market, keeping the
products’ serial development.

3.3 Automobiles’ Life Cycle Stages with the Main Tasks

The process of Car design development mainly includes the project plan, concept
design, engineering design, prototype test and production starts.

At project plan stage, the main work is to conduct market research and identify
model needs, analyze the project feasibility, including the policies, regulations as
well as its resources and the R&D capabilities. Preliminarily set design goals for the
new model, such as the body form, dynamic parameters, chassis assembly
requirement and strength requirement, etc.

At concept design stage, the main work is to develop a detailed research plan,
determine the time node in all stages of design, reasonably assign tasks, carry on the
cost budget, make parts list form for the follow-up development work, put forward
the layout requirement and characteristic parameters of the assembly and the parts,
complete the overall layout sketches and design renderings, make clay model for
the wind tunnel test, determine the final model and freeze it.

At engineering design stage, the main work is to refine the vehicle design,
complete the design for various assembly and parts, determine its structure, char-
acteristic parameters as well as quality requirements, coordinate contradictions
between assemblies and vehicle, meet the requirements of the target performance.
Finally confirm the vehicle design, prepare detailed product specifications and
detailed spare parts list, verify the laws and regulations.
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At prototype testing stage, there are two aspects: performance test and reliability
test. Performance testing is used to verify if the assemblies can meet the design
requirements, in order to find problems in time and make modification. Reliability
test verifies the strength and durability. The test forms are ground test, road test,
wind tunnel test and impact test, etc. According to the result of trial production and
test, improve the design, and then turn to the second round production and test, until
the performance of the new model is confirmed.

At production start-up stage, the main work is the preparation for the production
process chain, all kinds of equipment, production line and so on. Among them,
some should be started in the test stage, such as mold development and manu-
facture. Repeatedly perfect stamping, welding, painting and assembly production
line. Start small batch production to further verify the reliability of the product.
After 3 months without big problems, it is supposed to officially start the
production.

3.4 Ships’ Life Cycle Stages with the Main Tasks

The life cycle of the hull structure can be divided into six stages: preliminary
design, detailed design, production design, construction, use and repair, scrap or
dismantled [8–11].

At preliminary design stage, the main work is to determine the overall perfor-
mance and main technical indexes of the ship and the principle of the system,
identifying the basic technology form, working principle, main parameters, basic
structure, equipment type of the product by theoretical calculation and necessary
tests. It ends with the completion of hull specification and the cross section structure
diagram.

At detailed design stage, the main work is to solve basic and critical technical
problems by calculation and drawing, and eventually identifying all the technical
performance, hull structure, materials, equipment, technical requirements and
standards. It ends with the completion of typical structure diagram, shell expansion
diagram, the rib line diagram, deck structure diagram, transverse bulkhead structure
diagram, hull structure node diagram, welding specification tables, etc.

At production design stage, it is supposed to draw diagrams and charts with
process requirement and production data, on the basis of the detailed design,
combining with the shipyard process and production organization mode, consulting
the process stage, construction area and the installation unit. It ends with the
completion of the hull block division diagram, headroom layout diagram, sectional
program diagram, BOM table, block test chart, segmented nesting figure, subsec-
tion processing map, etc.

At construction stage, it is programmed to test the safety, construction quality
and the performance. Hull structure inspection items mainly concentrate on the
construction process, the structural material and size, profile section, welding seam,
coating, water tightness, structural integrity and the empty weight.
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At use and maintenance stage, it is needed to conduct regular inspection and
maintenance for the hull structure. Thickness is one of the most important
inspection items comparing with others, because it has the most serious impact, and
can be effectively assessed. Hull structure repair mainly solve the following
problems: determine whether need to repair, repair method and scope, matters
needing attention. Repair, inspection, evaluation and maintenance process cycle,
appearing again and again.

Ship modification engineering is a major engineering project between ship repair
and reconstruction. At this stage, there are many types of changes, such as the use,
size, loading area, major equipment. Before the conversion, it is needed to know the
requirements, involved convention and specification, and also the modified design
drawing. After modification, complete documents and drawings should be given.

At scrap or dismantling stage, it provides a sustainable development and envi-
ronmental friendly way for the retired ships. In May 2009, IMO adopted the “2009
Hong Kong convention on international security and harmless environmental
demolition”. It not only involves the whole process of ship design, construction,
operation and dismantling, and also the disposal of harmful substances on the ship.

3.5 Constructions’ Life Cycle Stages with the Main Tasks

As for constructions, life cycle refers to the whole process from idea to construc-
tion, until demolition. It can be divided into project demonstration, design, con-
struction preparation, construction, completion acceptance, use and maintenance,
scrap and removal [12–16]. Different stage has its unique work and key points.

At project demonstration stage, the main work is to clear customer demands,
carry out land investigation, survey the condition of the location, conduct feasibility
study and risk analysis, plan construction period and funds, then write the project
proposal and feasibility report.

At design stage, the main work is to determine construction information such as
the type, position, functional requirements. Then select a scheme, identify and solve
technical problems, including structure design, professional drawings, etc.

At construction preparation stage, the main work is to arrange construction
schedule, determine the node, and specify construction tasks, technical measures
and quality requirements, considering the influence of season. Be familiar with
drawings and complete preparation for the equipment, material, manpower, water,
electricity, etc.

At construction stage, the main work is to collect the original technical data,
archive the files, implement construction as it is ruled and regulated, supervise and
control the quality, progress and cost, ensure safe construction conditions, conduct
real-time inspection of security issues. What’s more, environmental problems
should also be solved by noise and waste control.

At completion acceptance stage, the main work is to clear accounts, finish the
construction drawings. Conduct a comprehensive inspection acceptance of each
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quality index, such as quality, time, safety, environment and others, ensuring sat-
isfaction of the requirements and engineering standards.

At use and maintenance stage, it should strictly enforce quality review and
maintenance of the construction. Repair when needed and guarantee the quality
when in use [17].

At scrap and demolition stage, demolish the building as the plan, Reshuffle land
use, classify the waste materials and recycle them, pay attention to the safety and
environmental protection.

3.6 Other Projects’ Life Cycle Stages with the Main Tasks

The whole life cycle of tunnel project is divided into the following four stages:
project preparation stage [18], including project proposal, construction site selec-
tion, feasibility study, field trip, construction preparation; project construction stage,
including construction, completion inspection and acceptance; project operation
stage, including use, maintenance, property management; waste disposal stage,
including scrap or dismantling process.

For the power distribution system and large water conservancy construction
project, life cycle can be divided into design stage, construction stage, operation
and maintenance stage. Design stage includes project design, project proposal,
feasibility study, design bidding, preliminary design, technical design and con-
struction drawing design [19, 20]. Construction stage includes construction and
project acceptance. Operation and maintenance stage includes trial use, operation,
maintenance and equipment update, until the last scrap.

In addition, the entire life cycle of the bridge project can be divided into the
design, evaluation, construction, inspection, service, scrap and so on [21].

Highway and airport pavement [22] are through planning, analysis, design,
construction, operation, maintenance and collapse/demolition stages.

4 Relationship of the Life Cycle Stages

In order to form a good mechanism of new products, it is not enough to break down
the whole life cycle. It also needs analysis of the relationship between the stages.

Firstly, novel and practical conception is the basis and premise of the follow-up
work. Comprehensive demonstration is an effective way to validate design concept.
Plan designing is the start to concrete the abstract idea. Preliminary design is to
refine the idea on the basis of the plan designing, and draw an outline for detailed
design. Detailed design is the crystallization of previous work, and also provides
build reliable guarantee for construction. Based on detailed design, production stage
materializes the original idea for the first time. It is the target object of the main-
tenance phase, and can reflect the advantages and disadvantages of each stage, thus
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providing guidance for further optimization and improvement. Disposal processing
is projects’ final destination, but the arriving time will be influenced by previous
condition. Design flaws, errors, improper use or maintenance will delay the arrival
of the last stage, while good idea, proper use and maintenance will prolong the
using stage. It is the best results we hope to see.

Different stages have different tasks. It looks separate, but actually related clo-
sely. Any flaw will make failure arise in advance. Therefore, attention should be
paid to every work of each stage and their mutual influence, especially the feedback
information from later stages. Thus, problems could be found and solved in time,
which reduces the risk of loss, shortens development cycle, and strengthens
competitiveness.

5 Conclusion

Systems engineering is the science of organizing and managing engineering system,
and also is the engineering technology to solve engineering problems of the whole
process. Full life cycle process is the elaboration of system engineering in time
dimension, and also the focus of engineering optimization. Stage division is the
necessary means to carry out life cycle theory, and also is a prerequisite for efficient
work distribution.

By stage division, it is convenient to conduct life cycle management, to timely
discover and maintain the flaw, which avoids rework, increasing products’ one-time
pass rate, saving the resources and costs, greatly shortening the time of develop-
ment and optimization.

In order to help readers master the life cycle phase partitioning method and
effectively arrange tasks, this chapter provides not only domestic and foreign stage
division method with a simple comparison, but also analyzes the stage division of
different projects, such as the weaponry aircraft, automobile, ship and some others.
Apparently, they have differences, but generally begin with comprehensive dem-
onstration, then go through scheme design, preliminary design, detailed design,
production/construction, use and maintenance, eventually end in retirement. The
focus of each stage is quite different, but they are closely linked, greatly influenced
by each other. The former stage is the foundation of the latter, while the latter stage
is the verification of the former.

In general, it is of great significance to have overall understanding of the project/
product at the beginning, and put the theory of system engineering and lifetime
cycle into engineering practice, making them serve modern enterprises and help
produce products with high reliability, long life and low cost.
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Calculation of Failure Rate
of Semiconductor Devices Based
on Mechanism Consistency

Cui Ye, Ying Chen and Rui Kang

Abstract Failure rate data of components is widely used in reliability design and
analysis, such as reliability apportionment, reliability prediction, FMECA and so
on. Currently, there are two major ways to evaluate failure rate: using prediction
handbooks and accelerated life test. Updates to data in handbooks always are
delayed, while accelerated life test costs lots of time and money, especially large-
scale integrated circuits are expensive. In view of the defect, using corresponding
test data provided by manufacturer’s website to calculate failure rate is proposed
based on failure mechanism consistency. Test data is analyzed and calculated to get
failure rate of Semiconductor devices with each influencing mechanism, and values
of failure rate under each mechanism are added together to get total failure rate
based on the assumption of competition between mechanism.

1 Introduction

Failure rate of component is needed in reliability design and analysis, such as
reliability apportionment, prediction, test, FMECA and so on. In electronic devices,
the key components to achieve functions are mostly semiconductor devices. So,
accurately estimating the failure rate of semiconductor devices is basis of pro-
ceeding reliability analysis accurately and effectively.

Now there are two ways commonly used in engineering to assess the failure rate of
semiconductor devices. One is using prediction handbooks, such as MIL-STD-217F
or GJB299C, which providing component failure rate data. Data update lag in
handbooks cannot reflect the current semiconductor device design andmanufacturing
level very well. The other way is conducting accelerated life test, which accelerating
components to fail by increasing the stress on the premise of the failure mechanism
unchanged, then using model to calculate component life under practical conditions.
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Many scholars have done the research for accelerated life test [1] studied test stress
type selection, determination of test conditions and so on [2, 3] studied accelerated
test failure models. These studies have important theoretical and engineering value,
and play a catalytic role for accelerated life applications in the field of reliability.

When the sample size is large, data obtained from accelerated life test is more
accurate than using handbook. However, if we use accelerated life test to assess
reliability of electronic products, accelerated test needed to be implemented for
every component with long time and high cost, especially high cost of LSI chips.

Based on failure mechanism, this chapter provides a way to assess failure rate of
semiconductor devices by analyzing existing experimental data under corre-
sponding mechanism.

2 Related Theories

2.1 Failure Mechanism and Mechanism Consistency

Semiconductor devices mainly include wafer and package two parts in structure, so
the failure rate can be divided into wafer failure rate and package failure rate to
calculate. According to current research analysis, there are two types of component
failure: time-related degradation and accidental failure. Due to impurities, process
control and other factors, chip manufacturing defects will be caused in wafer fab-
rication, oxidation and photolithography process of semiconductor devices. These
defects can induce various mechanism, such as metal key compounds, stress
migration of metal wire inside the chip and so on, which is the root of dispersion.
Studies [4, 5] show that semiconductor wafer failure can be considered to obey the
exponential distribution in engineering, and the main environmental factor of
affecting this failure is temperature. After the chip manufacturing, semiconductor
devices are packaged to form complete devices. The main mechanism of package
failure is crack propagation of lead bound interconnected parts, and its main factor
is temperature cycling. Package failure is usually considered to obey two-parameter
weibull distribution in engineering.

Accelerated life test should be taken in the premise that failure mechanism
remains unchanged, that is to say, failure mechanism in accelerate tests is consistent
with failure mechanism in field experiments. Experimental data is used to obtain the
corresponding characteristic parameters of lifetime distribution, and then we can
calculate the characteristic parameters of the product life distribution in true stress
conditions according to the relationship between stress and life. Consistency
between accelerated test data and field test data is important criteria of whether
accelerated testing is successful. The key to implement test successfully is to
explore the failure mechanism and its impact on product. Found in study, main
failure mechanism of semiconductor device wafer is intermetallic compounds and
metal wire stress migration, and the main environmental stress of affecting failure is
steady temperature. Mechanism of semiconductor packaging is wire fatigue fracture
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and the main environmental stress affecting the failure is temperature cycling. So
semiconductor devices should be conducted accelerated test respectively with
temperature and temperature cycling stress aiming at different mechanism.

2.2 Competition of Mechanism

For semiconductor devices having several kinds of mechanism, it is assumed that
every failure mechanism is independent of each other when calculating characteristic
parameters of the device lifetime distribution. Independent failure mechanism is not
resulted from other mechanism in system but from the interaction between envi-
ronmental conditions and internal factors. Every mechanism competes with each
other, so series model is chosen to be reliability model of semiconductor devices.

Since every failure mechanism is resulted from the interaction between envi-
ronmental conditions and internal factors, the impact of environmental conditions
on the failure is reflected in the life distribution under the corresponding mecha-
nism. We use accelerated test failure model which involves stress in test and reality
to calculate acceleration factor, then calculate characteristic parameters in real life
distribution combining with accelerated test data.

3 Approach to Analyze Test Data

According to the theory of failure mechanism consistency, HTOL test should be
conducted for semiconductor device wafer failure, while temperature cycle test
should be conducted for package failure. If failure rate of a variety of semiconductor
devices is assessed by designing and implementing accelerated life test, it would
cost a lot of money and time. At present, many large manufacturers make public a
large number of experimental data. So these data could be screened according to the
mechanism consistency. Then failure rate under the mechanism can be obtained by
analyzing and calculating these data. For semiconductor devices, we can screen
data to get appropriate data of the HTOL test and temperature cycling test to
calculate failure rate of wafer failure and package failure. This chapter uses the
reliability test database in ADI as an example to illustrate the way to assess
semiconductor device failure rate by using existing reliability data.

3.1 Calculation of Failure Rate of Wafer

It is assumed that large electronic component manufacturers, such as Analog
Devices, NS, AMD, hp, MAX, Texas, Toshiba, have considerable level of com-
ponent control process during the same period, and wafers manufacturing with the
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same process have consistent dispersion. For component manufactured in ADI, its
wafer failure rate under specified operating temperature can be obtained directly
from ADI reliability database. Analogy to similar products based on information of
package, process and parameter could be used to assess failure data of component
from other manufactures which is similar to component in ADI database.

Semiconductor wafer failure is considered to obey the exponential distribution.
In no replacement censoring life test, lower confidence limit of average life product
obeying exponential distribution in the confidence level of 1 − α is:

hL ¼ 2T
v21�a 2r þ 2ð Þ ð1Þ

In the equation, hL is the lower confidence limit of average life; v2 is Chi-square
distribution, Value depending on the number of failures and confidence; T is total
test time.

ADI’s website provides data with no failure of censored time HTOL test. It is
assumed that N is number of HTOL test samples; H is HTOL test duration and At is
acceleration factor. So equivalent total test time is T ¼ N � H � At, and v2 values
v21�a 2ð Þ, for r = 0, confidence level is 1 − α. According to the Eq. (1), it can be
launched expected failure rate of device wafer is:

k ¼ v21�a 2r þ 2ð Þ
2T

¼ v21�a 2ð Þ
2N � H � At ð2Þ

In the equation, λ is expected failure rate of device wafer.
Addition to knowing the number of test samples, test time and the number of

failure data, it is necessary to obtain the value of acceleration factor At in HTOL
test to estimate expected failure rate of device wafer at a certain confidence level.
Acceleration factor is calculated based on accelerated testing and field trials stress
levels, describing the relationship between environmental stress and life distribution
parameters.

3.2 Calculation of Failure Rate of Package

Semiconductor device forms a complete device through package after manufac-
turing chip. The main mechanism of package failure is crack propagation of lead
bound interconnected parts, and the main factor affect the failure is temperature
cycling. Package failure is usually considered to obey two-parameter weibull dis-
tribution in engineering. The key to calculate package failure rate is the calculation
of package shape parameter β and scale parameter η.

ADI provides a wealth of temperature cycling test data of components in a
variety of processes. Cycling condition is −65/+150 °C, etc. these reliability tests
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are censored time, almost no failures. The approach to obtain β and η in failure
probability density distribution by using these on failure data is described in the
following.

3.2.1 Shape Parameter β

Currently, shape parameter data in fatigue Weibull distribution is already accu-
mulated in engineering. Study [6] points that according to research from aviation
sectors of United States, Britain, Japan and Australia and other countries, the limit
of shape parameter in Weibull distribution which fatigue crack formation and
propagation obeys for metal structure is approximately 2.2. Boeing’s statistical
analysis from lots of test data in Weibull distribution also show that, shape
parameter in Weibull distribution of various metal structure fatigue fracture is in the
range of about 2.2–4.0. In this chapter, the limit of the shape parameter β in Weibull
distribution of crack propagation in lead bound interconnected parts is 2.2.

3.2.2 Scale Parameter η

After determining the shape parameter β based on engineering experience and
historical data, test data with no failure is used to obtain product’s characteristic life
η. When the shape parameter is known, one-sided confidence limit of characteristic
life η in Weibull distribution at confidence level of 1 − α can be calculated by using
the following equation:

gL ¼
Pn

i¼1
tbi

� ln a

2
664

3
775

1
b

ð3Þ

Scale parameter η in Weibull distribution under different temperature cycling is
different. As the changes of scale parameter η in Weibull distribution of wire fatigue
fracture caused by different temperature cycling consistent with the inverse power-
law relationship, Characteristic life η in real case can be calculated according to the
inverse power-law relationship.

According the obtained shape parameter β and scale parameter η, package failure
rate function can be achieved.

kðtÞ ¼ b
gb

tb�1 ð4Þ

Then combined with the device operating time, the value of package failure rate
can is worked out. Finally, failure rate of wafer and package are added to calculate
the failure rate of semiconductor devices.
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4 Calculation Example

In this section, Field effect transistor IRF5210 will serve as an example to describe
the calculation method for failure rate of semiconductor devices. The package of
IRF5210 is TO-220AB, and manufacturing process of its wafer is >2.5 μm2

Bipolar.
Firstly, select its production process in the ADI database [7], and enter the

working temperature 70 °C, then the failure rate of IRF5210 wafer at 70 °C can be
given directly by running in the background as shown in Fig. 1.

The specific calculation method is calculating the acceleration factor At by using
Arrhenius model based on the operating temperature and the test temperature. After
knowing the acceleration factor At, failure rate of corresponding wafer could be
work out by the Eq. 1 with appropriate HTOL test data in ADI database.

Arrhenius model equation is shown below:

At ¼ exp
Ea

B
1
Tu

� 1
Ts

� �� �
ð5Þ

In the equation, Ea is the activation energy; B is Boltzmann constant, value
0.00008623 eV/K; Tu is operating temperature; Ts is test temperature.

Then collect data with TO package and process >2.5 μm2 Bipolar in temperature
cycling test data provided in ADI’s database, shown in Table 1.

Use Eq. (3) to calculate respectively the point estimates of the η under two
different cyclic temperature. Generally, we choose confidence limit under the level
“1 – α = 0.5” as point estimate of characteristic life η. Then we calculate K and n
based on the inverse power law equation combining with different temperature
difference in cycling test and corresponding estimate of η. the inverse power law is
shown in the following.

Fig. 1 Page of calculation of
failure rate of wafer
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g ¼ 1
KðDTÞn ð6Þ

After calculating K and n, we calculate η in the real working condition −40/
70 °C by using the inverse power law. Then work out that failure rate of IRF5210
package is 4.2 × 10−9/h based on Eq. (4) with working time 10 h.

Based on mechanism competition model, reliability model of semiconductor
device is series model. So, failure rate of IRF5210 is obtained by add failure rate of
wafer and package together. Finally, we calculate that failure rate of IRF5210
working 10 h is 7.2 × 10−9/h.

5 Comparison with Failure Rate Assessment Method Based
on Handbook

From the above results, failure rate of IRF5210 is conservative calculated as
7.2 × 10−9/h based on test data provided by component manufacturers. While it is
calculated as 1.62 × 10−8/h through calculation method provided in Appendix
A.2.3.2 of GJB299C.

The latest version of GJB/Z299C-2006 “Electronic Equipment Reliability Pre-
diction Handbook” was released in 2006. In the past 7 years, the manufacturing
process and quality of components improved and the failure rate significantly
reduced. So, failure rate data in GJB299C might be too large to reflect the current
level of component manufacturing.

Reliability prediction in database provided by Manufactures is based on test
data, these data in database has been kept up to date. Therefore, these data can
reflect the current level of design and manufacture of components. For example,
data in ADI’ website last updated on August 06, 2013. This method using the latest
reliability data to calculate failure rate can be used engineering application.

Table 1 Cycling test data with TO package and process >2.5 μm2 bipolar

Temperature cycling (°C) Test time/h Sample size Number of failure

−65/+150 500 1,855 0

−65/+150 1,000 746 0

−40/+125 500 2,645 0

−40/+125 1,000 1,038 0
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6 Conclusion

This chapter first describes the major semiconductor device failure mechanisms;
and then uses corresponding reliability test data provided by semiconductor device
manufacturers to calculate failure rate of component under various mechanism
based on mechanism consistency; finally, add failure rate of different mechanism
together to get failure rate of semiconductor devices under the assumption that the
mechanism competitive relationship.

Using these test data not only can save cost of test, and can reflect the current
component design and manufacturing better than handbooks because these data
have been kept up to date. The method calculating failure rate introduced in this
chapter combines reliability data analysis knowledge with test data. If components
have sufficient test data, this approach can be used in reliability prediction.
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Legal Aspects of Engineering Asset
Management

Joe Amadi-Echendu and Anthea Amadi-Echendu

Abstract Immovable assets include engineered infrastructure such as buildings,
manufacturing plant, roads and railways. These assets are built on land. In most
jurisdictions, proposals to acquire and/or establish immovable assets on landed
property must comply with several legislative provisions. In many instances, the
acquisition and/or establishment of an immovable asset becomes embroiled in legal
disputes between contending stakeholders asserting rights to ownership/custodi-
anship of land. Such disputes add to the costs of capital development projects,
mergers and acquisitions, and influence decisions as to where an asset intensive
business venture can be located. Legislation not only provides the means to resolve
ownership/custodianship rights but also, it stipulates legal imperatives for control
and utilization of engineering assets on landed property. It is in this regard that this
chapter presents some of the legal aspects of engineering asset management.

Keywords Immovable engineering assets � Asset ownership � Legal imperatives

1 Introduction

When engineering structures such as buildings and process plant are built on land,
they are regarded as immovable or landed property assets. In most jurisdictions,
land is treated as a natural asset, and in indigenous areas in particular, ownership/
custodianship and exploitation of land are often vested in hereditary alienable
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rights. By convention, the creation and establishment of an engineering structure
such as a building, a road, a manufacturing or processing plant on a piece of land is
regarded as developing the land or making the land more valuable.

In the first instance, land has to be acquired before it can be developed, and the
process of acquiring land usually confers title and establishes the rights to own-
ership, custodianship and exploitation. In the second instance, permission has to be
obtained in order to operate any engineering asset built on land. The implication
then is that an engineering asset such as a rail line, an airport, a manufacturing or
processing plant also has to be registered, so that the registration process similarly
confers certain rights to ownership, custodianship, control and utilisation.

Most organisations require engineering assets that are built on or erected on
landed property in order to conduct business, and the process of acquiring and/or
establishing such assets often becomes embroiled in legal disputes between con-
tending stakeholders of the landed property. Such disputes have taken on new
significance in the modern era of globalisation and sustainability imperatives. The
prominence of environmental impact assessments is a case in point. There are many
legislative directives in every jurisdiction (see, for example, reference [1]), and a
key feature of legislation stipulates that consultation with the stakeholders is a
primary requirement for landed property development projects.

Both practitioners and scholars would readily acknowledge that engineering
asset management commences with the acquisition of an asset but, often times, the
processes involved in acquiring engineering assets must comply with a number of
legal regulations and legislative provisions. The erection of a shopping mall, the
construction of a road or railway line, the development of an airport infrastructure,
the establishment a manufacturing or process plant can easily be stuck in legal
disputes as to ownership or custodianship of the landed property. At least, envi-
ronmental legislation contains strict regulations and many business organisations
have to overcome compliance challenges in order to establish, operate and maintain
their engineering assets located within a jurisdiction.

For engineering asset managers who wish to limit their scope to already
established infrastructure, manufacturing or process plant, the process of acquiring
associated equipment, machinery and spare parts also involve legalities which are
latent in the clauses contained in contract documents between supplier/vendor (the
seller) and user client (the buyer). Warranty clauses often restrict the actions that
can be taken by operators and maintainers of certain equipment and machinery.
With the emergence of the so-called product servitization (cf: [2,3]), some original
equipment manufacturers have become very strict with regard to the intangible
aspects of the engineering assets they produce. Trademarks and unique design
features need to be respected by suppliers, vendors and users of equipment as
original manufacturers seek to appropriate annuity income from embedded tech-
nological innovation. Companies that build and construct engineering infrastructure
attach their logo or insignia to suggest or indicate some legal right of disclaimer,
indemnity, preference, or protection from competitors.

As illustrated in Fig. 1, the management of an asset, particularly an engineering
asset built or erected on landed property, involves a number of phases (i.e., acquire,
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operate and maintain, and divest), and life-cycle stages (i.e., concept, design,
develop and commission, and terminate). The graphs in Fig. 1 depict that 95 % of
the total life cost is typically determined during the acquisition phase of an engi-
neering asset, hence, legal considerations that affect the acquisition processes are
pertinent.

Although there are legislative influences at each phase or stage, however, this
chapter focuses on the acquisition phase of an engineering asset. Legally, it is
important to consider who

i. owns or has the rights to, and
ii. controls the use of an asset.

Psychologically, ownership/custodianship engenders a positive attitude to asset
management but, ownership/custodianship is conferred as a legal right. Thus, it is
pertinent to examine legislation that influence the conveyancing processes of
conferring rights to ownership, custodianship or control of the landed property upon
which an engineering asset base is established.

Plan
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15%

35%

45%

>2%
10%

30%

50%

15%

95%
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30%
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Fig. 1 Engineering asset management life-cycle phases and stages
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2 Establishing Legal Rights to Engineering Assets

The transactions and activities that result in the assignment of title deeds of landed
property to an owner fall under the term conveyancing. According to [4], con-
veyancing involves business processes traditionally designed to transfer a landed
property from one owner/custodian to another. In civil society and in general,
ownership/custodianship is defined in terms of legal right, hence conveyancing is
perceived as a legal convention. The reality is that the actual transactions that result
in the transfer of ownership/custodianship of landed property are derived from
activities of the various private firms and public agencies (role players as shown in
Fig. 2) that are involved in conveyancing. The process of acquiring, establishing or
transferring ownership/custodianship/control of an engineering asset also involves
many business-to-business transactions. Public-private partnership developments of
engineering assets typically involve legal rights in the form of concessions. Busi-
ness-to-business mergers and acquisitions also involve legal rights to ownership,
custodianship, and control of the associated engineering assets.

A significant ramification is that conveyancing processes are not limited within
the conventional firm-level business management parlance, especially because the
transactions and activities do not occur exclusively within a firm. Rather, during the
acquisition phase, the transactions and activities that establish the rights to
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ownership/custodianship of an asset are institutionally carried out by different role
players as depicted in Fig. 2, and these include private firms like banks and
attorneys, as well as public agencies like the municipality, Master of Court, and
Deeds Office. A subsequent ramification is that conveyancing includes wider legal
influences on the processes of acquiring, for example, a building for business
operations, or land on which a manufacturing plant is located. From a strategic asset
management viewpoint, these legal aspects are not only significant during mergers,
acquisitions, and divestments of engineering assets but also, they contribute sig-
nificantly to the costs of such business transactions. At the tactical level, such
legalities impose asset management inconveniences and overheads which operators
and maintainers of equipment and machinery tend to relegate to infrastructure and
estate managers.
Conveyancing processes broadly include:

i. valuation of property (e.g., by actuarial scientists, quantity surveyors, real estate
agents)

ii. financing activities (e.g., by banks, financial institutions)
iii. contracts (e.g., by attorneys, notaries, and conveyancers)
iv. statutory registration (e.g., by local government, internal revenue), and of

course,
v. custodians and owners (i.e., sellers and buyers).

Similarly, engineering asset management also involves:

i. valuation of an asset
ii. financing the acquisition, operations, maintenance and divestment of an asset
iii. contracts (e.g., supply chain, service delivery)
iv. registration of assets (for fiduciary and technical integrity compliance)
v. ownership and custodianship (legal responsibility).

The implication here is that conveyancing processes are not only necessary for
asset management but also, they mirror activities which are repeated throughout the
life cycle phases and stages of an engineering asset. It is in this regard that we
identify and briefly examine some legislation that may influence the processes of
acquiring, developing or utilisation of engineering assets built or erected on landed
property in our case study country—South Africa.

3 Legislation Regarding Landed Asset Processes

In South Africa, conveyancing processes have evolved from indigenous land tenure
culture and colonial interventions, through several formalised legal provisions and
regulations (see, for example, [5]), to the current structure as illustrated in Fig. 3.
The conveyancing processes essentially link the seller and the buyer, irrespective of
whether the seller or buyer is a business organisation or an individual person. The
process starts with an initial binding agreement between a buyer and a seller, and
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progresses through financial, legal, fiduciary and security scrutiny. The end result is
a legal transfer of ownership and associated rights from seller to buyer. The
structure of conveyancing processes in four other countries also involves similar
role players and transactions, even though the actual flow of the processes may be
different [4].

Where the buyer and seller are firms, the legalities increase in complexity
depending on the legal form of the respective business organisations involved. That
is, the number and precedence of legislation which must be considered or complied
with depends on whether the seller or buyer, or both are limited liability companies,
partnerships or simple sole traders.

For brevity, in South Africa, land registration is based on statute, typified by the
Alienation of Land Act 68 of 1981 and Deeds Registries Act 47 of 1937. South
African law defines real estate as “…immovable property which includes land, a
building annexed to land,… and an object which is attached to immovable property
where the attachment is so secure that separation would cause significant damage to
either the immovable property or the land” [6]. Engineering structures without
foundations on land are not deemed to be immovable property. Table 1 provides a
snapshot of some legislation pertinent to the processes of acquiring landed assets in
South Africa.

Fig. 3 A mapping of conveyancing processes in South Africa (see [4])
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4 Concluding Remarks

Conclusions should state concisely the most important propositions of the chapter
as well as the author’s views of the practical implications or consequences.

A remarkable feature implied in the sample legislation listed in Table 1 is the
requirement to register an asset, either

i. for ownership/custodianship title, or
ii. for rights to control, exploit and utilise, or

Table 1 Outline of some South African legislation regarding acquisition of landed property assets

Legislation Provision

a The Upgrading of Land Tenure Rights
Act, 1991 (Act 112 of 1991)

“…provides for the upgrading of various
forms of tenure to ownership…”

b The Restitution of Land Rights Act, 1994
(Act 22 of 1994), as amended: The
Restitution of Land Rights Amendment
Act 48 of 2003

“…provides for the restitution of land or
equitable redress … as a result of past
racially discriminatory laws or
practices…”

c The Deeds Registries Act, 1937 (Act 47 of
1937); The Sectional Titles Act, 1986 (Act
95 of 1986); The Land Survey Act, 1997
(Act 8 of 1997)

“…administration of the land registration
… and rights; … regulates the survey of
land, registration and administration of
sectional title schemes…”

d The Development Facilitation Act, 1995
(Act 67 of 1995)

“…a transparent and democratic … land
use management system … to facilitate …
development programmes and projects in
relation to land”

e Physical Planning Act, 1991 (Act 125 of
1991)

“…orderly physical development of…”

f Matrimonial Property Act 88 of 1984;
Marriage and Matrimonial Property Law
Amendment Act 3 of 1988

“…interpretation, management and disso-
lution of property in terms of various
marriage regimes…”

g Insolvency Amendment Act 122 of 1993 “…regulate the registration of transactions
in respect of immovable property after the
expiry of caveats; … recovery of the value
of immovable property disposed of
unlawfully…”

h Alienation of Land Act 68 of 1981 “To regulate the alienation of land in
certain circumstances and to provide for
matters connected therewith”

i Public Finances Management Act No.1 of
1999 (PFMA)

“To regulate financial management … to
ensure that all revenue, expenditure, assets
and liabilities … are managed efficiently
and effectively…”

j Government Immovable Asset Manage-
ment Act 2006

“To provide for a uniform framework for
the management of an immovable asset …
to ensure coordination of the use of an
immovable asset with the service delivery
objectives…”
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iii. for fiduciary responsibility, or
iv. all the above.

Engineering asset management involves all activities necessary to ensure that an
asset provides the means for the realisation of the profile of values desired by the
associated stakeholders. A major assertion of this chapter is that engineering asset
management activities have a legal basis. What this means is that, it is not only a
cognitive preference (see [7]) but also, it is a legal imperative for an engineering
asset manager to think and act as an owner of the asset. The audit trail implicit in
conveyancing transactions further indicate that engineering assets have to be
managed in a manner that demonstrates fiduciary compliance.

Whereas the sample legislation listed as a to h in Table 1 mostly deliberate on
the landed property title and registration issues, legislation i and j, albeit particularly
applicable to the public sector, stipulate efficient and effective management of
assets. Infact, as shown in Fig. 4, the South African National Treasury Asset
Management guideline arising from the PFMA (i.e., legislation i in Table 1) pro-
vides a detailed stipulation of data and information that should be contained in an
asset register. From the preceding discussions, registration is probably one of the
final steps in the acquisition phase of an asset, it is a legal requirement, and the
template in Fig. 4 shows how to comply with the PFMA legislation. Although this
template has been primarily designed for the registration of public sector controlled
assets, it is also applicable for the registration of engineering assets controlled by
private firms.
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