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Preface

The Joint CIO-ICIEOM-IIIE 2014 event, comprising the “8th International Con-
ference on Industrial Engineering and Industrial Management,” the “XX Interna-
tional Conference on Industrial Engineering and Operations Management,” and the
“International IIE Conference 2014,” was a joint conference resulting from an
institutional agreement between Asociacion para el Desarrollo de la Ingenieria de
Organizacion (ADINGOR), Associagdo Brasileira de Engenharia de Producédo
(ABEPRO), and Institute of Industrial Engineers (IIE).

Association for the Development of Industrial Engineering (ADINGOR) is the
leading Spanish association dedicated to the development and dissemination of
knowledge related to Engineering and Business Organizations (management
sciences, social and economic issues, quantitative methods, statistical, and
computer applications) in order to improve management processes. ADINGOR
brings together professionals of Management and R&D, from organizations,
companies, and universities geared to these objectives. The ADINGOR website is
www.adingor.es.

Brazilian Association of Industrial Engineering (ABEPRO) is an institution
representing teachers, students, and professionals of Production Engineering. The
association, founded more than 25 years ago, has the following functions: to clarify
the role of the Production Engineer in the society and in its market, to be a link to
the government institutes related to organizing, evaluating (MEC e INEP), and
promoting courses, as well as to private organizations as CREA, Confea, SBPC,
Abenge, and other nongovernmental organizations, which deal with research,
teaching, and different extensions of engineering. The ABEPRO website is www.
abepro.org.br/.

IIE is the world’s largest professional society dedicated solely to the support
of the industrial engineering profession and individuals involved with improving
quality and productivity. Founded in 1948, IIE is an international nonprofit asso-
ciation that provides leadership for the application, education, training, research,
and development of industrial engineering. IEs figure out a better way to do things
and work in a wide array of professional areas, including management, manufac-
turing, logistics, health systems, retail, service, and ergonomics. They influence
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policy and implementation issues regarding topics such as sustainability, innova-
tion, and Six Sigma. And like the profession, IEs are rooted in the sciences of
engineering, the analysis of systems, and the management of people. The IIE
website is www.iienet2.org/.

These three institutions have joined their efforts toward bringing together an
ongoing basis for discussion, analysis, and scientific collaboration. In fact, Indus-
trial Engineering is an expertise of the Engineering that appears strongly linked to
the concepts of Industrial Management, Operations Management, Management
Science, Operations Research, Systems Engineering and Engineering Management,
among others. However, the Industrial Engineering concept in the twenty-first
century is overpassing these concepts and is extending to a systemic vision of all
the fields and departments of the productive and service systems in an integrated
way.

Industrial Engineering thus appears as a toolbox of key-enabling technologies
providing the most efficient management and optimization of complex processes or
systems. It relates to the capabilities of designing, developing, and implementing
integrated solutions for complex systems associated to the economic, human,
knowledge, information, equipment, energy, and materials subsystems.

The Conference motto was “enhancing synergies in a collaborative environ-
ment”. The Conference Topics received much attention from the scientific and
professional communities. They covered: operations research, modeling and sim-
ulation, computer and information systems, operations research, scheduling and
sequencing, logistics, production and information systems, supply chain and
logistics, transportation, lean management, production planning and control, pro-
duction system design, reliability and maintenance, quality management, sustain-
ability and eco-efficiency, marketing and consumer behavior, business
administration and strategic management, economic and financial management,
technological and organizational innovation, strategy and entrepreneurship, eco-
nomics engineering, enterprise engineering, global operations and cultural factors,
operations strategy and performance, management social responsibility, environ-
ment, and sustainability.

The Conference received 294 papers, and finally only 47 were accepted for
publication in this volume. It means a 17 % acceptance ratio showing the high level
of scientific exigency in the conference.

We would like to express our gratitude to the authors, coming from Spain,
Brazil, United States, Iran, Colombia, Portugal, Turkey, Germany, Italy, Thailand,
Great Britain, Saudi Arabia, Slovenia, or South Corea among others, making this
Conference a truly international one.

Our special thanks to the Governments of Malaga and Andalucia, to the Uni-
versities of Malaga and Sevilla, and to the Sponsors: EMT, ACOTRAL, Andalucia
Dry Port, Jorge Ordofiez Winery, Industrial Engineering and Polytechnic Schools
and Andalucia Tech, for their support.
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We also acknowledge the invited speakers and reviewers. And we also recognize
the great effort of the Steering, Scientific and Organizing Committee, particularly to
Milton Vieira Junior (President of ABEPRO), Bopaya Bidanda (IIE Senior VP
International) and Luis Onieva (President of ADINGOR).

September 2014 Pablo Cortés
Elvira Maeso-Gonzélez
Alejandro Escudero-Santana
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Mixed-Model Sequencing Problem
Improving Labour Conditions

Joaquin Bautista, Rocio Alfaro-Pozo, Cristina Batalla-Garcia
and Sara Maria Llovera-Laborda

Abstract It is presented an extension of the mixed-model sequencing problem that
considers some working conditions agreed between companies and trade unions. In
particular, it is formulated a mathematical model with saturation limits which an
operator can have throughout his workday and with the possibility of increasing the
work pace of the operators at certain times of the workday. In this wayi, it is possible
to improve labour conditions and line productivity simultaneously. In fact, the
proposed model is evaluated by means of a computational experience that allows to

observe that an increment of 3.3 % on the work pace factor of processors reduces
the work overload by 62.6 % while the saturation conditions imposed by collective
agreements are satisfied.

Keywords Mixed-model assembly line -+ Work overload - Saturation - Work pace
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4 J. Bautista et al.

1 Introduction

Currently, many productive systems have mixed-model assembly lines. These lines
are capable of processing a set of product types (/) that although similar, they differ
in the use of resources and consumption of components at the set (K) of work-
stations of the line. These differences make necessary sequencing problems. A clear
example of such problems is the Mixed-Model Sequencing Problem with Work
overload Minimisation (MMSP-W) (Boysen et al. 2009). This problem focuses on
obtaining product sequences that minimise either the work overload, or uncom-
pleted work, or maximise the line productivity.

However, the selection of a sequence is not the only decision that affects directly
the productivity of companies in production systems with ideologies Just In Time
(JIT) and Douky Seisan (DS'). In fact, large companies, in particular automotive
companies, negotiate a set of labour conditions with trade unions. Some of these
conditions are set once the operation processing times of the different products at
workstations (p;x, Vi € I,Vk € K) have been established through the Methods Time
Measurement (MTM) system considering a standard® activity (MTM_100 in cen-
tesimal scale); among them, there are: (1) the effective length of the working day;
(2) the maximum and average saturation to which a worker may be subject
throughout his effective workday; and (3) the normal level of activity or work pace
considered by the company and with which the processing times of operations are
set from the standard processing times pre-established.

Thus, taking into account the aim of the MMSP-W (Bautista and Cano 2011), in
this work it is presented a variant of the problem that allows to assess, using a case
study linked to the engine plant from Nissan in Barcelona, the influence of the
agreed conditions, between company and trade unions, on the total work overload
of the line. In particular, the extension incorporates the limitation of the maximum
and average saturation of the processors and the variability of the processing times
of operations according to the work pace of the processors.

2 Labour Conditions

Commonly companies and trade unions from the European industry set the work
schedule and effective length of a work shift by means of collective agreements.
The work schedule, with one-year horizon, is segmented into numbered weeks
(52 or 53) and it serves to set the days of work of the year for the collective. In this
environment, it is usual to have an annual work schedule of 225 industrial days
(Llovera et al. 2014). Moreover, these work days may have as many as 3 shifts of

! Synchronised production ideology developed by Nissan.

2 Work pace that can be kept throughout the workday. It is neither too fast nor too slow. It is the
pace of an average skilled worker.
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8 h, although the number of effective hours of a work shift is between 6 h 15" and
7 h, because time is left to operators to meet their physiological needs.

On the other hand, European factories set limits regarding the relationship
between effective work time and total available time assigned to the processors to
develop their work. That is, they establish limits on the maximum and average
saturation of the processors of the workstations.

The maximum saturation limit corresponds to the highest allowed level of sat-
uration of a processor at a given moment. In fact, if this limit is not satisfied, it will
be necessary to go to the department of methods and times in order to improve the
process and reduce times. Usually its value is oo, = 1.2.

The average saturation is the occupation of a processor along its workday.
Normally, the admissible value is 75, , = 0.95 and it should be respected by all the
demand plans.

Regarding the normal work pace, normally, the automotive companies set their
processing times (p;x : i € I,k € K) considering as normal activity the resultant of
the direct application of the standard times (MTM_100) to activity 110 (MTM_100)
(Llovera et al. 2014). To do this it is necessary to change the time scale from
MTM 100 to MTM_110 as follows:

Pix = pus(MTM_110) = pis(MTM_100) - 108 (=1, |1]; k=1, [K]) (1)
In such conditions, given a set of processing times of tasks at workstations
(Pig = i €1,k € K) obtained by observation and timekeeping, it is easy to deter-
mine the work pace with which a processor carries out its work. This work pace
(activity) is represented through the activity factor of a product and a workstation
(OC,'_]( rielke K).Thatis: Xk 'f?,"k =aN *Pik : i€ I,k € K. In short, ifaV =1.0:
%i k :pi,k/ﬁi,k :iel,keK.
Thus, there are three possible work pace factors: the standard, “?,k =0.90,
normal, oc?’k = 1.0, and 0ptimal3, rxzk = 1.2, whom correspond to the scale times
MTM _100, MTM _110 and MTM _132, respectively.

3 Incorporating Saturation and Work Pace Conditions
into the MMSP-W

Robert Yerkes and John Dodson showed that efficiency increases when stress
increases in 1908. However, this relationship only holds true up to a certain point of
stress level, after which the performance drastically decreases. This relationship,

3 Maximum work pace factor that an operator can bear when he works 8 h a days; it is 20 % higher
than the normal work pace.
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named the Yerkes-Dodson law, emphasizes that the operator is more productive on
the border between the minimum and the maximum stress and it is represented by an
inverted U-shaped curve where the optimum stress lies between the excess and
deficiency of activation. This idea together with the consideration that workers vary
their work pace throughout the workday allows us to establish a relationship between
the performance of an operator and his level of “activation” which is reflected in his
level of stress and which follows a concave function (Muse et al. 2003).

In this way, it is possible to establish a stepped function for the work pace factor
along the workday whereas the adaptation period of the start of the working day, the
period of fatigue corresponding to the end of the day, and that the work pace factor
depends on the moment of the workday (&) and not the type of product. Thus, all
processors of workstations will process the first (1 <7 <#j) and last (7o + 1 <t < T+
|K| — 1) periods with a normal work pace factor (¥ = 1.0), and the intermediate
periods (fp + 1 <t <t,,) with a greater work pace factor («™** = 1.1) (Bautista et al.
2013). That is, the processing times of intermediate product units will be reduced and,
therefore, the processors will complete more quantity of required work.

On the other hand, the incorporation of the saturation limits into the MMSP-
W has two possible considerations: (1) the static saturation which is due to the
processing times of the operations (p;«(Vi, Vk)), with a specific work pace factor
(), and the production mix (d; (Vi)); and (2) the dynamic saturation which is due
to the sequence (n(T) = {n, n2,...,nr}) of T products and the completed work
by the processors (v, with a dynamic work pace factor oy ,). That is:

I

1 DPik
) =—n-Y g (k=1,...,K 2
nmed( ) c- T - Ok ( | |) ( )
e (k) =2 maxd PEL =1 k) (3)
max c el | o T

Moeak) = —=- 3% (k= 1, |K)) @)

c-T =1 %kt
(k) =~ Vel =1, LK) (5)
”max - c 1?2% d(k,t - PR

It should be noted that the maximum saturation cannot be exceeded, because its
violation requires going to the department of methods and times to look for
alternatives in the assembly of the products. However, the fact to overtake the
average saturation may be compensated with some measures, such as: (1) process
improvement; (2) increase in line capacity; and (3) processor rotations between
workstations. This fact causes that given a demand plan d; (Vi) and the processing
times p; , with a specific activity factor o; 4, the average saturation, both static and
dynamic, can exceed the #;, , value. If this occurs, the processors will not complete
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all the required work and, therefore, the work overload of the line increases. In fact,
if we consider the average static saturation, we can determine the inevitable work
overload by processor and line, as follows:

wo(k) = c - T - max{0, 1,0y (k) = My} (k=1,...,|K]) (6)

IX]

Wo = Zbk -y (k) ™)
ps

Obviously, the inevitable overload calculated through static saturation, will
always be less or equal than the work overload due to dynamic saturation, because
the effect of the variation of the processing times and the sequence must be added.

Considering the work pace factor and the maximum allowed saturation we
formulate the M4 U 3_a/_n model from the reference M4 U 3 model (Bautista et al.
2012). The parameters and variables are:

Parameters

K Set of workstations (k = 1,...,|K])

by Number of homogeneous processors at workstation k (k = 1,.. ., |K])

I Set of product types (i =1,...,|I])

d; Programmed demand of product type i (i = 1,...,|I|)

Dik Processing time required by a unit of type i at workstation k for each homogeneous
processor (at normal pace or activity)

T Total demand. Obviously, z‘ii‘l di=T

t Position index in the sequence (r =1,...,T)

c Cycle time. Standard time assigned to workstations to process any product unit

I Time window. Maximum time that each processor at workstation k is allowed to work

on any product unit, where /; — ¢ > 0 is the maximum time that the work in progress is
held at workstation k (k =1,...,|K])

Ot ¢ Dynamic work pace factor associated with the 7th operation of the product sequence
(t=1,...,T) at workstation k (k = 1,...,|K|). Note that if we associate the same
dynamic factor to each moment of workday in all workstations, we have: o, = 64—
(k=1,..,|K;t=1,...,T)

n. | Maximum allowable saturation for each processor at workstations (k = 1,...,|K])

n>, | Allowable average saturation for each processor at workstations (k = 1,...,|K]),
during all the workday (r=1,...,T)

Variables

Xiy Binary variable equal to 1 if product type i (i = 1,...,|I|) is assigned to the position ¢
(t=1,...,T) of the sequence, and 0 otherwise

Skt Positive difference between the start instant and the minimum start instant of the rth

operation at workstation k

Vi Processing time applied and reduced by a work pace factor & ,. We impose: vy, =
s Ve (k=1,..,|K|;t=1,...,T 4+ |K| — 1), considering v, the time applied to the
tth unit of the product sequence at station k for each homogeneous processor at normal
work pace or activity

wi, | Work overload generated for the unit of the product sequence at station k for each
homogeneous processor (at normal activity); measured in time
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MAU3_ol_n
LY T K] (8)
minW = Z kaWk,; & maxV = Z kavk,
k=1 =1 k=1 =1
Subject to:
T
Y oxie=di (i=1,...I) ©)
=1
I
Y xu=1 (t=1,...T) (10)

1]

Bkt Vg W = Y _pik Xy (k=1 |K); (t=1,...,T) (11)
i=1

b <nl e (k=1,..,K|); (t=1,...,T) (12)

T
S i<ty T (k=1,...|K]) (13)

t=1
Sk > 81+ —c (k=1,..,|K]); (t=2,...,T) (14)
Sk S+ —c (k=2,..,|K]); t=1,...,T) (15)
S+ <lh (k=1,..,|K|); (t=1,...,7) (16)
Skt Virs Ve, Wi >0 (k=1,..,|K|); (t=1,...,T) (17)
x,€{0,1} (G=1,..,1)); ¢t=1,...,T) (18)
§11.=0 (19)

In the model, the objective function (8) expresses the equivalence between the
minimisation of the work overload, W, and the maximisation of the completed
work, V. The constraints (9) and (10) represent the demand plan satisfaction, d;(Vi),
and the unique assignment of each product unit to a position of the sequence,
respectively. The set (11) establishes the relationship between the required
processing time, p; x, the applied processing time reduced by the work pace factor,
Vi, and the work overload generated by the units at the workstations, wy,, con-
sidering the same work pace factor for all workstations. The constraints (12) and
(13) limit the maximum and average saturation of the processors. The sets (14)—(16)
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determine the possible start instants of the operations. The constraints (17) establish
the non-negativity of the variables and the set (18) imposes the binary condition to
the assignment variables. Finally, the equality (19) sets the start instant of the
operations.

4 Computational Experience

To evaluate the impact of the saturation and the work pace factor in the MMSP-W,
we perform a computing experience based on a demand plan linked to the plant of
engines of Nissan from Barcelona. Specifically, the production plan corresponds to
a total demand of T = 200, divided equally in 9 engine types and belonging to three
families (4 x 4 vehicles, vans and trucks). The line, where the engines are manu-
factured, consists of |K| = 21 workstations with one homogeneous processor each
one. These processors consist of a team of two equivalent operators and they have a
cycle time of ¢ = 175 s and a time window of [; = 195 s. On the other hand, based
on data from Nissan, the activity factor function used is (see Fig. 1).

After running the model M4 U 3_al_# through Gurobi v4.6.1 solver, on a Apple
Macintosh iMac computer with an Intel Core i72.93 GHz processor and 8 GB of
RAM using MAC OS x 10.6.7, with a limit of CPU time of 2 h and considering a
normal work pace factor, (4 : & = 1,Vt), and a stepped work pace factor, (&%),
we have obtained the results showed in Table 1.

In particular, the new model is more competitive than its reference model. In
fact, the M4 U3_al_n reaches the optimal solution, in both cases (o'cL and o'cs),
without using up the limit of CPU time (2.90 and 1.78 s, respectively). However,
the improvement of working conditions increases the work overload considerably.

On the other hand, if we only consider the saturation limits (linear function for
the work pace factor, &) the inevitable work overload is equal than the actual work

a; Shift1 Shift 2 T+ |K|-1
ame® =11
a¥ =10
QU
45 91 135 180 226 270290 ¢

Fig. 1 Stepped function for the work pace factor considering the case study from Nissan
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Table 1 Work overload values obtained with M4 U3 and M4 U3_al_n, inevitable work
overload and workstations with processors over-saturated considering a linear (normal work pace
throughout the workday) and stepped function for the work pace factor

€ Waus | Wo Waus_su_y k€K : yealk) > M
ﬁ ﬁ dCL ds d(L O'(S
#1 | 187 12315 [42206 |12315% |4,601.8% |4,9, 10, 16, 9, 10, 16,
17, 18 17, 18

Optimal solutions with*

overload, being the total uncompleted work 1,2315 s. However, with the increase of

the activity factor of processors by 3.3 %, the inevitable workload is reduced by
65.7 % (which corresponds to the maximum reduction that could be obtained) and
the actual work overload by 62.6 %.

5 Conclusions

A new mathematical model for the MMSP-W has been formulated. This model, in
addition to minimise the work overload, considers the labour conditions agreed
between companies and trade unions. In fact, thanks to a case study from Nissan,
we have seen that the saturation limits get worse line productivity. Therefore, in
order to improve productivity and labour conditions is recommended increasing the
activity factor throughout the workday because in this way the saturation conditions
are respected and the actual work overload is reduced by 62.6 %.
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A Heuristic Approach for Integrated
Storage and Shelf-Space Allocation

Nazanin Esmaili, Bryan A. Norman and Jayant Rajgopal

Abstract We address the joint allocation of storage and shelf-space, using an
application motivated by the management of inventory items at Outpatient Clinics
(OCs). OCs are limited health care facilities that provide patients with convenient
outpatient care within their own community, as opposed to having them visit a major
hospital. Currently, patients who are prescribed a prosthetics device during their visit
to an OC must often wait for it to be delivered to their homes from a central storage
facility. An alternative is the use of integrated storage cabinets at the OCs to store
commonly prescribed inventory items that could be given to a patient immediately
after a clinic visit. We present, and illustrate with an actual example, a heuristic
algorithm for selecting the items to be stocked, along with their shelf space allo-
cations. The objective is to maximize total value based on the desirability of stocking
the item for immediate dispensing. The heuristic model considers cabinet charac-
teristics, item size and quantity, and minimum and maximum inventory requirements
in order to arrive at the best mix of items and their configuration within the cabinet.

Keywords Shelf space allocation - Heuristics + Two-dimensional packing
Healthcare applications

1 Introduction

This paper addresses a combined packing and shelf-space allocation problem. The
problem of packing a set of squares or rectangles into a larger square or rectangle
has been widely studied. It has been shown that these problems are strongly
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NP-complete (Li and Cheng 1990; Leung et al. 1990), and therefore numerous
heuristics have been proposed. General surveys on heuristic method for packing
problem can be found in Hopper and Turton (2001), and Ntene and Vuuren (2009).
For general surveys on packing problems the reader is referred to Lodi et al. (2002).
Similarly, there are many research articles on the shelf space allocation problem to
deal with how to optimally allocate shelf space among multiple items so as to
maximize profit, minimize inventory costs, or minimize wasted space. For a
comprehensive study of shelf space allocation the reader is referred to Yang and
Cheng (1999). As noted by Yang (2001) well-managed shelf space can improve the
return on inventory investment, raise consumer satisfaction by reducing out-
of-stock occurrences, and increase sales and profit margins.

We consider an integrated storage cabinet in the management of prosthetics
inventory items at Outpatient Clinics (OCs). OCs are health care facilities that
provide patients with a limited suite of services, but the convenience of outpatient
care within their own community, obviating the need to visit a relatively distant
hospital. Currently, patients who are prescribed a prosthetics device during an OC
visit must often wait for it to be delivered to their homes from a central storage
facility. An alternative is the use of integrated storage cabinets at the OCs to store
commonly prescribed inventory items that could be given to a patient immediately
after a clinic visit. The objective is to maximize the total value of items stored in the
cabinet, based on the desirability of stocking an item for immediate dispensing and
the savings in shipping costs to the patient from the central storage facility.

To our knowledge the specific problem studied has not been considered in the
literature and our model and method are new. We consider a restricted version of
the combined shelf space allocation and packing problem, where the objective is to
pack one or more units of a number of rectangular items into a rectangular cabinet
so that the total value of items packed in the cabinet is maximized. We also consider
different configurations for each item and propose novel methods to pick the best
one for each item. Here, an item’s value is defined as the benefit from stocking it in
the cabinet as opposed to having it shipped from a central facility. Given that the
packing problem by itself is NP-hard in a strong sense, our problem is hard to solve
optimally. We therefore develop a new heuristic algorithm to solve it. The
remainder of the paper is organized as follows. Section 2 describes the model.
Section 3 first introduces three different methods to remove dominated configura-
tions and then presents a heuristic algorithm to solve the problem being modeled.
Section 4 illustrates the heuristic with an actual example and examines its perfor-
mance. Finally, Sect. 5 provides some concluding remarks.

2 Model Description

Integrated storage cabinets come in a wide range of configuration options including
open or closed shelving, secure cabinets with several drawers, and specialty storage
options. We consider the most general configuration, which is a rectangular form
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with dimensions H, W and D for the height, width, and depth respectively. The
cabinet has a series of shelves arranged vertically, each of which could be of a
different height from the set (h, 2k, 3h, ...). Thus the maximum number of possible
shelves within an integrated storage cabinet is given by J = L%J Along each shelf
are a series of lanes of equal height but possibly varying width that run the depth of
the cabinet. Consequently, the maximum number of lanes possible along one shelf
is given by I = L%J where w is the minimum width of each possible lane. The
horizontal coordinate of the bottom left corner of a possible lane is indexed by
i=0,...,1 — 1, while its vertical coordinate is indexed by j =0,...,J — 1. Note
that the each unit on the vertical coordinate is equal to one “shelf height” unit /, and
each unit on the horizontal coordinate is equal to one “shelf width” unit w; all of the
subsequent discussion will use these units for the height and width of items. Only
one item type can be stored in a lane, and units of an item cannot be stacked on top
of each other.

Given a set of K items, each of which is a rectangular solid of varying dimensions,
the packing and space allocation problem is to decide on the number of each item to
pack into a cabinet, along with its configuration in the lane(s) it is assigned, so that
the total value across all items in the cabinet is maximized. Each item k can be placed
on a shelf in any of up to six configurations (two for each pair of facial dimensions).
Foreach k=1, ..., K, we are given its minimum (Z;) and maximum (U;) number
required, along with its storage value V;. Corresponding to configuration c, item k is
characterized by height Hf, width W, and depth D,k =1,...,Kandc=1, ..., 6.

The minimum required height of a lane for item & is given by Aj = {%—‘ ,hi < J, the
minimum required width of a lane for item k is given by w§ = [%—‘ ,wi <1, and the

maximum number of item k in one lane is given by nf = {#J . Then the maximum
k

U

number of lanes possible for item k is given by uj = [Tk—" the minimum number of
k

lanes required for item k is given by If = [%} , and the value of having a full lane of
k

item k in the cabinet using configuration c is given by v{ = Vj x nj. We assume that

a lane dedicated to item k will be filled with n¢ units, where ¢* € (1,...,6) is the

final configuration chosen for item k; thus v{ = Vj x ni Let us define an integer

decision variable x; as the number of lanes in the cabinet that are to be dedicated to

item k. Then the objective of the model is to maximize Zf;l Ve X

3 Description of Heuristic

We first describe three different methods that reduce the number of configurations
the algorithm considers, by eliminating similar or dominated configurations for
each item. Then, we propose a heuristic algorithm to solve the problem.
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3.1 Methods to Remove Dominated Configurations

Once an item’s configuration has been selected, any remaining shelf space above
and behind that item is unusable by other items. Consequently, one might as well
fill up any extra space in the lane with as much as possible of the same item. Note
that alternative configurations of the same item may differ in the amount of space
wasted. Therefore, we first evaluate the local space efficiency of a configuration
using the following methods to remove inefficient or dominated configurations.

The first method removes similar configurations for each item. The maximum
number of possible configurations of an item is 6. But if two dimensions of an item
have the same value then the number of possible configurations decreases to 3. If all
three dimensions are identical, then there is only one unique configuration.

The second method separately removes dominated configurations for each
dimension. We divide the three actual dimensions of an item by the minimum
possible shelf height, /2 and then round these up to determine the minimum required
height of a lane for that item with the different configurations. If these three values
are all different then we don’t have any dominated configurations for the height, but
if we have a tie, then the one with highest original dimension dominates others as it
causes less wasted space. Thus, any dominated dimension need not be considered
as a height in any configuration for that item. We use the same procedure to
determine dominated configurations for width with the only difference that instead
of 1 we divide all dimensions by w. We use similar logic to find dominated
configurations for depth by dividing the depth of the cabinet by the dimensions of
the item, but now rounding down instead of up.

The third method eliminates those configurations that are multiples of some
other configuration. Suppose that for some item &, (1) the minimum required height
of a lane for configurations ¢ and ¢’ are identical (i.e., hf = hi’), and (2) the
minimum required width of a lane, the maximum number in one lane, and the value
of a lane of item k for configuration ¢ are all an integer multiple (say m) of

. . we Ve . . .
configuration ¢’ (i.e.,—% = - = m). Then configuration c is equivalent to m parallel
W’k Vl\

lanes of configuration ¢’. We may therefore eliminate configuration c.

3.2 Algorithm

The algorithm consists of five steps. First, a preprocessing step checks for feasi-
bility. Second, the configuration selection step chooses the best configuration for
each item. Third, the priority step builds two different sets of priority indices.
Fourth, the allocation step allocates available space to items one by one according
to their priority indices. This step is divided into two sub-steps which respectively
ensure that the lower and upper bounds for the amount of item & are not violated.
Finally, in the fifth step the objective value of the final solution is calculated. Let
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s denote the most recently created new shelf, R, the index set of items on shelf s,
and. Start with s = 1.

1. Preprocessing step: This step checks for problem feasibility by ensuring that the
total available space in a cabinet is not less than minimum amount of space

required. In particular, Zszl min{l{ (w¢hg)} > 1J, then the problem is definitely

infeasible, so stop. Otherwise, there may still be a feasible solution so go to the
configuration selection step.

2. Configuration selection step: In this step, we select the best configuration (c*) to
use for each item in the rest of the algorithm. To do this we execute the next
three steps until all items are configured.

2.1. Consider the ratio W for each configuration of each item. This
k k

ratio gives us the fraction of the available space actually being used in one
lane of item k with configuration c. If there is a unique maximum, we
denote the corresponding ¢ by c*.

2.2. Use Sect. 3.1 to remove any dominated configurations from the ones
remaining for each item. If there is only one remaining configuration for
the item denote it by ¢*, and go on to the priority step; else, go to step 2.3.

2.3. We still have more than one possible configuration, so assign c¢* to the one
with minimum wj, x Af. If there is a tie assign ¢* to the one with minimum
wi + hy, and if there is still a tie assign ¢* to the configuration with the
lower index value for ¢; then move on to the priority step.

;o) |

3. Priority step: In this step we build two different priority indices.

3.1. Sort the elements of {1, ..., K} in descending order of the item heights,
break any ties based on widths and then on item index k. Define this new
sorted set as S;. Then go to step 3.2.

3.2. Sort the elements of {1, ..., K} in descending order of the quantity ﬁ’
k Tk

and define this new sorted set as S,, then go to the allocation step.

4. Allocation step:

4.1. For successive k € S;, allocate the available space in the cabinet from
lower left of the bottom shelf to meet the minimum requirement () of
item k using a first-fit decreasing height heuristic (FFDH):

4.1.1. Is S; empty? If yes go to step 4.2; else select the next k € S} and go
to step 4.1.2.

4.1.2. Ts x{ less than its lower bound £ ? If yes go to step 4.1.3; else
remove item k from set S; and go to step 4.1.1.

4.1.3. Create a lane for item k (left justified) on the first partially filled
shelf where it fits. If no shelf can accommodate item & then go to
step 4.1.4; else, increment x{ by 1 and go to the step 4.1.2.
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Is there any space left to create new shelf for a lane of k? If yes,
create new shelf (s := s 4 1) and create a lane for k (left justified)
on it, then increment x,i* by 1 and go to step 4.1.2; else stop, the
problem is not solvable with this algorithm.

4.2. Create additional lanes (up to ui of them) for each k if possible: pro-
ceeding from the bottom shelf up:

4.2.1.

42.2.

4.2.3.

Identify the first available location (left justified) for a new lane. If
this corresponds to an existing (partially filled) shelf (s') go to step
4.2.3; otherwise go to step 4.2.2.

This step creates a new shelf if possible:

4.2.2.1. Is S, empty? If yes go to step 5; else select the next k € S,
and check if x{ is less than its upper bound u . If yes go to
step 4.2.2.2; else remove k from set S, and repeat this step

4.2.2.2. Is there any space left to create a new shelf for k? If yes,
create a new shelf (s := s+ 1) and assign the first lane on
the shelf to item k, increment x,”: by 1 and go to step 4.2.1;
else remove k from S, and go to step 4.2.2.1.

This step creates a new lane on existing shelf s’ if possible:

4.2.3.1. Sort the current elements of S, in descending order of the

-
Ve *
k . C
- -, wWhere hy = maxycg, h
h.d—hzt W, g we > s k'eRy My

quantity 3

k’eRv/<
is the height of shelf s’. Define this new ordered set as S3
and go to step 4.2.3.2.

4.2.3.2. Is S3 empty? If yes go to step 4.2.1; else select the next
k € S3 and check if xi* is less than its upper bound uf? If
yes go to step 4.2.3.3; else remove item k from set S;, S3
and repeat this step

4.2.3.3. Try to create a lane for item k (left justified) in the available
space on shelf s'. If it fits then increment "i by 1 and go to
the step 4.2.1; else, remove k from S3 and go to step 4.2.3.2

5. Termination step: Calculate the objective function S5, v¢ x¢’

4 Numerical Example

We now solve an actual example from a clinical setting with the proposed heuristic
algorithm. We are given a cabinet with height 74 in., width 22 in. and depth 22 in.
The height of each possible shelf and the width for each possible lane are 4.66 and
1.00 in. respectively. Therefore the cabinet can have up to 15 shelves, and up to 22
lanes per shelf (each with depth 22 in.). Table 1 provides the item characteristics for
the items that we want to allocate in this cabinet.
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Table 1 Items parameters

Item name No. |H{ we¢ D¢ |\Vi |LY (USRS | ws v | u
Accucheck 1 3.75 6.50 [5.50 |11 |10 |30 1 7 44 |3 |8
BP cuff 2 825 | 400 [550 [ 8 |10 |20 |2 4 32 |3 |5
Mask 3 7.00 | 6.50 |[2.00 | 2 [10 |20 |2 7 22 |1 |2
Nebulizer 4 9.25 8.00 |800 (20 | 5 [10 |2 8 40 |3 |5
Thermopress | 5 10.00 | 6.00 |2.00 |15 7 (20 |3 6 [165 |1 2
Heating pad |6 12.00 | 8.00 |3.00 (10 | 7 |20 |3 8 70 |1 3
Humidifier 7 13.00 |11.50 |8.00 |25 1 2 |3 12 50 |1 1
Fig. 1 Example
configuration after step 4.1
1
2 2 . .
4 3 2
s 4 4
7 6

Solving this example with the proposed algorithm yields an objective value of
1180. Figure 1 shows the algorithm at the end of step 4.1 when the minimum
allocations have been completed and Fig. 2 shows the final allocation.

Since we do not know the optimal solution we propose an upper bound for
empirically evaluating the heuristic solution. This bound, z,,, is obtained by solving
the following knapsack problem considering the overall volume of the cabinet
max {35 vix$ SN WSS <L < <u§ Yk, x5 € Z, }. For our prob-
lem, z,, = 1292; therefore, it follows that the optimum value lies in the interval
[1180, 1292]. The ratio 1292/1180 = 1.09 indicates that the best we could possibly
do is about 9 % better than our heuristic solution. In fact, it is likely that the

Fig. 2 Example final 1 1 1 [
configuration

n
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EN
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improvement that we could get with the optimal solution is actually much smaller
since the upper bound is approximate and not necessarily a very tight one.

5 Concluding Remarks

This paper proposes a restricted version of the combined shelf space allocation and
packing problem for integrated storage cabinets. Using an FFDH approach, con-
sideration of different configurations and a new prioritization scheme, a heuristic
algorithm is proposed to solve this problem. We also introduce different methods to
choose the best configuration for each item. We empirically evaluate the heuristic
solution by proposing an upper bound. This bound is obtained by considering the
overall volume of the cabinet and solving a knapsack problem. The algorithm is
illustrated with an actual example from a clinical setting and the solution is shown
to be a very good one. We are currently in the process of evaluating the algorithm
on a wider range of problems and on developing an integer programming formu-
lation to find the optimal solution for this class of problems.
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Evaluation of Pull Control Strategies
and Production Authorisation Card Policies
Recovery Period in a Multi-product System

Chukwunonyelum Emmanuel Onyeocha, Joseph Khoury
and John Geraghty

Abstract Pull production control strategies have demonstrated poor responses to
large variations in demand volume. A recently developed pull production control
strategy referred to as Base Stock-Kanban-CONWIP control strategy is capable of
minimising WIP while maintaining high volume flexibility. This paper investigates
the recovery period of pull production control strategies and production authori-
sation card policies after lumpy demands in a multi-product manufacturing system.
Discrete event simulation and multi-objective optimisation approach were adopted
to develop sets of non-dominated optimal solutions for configuring suitable deci-
sion set to the pull control strategies. It was shown that the shared Kanban allo-
cation policy outperforms the dedicated Kanban allocation policy. Additionally the
Basestock-Kanban CONWIP control strategy outperforms the alternatives.

Keywords Pull control strategies - Production authorisation card policies
Multi-product system - Lumpy demand

1 Introduction

Pull production control strategy has shown to be successful particularly in non-
repetitive and single-product manufacturing environments resulting to the recog-
nition of pull as a superior strategy over the push strategy (Womack et al. 1990;
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Marek et al. 2001; Krishnamurthy et al. 2004). Krishnamurthy et al. (2004) reported
that the effective implementation of pull production control strategies in certain
original equipment manufacturers led to the proposal that pull production control
strategy is valuable in all manufacturing environments. Their findings showed that
pull control strategies perform poor in multi-product systems with high varying
demands and highly engineered products in small batches. According to Marek
et al. (2001), large variations in demand volume and product mix adversely affects
pull production control strategies.

Demand variability in multi-product manufacturing systems poses a difficult
challenge and requires implementation of appropriate production control strategy to
manage such variations. Lumpy and intermittent product volume or mix in a system
undermines the principles of pull and results in line congestion, low throughput rate
and long lead times in manufacturing systems (Bamber and Dale 2000). Various
studies have evaluated the performance of pull production strategies in differs
manufacturing conditions however, not much interest has been shown on the time
of recovery of pull production control strategy after a lumpy demand. This paper
examines the time of recovery of GKCS, EKCS, HK-CONWIP and Basestock
Kanban CONWIP (BK-CONWIP) control strategies in both D-KAP and S-KAP
modes in a four product five stage assembly line with sequence-dependent
changeover times, and finite buffer. Simulation and multi-objective optimisation
techniques were used to generate Pareto-frontier for selection of the control
parameters for the experiments. The rest of this paper is structured as follows:
Sect. 2 provides a brief review of the relevant studies on multi-product pull pro-
duction control strategies, while a description of the manufacturing system and the
experimental set-up is presented in Sect. 3. The simulation results and analysis is
provided in Sect. 4, while the research conclusion is presented in Sect. 5.

2 Background

Pull control strategy starts production of parts in a system based on actual demand
and it attempts to control the Work-In-Process (WIP) inventory in a system, while
observing the throughput. Some pull strategies uses signal cards known as pro-
duction authorisation cards to release parts in a system, for instance Kanban control
strategy (Sugimori et al. 1977), while others do not, such as Basestock control
strategy (Kimball 1988). Several variations of pull strategies exist based on the need
to improve the performance of pull in certain manufacturing environments
(Onyeocha and Geraghty 2012). Some of these variations integrated push and pull
control strategies for better performance to certain manufacturing conditions
(Spearman et al. 1990; Onyeocha and Geraghty 2012). The ability of pull strategies
to control WIP in a system gave pull added advantage over push strategies, as
manufacturers prefer to limit the amount of materials released into a system while
allowing demands to be on paper than physical materials in a system (Marek et al.
2001). However in multi-product pull controlled systems, large volume of
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production authorisation cards are planned to respond to multi-products and
demand variations, causing proliferation of WIP. Large WIP in a system results to
line congestion, long lead time and low throughput.

Proliferation of WIP in multi-product systems undermines the principle of pull
control strategies and has not been adequately resolved as a majority of studies on
pull control strategies concentrated on single product manufacturing environments
(Deleersnyder et al. 1992; Spearman et al. 1990; Onyeocha and Geraghty 2012). On
the other hand, the widely studied areas in multi-product manufacturing environ-
ments are the planning and scheduling and optimisation (see, Onyeocha and
Geraghty 2012). In those studies, the production authorisation cards are dedicated
to a product type. The need to reduce the WIP level in multi-product pull control
systems led to the findings of Baynat et al. (2002), showing that the control
mechanism of production authorisation cards in pull strategies can be dedicated or
shared. S-KAP was reported in the literature to have the capability of achieving
lower WIP at any given delivery performance with fewer production authorisation
cards under steady or low environmental and system variability (Olaitan and
Geraghty 2013; Onyeocha et al. 2013). In addition, some of the pull control
strategies that are successful in single product manufacturing environments for
instance KCS, CONWIP, BSCS and HK-CONWIP are incapable to operate in
S-KAP mode (Baynat et al. 2002; Onyeocha and Geraghty 2012). Onyeocha and
Geraghty (2012) proposed a modification approach to improve the control mech-
anisms of pull control strategies to facilitate their operations in S-KAP mode.
Furthermore they developed a new pull control strategy (BK-CONWIP) with
capability of quick responds manufacturing and high flexibility.

The innovation of developing production control strategies with quick responds
manufacturing capability is valuable, however, it is necessary to understand the
behaviour of these control strategies and the time of their recovery when lumpy
demand occurs in a system.

3 Experimental Conditions

A brief description of the system modelled and the experimental set-up is provided
in this section. The system is an automotive electronics components production
plant, which produces four product-types. These four products are classified into
two product families (A and B) and are assembled in a five stage line (see Fig. 1).
Numerous complex operations are performed simultaneously in the system, such as
minimisation of the number of set-ups, minimisation of the run/batch quantity and
dynamic priority control. The processing times, machine unreliability, machine
capacity, and buffer sizes are modelled based on the data from the company (see
Table 1).

The demands are made once a week and the due date for an order is one
production week. There are two demand datasets (A and B), with each of the four
products having demand profile for a six week period as shown in Table 2.
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Stage1 Stagez
[Super Market]
Smgez } { = ﬂ._\

RM: Raw Material, MP: Manufacturing Process, I: Buffer Inventory, D: Demands ,—> Demand Flow —> Part Flow

ﬁ Shipment

Demand for

< Part-types (P)

Fig. 1 Five-stage multi-product manufacturing system modelled (Source Authors’ production)

The demand dataset B has a lumpy demand at its first week demand and backlogs
occurs in the system when demands are not met within a production week period.
The backlogs are first served in the next production week before commencement of
the week’s production. The ability to fully clear the backlogs and the demands of
the current production week is considered as the recovery period of a pull strategy.

The simulation experiments in this work were conducted using ExtendSim
simulation software application and were carried out over thirty replications, four
weeks warm-up period and ten weeks run length for each of the models. The control
parameters of the models were optimised using the demand dataset A via a multi-
objective optimisation application block developed by Kernan and Geraghty
(2004). The Pareto optimiser configurations were set as follows: the mutation rate
set to 10 %, the number of generations set to 200 and 30 replications per iteration.
Table 3 provides a description of the search space of the pull control strategies and
production authorisation card policies at 100 % Service Level (SL). It was observed
that S-KAP maintained lower production authorisation cards than D-KAP.

4 Simulation Results and Analysis

The optimal settings of demand dataset A that achieved 100 % service level was used
in the configuration of the control parameters of a specified Kanban Allocation Policy
and specified Production Control Strategy combination (KAP+PCS) and was kept
unchanged while simulating the demand dataset B to examine the rate of backlog
and time of recovery of each KAP+PCS. The average Total Work-In-Process
(TWIP) inventory, average Total Service Level (TSL) and average Total Backlog
(TBL) for each of KAP+PCS were plotted in Fig. 2, while Table 4 provides a
description of screening and selection of a superior strategy based on the least WIP
level achieved by KAP+PCS using the Nelson’s ranking and selection procedure
(Nelson et al. 2001). In addition, the weekly cumulative backlogs obtained from
demand dataset B with lumpy demand in week 1was plotted in Fig. 3 to describe the
position of backlogs in the system. Due to space limitations only the first and fifth
plots are presented in Fig. 3.
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Table 2 Demand profile

Demand dataset | Product Production week (Box quantity)
Week 1 | Week 2 | Week 3 | Week 4 | Week 5 | Week 6
A Product 1 542 452 404 503 247 483
Product 2 130 224 142 118 129 114
Product 3 130 184 131 159 125 147
Product 4 110 138 147 71 61 39
Total demand Box quantity 912 998 824 851 562 783
volume
B Product 1 1,133 542 452 404 503 247
Product 2 220 130 224 142 118 129
Product 3 211 130 184 131 159 125
Product 4 154 110 138 147 71 61
Total demand Box quantity | 1,718 912 998 824 851 562
volume

Source Authors’ production

Table 3 Search space and optimal values of KAP+PCS at 100 % service level

KAP+PCS Search range CONWIP Kanban Basestock
D-KAP HK-CONWIP 4-350 285 44 205
S-KAP HK-CONWIP 4-350 262 26 180
D-KAP GKCS 4-350 N/A? 302 254
S-KAP GKCS 4-350 N/A? 285 248
D-KAP EKCS 4-350 N/A? 290 245
S-KAP EKCS 4-350 N/A? 279 245
D-KAP BK-CONWIP 4-350 303 43 0
S-KAP BK-CONWIP 4-350 225 25 0

Source Authors’ production
# Not applicable

Figure 2 shows that in demand dataset A, all KAP+PCS achieved 100 % average
total service level and zero average total backlogs at different work-in-process
inventory levels. S-KAP outperformed D-KAP in terms of WIP levels, while BK-
CONWIP outperformed HK-CONWIP, GKCS and EKCS. S-KAP BK-CONWIP is
superior to all the alternatives as it maintained the least WIP level. The performance
in demand dataset B is similar, such that the shared policy outperformed the ded-
icated policy. BK-CONWIP outperformed HK-CONWIP, EKCS and GKCS, while
S-KAP BK-CONWIP outperformed the alternatives. However, no KAP+PCS
achieved 100 % average total service level and zero average total backlogs.

The average total work-in-process inventory was screened using Nelson’s
combined procedure to determine the best KAP+PCS. The control parameters of
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Fig. 2 Results of WIP levels, service levels and backlogs of KAP+PCS (Source Authors’
production)

Table 4 Application of Nelson’s combined procedure for best KAP+PCS
KAP+PCS

n, Y; S? Keep? N;

—

D-KAP BK-CONWIP
S-KAP BK-CONWIP
Source Authors’ production

30 1,141.32 17,824.63 Eliminate 284
30 1,085.44 17,830.12 Keep 172

D-KAP HK-CONWIP 1 30 1,791.50 18,893.80 Eliminate 330
S-KAP HK-CONWIP 2 30 1,760.80 18,021.01 Eliminate 329
D-KAP GKCS 3 30 1,761.32 18,987.38 Eliminate 417
S-KAP GKCS 4 30 1,750.17 18,859.01 Eliminate 474
D-KAP EKCS 5 30 1,337.20 20,985.78 Eliminate 521
S-KAP EKCS 6 30 1,225.59 20,182.04 Eliminate 496

7

8

the Nelson’s combined procedure used are as follows: k = 8, n, = 30, the overall
confidence level (a) is 90 % for the combined procedure, that is a = 0.1, also
confidence level of 95 % for each of the two stage sampling procedures is given as
ap = o = 0.5. A practical significant difference of 30 boxes is reasonable, provided
by the company’s personnel. Rinott’s integral h = 4.253, where n, is the initial
number of replications for each strategy. N; is the number of additional simulation
needed for further screening. S%i is the variance of the sample data and Y, is the
average of the sampled data. The results of the application of Nelson’ combined
procedure for demand dataset A shows that S-KAP BK-CONWIP is the best KAP
+PCS.

Figure 3 shows that BK-CONWIP recovered better than the alternatives. BK-
CONWIP in both D-KAP and S-KAP modes recovered on the week 5 (600 h) period.
While HK-CONWIP, EKCS and GKCS recovered on week 6 (720 h) period. It was
shown that S-KAP BK-CONWIP has the least total backlog in week 1, while D-KAP
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Backlog Profile at End of Week 1
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Fig. 3 End of the week 1 backlog positions (Source Authors’ production)

EKCS has the most backlogs in the system. S-KAP BK-CONWIP maintained the
least backlogs in all week. In week 5, BK-CONWIP in both S-KAP and D-KAP
modes achieved total recovery and had zero backlogs, followed by S-KAP EKCS
with 30 boxes (backlogs), then S-KAP GKCS with 59 boxes (backlogs), next is
D-KAP HK-CONWIP with 100 boxes (backlogs), followed by S-KAP HK-CONWIP
with 101 boxes, and D-KAP EKCS with 121 boxes, while D-KAP GKCS has the
most backlogs (220 boxes) in the system. In week 6, the remaining KAP+PCS
recovered and achieved zero backlogs in the system. S-KAP was observed to out-
perform D-KAP in quick recovery, while BK-CONWIP outperformed the alterna-
tives as it recovered earlier than the rest.
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5 Conclusion

We have demonstrated that S-KAP BK-CONWTIP provides the best flexibility in
terms of minimising WIP in the presence of unsteady demands. While the per-
formances of all systems degraded significantly when a surge in demand volume
occurred in the week 1 of demand dataset B. The shared policy of BK-CONWIP
and EKCS maintained good service levels, above 95 %. When lumpy demand
occurred, all KAP+PCS accumulated significant proportion of the end of week
backlog (see Fig. 3). However, S-KAP BK-CONWIP maintained the least quantity
of the total backlogs. Similarly, we showed that BK-CONWIP provides quick
response with regards to backlog recovery period. Shared Kanban allocation policy
recovered quicker than the dedicated policy, while the best KAP+PCS is the S-KAP
BK-CONWIP by maintaining the least total end of week backlog. Further research
on the robustness of these KAP+PCS systems with more complexity in terms of
number of products and number of stages would provide clearer understanding of
appropriateness of these strategies for multi-product environments with lumpy
demand.
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Smart Decision in Industrial Site Selection:
What’s New in the Case of a Steel Mill
in Brazil?

Alexandre de Oliveira Gomes and Carlos Alberto Nunes Cosenza

Abstract The site-selection problem on Steel industry deals with complex aspects
of economy, society, engineering and environment. For a long time, there was only
the logistics outlook, but until today, this is not completely overcame. The con-
sequences of a wrong decision are adverse for most firms. In this regard, this paper
proposes a hierarchical multi-criteria Fuzzy-based model and simulates a steel
facility selection in Brazil to approach the problem beyond the logistics, including
new factors imposed by the current business and social demands. Initially, we
present the first two steel mill’s locational studies in Brazil and their relationship
with the classical models. Then, a hypothetical steel mill of 2.5 Mtons/year is
specified to enable the assessment of four locational options over twenty factors.
The results showed that environment and engineering factors gained relevance,
where the former may be decisive and the later mitigates the risks for construction
and operation, contrarily to the traditional view. Furthermore, transportation still
plays a relevant role onto decision, but solely. Lastly, short and long terms forecasts
encourage to rethink the traditional view of locating steel mills close to the
resources.

Keywords Site selection - Steel industry < Multi-criteria fuzzy model
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1 Introduction

The steel industry is intrinsically related to the economic development of many
countries. In Brazil, the growth started in 1921 when the Belgian-Luxembourg
ARBED group joined to an existing Brazilian mill (Baer 1970). In 1946, Brazil sets
up the biggest steel mill in Latin America. In the 90s, the changeover: steel
company’s privatization due to the reflect of world globalization. The emergence of
the “knowledge society” (Dziekaniak and Rover 2011) and the “Social License”
(Prno and Slocombe 2012) imposed a review of the basis for site selection decision-
making. The transportation costs are no longer the sole factor to be considered, not
meaning that they have lost importance, but other factors emerged accordingly.
This paper proposes a heuristic approach to address industrial location decision-
making, in particular, steel mills in Brazil. It demonstrates the benefits of intro-
ducing engineering factors on the decision. Additionally, it discusses the country’s
experience on featuring a non-standard geographical distribution of its steel park.

2 Approaching the Problem

Historically, in Brazil the location of steel mill facilities has not followed the
deterministic pattern of Weber’s Material Index (1929), which rates the industries
as oriented to the resources, market or labour. According to such index, steel plants
were classified as resource-oriented. Weber (1929) and his followers (Predohl,
Palander, Ritschl and others), considered transportation costs the most critical
locational factor (Richardson 1975).

The steel park diversification is notorious from 1960, when one-third of the
national facilities were close to the sources of raw materials—at the continent,
motivated by the intention of local mine owners to value their iron ore commod-
ities. Less than one-fifth were near to the market—at the southeast coast, where
existing firms were willing to produce special steel to serve the emerging auto-
mobile park located there. Furthermore, there was one single facility placed
between the resources and the market (Baer 1970). The major consumption was
concentrated in the southeast coast (Kafuri 1957).

This geographic diversification suggests a debate on whether the location of a
facility should follow a rule like Weber’s (1929) attempt or, on the contrary, it
should be evaluated case-by-case, in light of the interests and restrictions involved.
As Richardson (1975) cited that there is not a general locational theory, nor for steel
mills, this paper approaches the locational decision beyond the logistic problem,
includes new objective and subjective factors and, points out the value of engi-
neering aspects for site selection decision-making.
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3 The Rational of the First Two Locational Studies
in Brazil

Kafuri (1957) and Junior (1961) reported the first two locational studies for steel
plants carried out in Brazil over the 50’s. The militaries ruled the country and
Brazilian industrialization was just at the beginning. Influenced by Weber’s (1929)
study in “The theory of location”, Losch (1954) and Dantzig (1951 apud KAFURI
1957), in his study on Linear Programming, “Application of the Simplex method to
a transportation problem”, the location problem was approached using factors that
defined the criteria of locating “close-to-resources”, “close-to-market” or “in the
middle”, which had to be defined first. That differed a bit from the orthodox
decision-making process where no alternative options other than “close-to-
resource” were considered. The transportation cost was the most critical criterion
and, in both studies, engineering was applied only to implement the decision made
to a given place.

4 Model Building

The following scheme illustrates the Multi-criteria Coppe-Cosenza Fuzzy Model
framework (Cosenza 1997, 2001) used with some modifications to support a
decision of a steel plant location in Brazil (Fig. 1).

Macro areas

/ Supply Matrix

Locational Demand x Supply  |—| Locational Options
Factors \ (Fuzzy Analysis) (macro selection)

Demand Matrix

Steel Mill /

Processes

Territory Study
/ Survey

Entrepreneurship /
Study \

Fig. 1 Site selection algorithm
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5 Steel Plant Specification

The hypothetical steel facility simulated has the following main specification:

e Integrated mill with a production capacity of 2.5 Mtons/year;

Finished products are flat slabs and rolled coils—slabs for exportation and rolled
coils for the domestic market;

Iron ore from domestic market and metallurgical coal is imported;

Power supply of 150 MW, generated by an own Thermoelectric Plant;

Own Water plant and Sewage treatment station;

4,500 employees (2,000 hired and 2,500 third-parties);

Construction area + expansion: 1,200 ha (12 km? or 12,000,000 mz).

6 Macro Areas—Locational Options

Next Table 1 (that is at the bottom of the page) shows the selected macro areas as
locational options.

Table 1 Macro areas—Ilocational options

Macro | Area (km?) | Latitude Longitude City State | Location

area

Acgu 19.68 21°51'53.56"S | 41°4'27.64"0 | Sdo Jodo RJ BMR
da Barra

Ubu 19.63 20°46'56.25"S | 40°36'48.36"0 | Anchieta ES CT™M

Maraba | 19.78 5°21'48.65"S | 49°12'59.64"0 | Maraba PA CTR

Suape | 20.16 8°242.88"S 35°2"2.74"0 Cabo de Santo | PE CT™M
Agostinho

Source GIS database; BMR Between market and resources; CTM Close-to-market; CTR
Close-to-resources

7 Locational Factors

The use of environment and engineering locational factors represents the difference
between the traditional and the contemporaneous approach. Among these, engi-
neering is the newest trend on supporting site selection decision. The engineering
factors attempt to mitigate the construction risks and to reduce investment and
maintenance costs, e.g. construction works, piping, electrical power transmission
lines and equipment size and quantity (Table 2).
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Table 2 Locational factors
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Production Transportation | Environment Engineering

Raw material Port APPs Topography and declivity

(iron ore)

Electrical power | Railway Traditional community Liquid effluent reservoir

Water Waterway Indigenous land Water capture

Labour Roads Conservation unit Interconnection to HV lines
City master plan Interconnection to PSTN
Atmospheric emission Floodable area
impact on communities

8 Demand and Supply Matrices

8.1 Project Typology (h) and Demand Matrix (Aj,x,)

The project typology (h) is unitary because only one type of project is being
considered. The Demand Matrix (Axz0) is represented in Table 3.

Table 3 Locational factors—degree of relevance

Production

Crucial
A)

Conditional
(B)

Not very
conditional (C)

Irrelevant
D)

1 Raw material (iron ore)

X

2 Electrical power

X

3 Water

X

4 Labour

5 Port

6 Railway

7 Waterway

8 Roads

9 APPs

R R )

10 Traditional community

11 Indigenous land

12 Conservation unit

ko

13 City master plan

14 Atmospheric emission impact on
communities

15 Topography and declivity

16 Liquid effluent reservoir

17 Water capture

18 Interconnection to High voltage
(HV) transmission lines

19 Interconnection to
telecommunication network (PSTN)

20 Floodable area
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8.2 Supply Matrix (B,,x,, = B2gx4)

N is the number of locational factors and m, the locational options. The ratings A,
B, C and D resulted from the comparison between actual field data and the
parameter’s set up by experts on steel industry. Distances, incidences and topog-
raphy data were obtained through Geographic Information System (GIS) (Rushton
2001; NCGIA 2013), and the remaining via questionnaires and interview with
experts or search on database (Table 4).

8.3 Relationship Between Demand and Supply Matrices

Establishes a vis-a-vis comparison. It follows the matrix product logic, but instead
of figuring each a;; % by multiplication, the values are compared according to the
Table 5, that is elaborated by the model’s expert according to the problem.

Table 4 Supply matrix Bogxq

Locational factors Ubu

>
0
c
g
o
o
w
g
=)
a

1 Raw material (iron ore)

2 Electrical power
3 Water

4 Labour

5 Port

6 Railway

7 Waterway

8 Roads

9 APPs

10 Traditional community

11 Indigenous land

12 Conservation unit

13 City master plan

14 Atmospheric emission impact on communities

15 Topography and declivity

16 Liquid effluent reservoir

17 Water capture

T W QP> Q> | > > > > > T >
C A iviiol g g o NS wilic-Ris gl g iee i
> > (O > > > | W > 0w O > ">
W > QO > > > T > > > > W0

18 Interconnection to high voltage (HV) transmission
lines

o
o
o
o

19 Interconnection to telecommunication network
(PSTN)

20 Floodable area A B B B
A Surplus; B Required; C Insufficient; D Absent
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Table 5 Relationship between demand and supply matrices

Project demand/Macro area supply Surplus | Required | Insufficient | Absent

A B C D
Crucial A |[1+4mn |1 1—4/m 0
Conditional B |1+3mn |1 1 -3/ 1/(n — 16)!
Not very conditional C |[1+2m |1 1-2/n 1/(n — 17)!
Trrelevant D |1l+1lm |1 1—1m 1/(n — 18)!

8.4 Site Selection Matrix (Cj,x,,)

The result of X (a; % by) is [C] = {Acu (21.40); Ubu (19.46); Maraba (19.46) and
Suape (19.53)}. Multiplying each element X (c;) above by the scalar
E (Epxn = Ex1), we obtain Matrix Cyx,, (Table 6), which lists the index of suit-
ability for each macro area.

E=1/n=1/20=0.05 (1)

9 Results

According to Table 5, the project is feasible when [A] x [B] results at least in 1
(“required” or “surplus”), thus on short-term only Acu would be eligible. The far
distance from raw material (Table 4) led Suape to disqualification, otherwise, e.g. if
equally assessed (rate “A”), it would rank the 2° position, with suitability index of 1.03.

9.1 Long-Term

For long-term simulation, we took “insufficient” and “absent” factors and forecasted
them in a five year’s horizon. Factors related to natural resources (mine, waterway
or liquid effluent reservoir), geological (topography) and environment (APPs) tend

Table 6 Matrix Cpum:

short-term ranking Category Acu Suape Maraba Ubu
Production 1° 2° 1° 1°
Transportation 1° 2° 4° 3°
Environment 2° 1° 1° 3°
Engineering 1° 1° 2° 3°
Suitability index 1.07 0.98 0.97 0.97
Final ranking 1° 2° 3° 4°
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Table 7 Matrix Cjxp:

long-term ranking Agu Maraba Suape Ubu

Suitability index 1.07 1.05 0.93 0.93
Final ranking 1° 2° 3° 4°

not to vary, whereas ongoing construction works in Port and in existing waterway
might be completed, therefore, it improves location’s rates. The distance among
communities and locations tend to shorten due to population’s growth, and then the
factor “atmospheric emission impact on communities” decreases for all locations
(Table 7).

To measure only the environmental factor’s impact, we repeated the assumption
made in 9 (rate “A” to Suape on raw material’s factor) and held the others. The
outcome disqualifies Suape, its suitability index drops from 1.03 to 0.99.

10 Conclusion

The results showed that an intermediate position between resources and market is
more proper to Brazil, but it does not mean another attempt to set a rule. The long-
term simulation introduced Marab4 as the second interesting option, which indicated
the more plentiful is the supply, coeteris paribus, the locational option varies
independently. The transportation remained important, but sole. Finally, the intro-
ducing of engineering and environmental factors divided the past and the present’s
approach and fits the model in the current business, economic, social and political
environment. They expanded the site-selection outlook beyond the logistics. Engi-
neering factors added asymmetry and enriched the comparison, besides contributing
to mitigate the risks and to reduce the costs associated to plant’s construction and
operation. Environment factors proved that may be decisive. Moreover, the model
delivered satisfactory results and demonstrated great performance on processing
different data: numerical, linguistic, objective and subjective.
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Dynamic Multi-objective Maximal
Covering Location Problem with Gradual
Coverage

Mohammad Forghani Youshanlo and Rashed Sahraeian

Abstract In this study, a dynamic multiple-objective model of maximal covering
location problem has been presented in which the gradual coverage radius has been
taken into account. The model has several aims, including: maximizing initial
coverage, maximizing backup coverage, and minimizing the fixed and variable
expenses related to the location, transportation vehicles, and variable demands in
the course of programming. This model intends to find the best location for the
centers of emergency services which can meet the maximum demands of present
and future. In this model, the variables of backup and initial coverage have been
presented fractionally in order to cover more demands. Then, an example with
random numbers has been given and solved by lexicographic multi-objective linear
programming (LMOLP) and fuzzy goal programming (FGP) approaches. The
obtained results show the superiority of fuzzy goal programming approaches.

Keywords Maximal covering location problem (MCLP) - Fuzzy goal
programming (FGP) - Multi-objective models - Dynamic location

1 Introduction

Creating systems of emergency services and establishing the related facilities have a
pivotal role in the success of planning. The model of maximal covering location has
a lot of applications in this field. In MCLP, the objective is to determine the location
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of a limited number of facilities in order to maximize the extent of coverage based
on coverage radius. In this study, another multiple-objective model of maximal
covering location has been presented. Populations and the extent of demands are
continuously changing throughout the time in different places. Based on these
changes, the number of transportation vehicles in the centers of emergency services
must change. Determining the initial coverage and backup coverage in a fractional
manner are among the other features of the model. In many models, coverage radius
is determined in a fixed manner, which is not consistent with reality. In the pre-
sented model, coverage radius is gradual. In addition, capacity constraint of facil-
ities is taken into account. The potential locations have fixed and variable expenses
in the installation of facilities. Up to now, different methods have been suggested
for the solution of multiple-objective models, including: goal programming and
weighted methods. The goal programming enables decision-makers to determine
the level of expectations for each goal. Since in reality, it is difficult to find the
expected figure exactly, the intended figures might not be found with assurance. In
situations which the decision-makers cannot determine the objective figures, the
fuzzy goal programming can help them.

2 Literature Review

Up to now, many models have been suggested in this field. All these models have
developed the basic models. In the field of multiple-objective models, Araz et al.
(2007) proposed a multi-objective model. The objectives considered in the model
are maximization of the population covered by one vehicle, maximization of the
population with backup coverage, and increasing the service level. Beraldi and
Bruni (2009) suggested a probability model of the positioning of emergency
transportation vehicles. This model seeks to minimize fixed and variable expenses
related to the stationing of transportation vehicles. Coskun and Erol (2010) pro-
posed a single-objective model whose focus was to minimize the expenses related
to the stationing and the allocation of transportation vehicles. In the suggested
models, the coverage radii are fixed. The gradual coverage is a concept which helps
to bring the models closer to the realities. The suggested model of the current study
is a model with gradual coverage. Berman et al. (2003) in their article proposed two
coverage radii. In their model, the demands within the smaller radius were covered
completely; the demands outside the bigger radius were not covered; and the
demands between the two radii were covered according to a linear function.
Another effective factor which increased the efficiency of the model was the con-
sideration of demand dispersion in each zone. The majority of studies on maximal
covering location are static, and the variable of time has not been taken into account
in the process of positioning (Fazel Zarandi et al. 2013). Since demand dispersion
changes throughout years, the dynamic positioning of emergency facilities can
improve the quality of these services. Basar et al. (2011) suggested a dynamic
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model with double-coverage approach for medical service stations. This
single-objective model optimizes the level of demands which have been covered at
least twice.

3 Proposed Model

In the proposed model, the problem is considered in a discrete condition. The
expenses are considered to be fixed throughout time. Each demand point can be
covered by one or more centers. Then, some of the parameters and variables are
introduced. ry,r,: Smaller and bigger radius; d;;: The shortest distance from i to j; K;:
The workload capacity for a facility in j; fj: Fixed costs; v;: Variable costs (per-unit
capacity cost); h;: The population at node i in period t; M;: The set of zones that are
within a distance less than r, from i; Uj; The fraction of population in i covered by
more than one vehicle in t; Y;: The fraction of population in node i covered by one
vehicle in t; Xj;: The integer number of vehicles located at potential site j in period t;
Wi The fraction of population.

The suggested model has several advantages over previous models. Firstly, it is
multiple-objective model whose aims are maximizing the initial coverage, maxi-
mizing backup coverage, and minimizing expenses. Secondly, since population
dispersion is not fixed throughout time, the variable of time has been taken as an
important factor in order to prepare the ground for meeting the future demands.
Thirdly, U;, and Y;, have been defined as continuous variables in order to make it
possible that part of the demands of a zone are covered. Finally, in contrast to the
previous models whose coverage radii are fixed, the coverage radius in this model is
gradual. In the following parts, the suggested mathematical model is explained.

T 1

Max Z; = ZZh,,-Y,-, (1)
=1 i=1
T

1
MaxZp =Y Y hi- Uy (2)
i=1

t=1

T J
Max Zs = > > (- Zj +v; - Xi) (3)

=1 j=1

Subject to:

J
Y Xy <P VteT(P<Puy) @)
=1

Xi<Sij-Zy WVteT, Vjel (5)
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Zi<Xj WVteT, Vjel (6)
Ziwn<Zy Y(1t>2)Vjel (7)
Up—q, <0 VteT, Viel (8)
Qi—Yy <0 VteT, Viel 9)

> Wiy —Yyi—Uy>0 V€T, Viel (10)
JjEM;
Wi <Cj VteT,Viel, VjeM; (11)
1
> Wi-hi<Kj-X; VeT, Vi€l (12)
i=1

Up<1 WteT, viel (13)

Y <1 VteT, Viel (14)

dij <r
lf n<dj<r, Vi€el,Vjel (15)

dij > 1
Xj>0integer Vte T, Vjel (16)
Zi€{0,1} WYteT, Vjel (17)
g, €{0,1} VvteT, Viel (18)

In this model, the objective functions (1) and (2) seek to maximize the initial and
backup coverage, respectively. The objective function (3) intends to minimize the
fixed and variable expenses related to the stationing of transportation vehicles. The
constraint (4) shows that in the period t, at most P, facilities can be stationed in
the potential locations (j). Also, the maximum number of facilities in each period
should be more than or equal to the number of facilities in the previous period
(P; <P¢11). The constraints (5) and (6) show that if the potential location j in the
period 7 is selected for the facility, at least one facility and at most S; facilities can be
allocated to this station. Constraint (7) shows that if the potentlal location j is
selected as a location for stationing facilities, it is also selected in the following
periods. In other words, if a station is built for a given period, it is also used in the
following periods. The constraint (8) and (9) guarantee that U;; can be assigned
value if Y;, = 1. The constraint (10) shows the number of zones which are able to
cover the demand point i. The constraint (11) guarantees that the demand points can

be covered to a level equal to the coverage function Cjj, if the constraint (12) is met.
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In constraints (13) and (14), U;; and Y, have defined as continuous variables within
[0,1]. Constraint (15) shows the gradual coverage function. In Constraint (16) Xj; is
the integer number of vehicles. In constraint (17), the variable Z;; is equal to 1 if the
location j in the period 7 is selected as a station; otherwise zero. Based on constraint
(18), the variable q;; is equal to 1, the backup coverage is made possible for that
demand point.

4 Solution Approach

In order to solve the suggested model, four approaches have been used. In lexi-
cographic multi-objective linear programming (LMOLP) approach which is crisp,
the first objective is met completely at the beginning; then, the second and last
objectives are met, respectively. In this approach, an ordinal ranking of the
objectives are specified as follows:

Priority level 1: Max Z,, Priority level 2: Max Z,, Priority level 3: Min Zj.

In the first FGP approach (FGP1), the objectives have no priority over each other
and all objectives are wanted to be satisfied simultaneously and also no relative
importance assigned to objectives. So the first FGP based on lower bounds (LB),
upper bounds (UB) of objectives and o (the satisfaction-level of tth period) can be
defined as follows:

3
Max Z o (19)
=1

Subject to:

S hie - Yy — LB(Z), < S hi - Uy — LB(Z),
=
UB(Zz)t — LB (ZZ)z

o < ,
"= UB(Z)), - LB(Z)),

VteT  (20)
UB(Z3), = Y511 (fi - Zi + v - Xi)

o
= UB(Z3),—LB(Z3)t

VteT (21)

and constraints (3)—(18). Also, o, € [0, 1].

In additive fuzzy goal programming (Chen and Tsai 2001)—(A-FGP-C) the first
objective has priority over the second objective, and the second objective has
priority over the third objective. So A-FGP-C model can be formulated as follows:

3 3
Max ZZ% (22)
z=1 t=1
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Subject to:
ot < 21{:1 his - Yy — LB(Zl)t < Ztl':l hic - Uiy — LB(ZZ)z VieT (23)
1 = )y M2 =
UB(Z:), — LB(Z,), UB(Z,), — LB(Z,),
UB(Z3), — S (f-Z,+vi - X;

o < ( 3): Zj—l (f/ Jt J ]f) VteT (24)

UB(Z3), — LB(Z3),
dtl 2 CX[Z Z CXB Vt € T (25)

and constraints (3)-(18), oy, € [0, 1] where denotes the satisfaction-level of tth
period and zth fuzzy goal (Z, Z,, Z3).

In weighted additive fuzzy goal programming (Tiwari et al. 1987) the objectives
have different weights and importance which is denoted by A,. WA-FGP-T model
can be written as follows:

33
Max Z A o0 (26)
1

t=1 z=

and constraints (3)—(18), (23), (24). Also, oy, € [0, 1].

5 Computational Experience

In this section, an example with random numbers is presented. Then, the proposed
model is solved and evaluated. The example is presented with 30 points within [0,
45] by choosing random numbers and uniform distribution. In this example, in the
first period, 5 transportation vehicles are allocated, and then 3 other vehicles are
added in each following period. The model of the problem has been made by three
FGP approaches as well as LMOLP approach. Based on the programming, in each
one of the periods, the interval must be determined for each objective. In Table 1,
the value of each objective in different periods have been shown, which are
determined by decision-makers. Since the periods are dependent on each other,
wrong decision on the intervals leads to a situation in which the problem cannot be

Table 1 Aspiration levels of fuzzy goals

Objective Period 1 Period 2 Period 3

Upper Lower Upper Lower Upper Lower
Z, 250,000 230,000 410,000 390,000 570,000 550,000
7, 600,000 400,000 90,000 70,000 120,000 100,000
Z;3 7,000 4,000 7,000 4,000 7,000 4,000
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solved. Also, by changing the intervals, the coverage priority of the population in
different periods can be changed. In order to obtain the results, the problem is
solved by lingo 11.0 optimization software. The results obtained by the solution of
suggested model and approaches have been shown in Table 2.

In LMOLP model, the initial coverage has been taken as the first objective with
the highest priority, and the obtained value in the three periods is equal to 1,244,236
totally. The minimization of expenses in this method is the last priority. According

Table 2 Results of the proposed model

Solution P* |N° | The zones repre- Covered Covered Ccce
approach senting vehicle population population with
locations by one backup
vehicle coverage
LMOLP 1 5 8,9, 11, 23,24 254,316 1,300 (0.42 %) 4,554
(81.77 %)
2 8 6.8, 9, 11, 23, 24, 419,521 31,392 (7.21 %) | 7,059
25, 26 (96.40 %)
3 11 6, 8,9, 11, 14, 23, 570,399 53,733 (9.28 %) | 7,688
24(2), 25, 26(2) (98.52 %)
Total population 1,244,236 86,425 (6.52 %)
(93.89 %)
FGP1 1 5 16, 20, 21, 24, 26 239,627 49,627 4,066
(77.05 %) (15.95 %)
2 8 7, 8,9, 16, 20, 21, 391,040 71,040 6,844
24, 26 (89.86 %) (16.32 %)
3 11 7, 8,9, 16, 20, 21 550,334 100,334 6,907
(2), 24(2), 26(2) (95.06 %) (17.33 %)
Total population 1,181,001 221,001
(89.12 %) (16.68 %)
WA- 1 5 8, 16, 19, 24, 25 230,445 50,153 4,042
FGP-T (74.09 %) (16.12 %)
2 8 8,9, 11, 16, 19(2), 395,318 72,076 5,807
24, 25 (90.84 %) (16.56 %)
3 11 7,8,9, 11, 16, 19 560,000 100,000 6,799
(2), 24(2), 25(2) (96.73 %) (17.27 %)
Total population 1185,763 222,229
(89.48 %) (16.77 %)
A-FGP- 1 5 16, 20, 21, 24, 26 239,627 49,627 4,066
C (77.05 %) (15.95 %)
2 8 7, 8,9, 16, 20, 21, 391,930 71,930 6,344
24, 26 (90.06 %) (16.53 %)
3 11 7, 8,9, 16, 20, 21 550,334 100,334 6,907
(2), 24(2), 26(2) (95.06) (17.33 %)
Total population 1,181,891 221,891
(89.19 %) (16.74 %)

2 Period, ® Number of vehicles, ¢ Cumulative cost
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to this solution, at the end of three periods, at least 7,688 units are expended in
order to establish service centers. In order to show how initial coverage variable
(which is fractional) affects coverage increase, the suggested model has been solved
by LMOLP approach and the binary variable of y. In this condition, the maximum
of initial coverage throughout the total of three periods is equal to 1,230,544, which
shows a substantial reduction compared to the main model. So, when the initial
coverage is taken fractionally, the model becomes more flexible and the maximum
demand is covered. Although LMOLP is superior in initial coverage, the backup
coverage throughout the total of periods is equal to 86,425, and only 6.25 % of the
population has backup coverage, which is not satisfactory. Therefore, lexicographic
multiple-objective linear programming which is based on absolute priority is not
efficient in backup coverage.

In fuzzy approaches, the backup coverage is improved substantially, although
there is a little decrease in initial coverage. According to the obtained results from
FGP, the percentage of backup coverage in the total of periods is equal to 16.68 %,
while the initial coverage is equal to 89.12 % totally. In other words, a 4.77 %
decrease in initial coverage (from 93.89 to 89.12 %) leads to an improvement equal
to 10.16 % (from 6.25 to 16.68 %). Compared to LMOLP method, the total of
expenses of the three periods has decreased from 7,688 to 6,907. In WA-FGP-T
approach, different weights show the relative importance of the goals. According to
the obtained results, the WA-FGP-T approach leads to the best results among the
different approaches. Programming for future demands can lead to the maximum
coverage as well as a reduction in the expenses of stationing. It can be observed that
in the first period, 25, 24, 19, 16, and 8 nodes were selected for five transportation
vehicles. In the following period, two new stations have been created and other
vehicle has been stationed in station 19. In the third period, only one new station
has been created, and two other vehicles have been created in the previous estab-
lished stations. In this way, this model can cover the maximum level of future
demands based on the changes in the congestion and with the minimum amount of
expenses. The A-FGP-C approach has a structure similar to LMOLP method, but
the priorities are not absolute. Although this approach does not determine the
priorities of the goals, it guarantees that a fuzzy goal with highest priority has been
achieved with the highest level. The obtained results from this approach are similar
to the obtained results from FGP1.

6 Conclusion and Future Researches

In this article, a dynamic multiple-objective fuzzy model of maximal covering
location problem with gradual coverage radius has been presented. In addition to
initial coverage, the backup coverage objective, fixed expenses of establishing
stations and variable expenses of facility stationing have been taken into account.
Taking the coverage radius as a gradual factor and taking the initial coverage as a
fractional factor brings the model closer to reality. The efficiency of the model is
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evaluated by presenting an example with random numbers and its solution by
different approaches. The obtained results show that the suggested model is closer
to the reality when it is compared with other models. Also, the FGP approaches are
more efficient for the solution of location problem. As the proposed model is highly
complex, it is suggested that heuristic and meta-heuristic methods are developed for
the solution of the problem in large scales. In addition to variable demands, other
factors such as expenses can be taken as variables for future researches.
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Drivers and Stages in “Packaging
Logistics”: An Analysis in the Food Sector

Jesus Garcia-Arca, José Carlos Prado-Prado
and A. Trinidad Gonzalez-Portela Garrido

Abstract Packaging design stands out as one of the elements that eases a
sustainable and efficient supply chain management. This paper sets out to define
and characterize both the drivers and the evolutionary stages for implementing
“packaging logistics”, through a “case study” analysis of eight Spanish food
manufacturers. Likewise, one example of packaging improvement in one of these
companies is supplied for illustrating the potential of its implementation.

Keywords Packaging logistics + Supply chain - Sustainability

1 Introduction

In markets increasingly turbulent and volatile, companies should increase efforts to
improve competitiveness in their chains eliminating activities that do not add value
and developing innovations (Christopher 2005; Andersen and Skjoett-Larsen
2009). Simultaneously, different “stakeholders” show a growing interest in the
supply chain sustainability. The concept of sustainability (Brundtland Report 2000)
is based on three pillars: environmental, economic and social. Authors such as
Seuring and Miiller (2008) indicate the potential of adopting a sustainable supply
chain, as it saves resources, reduce waste and provide competitive advantages.

In this context, packaging is one of the key and transversal elements that sup-
ports the improvement of efficiency and sustainability in supply chain management
(Klevas 2005). Beyond the traditional and essential protection of the product, the
packaging should be designed not only to provide product differentiation capacity,
but also to provide efficiency in production/logistics (direct logistics). In parallel,
this sight has expanded to its reverse side (reuse/recycling/recovery), which has led

J. Garcia-Arca (D<) - J.C. Prado-Prado - A.T.G.-P. Garrido

Grupo de Ingenieria de Organizacion (GIO), Escola de Enxefieria Industrial, Campus Lagoas-
Marcosende, C/Maxwell, 36310 Vigo, Spain

e-mail: jgarca@uvigo.es

© Springer International Publishing Switzerland 2015 51
P. Cortés et al. (eds.), Enhancing Synergies in a Collaborative Environment,

Lecture Notes in Management and Industrial Engineering,

DOI 10.1007/978-3-319-14078-0_6



52 J. Garcia-Arca et al.

to the development of specific legislation (e.g., the European Directive 94/62 and its
update, 2004/12/EC). Therefore, the packaging would eliminate waste along the
supply chain (Hellstrém and Nilsson 2011; Dickner 2012). Authors such as Jonson
(2000) or Garcia-Arca and Prado-Prado (2008) associated with the packaging three
main functions: commercial, logistics (direct) and environmental (both direct and
reverse logistics). This wide vision has enabled the development of the “packaging
logistics” approach.

In this context, this paper sets out to define and characterize the evolutionary
stages for deploying the “packaging logistics” approach. In this sense, the research
approach develops two different phases: on one hand, theory building based on
literature review of drivers that can aid the packaging logistics deployment; on the
other hand, theory testing in order to characterize the stages in packaging logistics
implementation. For theory testing, the authors have chosen the ‘“case study”
technique (Yin 2002), analysing eight frozen product manufacturers in an explor-
atory way; these companies rank among the top Spanish 15 frozen product
manufacturers. The methodology used in the cases analysis was the personal
interview with structured questionnaire based on qualitative and quantitative scales
(Likert scale). The interviewees were the logistics or supply chain managers.

2 Drivers in Packaging Logistics Deployment

As a prelude to the conceptualization of “packaging logistics” is necessary to
consider the roles and requirements to be met by packaging, aspect discussed above
when main functions are mentioned, and the hierarchical structure associated with
them. The hierarchical structure of the packaging is organized on three intercon-
nected levels: primary packaging (consumer packaging or sales packaging), sec-
ondary packaging (group of several primary packages for easing handling/
displaying) and tertiary packaging (a number of primary or secondary packages
assembled on a pallet or roll container) (Jonson 2000).

Authors such as Saghir (2002), Hellstrom and Saghir (2006) and Garcia-Arca
and Prado-Prado (2008) show the different requirements that the “agents” of the
supply chain require the packaging. In addition, these requirements are not dis-
tributed homogeneously in the different levels of packaging, which require an
integrated view of packaging and logistics. Unfortunately, there are few reliable
methods to objectively measure the efficiency and overall sustainability of the
supply chain, so that almost all efforts are focused on the extent of partial efficiency
of some logistics and productive processes but not the whole (Saghir and Jonson
2001; Saghir 2002; Garcia-Arca et al. 2014). In this context, Saghir (2002) presents
the concept of Packaging Logistics “...the process of planning, implementing and
controlling the coordinated Packaging system of preparing goods for safe, secure,
efficient and effective handling, transport, distribution, storage, retailing, con-
sumption and recovery, reuse or disposal and related information combined with
maximizing consumer value, sales and hence profit.”
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As a conceptual proposal, the authors synthetize previous proposals of Saghir
(2002), Hellstrom and Saghir (2006), Garcia-Arca and Prado-Prado (2008),
Olander-Roase and Nilsson (2009), Vernuccio et al. (2010), Svanes et al. (2010),
Azzi et al. (2012) and Garcia-Arca et al. (2014) to establish the three main drivers
that could promote the implementation and development of “Packaging Logistics”
from a sustainable perspective:

e The definition of all design requirements based on commercial, logistics/pro-
duction and environmental aspects.

e The adoption of an organizational structure in packaging design and new
product development that allows the coordination of all departments/areas
related to each company, both internally and externally, in the supply chain.

e The definition of a system, not only to measure the impact on a particular
packaging, but also to compare different alternatives from an holistic perspec-
tive; that should mean, for example, the measurement of the total costs, the
sales, the customers’ satisfaction and the environmental impact. One of the
greatest problems in developing a system to evaluate alternatives is the difficulty
in objectively weighing up design requirements on the same scale. One of these
proposals is the “packaging scorecard” system (Dominic and Olsmats 2001)
based on a mix of qualitative and quantitative scales. In practice, this should
involve the combination of different evaluation methods. The authors propose a
system based on objective cost measurement, but also subjectively adjusted to
other measurement systems (environmental and/or commercial).

The development of these three drivers should promote the application of “best
practices” in packaging design in order to eliminate “waste” throughout the supply
chain. Among these best practices appear: product size redesign, packaging
downsizing, palletizing changes, changes in the number of primary packaging/
secondary packaging, standardization in materials and sizes, materials changes,
graphic art changes, packing changes and returnable packaging implementation
(Garcia-Arca and Prado-Prado 2008).

3 Results and Discussion

The authors have analysed the three drivers in “packaging logistics” implementa-
tion (design requirements, organizational structure and measurement system) in the
eight companies in order to identify the different stages of evolution of packaging
logistics deployment. In relation to the first driver, companies valued the impor-
tance of the different packaging design requirements (Likert scale): differentiation
capacity (commercial), production costs (packing process), purchase costs (pack-
aging materials), logistics costs (handling, storage and transport) and environmental
impact (raw material consumption and waste generation). With minor differences,
the results give maximum importance to commercial requirements and minimal
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Fig. 1 Importance of requirements in packaging design in the sample of eight companies (Likert
scale 1-5; 1 low importance; 5 high importance)

importance to environmental requirements. The other requirements are in an
intermediate position (see Fig. 1) with differences among companies.

In the analysis of the second driver (see Fig. 2), focusing on the packaging
design decisions (dimensions, materials, groupings and graphic art), it was found
that in most companies all design decisions are almost exclusive responsibility of

wedb kil

8

m Organization for packaging design

N

® Participation of supply chain departments in new
product development

= Relationship model with packaging suppliers

-

Relationship model with clients and distributors

o

Fig. 2 Internal and external organization for packaging design in the sample of eight companies.
Internal organization for packaging design: 1 all packaging design decisions are almost exclusive
responsibility of the commercial areas. 2 packaging design decisions are mainly responsibility of
the commercial areas. Purchases and production areas are partially involved in these decisions.
3 packaging design decisions are mainly responsibility of the commercial areas. Purchases,
production and logistics areas are completely involved in these decisions. Supply chain
participation in new product development: 1 No formal coordination mechanisms in the area of
logistics involved in any stage of product design (conceptual development and pre-industriali-
zation). There could be no systematic contacts. 2 There is formal coordination mechanisms with
the areas of production/logistics involved in the final stages of product design (pre-industriali-
zation). 3 There is formal coordination mechanisms with the areas of production/logistics involved
in almost all stages of product design (conceptual development and pre-industrialization).
Relationships with packaging suppliers, distributors and clients: 1 “Basic” negotiation (price is
almost the one and only aspect considered and continual relationship is not ensured a priori);
“Friendly” negotiation (annual contracts). 2 “Cooperation” (long-term contract; information
sharing; relationships of confidence). 3 “Coordination” (long-term contract, agreements on logistic
efficiency where information is shared and supported by ICTs); Collaboration (long-term
relationships, multi-company hardware, joint planning, etc.)
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the commercial areas, although with different level of production, purchases and
logistics involvement. Simultaneously, the authors have found that the coordination
between the areas related to the supply chain management and the areas related to
new product design has a low/intermediate level.

On the other hand, the authors analysed the organizational model for external
supply chain management (upstream and downstream; see Fig. 2). To this end,
three levels have been considered: basic/friendly, cooperation and coordination/
collaboration. Particularly, if the analysis focuses on packaging suppliers is
observed that, mostly, the companies choose basic relationships. Obviously, all this
does not help in finding packaging solutions that have a positive impact on the
performance of the whole supply chain. Likewise, companies also opt mostly for
implementing basic relationships with their clients and distributors. Thus, main
clients and distributors mostly direct their contributions of improvements to graphic
art changes (proposed almost exclusively through commercial areas).

Moreover, in relation to the availability of a cost system for measuring objec-
tively the impact of packaging design decisions in the supply chain performance
(efficiency and sustainability), we found a low level of development (see Fig. 3).
The measurement of this impact focuses almost exclusively on the direct costs
related to packaging purchases, and to a lesser extent, on the indirect productive
costs (packing process). Curiously, among companies, there is a considerable
ignorance of the costs of packaging waste (green dot) despite its direct nature.

The main problem identified with the development of these measurement sys-
tems is that the hierarchical structure of the packaging (primary, secondary and
tertiary) is not usually well connected with the costs of logistics processes (where
they exist). All this makes it difficult to relate both concepts. The most common
variable to measure the impact on costs is the kilogram, which hinders the visibility
of the impact of the proposed changes, not only in primary packaging but also in
secondary and tertiary packaging (boxes and pallets), particularly with regard to the
costs of handling, storage and transportation.

3
2
° '
1 2
3
4 5
6
7
8

Fig. 3 Development of a system for measuring the impact of packaging design decisions in the
sample of eight companies. Scale: I “No specific system for measuring detailed costs of the
production/logistic processes under a packaging perspective. Materials cost availability. Global
cost under a kilo perspective”; 2 “No specific system for measuring detailed costs of the logistic
processes under a packaging perspective. Materials and packing cost availability under primary
and secondary packaging perspective. Global cost under a kilo perspective”; 3 “Materials, packing
and logistics costs availability. Global cost under a kilo perspective, but also under primary,
secondary and tertiary packaging perspective”
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Going off the analysis made, it has been possible to justify and characterize four
theoretical stages in terms of the extent to which the 3 drivers of “packaging
logistics” have been deployed (see Table 1). Each of the eight companies has been
placed in this evolution process, although only companies 1, 2, 7 and 8 would

present a theoretical and clear behaviour under the proposed model (see Fig. 4).

Table 1 Stages in “packaging logistics” deployment

Stage Design requirements Organizational structure Measurement system
1 Basic Protection and Internally, the main and No specific system for
stage differentiation almost only responsibility | measuring the production/

of the commercial area/
department. No involve-
ment of logistics/produc-
tion areas in new product
development Low level of
integration for managing
internal supply chain.
Primary relationships with
packaging manufacturers
and clients

logistic level in relation to
primary, secondary and
tertiary packaging

2 Conscious
stage

+ Reduction of indirect
costs in packing process
and packaging purchases

Main commercial respon-
sibility with some
involvement of purchasing
and production depart-
ments/areas. Some
involvement of production
areas in new product
development. Low/Med-
ium level of integration for
managing internal supply
chain. Primary relation-
ships with packaging
manufacturers and clients

Measurement system to

make the direct relation-
ship visible in purchases
and production costs

3 Advanced
stage

+ Logistics cost
reduction.

+ Environmental impact
(raw materials consump-
tion and waste).

Internal coordination
(commercial, production,
logistics and purchases
areas/departments). Coor-
dination and collaboration
with packaging manufac-
turers and logistics opera-
tors. Logistics
coordination with clients

Measurement system to
make the direct and indi-
rect relationship visible
between the packaging
design decisions and the
total costs in supply chain

4 Systematic
stage

All the above on a
regular basis (updated/
reviewed) and from a
sustainable and holistic
perspective

Systematic integrated
coordination (internal and
external) in new products
development

Systematization in order
to improve and update the
measurement system
mentioned above. Com-
parison between packag-
ing alternatives
(simulation)
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Fig. 4 Stages and level of deployment of “packaging logistics” in the sample of 8 companies

As an example, the impact of changing the packaging of hake slice in plastic
tray, in which the authors have worked with the “company 8” following the
approach “action research” (Coughlan and Coghlan 2002), is presented. This
change comprises the increase in the number of trays per carton (3—4 trays per
carton; 5.4 kilos to 7.2 kilos per carton) (see Fig. 5). That means the resizing of
carton and plastic tray; the resizing of tray has been possible thanks to the change of
the slices” angle in the tray, keeping the number of slices and the weight in each
tray. Obviously, prior to the implementation of this change, the approval of the
commercial department was necessary, but it was eased thanks to the cost
reduction.

In this line, this change has supplied cost reductions in several areas: a lower
consumption of cardboard and plastic per kilo, leading to savings both from the
perspective of purchases (despite the investment of a new die for the new plastic
tray) and from an environmental perspective to generate less waste; the improve-
ment of a 25 % in pallet efficiency (from 240 trays/pallet to 300 trays/pallet)
produces reductions in logistics costs associated with handling, storage and trans-
portation throughout the supply chain including distributors and clients; on this last
point, note that a 25 % fewer boxes is handled along the supply chain to sell the

Fig. 5 Example with initial (left side) and final (right side) packaging and palletization
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same number of kilos. Overall, only in the supply chain managed by the company,
savings of 52,000 euros per year (54 % logistics savings and 46 % materials
savings), have been achieved with the change of this packaging.

4 Conclusions

The evolution proposed in the paper is particularly new, since in the literature the
methodological treatment of the deployment of “packaging logistics” is little focus.
This paper may be of interest both for researchers and professionals, because
drivers and stages can aid companies in improving their vision of product and
packaging design in order to increase sustainability and efficiency in the supply
chain, not only in food sector, but also in other sectors. However, the preliminary
results would demand a wider empirical base in order to validate the proposal.
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A Tabu Search Approach for Production
and Sustainable Routing Planning
Decisions for Inbound Logistics

in an Automotive Supply Chain

David Peidro, Manuel Diaz-Madroiiero, Josefa Mula
and Abraham Navalon

Abstract In this paper, a mixed-integer mathematical programming model is
proposed to address a production and routing problem related to inbound logistics
processes in supply chains environments. This model is also enriched with sus-
tainable issues related to routing decisions by introducing additional fuel con-
sumption and pollutants emissions calculations into the objective function. For the
solution methodology, a two-phase decoupled solution procedure based on exact
algorithms for the production model and a tabu search algorithm for the routing
model is adopted. Results of computational experiments performed with a real-
world automotive supply chain confirm the efficiency of the proposed solution
method in terms of total cost, fuel consumptions and CPU time.

Keywords Material requirements planning - Vehicle routing - Green logistics -
Tabu search

1 Introduction

In recent years, with the growing globalization of supply chains in high competitive
business scenarios, industrial firms can not consider production planning and mate-
rials procurement as independent processes from transportation planning because
their possible suboptimality from an economic perspective or their infeasibility due to
capacity constraints. Moreover, apart from the economic cost viewpoint, these plans
would include ecological and social issues, in order to meet needs of firms’ stake-
holders, and hence, improve their position with respect to their competitors. In this
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context, considering environmental criteria in the transport processes could have a
tangible impact on responsible supply chain management because a better use of
natural resources and a reduction of greenhouse gases can be achieved.

The literature in production and routing problems (PRP), which integrate a lot-
sizing problem to determine production amounts and a vehicle routing problem
(VRP) to determine delivery routes to distribute final products to customers, is scarce
because the PRP is a recent research area focused on efficient solution procedures. In
this sense, metaheuristics such as tabu search (TS) are considered a proper solution
method for obtaining good quality solutions in reduced computational times (Bard
and Nananukul 2009; Armentano et al. 2011). However, all these proposed solution
methods are evaluated by performing computational experiments with randomly
generated instances and only evaluate plans from only an economic cost viewpoint,
neglecting an ecological and social perspective. However, different green logistics
practices and calculation methods have been incorporated recently into transport
planning decisions in order to reducing fuel consumption (Jabali et al. 2012; Ubeda
etal. 2011). Readers are referred to Demir et al. (2014) for a recent review of factors
affecting fuel consumption in VRP optimization models.

After a review process, we highlight the following issues related to the PRP
problem: (1) there is a need for PRP focused on inbound logistics processes; (2)
PRP are validated, generally, with artificially generated instances, and hence, real-
world applications are scarce; (3) new constraints and/or objective functions
components can enrich current PRP models to tackle environmental requirements.
In this sense, factors such as vehicle speed, transported load and gradient road
factor can be considered significant. In this paper, we propose a mathematical
programming planning for production and vehicle routing planning related to the
procurement of parts and raw materials taking into account environmental issues
such as fuel consumption and pollutants emissions, which is solved by a sequential
approach based on a TS procedure. The paper is arranged as follows. Section 2
describes the fuel consumption calculation methodology considered in this study.
Section 3 presents the problem and the corresponding formulation. Section 4
describes the solution methodology. Next, Sect. 5 evaluates the behavior of the
proposed model in a real-world automobile firm. Finally, Sect. 6 provides con-
clusions and directions for further research.

2 Fuel Consumption Calculation Method

In this study, MEET methodology has been adopted as a fuel consumption and
pollutants calculation method and included in the proposed PRP mathematical
programming model. Based on real-life experiments and diverse on-road mea-
surements, Hickman et al. (1999) proposed a method for energy consumption
calculations by using a “carbon-balance” based expression for pollutants such as
CO,, CO, unburned hydrocarbons and particulate matter emissions. The total
emissions of each exhaust pollutant (i) correspond to the cold and hot emissions of
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each one, and can be calculated according to Eqs. (1)—(4). Cold emissions (E; ;o1q)
correspond to gases generated during each engine cold start, and can be defined
according to Eq. (2), where ¢; ., is the cold emission factor for pollutant i (in g/
cold start) and N is the number of cold starts in each route. Hot emissions are
proportional to distance travelled in each vehicle route d,,,,., and depend on the hot
emission factor g;;, (in g/km) which can be calculated by using Eq. (4) as a
function of the average vehicle speed v. However, emissions factors of MEET refer
to standard conditions (e.g. flat road gradient, empty vehicle, etc.) have to be
corrected in order to take into account road gradient and load effects. The road
gradient and load correction factors shown in Egs. (5) and (6), respectively, are used
to take into account the effect of road slope and payload. Parameters k;, a, b, c, d, e,
| As As, Ay Az Ap Ap Ag, ko, 1, 8, 1, u and g; 014 can be extracted from Hickman
et al. (1999) for each type of road and vehicle, and z is the percentage of total load
in each vehicle. Finally, the total value of hot emissions is given in Eq. (7).

Ei = Z (Ei.cold + Ei,hot) (1>

vehicle route

E;cola = €icola N (2)
Ei,hot = & hot dmute (3)

d
8i,hot:k1+av+bV2+CV3+—+£2+L3 (4)

v ov: oy

GC(v) = AgV® + A5V + Ap* + A3V’ + A +Apv + A (5)
LC(v) = <k2+rv+sv2+tv3+ﬁfl)z+l (6)

v
Ei,hm = &i hot * GC(V) . LC(V) . droute (7)

3 Problem Description and Model Formulation

The PRP addressed in this paper can be defined in a network G = (N, A), where
N represents the set of nodes comprising production plant and suppliers, and A rep-
resents the set of arcs connecting the nodes, where A = {(s,v) : s,v € N, s # v}.
Nodes are indexed by s € {0, ..., n}, where node O corresponds to the production plant,
while suppliers are represented by s € {1, ..., n} or the set Ns = N\{0}. In a finite
planning horizon, composed of a set of equal planning periods # = {1, ..., T}, the
production plant manufactures, in a set of productive resources r with a production
capacity CAP,, a set of items represented by i. Moreover, extra production time (7ex,,)
and idle time (Toc,;) are also included. Manufactured products p, are considered
finished goods composed of parts and raw materials according to the corresponding
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BOM. Finished goods and parts and raw materials can be stored in dedicated ware-
houses with capacity CAPI;. Transportation of raw materials and parts from suppliers
is done by a set of identical vehicles K= {1, ..., k} with capacity CAPT over the set of
arcs A, which have an associated cost ¢y, to travel from node s to node v. Each supplier
can only be visited once per period. Transport routes are completed during one period
and can start at any supplier and always finish at production plant. Moreover, travel
times between nodes, waiting, loading and unloading times are not considered.
Moreover, due to legal and labour restrictions transport routes can not exceed a
maximum distance MD. The nomenclature defines the sets of indices, parameters and
decision variables (Table 1).
Objective function

MiHZ:chpi><Pix+zzzchi'Qizks+ZZCii'lnviz+ZZC”di'Rdn
A FR R T T T T

+ Z Z ctocy; - Toc, + Z Z ctex,, - Tex,; + Z Z Z Z cdisg, + Yign
r t r t t k s v
(8)

Table 1 Nomenclature

Sets
T Set of time periods S,V Set of suppliers
1 Set of products R Set of resources
J Set of parent products in BOM K Set of vehicles
Parameters
d; Demand of i in ¢ ci; Unitary holding cost of i
Invyy Initial inventory of i crd; Unitary backorder cost of i
Rd; Initial backorders of i ctoc, Idle time cost in r
RP;, Programmed receptions of i in ¢ ctex, Overtime cost in r
Aj Required quantity of i to produce a cdisg, Travel cost between s and v
unit of dis, Travel distance between s and v
ar; Unitary processing time of i cp; Unitary production or
purchasing cost of i
CAP, Production capacity of r CAPT | Vehicle capacity
CAPI; | Warehouse capacity for i MD Maximum distance per route
Decision variables
P; Production amount of i in ¢ Inv;, Inventory of i int ¢
Qirks Purchasing amount of i in ¢ transported Rd; Backorders of i in ¢
in k from s
Toc,; Idle time in r in ¢ Tex,; Overtime in r in ¢
Yiswr 1 if k travels from s to v in ¢ Xiest 1 if k visits s in ¢
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Subject to

INVTi; 1 + P+ RPy + > Qias — INVT; — Rdy,
k s

1
+ Rd; — Z Clljpjt =d; Vi Vt

=1
1
> AR, Py + Tocy — Tex, = CAP, Vr, Vit (10)
i=1
INV; < CAPI; Vi, Vt (11)
Z Z disty, - Yisw <MD Yk, Vt (12)
Routing constraints (13)
Pty Qitks, Invir, Rdiy >0 and integer Vi, Vk,Vrt (14)
Toc,, Tex,; >0 Vr, Vt (15)
Yior, Xie € {0,1}  Vk, Vs, Vv, V¢ (16)

The objective function (8) corresponds to the minimization of total costs relating
to production, inventories, backlogs, overtime and undertime production costs, and
routing costs over the planning horizon. Constraints (9) represent the inventory flow
balance at the plant. Constraint (10) establishes the available capacity for normal,
overtime production and idle time. Constraint (11) establishes the inventory limits
of each product at manufacturing plant. Constraint (12) establishes the distance
limitation for each route and constraint (13) deals with the typical constraints for
capacitated VRP. Constraints (14—16) define the variable decision domains. In
order to include environmental and sustainable issues in the previous PRP model,
the objective function (8) is modified to take into account the minimization of fuel
consumption according to the MEET methodology.

4 Solution Approach

A two-phase approach based on, firstly, the elaboration of a production and a material
requirement plan and, secondly, the generation of a vehicle routing plan. According to
Boudia et al. (2008), this uncoupled heuristic is quite standard in the industry. Pro-
duction and material requirement plans are optimally solved by using a standard MIP
solver which returns for each period the amounts to manufacture for each finished
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good, the amounts of parts and raw materials to order to each supplier, inventory and
backorder levels, as well as idle and overtime times. The resulting planning is
imposed on the inbound vehicle routing planning phase and cannot be modified.

4.1 Tabu Search

Due to the combinatorial nature of VRP problem and in order to solve it in a
reasonable computational time, a TS procedure (Glover and McMillan 1986) has
been developed. The algorithm works as follows:

1. An initial feasible solution s is achieved by using a modified version of the
Clarke and Wright (1964) algorithm to address asymmetric VRP problems
according to Vigo (1996).

2. The TS algorithm tries to find the best neighbourhood solution from the current
solution by moving the positions of the nodes between the routes. This neigh-
bour solution will be the next one in the solution space. This solution procedure
removes a node from its current route and inserts it at a minimum cost into
another route, based on the following steps: (1) for each node, it is looked for the
best solution of moving it to other route without exceeding the capacity con-
straint; and (2) after all solutions have been calculated, the next neighbour
solution is the best obtained that is not tabu or achieves the aspiration condition.
Moreover, in this algorithm when a node is inserted into a route the position
chosen is the one that minimizes the distance on this route.

3. The best solution obtained s’ that it is not tabu or complies with the aspiration
criterion will be the next feasible solution s = s’ and the algorithm TS is
restarted. This process is repeated until the stop criterion is found.

The main feature of TS is the tabu list that implements a diversification strategy.
When a new neighbour solution is obtained, the pair node-route that has been
moved is added to the tabu list and is set it with a tabu duration 6, called tabu
memory. This means that in the next 6 iterations it is forbidden to re-inserting that
node into that route. The value of the tabu duration 6 is the key parameter that
allows the success operation of the algorithm.

5 Application to an Automotive Sector Manufacturer

The proposed model and solution approach have been validated as a tool for
decision-making related to the production planning and green transport planning for
procurement parts in an European automotive sector manufacturer. This firm
manufactures three finished goods in a single production plant in which parts and
raw materials are procured from 21 different suppliers. Their facilities are close to
the production plant, so that the duration of transport routes is minor than one day
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Table 2 Vehicle routing planning model results comparison

Number CPLEX Tabu search
of
suppliers
Solution | Solution Fuel Solution | Solution Fuel
cost (€) CPU time (s) | consumption (I) | cost (€) CPU time (s) | consumption (1)
10 1091.44 |0.34 292.11 1091.44 | 0.240 292.11
21 1890.42 10888 532.92 1869.40 | 0.607 528.80

with a maximum of 635 km. per each one. Moreover, it is assumed that there will
always be enough vehicles available for the procurement of parts and raw materials
with a total capacity of 13.6 linear meters per truck, therefore an only single time
period has been considered. For emissions and fuel consumption calculations, a
maximum speed average of 70 km/h has been considered. Gradient factors have
been obtained as a difference between elevations of start and end nodes in each arc.

The production and vehicle routing problems were developed with the MPL
modeling language and solved by the CPLEX 12.1.0 solver in an Intel Core i5, at
2.80 GHz, with 6 GB of RAM. The proposed TS procedure to solve the vehicle
routing problem was implemented in Java. A preliminary analysis was conducted to
fine-tune the TS attributes. Two instances, with 10 and 21 suppliers, respectively,
without considering fuel consumption minimization, were solved by using MPL
and CPLEX solver with its defaults settings and compared to those results obtained
by the TS algorithm. Purchasing amounts of parts and raw materials obtained from
production and material requirement planning model are considered in order to
determine collecting routes from suppliers. The results of the experiments related to
the VRP problem by using CPLEX solver and TS procedure are presented in
Table 2 for instances with 10 and 21 suppliers. For the instance problem with 10
suppliers, the results obtained by CPLEX solver and TS algorithm are identical in
terms of solution cost and fuel consumption and similar in terms of CPU time.
However, the TS procedure outperforms the results obtained by CPLEX solver for
the instance problem with 21 suppliers. In this case, the TS algorithm provides a
lower fuel consumption level and a better solution cost than CPLEX solver in a
significantly shorter CPU time. In this sense, these better results are obtained in
0.607 s in comparison to more than 3 h needed by CPLEX. Moreover, a better
solution cost implies a lower travelled distance and a lower fuel consumption, and
hence a lower level of pollutants and greenhouse emissions.

6 Conclusions

This paper has proposed a mathematical programming model for production and
sustainable routing planning decisions for inbound logistics processes in supply
chain environments. A two-phase solution methodology based on a production and
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material requirement plan solved by a MIP solver and a VRP with fuel consumption
minimization solved by a TS procedure has been adopted. The advantages of this
proposal are related to: (1) the modelling of a new PRP for inbound logistics
processes which includes sustainability issues such as fuel consumption and pol-
lutants emissions; (2) the development of a highly effective TS procedure in finding
good-quality solutions in short CPU times. With respect to the limitations of this
proposal, we have described them through further research proposals: (1) consid-
eration of travel times between nodes, waiting, loading and unloading times;
(2) extend the set of nodes to include those suppliers located more than a day away;
(3) allow multiple visits per period at suppliers for collecting parts and raw
materials; (4) more accurately determination of gradient factors, by considering
intermediate nodes in each arc and their corresponding elevations; (5) to develop
solution procedures to tackle the proposed PRP in an integrated way, by consid-
ering the synchronization of production and inbound routing plans.
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Clothing Industry: Main Challenges
in the Supply Chain Management of Value
Brand Retailers

Sandra Martinez, Ander Errasti, Martin Rudberg
and Miguel Mediavilla

Abstract The clothing sector is currently characterized by frequent assortment
rotation in stores, a quick response product development and a focus on minimizing
end-of-campaign stock levels. This paper is based on the literature review and a
case study carried out at a value brand retailer, with a purpose to identify the main
challenges that value brand retailers deal in the supply chain management and how
they could reconfigure their internal and external supply chain in order to can stay
competitive in a market requiring more responsiveness. The research shows that the
garment’s categorization, the development of a global purchasing strategy and a
global and local supplier network, the introduction of mini-collections, the imple-
mentation of concurrent engineering and the redesign business processes and the

supply chain leads to a sales increase and purchasing savings.
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1 Introduction: Hints About the Clothing Industry

The clothing industry is one of the most dynamic retailer-driven and global eco-
nomic sectors (European Monitoring Centre on Change 2008). This sector is also
organizationally complex (Forman and Joregnsen 2004) and supply chains are very
long with many different parties involved taking different roles. Globalization
trends have made supply chains broader and more international (De Brito et al.
2008) and the clothing industry has seen the outsourcing of most of its production
activities to suppliers in developing countries (Bergvall-Forsberg and Towers
2007). Moreover, this industry has been characterized by price sensitive customers,
short product life cycles, a wide product range, as well as volatile and unpredictable
demand (Sen 2008).

Despite this, the traditional configuration is a forecast driven supply chain dis-
tributing two campaigns; Spring-Summer and Fall-Winter. To facilitate this, the
major retailers and brand owners lead and coordinate different agents and activities,
such as (MacCarthy and Jayarathne 2011a; Navaretti et al. 2001), franchised stores,
own design departments, product category manufacturing suppliers, garment
manufacturing and yarn procurement in low cost countries. Besides these actors
also service providers, like quality auditors, forwarders and third party logistics
providers, have to be managed and coordinated. The supply chain complexity is not
only a function of the number of links, nodes and items in the network. It is also
affected by the level of inter-relationship between the organizational units (Jonsson
et al. 2013). Hence, all these agents and activities have to be integrated in order to
be effective in two key value chain processes; new collection (product) develop-
ment and order fulfilment. The effectiveness of this approach has however been
questioned because of: (1) Difficulties to get collections on time, in full and error
free, leading to loss of sales in stores and loss of orders at sales conventions with
customer retailers; (2) overstock after the campaigns due to forecast driven man-
ufacturing and procurement with difficulties to have an accurate demand forecast
and (3) out of stock for garments with better than forecasted sales for the campaign
or season, due to the lack of manufacturing responsiveness hindering replenishment
orders within the campaign.

During the last decade, this traditional configuration has been employed, to a
greater or lesser extent, by different types of clothing retailers, serving different
market segment, such as (MacCarthy and Jayarathne 2011b); leading brand
retailers (e.g. Benetton, H&M, Mango), value brand retailers (e.g. Desigual, Peak
Performance, Ternua) and hypermarket brands for supermarket retailers (e.g.
Walmart, Tesco, Marks and Spencer). However, the Spanish clothier Zara broke
this paradigm; developing a super-responsive supply chain for leading brands
(see e.g. Ferdows et al. 2004) known as “Pronto Moda” or “Rapid-Fire Fulfilment”.

The purpose of this paper is therefore to investigate which are the major issues
that value brand retailers confront and how value brand retailers can develop a
supply chain structure and operations strategy to stay competitive in a market
requiring more responsiveness. In so doing, we address the following research
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questions: (1) Which are the main challenges that value brand retailers cope in the
supply chain management? (2) How should the internal and external supply chain
be reconfigured to value brand retailers stay competitive in the market?

The paper is organized as follows. After this introduction follows a brief liter-
ature about the supply chain management in the clothing industry and the identi-
fication of the main problems that value brand retailers deal with. Finally, we
present the discussion and the concluding remarks of the paper.

2 Supply Chain Management in the Clothing Industry

Supply chain management in the clothing industry has for long been focused on the
two-campaign paradigm, developing collections for a Spring-Summer and a Fall-
Winter campaign respectively. Nevertheless, the Spanish clothier Zara broke this
paradigm, developing a super-responsive and quick supply chain for leading
brands, which has been known as “Pronto Moda” or “Rapid-Fire Fulfilment”
(Ferdows et al. 2004; Tokatli 2008; Gallaugher 2010). Zara’s supply chain man-
agement has of course affected the industry and has also forced other retailer types
to rethink their supply chain setting. Considering the three retailer types that
MacCarthy and Jayarathne (2011a) identify, Fig. 1 compares hypermarket brands,
value brands and leading brands in terms of supply chain configurations related to;
the design departments, the range of collections in terms of width (gender, product
lines, product families, garments number) and depth (colours, size, etc.), the degree
of vertical integration in manufacturing and the global spread of production
(affecting the lead-time to market), the degree of supply chain integration (i.e. the
fabric and manufacturing process), and whether ownership of the stores are inte-
grated in the value chain or not.

Referring to Table 1, for example, the leading brand retailer Zara has developed
a competitive advantage through an unique distribution channel with vertically
integrated sell points and stores and a tightly integrated and coordinated supply

Table 1 Supply chain configurations for the tree major retailer types in the clothing industry

Range Manufacturing Supply chal
s bt | umrsir
Retailer type Design Degree of Location (fabric and stores and
Width Depth vertical relative major o brands
processing)
integration markets
Hy ket s i Low level of Yes, shared
YPErMAREL | o isourced | Limited | Limited Low Far away Sl e_s ol %
Brand integration between brands
3 Tight for quick-
Value i - 2 = " -
In-house Large Medium Low Far away response, loose for Seldom
Brand = .
low-cost
Leading Very ; Both far away Tight for qumkf Yes, to a very
In-house Deep High response, loose for iy
Brand large " and near it large extent
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chain. This, combined with the option of using both low-cost manufacturing and
medium-cost manufacturing (closer to the market with shorter replenishment
times), facilitates the use of customer driven replenishment with quick response
product development and frequent assortment rotation in stores. These character-
istics allow leading brands to have responsiveness in variety, time, and quantity
(Holweg 2005). These characteristics are on the other hand also the reasons why
value brand retailers are struggling to survive facing a market demanding high
variety, but being stuck with a traditional supply chain configuration.

Therefore, the value brand retailers face many difficulties to leave the two-
campaign paradigm while keeping the profit margins at reasonable levels. Some of
the difficulties they face are (Bruce et al. 2004): (1) The complexity of multichannel
distribution (own stores, franchised stores, wholesalers) with different requirements
in product assortment and quality service, (2) being able to balance assortment
rotation improvements and growth of sales with adequate margins and (3) lack of
supply chain responsiveness due to, e.g., difficulties to integrate design require-
ments with supply chain agents and the lack of own manufacturing facilities and
responsive suppliers.

Besides the difficulties mentioned above, the value brand retailers also face a
volatile and cost-conscious environment, with requirements for high level of
responsiveness in both product mix and volume (Holweg and Pil 2004). The
competitive environment also leads to a combined pressure on price and quick
response forcing retailers to be able to switch between, or combine, multi-channel
manufacturing focusing on both quick replenishment and cost efficient production
(Ferdows et al. 2004). In order to achieve this, it is necessary to build different
supply chains combining agile and lean attributes (Christopher and Towill 2001)
and different supply strategies. A successful approach to combine lean and agile
methods allow companies to become competitive and fulfil the objective of cus-
tomer satisfaction, but also to satisfy supply chain performance objectives con-
cerning time, costs and working capital. In this context, the position of the customer
order decoupling point (CODP) becomes important (see e.g. Wikner and Rudberg
2005). The CODP concept enables an analysis of the lead time gap between the
production lead time (how long it takes to plan, source, manufacture and deliver a
product) and the delivery lead time (how long customers are willing to wait for the
order to be completed), which is a key element of the supply chain to obtain
effectiveness and efficiency (Simchi Levi et al. 2000).

2.1 Problems with the Usual Supply Chain Management

To value brand retailers, the major factor triggering the change process is the poor
performance obtained in their campaigns. This forces the companies to rethink both
their business strategy and their operations strategy. The main inefficiencies are:
(1) The offered range and variety of garments per collection that is not usually
perceived necessary by the channel distributors and wholesalers; (2) overstock
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when finishing the campaign due to minimum order quantities in production,
meaning that the quantities to procure and manufacture for some garments were
higher than the actual demand; (3) overstock due to a forecast driven supply chain.
The orders to manufacturers have to be settled before the sales convention, due to
long lead times of fabric and trims procurement and (4) no possibility to procure
and manufacture a replenishment (second) order for the campaign in garments that
were selling in higher quantities than forecasted.

These deficiencies lead the companies to develop a new business strategy based
on the following two objectives; accomplishing profitable campaigns and increasing
sales by introducing more campaigns, what we called “mini-collections”, between
the two major ones.

3 Discussion

Nowadays, fashion companies do not have to face just the challenges posed by
demand unpredictability (Priest 2005), but have also to adapt to a new competitive
environment. The increased time-based competition (Jacobs 2006), the new con-
sumers’ sensibility to environmental issues (Caniato et al. 2011), the growing rel-
evance of BRIC (Brazil, Russia, India, China) markets (Abecassis-Moedas 2007)
and the rising of labor costs in emerging countries have driven fashion companies to
find a new balance between local and global sourcing and production in their supply
networks (Abesassis-Moedas 2007). By sourcing and producing globally, fashion
companies can reduce production costs (Puig et al. 2009), but may not be agile
enough to meet consumer’s needs on a timely basis. To optimize the cost/agility
trade off, several companies are now blending global and local sourcing and pro-
duction activities (Jin 2004). As an example, Jin (2004) states that the greater the
demand uncertainty the higher portion of domestic sourcing required in a mixture of
global and domestic sourcing strategies.

Besides the balancing of global and local production, the choice between lean
and agile manufacturing and the supply chain strategy are key aspects for the
clothing industry. Furthermore, it is clear that the need to increase the new product
development frequency far beyond Spring-Summer and Fall-Winter campaigns
implies that it is necessary to reconfigure the supply chain to allow for quick
response also for value brand retailers.

Concerning the reconfiguration of the supply chain and manufacturing opera-
tions, the value brand retailers used to employ a two-campaign low cost strategy.
However, the future regarding product segmentation and categories called for a
more responsive supply chain. The matrix presented by Fisher (1997), which links
product types with supply chains, can be used to explain the new strategy for the
value brand retailer (see Fig. 1).

The horizontal axis defines the product type, differentiating between functional and
innovative products, whereas the vertical axis divides the supply chain structure into
efficient or responsive supply chains. Therefore, according Fisher’s (1997) matrix:
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Functional Products Innovative Products Lean
Efficient suppl -
. PPy Basic products +
chain
Responsive supply Premium products and products
chain designed for specific events + -
Agile

Fig. 1 Product categories classification in an adaption of Fisher’s matrix (1997)

e The basic product categories could belong to the quadrant of functional products
matched with an efficient supply chain because these products do not change
much over time. They have stable, predictable demand and long life cycles, but
their stability invites competition, which often leads to low profit margins. The
main purpose of these products is therefore to supply predictable demand effi-
ciently at the lowest possible cost. For this reason, the selection of the suppliers
should be based on cost and the companies choose suppliers in low-cost
countries focusing on high efficiency.

e The premium product categories and products for specific events would belong
to the quadrant of innovative products matched with a responsive supply chain.
These products are characterized by short life cycles, unpredictable demand and
higher profit margins. Then, the primary goal is to respond quickly to the
demand in order to minimize stockouts, forced markdowns and obsolete
inventory. For this reason, the selection of the suppliers should be based on
speed, flexibility and quality and the companies focus on suppliers in medium-
or even high-cost countries to handle the demand for responsiveness.

4 Conclusions

Even though the literature review reveals a lot of research and case studies on
leading retailers and some research on hypermarket clothing retailers, it has not still
found a research about the main challenges that value brand retailers have to tackle
due to the “Pronto Moda” paradigm.

Hence, the purpose of this paper was to expose the main challenges that value
brand retailers have to face in order to manage their supply chain and how the new
internal and external supply chain should be reconfigured in the future without
losing efficiency. As such, we have used the literature review and a case study to
investigate how one value brand retailer has addressed the transition from a strategy
focusing on low cost and two campaigns, to a more responsive strategy also
offering unique products with higher assortment rotations in stores. Therefore, this
paper reveals the following concluding remarks:
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e Campaigns could be more profitable if the collections are segmented taking into
account the demand characteristics (continuity, season, etc.) and prices, estab-
lishing the most adequate supply strategy for each respective segment.

e Introducing a two-dimensional CODP and a product platform strategy facilitate
concurrent engineering (designers, purchasers, manufacturers, forwarders),
which in turn allows for reducing product development and order fulfilment lead
times.

e Improving assortment rotations requires that the new product development and
order fulfilment processes are redesigned. The latter typically leading to
reconfiguration of the supply chain and manufacturing operations.

On the other hand, some of the actions that can be taken to mitigate the defi-
ciencies (above mentioned) and to change the supply chain structure in a profitable
way are the following: (1) Applying lean principles (Womack and Jones 2003), the
companies managed to relax design resources and eliminate waste in the new
collection development within a campaign. (2) Employing concurrent engineering
among designers, purchasers, manufacturers and forwarders to reduce product
development lead time. This also included the establishment of a critical chain and
multi-project environment in order to avoid resource design constraints and
resource allocation constraints for the manufacturing suppliers. (3) Categorizing
garments according to demand behavior (continuity, season) and prices. (4) The
development of a global purchasing strategy and a global and local supplier net-
work taking into account price position, assortment rotation and demand pattern.

References

Abecassis-Moedas C (2007) Globalisation and regionalisation in the clothing industry: survival
strategies for UK firms. Int J Entrepreneurship Small Bus 4(3):291-304

Bergvall-Forsberg J, Towers N (2007) Creating agile supply networks in the fashion industry: a
pilot study of the European textile and clothing industry. J Text Inst 98:377-385

Bruce M, Daly L, Towers N (2004) Lean or agile. A solution for supply chain management in the
textiles and clothing industry? Int J Oper Prod Manag 24(2):151-170

Caniato F, Caridi M, Crippa L, Moretto A (2011) Environmental sustainability in fashion supply
chains: an exploratory case based research. Int J Prod Econ 135(2):659-670

Christopher M, Towill D (2001) An integrated model for the design of agile supply chains. Int J
Phys Distrib Logist 31(4):235-246

De Brito MP, Carbone V, Blanquart CM (2008) Towards a sustainable fashion retail supply chain
in Europe: organisation and performance. Int J Prod Econ 114:534-553

European Monitoring Centre on Change (2008) Trends and drivers of change in the European
textiles and clothing sector: mapping report. http://www.eurofound.europa.eu/pubdocs/2008/
15/en/1/ef0815en.pdf

Ferdows K, Lewis MA, Machuca JAD (2004) Rapid-fire fulfillment. Harv Bus Rev 82(11):104—
117

Fisher ML (1997) What is the right supply chain for your product? Harv Bus Rev 75:105-117

Forman M, Jorgensen MS (2004) Organising environmental supply chain management. Greener
Manag Int 45:43-62


http://www.eurofound.europa.eu/pubdocs/2008/15/en/1/ef0815en.pdf
http://www.eurofound.europa.eu/pubdocs/2008/15/en/1/ef0815en.pdf

76 S. Martinez et al.

Gallaugher J (2010) Information systems: a manager’s guide to harnessing technology. Flat World
Knowledge, L.L.C, Washington, p 324

Holweg M (2005) The three dimensions of responsiveness. Int J Oper Prod Manag 25(7):603-622

Holweg M, Pil F (2004) The second century: moving beyond mass and lean production in the auto
industry. MIT Press, Cambridge

Jacobs D (2006) The promise of demand chain management in fashion. J Fash Mark Manag
10(1):84-96

Jin B (2004) Achieving an optimal global versus domestic sourcing balance under demand
uncertainty. Int J Oper Prod Manag 24(12):1292-1305

Jonsson P, Rudberg M, Holmberg S (2013) Centralised supply chain planning at IKEA. Supply
Chain Manag Int J 18(3):337-350

MacCarthy B, Jayarathne A (2011a) Global supply networks and responsiveness in the
international clothing industry: differences across different retailer types. Paper presented at
Euroma Conference proceedings, Cambridge, UK

MacCarthy BL, Jayarathne PGSA (2011b) Sustainable collaborative supply networks in the
international clothing industry: a comparative analysis of two retailers. Prod Plan Control 1(17)

Navaretti GB, Falzoni A, Turrini A (2001) The decision to invest in a low-wage country: evidence
from Italian textiles and clothing multinationals. J Int Trade Econ Dev 10(4):451-470

Priest A (2005) Uniformity and differentiation in fashion. Int J Cloth Sci Technol 17:253-263

Puig F, Marques H, Ghauri P (2009) Globalization and its impact on operational decisions: the role
of industrial districts in the textile industry. Int J Oper Prod Manag 29(7):692-719

Sen A (2008) The US fashion industry: a supply chain review. Int J Prod Econ 114:571-593

Simchi Levi D, Kaminsky P, Simchi Levi E (2000) Designing and managing the supply chain:
concepts, strategies, and cases. Mac Graw Hill, USA

Tokatli N (2008) Global sourcing: insights from the global clothing industry-the case of Zara, a
fast fashion retailer. J Econ Geogr 8:21-38

Wikner J, Rudberg M (2005) Introducing a customer order decoupling zone in logistics decision-
making. Int J Logist Res Appl 8(3):211-224

Womack J, Jones D (2003) Lean thinking. Free press, New York



Structural Equation Modeling
for Analyzing the Barriers and Benefits
of E-procurement
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Abstract We perform an empirical study to analyze whether it would be beneficial
for a company to switch from traditional procurement system to e-procurement sys-
tem. For this purpose, we determine the main barriers and benefits of e-procurement
systems, and using Structural Equation Modeling, we analyze the effects of the bar-
riers and benefits on the e-procurement adoption decision. The results denote that
barriers (benefits) of e-procurement systems have negative (positive) effect on
the adoption decision. We also find that the effect of the benefits is higher than that of
the barriers, indicating that it would be beneficial for the company to adopt the
e-procurement system.

Keywords Barrier - Benefit - E-procurement - Structural equation modeling

1 Introduction

Supply chains can be managed more effectively through the developments in the
information and communication technology. One of the developments in supply
chains is the e-procurement system, which helps the integration of the procurement
process throughout the supply chain. Morris et al. (2000) define e-procurement as a
system that utilizes Internet technologies and services to automate and streamline an
organization’s processes—from requisition to payment.
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E-procurement, which has become one of the fundamental elements of a supply
chain, is still in the development phase and there are several studies in the literature
on this subject. Gunasekaran and Ngai (2008) state that without the adoption of
e-procurement systems, the supply chain of a company cannot be integrated suc-
cessfully. The authors conduct a questionnaire-based survey in order to understand
the adoption process of e-procurement in Hong Kong. Panayiotou et al. (2004)
work on a case study about the Greek purchasing process and indicate the problems
which may occur. The authors also study e-procurement system design.
Gunasekaran et al. (2009) analyze the current state of e-procurement in SMEs
located in the Southcoast of Massachusetts, and they also examine the factors that
affect the e-procurement adoption.

In the light of the previous studies on e-procurement systems, this study aims at
investigating the effects of the barriers and benefits of e-procurement on its adoption
decision. For this purpose, by using Structural Equation Modeling (SEM), we
perform an empirical analysis for a retail store chain which operates in book and
stationery sector in Turkey.

SEM can be used for multivariate data as it is appropriate for illustrating the
relations between exogenous and endogenous latent variables in one model (Kline
1998). SEM is a widely used tool especially for psychology, sociology, and
econometrics and there are several studies applying SEM in the literature. Thus, we
only mention the studies in a related field. Madeja and Schoder (2003) examine
the impacts of e-procurement adoption process on e-business success. Lee and
Quaddus (2006) conduct a study in Singapore about the impacts of buyer-supplier
relationship on e-purchasing adoption decision. Vaidyanathan and Devaraj (2008)
study the impacts of the quality of information flow process and the quality of
logistics fulfillment on the satisfaction of e-procurement performance. Finally,
Devaraj et al. (2012) investigate the effects of mixing flexibilities and purchase
volumes on e-procurement performance.

The rest of the paper is organized as follows. The theoretical background,
research hypotheses, and data collection are given in Sect. 2. The data analysis and
results are presented in Sect. 3. Finally, concluding remarks are given in Sect. 4.

2 Research Background and Data Collection

In this study, we consider a retail store chain which operates in book and stationery
sector in Turkey. The company has an annual procurement volume of approxi-
mately 100 million USD, which covers its demand for more than 20,000 different
stock keeping units provided by 185 suppliers. Although the company uses tradi-
tional procurement methods, the senior management wants to decide whether to
adopt an e-procurement system or not based on its barriers and benefits.

First, 20 barriers and 20 benefits of e-procurement systems are determined
through a detailed literature review.
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In the second step, eight top managers from the company have rated these
barriers and benefits on a five-point scale. By taking the geometric mean of their
responses and after a brainstorming session, we get the final set of 14 barriers and
15 benefits that are rated above three.

In the third step, Interpretive Structural Modeling (ISM) technique (Warfield
1973) is applied to determine the barriers and benefits that have high driving power
and the capability to influence the other drivers. Based on the results of the ISM
model, the numbers of barriers and benefits are decreased to 3 and 7, respectively.

Finally, these barriers and benefits are entered into the SEM model. In this step,
another five-point scale questionnaire is prepared. Here, the aim is to analyze the
effects of these barriers and benefits on the e-procurement adoption decision and the
necessity of the e-procurement system for the company. The questionnaire is
uploaded to the Intranet of the company. Among 916 people working in a related
field, 277 respondents answer the questionnaire, resulting in a response rate of
30.24 %. Among these responses, 21 cases contain missing values, giving a per-
centage of 7.58 %. Since sample size is especially important for SEM, Bayesian
imputation is used to estimate the missing values.

The barriers of e-procurement systems taken into consideration in this study are
given below (Eadie et al. 2007; Eei et al. 2012):

Lack of e-procurement knowledgelskilled personnel (RI). Mainly related to
personnel issues such as older generations that have not kept up to the advances
in IT related fields, but relying heavily on traditional forms and means of
procurement.

Lack of adequate technicalllT infrastructure (R2). Need of adequate IT infra-
structure to carry out e-procurement processes and/or technology to operate IT.
Inadequate IT infrastructure of suppliers/business partners (R3). The external
parties of the supply chain do not have adequate IT infrastructure compatible
with the e-procurement system.

On the other hand, the benefits of e-procurement systems considered in this
study are as follows (Morris et al. 2000; Eadie et al. 2007; Eei et al. 2012):

Easier access to market data and enhanced intelligence (NI). Enables to
monitor and scan external sources of data and intelligence easily and to share
information with others pro-actively.

Quicker response to problems through real-time information (N2). Increased
speed in transactions, tracking and reporting through real-time information helps
quicker problem solving and reactive decisions.

On-line and real-time reporting (N3). Real-time reporting system that enables
management to have a fast and reliable way to compare the spending with
budget, allowing quick reaction to problems.

Improved supply chain transparency (N4). Transparency of product specifica-
tions, prices, contract details, such as the contractual conditions, time, terms of
orders, etc., making these visible to relevant parties both internally and
externally.
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Simplified and streamlined purchasing process (N5). E-procurement solutions
simplify the purchasing process by bringing all suppliers together, accessible
from a single e-platform and eliminating the need for a paper form, while
providing streamlined procedures to expedite order to payment processing.
Integrated information sharing (N6). Accelerates the flow of important infor-
mation between internal and external business partners; also provides real-time
information sharing within a broader structure.

Improved communication and collaboration in supply chain (N7). E-procurement
allows sections of electronic documentation to flow through the supply chain. As it
improves the speed of returns and makes it easy to communicate requirements in a
quicker and more accessible manner, it will result in a better understanding of
requirements and due compliance.

This study uses SEM to analyze the effects of the barriers and benefits of
e-procurement on its adoption decision and we have two main research hypotheses
given below:

Hypothesis 1 (HI). Barriers of e-procurement systems have negative impact on
the adoption decision.
Hypothesis 2 (H2). Benefits of e-procurement systems have positive impact on
the adoption decision.

In addition to these hypotheses, we are also interested in understanding whether
the effects of the barriers or benefits are higher on the e-procurement adoption
decision. Accordingly, we may recommend the company to adopt the e-procurement
system or not.

3 Data Analysis and Results

We use Anderson and Gerbing’s (1988) two-step approach in this study, where the
measurement model is estimated prior to the structural model. The AMOS 16.0
software is used to test the measurement and structural models based on the
maximum likelihood estimation method.

The measurement model has two latent variables, i.e., Barriers and Benefits, with
three and seven indicators, respectively. We test the measurement model using the
confirmatory factor analysis (CFA) method as described in Hair et al. (2010). Here,
we present the results for the final measurement model. We calculate several
goodness-of-fit measures based on the recommendations of Joreskog and Sérbom
(1993) and Hu and Bentler (1998): Comparing the magnitude of x> with the number
of degrees of freedom, i.e., y*/df; standardized root mean square (SRMR); good-
ness-of-fit index (GFI); adjusted goodness-of-fit index (AGFI); normed fit index
(NFI); comparative fit index (CFI); and root mean square error of approximation
(RMSEA). The recommended values for these fit indices and the results for the
measurement model are given in Table 1. As one can see from the table, all values
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Table 1 Goodness-of-fit
measures for the measurement
model

81

Goodness-of- Recommended value Result
fit measure (Schermelleh-Engel et al. 2003)

x2/df <3.00 2.118
SRMR <0.10 0.052
GFI >0.90 0.957
AGFI >0.85 0.923
NFI >0.90 0.957
CFI 20.95 0.977
RMSEA <0.08 0.064

are within the recommended ranges indicating that the measurement model has a
good fit.

After evaluating the fit of the measurement model, we assess the construct
validity that consists of convergent validity and discriminant validity.

We test the convergent validity by examining the factor loadings first. All factor
loadings are significant at the 0.001 level and except two of them all are above 0.70.
Only R1 and R3 have factor loadings of 0.65 and 0.67, respectively; but since these
are above 0.50, they are also acceptable. Second, the average variance extracted
(AVE) is calculated for each latent construct. AVE values are calculated as 0.49 and
0.62 for Barriers and Benefits, respectively. Since an AVE of 0.50 or higher sug-
gests adequate convergent validity, one can see that the AVE for Barriers is just
below this critical level. Third, we calculate the construct reliability (CR), which is
also an indicator of convergent validity. CR values are calculated as 0.74 and 0.92
for Barriers and Benefits, respectively. Since they both exceed the threshold of 0.70,
this also validates convergent validity. The results for the measurement model can
be found in Table 2.

Table 2 Results for the

measurement model Latfant Indicator Factgr AVE CR
variable loading
Barriers 0.490 0.742
R1 0.654"
R2 0.774"
R3 0.665"
Benefits 0.624 0.924
N1 0.743"
N2 0.790"
N3 0.748"
N4 0.809"
N5 0.865"
N6 0.756"
N7 0.810"

* Significant at the 0.001 level (two-tailed)
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To test the discriminant validity, the AVE values for the constructs are compared
with the square of the correlation estimate between these two constructs. The
correlation estimate between Barriers and Benefits is calculated as 0.30. Since AVE
values for both constructs are greater than the squared correlation estimate, this
result provides good evidence of discriminant validity.

After assessing the convergent and discriminant validities, we examine the
standardized residual covariances and modification indices to identify the problems
in the measurement model. Since all standardized residual covariances are less than
|4.00|, we conclude that the standardized residual covariances indicate no problem
in the measurement model. On the other hand, we also examine the modification
indices. High modification indices suggest that the fit could be improved signifi-
cantly by freeing the corresponding path to be estimated. Since the modification
indices of the measurement model are reasonable, this result also provides good
evidence of model validation.

After testing the measurement model, we test our structural model and our main
focus is to test the hypothesized relationships. The structural model consists of two
exogenous variables (Barriers and Benefits) and one endogenous variable (Adop-
tion). Recall that the exogenous variables Barriers and Benefits have three and seven
indicators, respectively. On the other hand, the endogenous variable Adoption has a
single indicator, which is measured through the question that investigates the
necessity of the e-procurement system for the company.

The goodness-of-fit of the structural model is evaluated with the same measures
used to test the measurement model and the results are given in Table 3. The results
denote that the structural model fits the data well.

Once we evaluate the goodness-of-fit measures for the structural model, we
analyze the path coefficients and loading estimates, which are given in Fig. 1. It can
be seen that the path coefficient estimate between Barriers and Adoption is —0.15
and it is significant at the 0.05 level. Thus, our first hypothesis is supported, i.e.,
barriers of e-procurement systems have negative effect on the adoption decision. On
the other hand, the path coefficient estimate between Benefits and Adoption is 0.48
and it is significant at the 0.001 level. Thus, our second hypothesis is also sup-
ported, i.e., benefits of e-procurement systems have positive effect on the adoption
decision. As stated before, besides these hypotheses, another point of interest is to

Table 3 Goodness-of-fit

measures for the structural Goodness-of- Recommended value Result

model fit measure (Schermelleh-Engel et al. 2003)
72 /df <3.00 1.836
SRMR <0.10 0.050
GFI >0.90 0.956
AGFI >0.85 0.926
NFI >0.90 0.955
CFI >0.95 0.979
RMSEA <0.08 0.055
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Fig. 1 Results of the path
analysis

Adoption

* pvalue =0.023 ™ pvalue < 0.001

examine whether the barriers or benefits of e-procurement systems have higher
impact on the adoption decision. Since the path coefficient estimate of Benefits is
higher than that of the Barriers, we conclude that benefits of an e-procurement
system overweigh its barriers. Thus, it would be beneficial for the company to adopt
the e-procurement system. However, it is also noteworthy that the squared multiple
correlations (i.e., RZ) of Adoption is calculated as 0.21. Therefore, adding other
latent constructs that may affect the e-procurement adoption decision would
increase the variance explained.

4 Conclusion

The aim of this study is to analyze the effects of the barriers and benefits of
e-procurement systems on the e-procurement adoption decision. An empirical
analysis has been performed for a retail store chain which operates in book and
stationery sector in Turkey.

Using the ISM technique, the barriers of e-procurement that have high driving
power and the capability to influence the other drivers are found to be lack of
e-procurement knowledge/skilled personnel; lack of adequate technical/IT infra-
structure; and inadequate IT infrastructure of suppliers/business partners. On the
other hand, the important benefits are easier access to market data and enhanced
intelligence; quicker response to problems through real-time information; on-line
and real-time reporting; improved supply chain transparency; simplified and
streamlined purchasing process; integrated information sharing; and improved
communication and collaboration in supply chain.



84 P. Toktas-Palut et al.

Once we determine the main barriers and benefits of e-procurement systems,
they are integrated into the structural equation model. The results denote that
barriers (benefits) of e-procurement systems have negative (positive) effect on the
e-procurement adoption decision and the effect of benefits on the adoption decision
is higher than that of the barriers. Thus, based on this analysis, it would be bene-
ficial for the company to adopt the e-procurement system. As a further study,
besides the barriers and benefits of e-procurement systems, other factors could also
be included into the models.
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Ergonomic Risk Minimisation in Assembly
Line Balancing

Joaquin Bautista, Cristina Batalla-Garcia
and Rocio Alfaro-Pozo

Abstract In this work it is presented a variant for the assembly line balancing that
considers simultaneously production conditions and labour conditions. Specifically,
a new mathematical model is formulated to solve the assembly line balancing
problem. The objective of this model is minimising the maximum ergonomic risk,
given a specific cycle time and a number of workstations. This affords the evaluation
of the ergonomic risk impact on the number of workstations of the line through an
application linked to the Nissan plant of engines, located in Barcelona.

Keywords Manufacturing systems - Assembly line balancing - Ergonomic risk -
Mathematical model

1 Introduction

Production and assembly lines present a lot of factors that can harm the safety and
welfare of the workers assigned to workstations. Indeed, a task can suppose
ergonomic risk due to psychic factors, physical factors, or both.

This work is supported by the Spanish Ministerio de Economia y Competitividad under Project
DPI2010-16759 (PROTHIUS-III) including EDRF fundings.

J. Bautista (DX) - C. Batalla-Garcia - R. Alfaro-Pozo

Research Group OPE-PROTHIUS, Dpto. de Organizacion de Empresas,
Universitat Politécnica de Catalunya, Avda Diagonal, 647,

7th Floor, 08028 Barcelona, Spain

e-mail: joaquin.bautista@upc.edu

C. Batalla-Garcia
e-mail: cristina.batalla@upc.edu

R. Alfaro-Pozo
e-mail: rocio.alfaro@upc.edu

© Springer International Publishing Switzerland 2015 85
P. Cortés et al. (eds.), Enhancing Synergies in a Collaborative Environment,

Lecture Notes in Management and Industrial Engineering,

DOI 10.1007/978-3-319-14078-0_10



86 J. Bautista et al.

In terms of physical load, there are many factors that can affect the health of
workers (Landau et al. 2008). In fact, there are different methods of evaluation
which only analyse a specific factor (postural loads, repetitive movements, or
manual handling). Among them are the RULA method (Rapid Upper Limb
Assessment) to analyse postural loads, the NIOSH method (National Institute for
Occupational Safety and Health) to evaluate the manual handlings due to different
actions as raise, move, push, grasp, and transport objects, and the OCRA Check List
(Occupational Repetitive Action) for repetitive movements.

However, the Ergonomics is not the only problem presented in actual assembly
lines. Currently, assembly lines should be able to treat several product types that,
although similar, they can suppose operations with different processing times, different
use of resources and different component consumptions. This variety together the
precedence restrictions of the operations make necessary the assembly line balancing.
Thus, a classic problem of literature appears, the ALBP (Assembly Line Balancing
Problem) (Salvenson 1955; Becker and Scholl 2006; Battaia and Dolgui 2012).

Given a set of elemental tasks or operations, J, and a set of workstations, K, the
assembly line balancing problem consist of establishing task assignments to the set
of workstations satisfying the set of technological conditions that defines the order
in which the operations must be realised (precedence constraints).

In addition to the precedence constraints, other variants of the assembly line bal-
ancing include more line attributes, such as the available time for the workstations (at
normal activity), i.e., the cycle time, and the available lineal area for materials and tools
on workstations. This type of problems corresponds to the family T7SALBP (Time and
Space Constrained Assembly Line Balancing Problems) (Chica et al. 2010).

Moreover, some recent works incorporate ergonomic attributes into the assembly
line balancing problems. In particular, Rajabalipour et al. (2012) consider the
monotonous corporal postures that the operators suffer during their workday. To do
this, they use a simplification of the OWAS method (Ovako Working Analysis
System) that only considers three corporal areas: back, arms and legs.

On the other hand, Otto and Scholl (2011) incorporate the ergonomic risk into the
SALBP-m (Simple Assembly Line Balancing Problem minimising the number of
workstations). They propose two ways to consider the ergonomic risk: (1) con-
straints that limit the maximum allowed ergonomic risk Erg (F(Si) < Erg, Vk);
(2) a new objective function that minimises the number of workstations and
the global ergonomic risk of the line using a weighting coefficient
(min K'(x) = K(x) + @ - &(F(Sk))). In both proposals, they evaluate the ergonomic
risk with three methods: the NIOSH, the OCRA and the EAWS (European Assembly
Worksheet) method which was created for assembly production systems.

Similarly, Bautista et al. (2013a), expand the family of problems TSALBP
through the incorporation of constraints that limit the minimum and maximum
ergonomic risk to which workers may be exposed. Specifically, they consider
psychological and physical factors. In other work, Bautista et al. (2013b) analyse
the impact of the ergonomic risk reduction on the number of workstations of the
line. In this work they add the elemental tasks in blocks of tasks to realise an
experience computational.
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Therefore, following the trend of satisfying both the productive and the labour
conditions in this work a new model for assembly line balancing is presented. In
particular this model minimises the maximum risk of line given, previously, the
number of workstations, the cycle time (at normal activity) and the available
maximum area per workstation.

2 Ergonomic Risk Minimisation into the TSALBP

The determination of the ergonomic risk associated to each operation is a pre-
liminary step in the formulation of the mathematical model for the assembly line
balancing problem. Therefore, considering the set of ergonomic risk factors
D(p=1,...,|®|), all the tasks will be evaluated classifying them by risk catego-
ries. Thus, the task j (j = 1,...,|J|) will have the category y,; associated with the
ergonomic risk factor ¢ (¢ = 1,...,|D|).

In such conditions, the following model is proposed for the line balancing
problems whose parameters and variables are:

Parameters

J Set of elemental tasks (j =1,...,|J|)

K Set of workstations (k = 1,...,|K|)

D Set of ergonomic risk factors (¢ = 1,...,|®|)

1 Processing time at normal activity required by the elemental task j(j = 1,...,|J])
a; Linear area required by the elemental task j (j = 1,.. ., |J|)

%p,; | Category of the task j(j = 1,...,|J|) associated to the risk factor ¢ (¢ = 1,...,|D|).
Here it is a non-negative integer value between 1 and 4

Ry,; | Ergonomic risk of task j (j = 1,...,|J|) associated to the risk factor ¢ (¢ = 1,...,|D|).
Here Ry j =4 - 14 ;

P; Set of direct precedent tasks of the task j(j = 1,...,|J|)
¢ Cycle time. Standard time assigned to each workstation (k = 1,.. ., |K]|) to process its
workload (S;)

m Number of workstations. In this case m = |K|

A Available space or linear area assigned to each workstation

Variables

X, Binary variable equal to 1 if the elemental task j (j = 1,...,|J|) is assigned to the

X workstation k (k = 1,...,|K]|), and to 0 otherwise

Ry | Maximum ergonomic risk associated to the risk factor ¢ (¢ = 1,.. ., |®|), and allowed to
each workstation

TSALBP-R_erg:
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Subject to:
Yoxx=1 (G=1,...1) (2)
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In the model, the objective function (1) expresses the minimisation of the average of
maximum ergonomic risks resulting of the aggregation of the set of risk factors ©.
Constraints (2) indicate that each task can only be assigned to one workstation. Con-
straints (3) and (4) impose the maximum limitation of the workload time and the max-
imum linear area allowed by the workload of each workstation. Constraints (5) determine
the maximun ergonomic risk associated to the factor ¢p € ® allowed at each worksta-
tion. Constraints (6) correspond to the precedence task bindings. Constraints (7) and
(8) limit the number of workstations and force that there is no empty workstation,
respectively. Finally, constraints (9) require the assignment variables be binary.

3 Computational Experience

A production plan linked to a case study of Nissan engine plant in Barcelona
(NMISA: Nissan Motor Ibérica SA) is used to evaluate the proposed model, the
TSALBP-R_erg. In this way the impact of the number of workstations on the max-
imum ergonomic risk is evaluated. In particular the production plan corresponds to a
total demand of 7'= 270 engines which is characteristic of a workday with two shifts.
This demand is divided, equally, into nine types of engine: three for 4 x 4 vehicles
(p1, p2 and p3), two for vans (p4 and ps) and four for trucks (pg, p7, ps and po). Despite
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their differences, the assembly of the three engine classes requires 378 elementary
tasks (including rapid testing). These tasks have been grouped into 140 operations
(Bautista and Pereira 2007; Chica et al. 2010). To facilitate this aggregation of tasks
into different workstations of the line at the time of balancing the appropriate pre-
cedence rules have been taken into account.

To implement the experiment a Mathematical Programming Solver (the Solver
CPLEX v11.0) has been used on a MacPro computer with an Intel Xeon 3.0 GHz
CPU and 2 GB RAM using Windows XP with a CPU time limit of 7200 s.

Moreover, the cycle time has been set in ¢ = 180 s (see labour conditions in Llovera
etal. 2014); the maximum allowed area has been considered as infinite, A — 00, in order
to avoid its impact; several values for the number of workstations have been also
considered, these values range from 19 to 23 workstations; and finally, only the physical
ergonomic risk factor has been taken into account, considering postural loads, repetitive
movements and manual handlings at once. The corresponding methods used for the
evaluation of those ergonomic risk factors have been the RULA, OCRA and NIOSH
method, respectively, by modifying the levels of risk of each method on a common
scale, ranging from 1 (acceptable risk) to 4 (unacceptable risk). Thus, a global physical
risk category for each task has been obtained.

Figure 1 shows the effect of increasing the number of workstations of the line on
the maximum ergonomic risk. Specifically, when the line has 19 workstations the
maximum risk is 350 e-s (ergo-seconds) which is equivalent to a risk category of
1.94. In this case, a risk analysis should be necessary in order to carry on corrective
actions for the improvement of the line in the future. However, this ergonomic risk
decreases with the increased number of workstations. Indeed, when the line is
composed by 20 workstations the maximum ergonomic risk is 315 e-s; when there
are 21 or 22 workstations, the risks obtained correspond to 300 e-s and 285 e-s,
respectively; finally, the maximum risk is 280 e-s when the line has 23 workstations.

On the other hand, if we analyse the obtained results according to the temporal,
spatial and ergonomic attributes (see Table 1), we see that the workload times of
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Fig. 1 Maximum ergonomic risk (e-s) depending on the number of workstations of the line
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workstations (¢(k) Vk € K) are more variable when there are more workstations in
the line. Indeed, when the line has 19 workstations the minimum workload time is
115 s, whereas with 23 workstations the minimum workload is 75 s. However, this
trend is not repeated with the linear area required by the workstations
(a(k) Yk € K), because regardless of the number of workstations, the maximum
linear area of workstations is more than 6 m in all cases, reaching even 8 m when
there are 22 workstations.

Regarding the ergonomic risk, the best situation in terms of maximum,
minimum and average risk occurs when the line has 23 workstations. In this case,
the values obtained are 280, 225 and 267.2 e-s, respectively. However, the more
balanced situation between workstations occurs when the line has 21 worksta-
tions, situation in which the range of values (20 e-s) and the standard deviation
(6.9) are smaller.

Finally, the obtained results shown that the five line designs (from 19 to 23
workstations) present a maximum ergonomic risk category lower than 2 (from 1.94
to 1.56). Because of this, we can conclude that all the line configurations have an
acceptable and moderate ergonomic risk. In fact, the average risk category of the
five lines is between 1.48 and 1.80 for 23 and 19 workstations, respectively.

4 Conclusions

Ergonomics is fundamental in the design of work places in any production system.
When these jobs correspond to modules or workstations of production lines it is
necessary to take into account not only the safety of workers (measured through the
risk) but also a set of constraints that affect the number of workstations (m), the
repetitive cycle of the workload (c) and the available area at each workstation (A).

In this work, taking as a starting point the family TSALBP, we have proposed a
line balancing model with the aim of minimising ergonomic risk and compliance
with the temporary and spatial restrictions.

Through a case study, from the plant of engines from Nissan in Barcelona, we
have proposed a progressive reduction of the risk category of the line (which is
translated into operators with fewer injuries) through the creation of new jobs
without changing the production capacity of the plant.

In future works we will measure the impact of the limitation of the available area
at the workstations and we will study if the savings due to the risk reduction (fewer
injuries) are economically compensated with the costs due to the creation of new
jobs.



Ergonomic Risk Minimisation in Assembly Line Balancing 93
References

Battaja O, Dolgui A (2012) Reduction approaches for a generalized line balancing problem.
Comput Oper Res 39(10):2337-2345

Bautista J, Batalla C, Alfaro R (2013a) Incorporating ergonomics factors into the
TSALBP. Advances in Production Management Systems. Competitive manufacturing for
innovative products and services IFIP advances in information and communication technology.
Springer, Holanda. ISBN 978-3-642-40351-4 (Print) 978-3-642-40352-1 (Online), 397:413—
420

Bautista J, Batalla C, Alfaro R et al. (2013b) Impact of ergonomic risk reduction in the TSALBP-1.
Industrial Engineering and Complexity Management. Book of Proceedings of the 7th
International Conference on Industrial Engineering and Industrial Management—XVII
Congreso de Ingenieria de Organizacion. ISBN 978-84-616-5410-9, pp 436444

Bautista J, Pereira J (2007) Ant algorithms for a time and space constrained assembly line
balancing problem. Eur J Oper Res 177(3):2016-2032

Becker C, Scholl A (2006) A survey on problems and methods in generalized assembly line
balancing. Eur J Oper Res 168:694-715

Chica M, Cordén O, Damas S et al (2010) Multiobjective constructive heuristics for the 1/3 variant
of the time and space assembly line balancing problem: ACO and random greedy search. Inf
Sci 180(18):3465-3487

Landau K, Rademacher H, Meschke H et al (2008) Musculoskeletal disorders in assembly jobs in
the automotive industry with special reference to age management aspects. Ind Ergon
38:561-576

Llovera S, Bautista J, Llovera J, Alfaro R (2014) Tiempo efectivo de trabajo: Un analisis
normativo de la Jornada Laboral en el Sector de Automocion. DOI: 10.13140/2.1.1946.3680,
Report number: OPE-WP.2014/06 (http://hdl.handle.net/2117/24508), Universitat Politécnica
de Catalunya

Otto A, Scholl A (2011) Incorporating ergonomic risks into assembly line balancing. Eur J Oper
Res 212(2):277-286

Rajabalipour CH, Haron H, Kazemipour F et al (2012) Accumulated risk of body postures in
assembly line balancing problem and modeling through a multi-criteria fuzzy-genetic
algorithm. Comput Ind Eng 63:503-512

Salveson ME (1955) The assembly line balancing problem. J Ind Eng 6:18-25


http://dx.doi.org/10.13140/2.1.1946.3680
http://hdl.handle.net/2117/24508

Reverse Logistics Barriers: An Analysis
Using Interpretive Structural Modeling

Marina Bouzon, Kannan Govindan
and Carlos Manuel Taboada Rodriguez

Abstract The objective of this research is to identify and analyze the interactions
of the barriers that impede reverse logistics (RL) development from a Brazilian
perspective. Firstly, international peer-reviewed publications were considered to
select the barriers and classify them into categories. Secondly, an empirical research
was conducted using Interpretive Structural Modeling (ISM), in order to evaluate
the relationship between the barrier categories for the Brazilian RL context.

Keywords Reverse logistics - Barrier analysis « ISM - Brazil

1 Introduction

Reverse logistics (RL) has emerged as an important element for organizations to
build their strategic advantage (Govindan et al. 2013), but little research has been
conducted on the subject (Van Der Wiel et al. 2012). In the Green Supply Chain
Management (GSCM) domain, RL is generally considered as the most difficult
initiative to implement (Hsu et al. 2013). According to Abdulrahman et al. (2014),
concerning the prior research on the barriers for RL implementation, little attention
has been paid to emerging economies. As a BRIC country, Brazil is the largest
Latin America economy and the seventh largest world economy. RL is gaining
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importance in Brazil, but, at the same time, Brazilian organizations encounter the
challenge of a poor logistics infrastructure (Arkader and Ferreira 2004; da Rocha
and Dib 2002). Based on this, further research is needed to understand, analyze and
overcome these barriers. In this matter, this article aims at identifying RL barriers in
an international panorama and analyze their interaction in the Brazilian context. The
proposed research framework includes a systematic literature review process and
Interpretive Structural Modeling (ISM) for the interdependency analysis of barriers.

2 Theoretical Background

RL is the process of moving goods from their typical final destination for the
purpose of capturing value or proper disposal. RL comprises all the activities
involved in processing, managing, reducing, and disposing of hazardous or non-
hazardous waste from production, packaging, and use of products (Govindan et al.
2013; Rogers and Tibben-Lembke 1999). Although companies are increasingly
being pressured to engage green initiatives, alongside, there are many barriers to the
development of RL that limit their implementation (Kapetanopoulou and Tagaras
2011). In general, RL is considered by firms as an undervalued part of the supply
chain (SC) due to a variety of reasons (Abdulrahman et al. 2014). The profitability
of RL is multidimensional because it depends on several aspects, such as: market
price of the materials, technological innovation that could contribute to lowering the
price of the recovery process, and the quantities of recovered materials (Van Der
Wiel et al. 2012). In the domain of GSCM, RL is considered as the most difficult
initiative to implement when compared to design for environment and green pur-
chasing (Hsu et al. 2013). Based on a systematic literature review process (for
details, please refer to Sect. 3), 25 barriers have been identified and categorized
based on their meaning and similarities (Table 1).

Although products gradually are being recycled and reused in developed coun-
tries, the most common practices in emerging economies continue to send used
products to landfills, causing considerable costs and harm to the environment (Hsu
et al. 2013). RL in developing countries seems to be an immature practice in most
industry sectors (Lau and Wang 2009). To date, most existing research on the drivers
and barriers of RL implementation is focused on developed countries (Abdulrahman
et al. 2014; Lau and Wang 2009). Thus, more research is needed on the barriers for
RL adoption in developing countries such as Brazil. As already mentioned, Brazil
is seventh largest world economy, but the country’s magnitude has its drawbacks for
the environment. In 2011, Brazil’s population generated almost 62 million tons of
solid waste (de Sousa Jabbour et al. 2013a, b). In addition, companies consider RL
an undervalued part of the SC (Abdulrahman et al. 2014). RL is recently gaining
importance in this country due to some reasons: the implementation of the National
Policy on Solid Waste (NPSW), economic issues as the recovery of the value of used
products, green marketing, and improving social conditions. Nevertheless, Brazilian
companies might face the challenge of a deficient logistics infrastructure to cope
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Table 1 Reverse logistics barriers classification

Category

Barriers

Technology and
infrastructure related
issues (T&I)

T&I-1. Lack of personnel technical skills

T&I-2. Lack of IT systems standards

T&I-3. Lack of latest technologies

T&I-4. Lack of in-house facilities (infrastructure)

T&I-5. Technology and the R&D issues related to product recovery

Governance and supply
chain process related
issues (G&SC)

G&SC-1. Difficulties with supply chain members (poor
coordination)

G&SC-2. Limited forecasting and planning

G&SC-3. Inconsistent quality

Economic related
issues (E)

E-1. Lack of initial capital

E-2. Lack of financial support for investments in return monitoring
system/storage and handling

E-3. Uncertainty related to economic issues

E-4. Lack of economy of scale

Knowledge related
issues (K)

K-1. Lack of knowledge on RL practices

K-2. Lack of information on take back channels

K-3. Lack of awareness concerning reverse logistics and its benefits

K-4. Lack of taxation knowledge on returned products

Policy related issues

P-1. Lack of specific laws

P-2. Lack of waste management practices

P-3. Lack of inter-ministerial communication

P-4. Lack of motivation laws

Market and competitors
related issues (M&C)

M&C-1. Perception of a poorer quality product

M&C-2. Undeveloped recovery marketplaces

M&C-3. Little recognition of RL competitive advantage

Management related
issues

M-1. Low importance of RL relative to other issues

M-2. Low involvement of top management and strategic planning

with the NPSW. This circumstance encouraged us to analyze the issues related to RL
implementation, specifically to identify the interaction among the 25 RL barriers
from Table 1 for the Brazilian context.

3 Solution Methodology and Results

First, international peer-reviewed publications were considered to select the barriers
and classify them into categories. Second, an empirical research was conducted
using ISM, involving a Brazilian professional, in order to evaluate the relationship
between the barrier categories for the Brazilian RL context. Interpretive Structural
Modeling (ISM) is used to understand the mutual effects among the barrier
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categories, in order to identify, for example, the driving barrier categories, which
can aggravate few more barrier categories.

ISM was developed for dealing with complex situations as a communication tool
(Diabat and Govindan 2011; Mathiyazhagan et al. 2013). The main idea is to use
experts’ knowledge and experience to frame a complicated system into several sub-
systems and construct a multilevel structural model. ISM methodology helps create
order and direction on the complexity of relationships among elements of a system
(Sage 1977; Warfield 1974). The solution methodology is showed in Fig. 1. The
following topics corresponds the steps of the ISM methodology.

e Literature review (Step 1)
In order to better establish the research gap, international peer-reviewed pub-
lications on RL were investigated to identify the RL barriers listed and classified
in Table 1. The bibliographic databases searched include: Springer, Science
Direct, Emerald, Taylor & Francis, Wiley, ISI Web of Science, Scopus, and
Google Scholar.

2) List of barriers classified into
categories

l

3) Establish contextual relationship

(X;) between varTbIes (categories) 11.3) Expeit opinion |

1) Systematic literature review

4) Develop a Structural Self-
Interaction Matrix (SSIM)

5) Develop reachability matrix

|

| 6) Partition the Reachability Matrix into different levels |

|

‘ 7) Partition the Reachability Matrix in its conical form ‘

l

‘ 9) Remove transitivity from digraph H 8) Develop digraph ‘

Is there any conceptual

inconsistency?

10) Replace variables nodes with
relationship statements

11) Represent relationship statement into model for
the barriers of RL

Fig. 1 Flow chart for ISM (modified from Diabat and Govindan 2011)
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e List of barriers and categories (Step 2)
The 25 identified barriers were classified into seven categories (please refer to
Table 1). The categories were used as the variables for the contextual rela-
tionship in the next steps of ISM methodology.

e [Establish contextual relationship between variables (Step 3) and develop SSIM
(Step 4)
From the variables identified in Step 2, a contextual relationship is established
among the categories in order to identify which pairs of categories should be
examined (Step 3). A structural self-interaction matrix (SSIM) is developed for
variables (categories), indicating pairwise relationships among variables of the
system. For analyzing the barrier categories, a contextual relationship of “has
effect on” type is chosen. This means that one category influences another
category. Thus, contextual relationship between the variables is developed
according to the classification in Mathiyazhagan et al. (2013).

® Reachability matrix (Step 5)
Reachability matrix (Table 2) is derived from SSIM developed in the previous
step, using the following rules: (i) If Xi, j entry in SSIM is V, then Xi, j is set to
1, and Xj, i is set as O; (ii) If Xi, j entry in SSIM is A, then Xi, j is set to 0, and
Xj, 1is set as 1; (iii) If Xi, j entry in SSIM is X, both Xi, j and X], i is set as 1;
(iv) If Xij, j entry in SSIM is O, both Xi, j and X]j, i is set as 0. Table 2 also
presents the driving power and dependence of each category. The driving power
of a particular category is the total number of categories (including itself) which
it may has an effect on. The dependence is the total number of categories which
may have an effect on it.

e Level partitions (Step 6)
The reachability matrix obtained above was partitioned into levels. The reach-
ability and antecedent sets for each category (Warfield 1974) were found from
the values on Table 2. The reachability set for an individual category consists of
itself and the other categories which may have effect on. The antecedent set of
an individual category is the list of the categories themselves which may have
effect on it. The intersection of these sets was also derived for all categories.

Table 2 Final reachability .
. 1 2 3 4 5 6 7 Driving
martrix
power

1 T&I 1 0 0 0 0 0 0 1

2 G&SC 1 1 1 0 0 0 1 4

3 E 1 0 1 0 0 0 0 2

4 K 1 1 1 1 0 1 1 6

5 P 1 1 1 1 1 1 1 7

6 M&C 1 1 1 1 0 1 1 6

7 M 1 0 1 0 0 0 1 3

Dependence 7 4 6 3 1 3 5

power
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A category is considered to be in level I (top position in ISM) if the reachability
set and the intersection set for a given category are the same (Diabat and
Govindan 2011).

In this case, as can be seen in Table 3, the barrier category Technology and
infrastructure related issues (T&I) is found at level I. Consequently, it would be
positioned at the top of the ISM model. After the first iteration, the category
forming level I is discarded and the above mentioned process is continued with
the remaining categories until the levels of each category has been found. The
identified levels aid in building the digraph and the model of ISM.

Conical matrix form (Step 7) and Formation of ISM model (Steps 8,9, 10 and 11)
Based on the level partition presented in Table 3, a model with the barrier
categories for RL was developed. An initial digraph including transitivity links
is derived from the conical form of the reachability matrix. The conical matrix is
achieved from the partitioned reachability matrix by rearranging the elements
according to their level, which means all the elements having the same level are
pooled (Pfohl et al. 2011). The digraph is finally converted into the ISM model
when the transitivities are removed, as described in the ISM methodology. The
resulting digraph is shown in Fig. 2.

Table 3 Level partition for categories—iteration 1-6
Reachability set Antecedent set Intersection Level

1 T&l 1 1,2,3,4,5,6,7 1 I
2 G&SC 1,2,3,7 2,4,5,6 2 v
3 E 1,3 2,3,4,5,6,7 3 I
4 K 1,2,3,4,6,7 45,6 4,6 \%
5 P 1,2,3,4,5,6,7 5 5 VI
6 M&C 1,2,3,4,6,7 4,5,6 4,6 v
7 M 1,3,7 2,4,5,6,7 7 I

Fig. 2 ISM model for the
barrier category affecting RL

in Brazil

1) Technology and
Infrastructure

i

3) Economic |

1

7) Management

i

2) Governance and 5C
process

I [
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4 Discussion and Final Remarks

By analyzing the barrier categories using ISM, crucial barriers that hinder RL
activities can be extracted. From Fig. 2, it is evident that “P” is the barrier category
with greater influence on all remaining categories. This means that the lack of
specific laws for product take back, waste management, or motivational legislation
are significant barriers to RL practice. Legal issues are critical when implementing
RL and green practices in a SC (Abdulrahman et al. 2014; Govindan et al. 2014).
Sarkis et al. (2011) and Zhang et al. (2011) have stated that RL is a mandatory
component of the SC in developed countries but it is still in a state of infancy in
emerging economies. The implementation of National Policy on Solid Waste
(NPSW) in Brazil might change the current status quo, influencing companies to
cope with product end-of-life practices. “K” related issues barrier category comes
next. Some authors (Abdulrahman et al. 2014; Mudgal et al. 2010; Van Der Wiel
et al. 2012) have already stated that the lack of information about RL practices and
return channels are major impediments for the implementation of RL. This category
is influenced by barriers from “P” and “M&C” categories. In other words, the lack
of knowledge on RL practices, take back channels and awareness of RL benefits is
a consequence of the lack of pressure from specific laws, as well as lack of well-
established recovery marketplaces, which could boost RL implementation. Previous
studies (Abraham 2011; Rahimifard et al. 2009) have claimed that there is a dif-
ficulty on establishing reuse markets for recovered products or recycled materials.

“G&SC” category is influenced by P, K and M&C categories. The lack of SC
coordination and integration is a major obstacle for RL practice (Abdulrahman et al.
2014; Bernon et al. 2013). This category has an effect on the “M” barrier category,
impacting barriers such as low importance of RL comparing to other issues and low
involvement of top management. This lack of priority for RL impacts the “E”
category. In this sense, some authors (Alvarez-Gil et al. 2007; Kapetanopoulou and
Tagaras 2011) posit that RL is not an economically justifiable investment.

In conclusion, RL is gaining attention recently due to many different reasons,
such as environmental, social, economic and legislative issues. The identification
and analysis of key barriers for RL implementation is complex, especially con-
sidering its numerous characteristics. The barriers involved in the implementation
of RL place considerable challenges for organizations worldwide. Considering this
problem and its complexity, this paper studied the interaction of RL barrier cate-
gories from a Brazilian perspective by means of ISM methodology. Barriers
gathered from literature were classified into categories, and the latter were used as
elements for comparison. Results from this study have significant contributions for
RL implementation, from a practical and theoretical perspective. Knowing the
barriers and understanding their relationship is one of the first steps for RL
implementation. In this sense, this work might help industrial managers who
occasionally have to improvise in the underdeveloped areas of RL. From theoretical
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lenses, this work is built on a systematic literature review, compiling 25 barriers for
RL development. Further research can address the 25 barriers analysis using ISM,
as well as perform the category analysis from another country perspective.
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Mixed Trips in the School Bus Routing
Problem with Public Subsidy

Pablo Aparicio Ruiz, Jestis Muiiuzuri Sanz and José Guadix Martin

Abstract In some regions, school buses have a subsidy associated with the number
of school buses needed in a day, in relation to the number of schools or students.
This paper presents the application of a Tabu Search (TS) metaheuristic to generate
an information system that will allow searching for the best selection of routes and
schedules with the minimum number of buses. The complexity and magnitude of
the problem is important, especially at economic level for Andalusia government,
because there are many buses and roads to go to school. The approach is more
relevant for the necessary austerity in public services, considering that the quality is
guaranteed by a set of restrictions. In the mixed trip problem, students of different
schools can share the same bus at the same time. We use a mixed load algorithm for
the school bus routing problem (SBRP) and measure its effects on the number of
required vehicles. The solution could reduce the required number of vehicles
compared with the current practice.

Keywords Vehicle routing problem - School bus routing - Meta-heuristics -
Optimization - Tabu search
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1 Introduction

Vehicle routing problems constitute one of the most widespread topics in scientific
literature. In comparison with other problems, the school stands out as a service in
which the demand does not usually change because it is projected for an entire
school year, and demand tends to have little variation over the year. Therefore, this
problem can be reliably optimized.

In the mixed trip problem, a trip consists of a sequence of bus stops and their
designated schools, where students of different schools can get on the same bus at
the same time. Buses make their movements through a route network. These routes
are based on non-fixed points, in contrast to the typical problem of the industry,
where the starting point is fixed (the depot). In this problem, the time from depot to
first stop and from last stop to depot has not been taken into account, because the
cost is evaluated by the necessary number of buses. In the transport network, each
section has an associated cost or travel time. This value may depend on many
factors; for example, the characteristics of fleet of vehicles or the time period during
which the road is travelled.

School buses are a special case of vehicle routing problem. For the described
problem, a comprehensive review of the literature is presented in Park and Kim
(2010), Kim et al. (2012) and Simchi-Levi et al. (2014).

This paper describes an application where each student must be picked up at the
bus stop and must be dropped off at school. Students can only be delayed because
the bus has to pick up and leave other children in their schools. In the same way, the
waiting time at school before classes start is limited, as travel time that students can
spend on the bus. In this case, a fleet of buses is used to transport students from their
bus stops to their schools. The objective is to minimize the number of buses,
regarding to a set of quality criteria for public service that are related to: total time
during which student is traveling, scheduled class start time (punctuality), bus
occupancy rates, etc. These criteria are called restriction or feasibility rules to be
met by vehicle routes.

In the routing problem family, different objectives to minimize can be found
(Li and Fu 2002): total number of buses required, total travel time spent by pupils at
all points, total bus travel time, and balance the loads and travel times between
buses. Although the objective is minimizing the total number of buses required, by
means of restriction, these factors can be combined.

The remainder of the paper is organized as follows: Sect. 2 presents a review of
the school buses problem. Section 3 describes the classification scheme of this
problem. Section 4 shows the randomized Location Based Heuristic (LBH).
Section 5 presents the Tabu search in Routing School Buses (TRSB) algorithm. In
Sect. 6, the LBH (Sect. 4) is compared to the TRSB algorithm (Sect. 5). Finally, a
few conclusions are presented in Sect. 6.
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2 Problem Description

There are different approaches in the literature that differ in the decomposition
problem (Desrosiers et al. 1981). Two different approaches can be found: a school-
based approach and a home-based approach (Spada et al. 2005). The first one does
not allow mixing students from different schools at the same time, therefore the
problem is greatly simplified. However, the second one aims at solving the problem
for each child at the same time, the solution is more complicated when you include
a new child in this problem, for this reason, exists few studies based on the home
approach, as Braca et al. (1997). On the buses, mixed loads are allowed, in other
words, students from different schools can travel on the same bus at the same time.
This paper studies the scheduling and route generation of adjustment at the start of
the school day. The resolution of the problem at the end of the school day is similar.

The problem can be classified based on their characteristics (Park and Kim 2010)
as: multi-school, mostly urban, developed specially for mornings but it can be
applied for evening with modifications, with mixed loads, homogenous fleet but
could be designed to pre order heterogeneous fleet if there are no restrictions on its
use on the road. According to the classification, the goal is to minimize the number
of buses, and the restrictions are the vehicle capacity, maximum travel time, school
time window and minimum number of students to create a route.

This paper optimizes the service level provided by the bus operator. Moreover,
TS is applied as in Spada et al. (2005), but with a different approach because the
model proposed by Spada et al. (2005) is based on an algorithm where schools are
considered in increasing order of their starting times and descending distance. The
routes for each school are built by using a greedy method. Thereafter a solution
with the maximum number of buses is generated, then the buses are merged, and
finally the TS is applied to generate students exchanges from one bus to another.

3 Location Based Heuristic

In this section, the algorithm presented in Braca et al. (1997) and named
Randomized Location Based Heuristic (LBH) is presented. Because of its mixed
loads approach, it clearly allows to optimize the number of buses. The Braca
problem is considered as the construction of a bus route between its school and bus
stop selected randomly. Then the pair established by a bus stop and its school is
inserted into the bus route (if the school is not already on that bus route). This
procedure is greedy. First, it selects a pair that minimizes the total length, verifying
that all restrictions are met. The solution is not revised by the LBH, unless the buses
contain very few children. Randomized LBH algorithm can be described the fol-
lowing way:



108 P. Aparicio Ruiz et al.

Let U be the set of indices of all unvisited pick -up points,
Uu={1,2,3,.,n}
Let m =0
WHILE (U # @) DO{
Pick a pick-up point at random from U. Call it jJ.
Let U € U\{j}
Let the current route be R, = {7 > school[j]}
REPEAT {
For each I € U, calculate ci = routelength(I,Ry)
Let cy = minigU {cit
IF cg < +oo then{
Let R, = buildroute (k,Ry)
Let U€ U\{k}
}
} UNTIL cy = +oo.
If (no. of students on R, < 11) then
Movestops (R1, Ry, .., Rp)
m € m+l
}
M €m
The heuristic solution is {Ri, Ry,.. , Ry}

This algorithm chooses a random bus stop, and then it builds a bus route with a
bus stop and its associated school. After inserting the bus stops, it is checked on the
bus route if the restrictions are fulfilled and the route cost is minimal. The function
Routelength(l, R) is defined, which determines the approximate cost of inserting the
stop I into route R for each unvisited index; as a consequence, the approach is not
efficient for route finding.

The function finds the best insertion point for the bus stop I, so it is found that
the stop can be inserted between each consecutive pair of points along the route.
Finally, if the school bus stop is not on the route, then it finds the best insertion
point of the school from the insertion point of the bus stop. If a feasible insertion
point cannot be found, then the value is +00. If an insertion is found that results in a
feasible route, then the Routelength(l, R) value is made to be exactly the additional
distance travelled.

Braca considered only capacity constraints. It only checks if a point can be
added to a route and if the maximum load is less than the capacity of the vehicle.

The function Buildroute(k, R) creates the route that results from the insertion of
the stop k into route R. Again, k is simply inserted between two consecutive points
that make the shortest route. This route is guaranteed to be feasible because the cost
of k is ¢ < +00.

‘When the limitation of minimum number of students on a bus is not carried, the
algorithm backtracks and restarts the cycle with a different seed point [movestops
Ry, Ry, oy R

LBH algorithm has great difficulty in finding the optimum after choose the first
stop randomly. The algorithm chooses the lowest cost stop, namely, it calculates the
route with minimum length, but not minimize the number of buses because the bus
is filled with nearby bus stops. With the aim of minimize the number of buses, these
may have to make a route with a longer distance to remove the stops which cannot
find the optimal solution.
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The algorithm can be used as a heuristic initialization, but the iterated application
of this is wrongly focused on. However, it can be applied on an algorithm TS as in
the work (Spada et al. 2005), where the students are exchanged from one bus to
another, with the idea of minimizing the number of buses.

In this paper an alternative design is presented. This is a direct application of TS
heuristics, which reduces the number of operations because Routelength is not
calculated on the entire set of stops.

4 Tabu Search in Routing School Buses

The Tabu search in Routing School Bus (TRSB) algorithm is based on a prepro-
cessing previous preparation of the data. The bus stops, the students and the cor-
responding location have been calculated. Before applying the algorithm, a
procedure is performed to generate the complete graph of costs between all bus
stops and schools. Finally, the algorithm applied for the TS as follows:

Let k=0;

iticialSolution () ;

iticialTabulList () ;

while (!isEnd (k) && isPosibleToContinue()) {
neighborhood=newNeighbors (currentSolution, tabulist)
CurrentSolution = chooseBestSolution (neighborhood)
if (isBestSolution (currentSolution))

setBestSolution (currentSolution) ;

changeTabulist () ;
k=k+1;

The function initialSituation() generates an initial solution of the problem. The
first solution may be found by student insertion and bus saturation, provided the
restrictions. Another possibility is to apply a randomizedLBH modification, where
the bus stop is inserted in the bus route when the cost ¢, # +00, without comparing
all possibilities.

The function isEnd(k) determines that the specified number of interactions
makes it possible to continue the algorithm, whereas isPosibleToContinue() checks
that the Tabu allows to continue the algorithm.

The function newNeighbors() generates a possible set of solutions to consider,
from a general list where the bus stop position is exchanged which are not included
in the Tabu list.

The function chooseBestSolution() generates a list of possible solutions related
to bus stops, after applying the exchanges of stops nearby (not Tabu), and it returns
the lower cost solution regarding the number of buses.
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The evaluation cost is made by inserting stops in the bus in order until the
conditions are not met. When this happens it creates a new bus, and so on. In other
words, if the bus is full or it is the first stop and there are stops which are not allocated,
the first item is assigned to the stops list and it is removed. When the bus exists, the
elements are included in different positions on the bus route, always before the school
stop. Otherwise, while there are unassigned stops, the algorithm looks for the best
position for each stop. But if at the end of the route construction, the restrictions are
not met, the route is undone. The conditions to be met are: the occupation and the
time that students use on their way to school, and the time window allowed.

At the end of the algorithm, the capacity condition may not be complied with
minimum number of students; in this case the algorithm is forced to stop.

Other functions are general, for example changeTabuList() updates the tabu list,
or isBestSolution(currentSolution) checks the lowest cost of the current solution, or
setBestSolution(currentSolution) saves the solution.

5 The Comparison Tests

This study has addressed only the comparison of both algorithms with synthetic
data generated to analyze the relative efficiency. In the test experiments, the location
of the bus stops and the school were selected randomly, as well as the nodes and the
network. The algorithm Randomized LBH was chosen to compare with TRSB
because Braca is the author who has studied the greatest number of constraints
(Park and Kim 2010).

As it is shown in Table 1, the two algorithms were compared, in terms of the
number of iterations Parameter (P), the average number of Buses (B), the average
Time Bus Route (TBR), the Average Buses Occupancy (ABO) and the time con-
sumed by the algorithm in seconds (TA).

In Fig. 1, the bus stops are represented by squares. The first problem contains
two separate schools in a network for a 5-7u. of distance (red ellipses in Fig. 1 left),
while the maximum distance between nodes is 11u. In the second problem, the
same network is used and both schools are at a closer distance of 5—7u. (green
circles in Fig. 1 left). As it is shown in Table 1, LBH did not find the optimal
solution in the first problem, although it did in the second problem. This is due to
the fact that LBH optimizes the distance between stops in its cost function, and not
the number of buses. Nevertheless, the TRSB achieves the goal although the
average driving time grows (this increased between 15 and 42 %).

In the third problem, the schools are placed closer, Su. in one direction and 7u.
on the other one (green circles in Fig. 1 right). In the fourth problem, the schools are
placed further than in the third problem, with a distance of 13u. (red circles Fig. 1
right) in one direction and 17u. in the other one. Clearly, as it is show in Table 1,
the tendency to take the shortest route in the randomized LBH algorithm does not
allow to achieve the optimum solution when the schools are too far apart. Never-
theless, the solutions are optimal using the TRSB algorithm.
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Fig. 1 (Left) First network to problem 1 and 2. (Right) Second network to problem 3 and 4

The TRSB algorithm could be improved. In future studies, the best solution
could be selected by compliance with two conditions: first of all, by minimal
number of buses, and then minimum route time.

6 Conclusions

The school bus planning is an important area where services costs can be extremely
reduced in many countries. The process carried out to generate a scholar route is an
arduous task which encourages the development of mechanisms to facilitate the
process itself.

The development of this application can be accomplished by implementing a
Geographical Information System (GIS). For this, a database can be used to store all
the relevant information taken from the students about their stops or destinations,
just as all school directions are saved.

The number of buses should be the primary objective in the transport system
within the restrictions of quality of service, because austerity measures are neces-
sary in public spending. The TS application is proposed in the school bus routing
model. This strategy is compared with the randomized LBH algorithm to solve the
problem. Obviously, the size of the data is too small to permit any generalizations.
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Despite its preliminary character, the research seems to indicate that TRSB
improves efficiency.

The TRSB algorithm seems to be more consistent with large real applications.
This heuristic may be effective not only for assessment but also to find better
solutions and test the effects that could cause the changes in quality restrictions on
the cost of the number of buses needed for all the education system.
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Analysis of the Criteria Used
by Organizations in Supplier Selection

Joan Ignasi Moliné, Anna Maria Coves Moreno and Anna Rubio

Abstract In order to analyse the criteria used by organizations in their selection of
suppliers and to compare them with those provided by the literature, a survey has
been designed with which a field study has been carried out. The article shows
some the most relevant conclusions of the field study, after a statistical analysis
(descriptive and principal components) of the responses. In this work the meth-
odology used for the creation of the survey is also detailed.

Keywords Supplier selection - Supplier survey criteria

1 Introduction

The incidence of acquired products and services in the cost structures of manu-
facturing companies is quite significant, reaching up to 80 % of the total cost. Many
strategic-type parameters are requested of suppliers. This means that the choice of
suppliers is a strategic stage in purchasing management, as the ability of companies
to satisfy their clients, and their own continuity, depends largely on their suppliers.

The selection of suppliers requires a list of criteria with which to evaluate them,
therefore, the identification of these criteria is crucial.

This task is not obvious; there is no consensus between the different authors, and
so this article contrasts supplier selection criteria—as dealt with in the published
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literature—with those actually used by companies, designing a questionnaire with
which a field study is carried out.

This article is organized in such a way that Sect. 2 reviews the literature, Sect. 3
defines the objectives to achieved, Sect. 4 develops the field study, Sect. 5 presents
the most important results and Sect. 6 provides the conclusions.

2 Literature and Theoretical Background

Although there are articles that study the criteria used in supplier selection, there is
very little literature dealing specifically with them; most of the existing literature
integrates them in the procedures for selecting suppliers and/or the allocation of
orders, without making a specific analysis of the criteria.

One of the conclusions of the study conducted by Dickson (1966) shows doubts
about the development of a universal system for the analysis of suppliers, showing
that only one or two criteria can be considered routine, the rest vary depending on
the type of purchase. A review of the literature published by Moliné and Coves
(2013) concludes that there is no standardization in the criteria used, suggesting that
the definition of each criterion depends on the experience of the authors.

There are authors who argue that the criteria may be common among different
organizations and who have presented proposals for what they considered to be
standard criteria in selecting suppliers (Beamon 1999; Gunasekaran 2007; Huang
2007). On the contrary, there are authors who argue that the criteria may vary; Cho
et al. (2012) considered that the differences between the industrial and service
sectors justify a specific analysis of the latter, others consider that the criteria vary
according to the type of product purchased (Kannan and Haq 2007; Cervera and
Coves 2009). Webber et al. (1991) review the literature of the criteria used to select
suppliers, with special emphasis on the specific operating environment, the Just In
Time environment, in which Aksoy and Oztiirk (2011) also make a proposal.

Araz and Ozkarahah (2007) take into account aspects such as the establishment
of long-term relationships, innovative capacity and the willingness to cooperate.
According to Chen and Chao (2012) organizations may have different “cultural
backgrounds” and the criteria should be chosen according to these needs. Shaw
et al. (2012) introduce criteria of environmental sustainability.

All the above makes it necessary to determine if there are any lists of standard
criteria.

3 Definition of the Objective

This study aims to analyse the criteria actually used by organizations in the
selection of suppliers and to contrast them with those provided by the literature.
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4 Development of the Field Study

The main tool for achieving the proposed objective consists in carrying out a field
study. This section outlines the development of the design of the questionnaire with
which the field study and dissemination are carried out.

To achieve the proposed objectives, a hypothesis and four sub-hypotheses are
presented, inspired by the review of the literature mentioned above. The studied
hypothesis is:

H: There is no standard used by organizations, nor any proposed in the literature.

Being the sub-hypotheses:

H1: The criteria are different due to the type of product purchased.

H2: The differences are due to the sector to which the organization belongs.
H3: The differences are due to the overall framework of the environment.
H4: The differences are due to the resources of the Purchasing Department.

The instrument used for the field study is a questionnaire designed according to
the hypothesis and the sub-hypotheses raised. Its structure is based on the literature,
with the authors who have contributed most being: Dickson (1966), Beamon
(1999), Gunasekaran (2007), Huang (2007), Moliné and Coves (2013) and the
doctoral theses of Mendoga (2008) and Bernardo (2009). The questionnaire it is
divided into four sections:

1. Organization Profile, covering general issues of the organization.

2. Purchase Management, encompassing aspects of supplier selection.

3. Description of the environment, collecting information on aspects of general
policy.

4. Criteria and indicators, providing a list of criteria which can potentially be used
for choosing suppliers.

Its implementation and execution is “on-line”, using Google Forms, which
allows the creation of a questionnaire, ensuring confidentiality and the export of the
responses.

The questionnaire must be delivered to purchasing professionals so that they
may carry out good management practices in their organizations. It is considered
that professionals associated with AERCE (Spanish Association of Purchasing,
Contracting and Supply Professionals) have the maximum interest in both the issue
that we are discussing and in working optimally. After signing a partnership
agreement with AERCE, two mailings were made to members of their database.

From two mailings, 50 responses have been obtained; it was found necessary to
increase the responses in some types of organization, therefore a third mailing
focused on them. At the time of writing this mailing is being completed.

The treatment of responses will use the statistical tools that enable the objective
of this work to be achieved; descriptive analysis and Principal Components
Analysis, which enables the grouping of criteria in such a way that each group has
the maximum homogeneity. The 50 available responses were dealt with.



118 J.1. Moliné et al.

5 Results

This section presents the results of the descriptive analysis and, in a second part,
contrasts the hypotheses and sub-hypotheses presented by means of Principal
Components Analysis.

5.1 Descriptive Analysis

The majority of organizations (46 %) made durable consumer goods, non-durable
goods organizations constitute 36 % and services make up 18 %.

The average of the approximate value of total purchases with respect to total
income is 56.62 %, emphasizing that in non-durable consumer goods producers it is
59.09 and 47.63 % in services. In 39 organizations (81.25 %) this value is very
significant, being greater than or equal to 40 %.

Organizations have methods both for the selection of suppliers (66 %) and for
follow-up (78 %). It can also be seen how some of the management tools (II.7, 11.4
and IL.9 in Table 1) are greater than 66 %, indicating that companies that lack
formal methods do exercise some kind of management.

Regarding the level of standardization, criteria are grouped into three blocks; the
first includes those used by more than 60 % of organizations, the second consists of
those considered by 35 and 60 % of organizations and the third are those considered
by less than 35 % (Table 2).

All of the organizations consider price as a criterion for the selection of sup-
pliers, while criteria linked to quality do not appear until position 13, prioritizing
ability and speed in solving problems (positions 3 and 5) ahead of prevention
(position 13). The criteria included in the first block are mostly linked to the
“tranquillity” of the client organization. Organizations use an average of 17.4 cri-
teria for the selection of suppliers.

Table 1 Supplier selection

management (S %) ?{I%})
1.1 Formal method for selection 66.00 | 34.00
1.3 Formal method for tracking 78.00 22.00
II.4 | List of criteria for selection 80.00 | 20.00
IL.5 | Are they prioritized? 82.50 17.50
116 | Do they vary according to article? 75.00 25.00
1L.7 QA systems required from the 72.00 |28.00
supplier
1.8 | Audits 64.00 | 36.00
IL9 | Recognition 82.00 18.00
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Table 2 Ranking of criteria for the selection of suppliers and their identification number (ID)

ID | Criteria Total %
Organiz.
1 Price 50 100.00
5 On time delivery (%) 36 72.00
21 Problem solving capability 36 72.00
9 Flexibility (deliveries and quantities) 35 70.00
37 Speed of problem solving 34 68.00
27 Technical capacity for performing the purchased article /service | 33 66.00
22 Supplier financial stability 32 64.00
12 Compliance or likehood to work according with your procedures | 31 62.00
28 Production capacity 31 62.00
4 Price reduction capability 30 60.00
24 | Communication capability 30 60.00
7 Order fulfillment lead time 29 58.00
10 Quality management practices and systems 28 56.00
35 | After sales service offered by the supplier 28 56.00
15 Supplier geographical location 25 50.00
30 | Personal impression/Attitude of each vendor toward your 25 50.00
organizat.
11 Position in industry (including reputation) 24 48.00
19 Capacity to reflect on the item/service requirements of your 23 46.00
organiz.

6 Supply quantity /Required quantity 22 44.00
16 Implementation of environmental regulations 22 44.00
32 Flexibility of technology 21 42.00
34 Supplier employment stability 21 42.00
8 Number of correct parts /Number of parts received 20 40.00
2 Transportation cost 19 38.00
14 Amount of past business that has been done with each supplier 18 36.00
23 Warranty incidents 18 36.00
26 Type of products/services 18 36.00
31 Capability to design and develop goods/services 17 34.00
36 Risk management (existence of contingency plan, ...) 16 32.00
33 Size of the supplier 15 30.00
13 Product/service variety 14 28.00
29 The supplier has enterprise management systems (ERP, ...) 12 24.00
17 Sustainability (Green supplier, ...) 11 22.00
25 Stockout probability 11 22.00
3 Presence of discounts 10 20.00
18 Supplier ROI (Return On Investment) 9 18.00
38 Supplier monitoring of its own performance 9 18.00
20 | Type of supplier organization (multinational, ...) 6 12.00
39 Other 1 2.00
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5.2 Principal Components Analysis

Principal Components Analysis (PCA) is a visual and an interactive technique that
helps to identify hidden trends and data correlations in multidimensional data sets.
A part from PCA, Multiple Correspondences Analysis (MCA) is being used for the
data analysis; it allows analysing the pattern of relationships of several categorical
dependent variables. Both, PCA and MCA are applied to the four sub-hypotheses
and the software used is Minitab. At the time of writing this MCA is been applied.

This article shows results obtained for H1 sub-hypothesis. For the other three
sub-hypotheses we will proceed in the same way.

H1: The criteria are different due to the type of product purchased.

Nominal variable comprises several levels, and each of them is coded as a binary
variable. The survey respondent must answer yes or no. If the answer is yes, it is
codified as 1, if not, as a 0. In case of no reply, it is not codified. Procedure is
repeated for the other four sub questions.

PCA is applied and not until the 15th component more than 80 % of the system
variability is described. Figure 1 shows the variables in the axis that correspond to
their values in the two main components.

Relations between the type of product that the organization purchase and the
closest criteria associated are summarized in Table 3.

All the other criteria do not cited in Table 3 are independent from the type of
product purchased.

We can see in Fig. 1, by means of Biplot obtained of PCA results, the rela-
tionship between type of product and criteria.

Table 3 Relation between variables related to H1 and the closest criteria associated

Variable (type of product purchased)

Closest criteria associated

1.9.a—It is an undifferentiated product
(commodity)

Cr13 Product/service variety

1.9.b—Technical complexity in their
development

Cr3 Presence of discounts

1.9.c—Article characteristics must strictly comply
with the specifications required

Cr28 Production capacity

Cr10 Quality management practices and
systems

Cr4 Price reduction capability

Cr27 Technical capacity for performing
the purchased article/service

1.9.d—The article is subject to regulations under
standards (food, medicine,...)

Cr5 On time delivery (%)

1.9.e—Item is customized to the requirements of
your organization

Cr3 Presence of discounts

Cr5 On time delivery (%)
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Fig. 1 Variables in the axis that correspond to their values in the two main components

6 Conclusions

Review of the literature shows that there is no standardised list of criteria for
selecting providers, with some authors making proposals that are considered
standard. Nevertheless, analysis shows that they do not coincide.

In order to contrast the criteria used by organizations in supplier selection with
the literature, a questionnaire was designed which makes it possible to analyse the
possible existence of patterns, depending on several variables.

The results show that the average value of the total purchases regarding total
income is 56.62 %, a significant value which justifies the importance of purchasing
and, therefore, its management. The descriptive analysis also shows how consensus
on the criteria to be considered is low, where 9 criteria (out of 39) are considered by
more than 60 % of companies.

For the first sub-hypotheses it is shown that for each one type of product there is
some criteria associated it (PCA results).

Currently, with the aim of achieving a greater number of responses, the survey
remains open and in a second stage the same statistical analysis will be carried out
on the new sample, the next statistical technique, MCA, will be added.
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Event Monitoring Software Application
for Production Planning Systems

Andrés Boza, Beatriz Cortes, Maria del Mar Eva Alemany
and Eduardo Vicens

Abstract In a company, unexpected events may affect the planning production
system. These events should be identified and analysed with the aim of evaluate
their impact and make (or not) decision about the on-going production plan. This
paper submits an event monitoring software application based in expert systems for
planning production systems (1) to identify and describe events that generate
incidences in the system (2) to define alert criteria and (3) to check periodically the
production planning system to identify possible incidences.

Keywords Event management - Decision support system - Production planning
system - Expert system

1 Introduction

Planning is the process of determining enterprise objectives and selecting a future
course of action to accomplish them. According with Bedeian (1986) this process
includes: (a) to establish business objectives; (b) to develop premises about the
environment where they must be developed; (c) to take decisions about the course
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of action; (d) to initiate the needed activities to translate plans into actions; (e) to
plan on the fly to correct existing deficiencies.

This decision-making process is complex, and decision-makers have to manage
this complex process as an important part of their management responsibilities
(Duan et al. 2012). The Decision Support System (DSS) field arose as a tool to help
decision-makers to make decisions useful for a period of time. Cohen and Asin
(2000) defines decision support system as a set of programs and tools to obtain the
necessary information that is required during the process of decision-making that is
developed in an uncertainty environment. Thus, computer system could be devel-
oped to deal with the structured portion of a DSS problem, but the judgment of the
decision-maker is brought to bear on the unstructured part, hence constituting a
human machine, problem-solving system (Shim et al. 2002).

Decision Support Systems use information obtained from the real situation of the
company, but also use projections that incorporate a certain level of uncertainty. It
is not necessary to reanalyse anything when a projected scenario match with the
actual situation, but, it makes sense to consider reanalyse the decision when it does
not match with the planned situation in the middle of a decision period (Boza et al.
2014). An event not expected by the company may have a negative impact in the
company. So, it is necessary developing methods to act on its resolution quickly
and efficiently (Valero et al. 2013). Different events can produce these deviations,
and an early detection of these events helps to evaluate these new situation and their
impact in the current decisions. This is not an easy task and potential benefits are
lost on multiple occasions because organizations do not know how to respond
appropriately to unexpected events. Decision Support Systems are usually rigid
systems and are not prepared for these proposals (Van Wezel et al. 2006).

The conception and implementation of appropriate information and communi-
cation systems is a basic condition for the identification of critical incidents in
operational process executions, such as, machine breakdowns, lack of workers, order
changes, cancellation of orders, etc. So, the main objective of event monitoring is to
sense the production and logistics information on a real-time environment and detect
events (Shamsuzzoha et al. 2013).

Thus, an event monitoring system in a production planning system could
identify quickly events that impact in the current decision of the production plan-
ning systems.

2 Event Monitoring Software Application for a Production
Planning System

An automated event-detection system can offer a real-time view to the events
(Shamsuzzoha et al. 2013). But an event monitoring is more than an event-detection
system. Boza et al. (2014) indicate that an event monitoring system is a part of an
event management system, which should interact with the DSS used in the
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production planning system to manage events that might affect their decisions.
Thus, a production planning system driven by DSS should interact with an event
monitoring system, which should act as a supra-system to identify events that
impact in the on-going decision of the planning production system.

Expert knowledge is necessary to identify and to classify potential events. Expert
systems to support decision making help in this purpose. Expert systems have the
capability to manage problems that normally need the specialised human inter-
vention for their resolution (Garcia Martinez and Britos 2004). According with
Cohen and Asin (2000), experts and knowledge engineers create the expert system
collecting information and creating heuristic rules to build the knowledge base
(Fig. 1). Benefits generated by the use of these systems include (1) Reduction on
dependence of key personal, (2) Facilitates staff training, (3) Improves the quality
and efficiency of decision-making and (4) Transfer the ability of making decisions.

Due to the advantages presented for the Expert System, we propose an Event
Monitoring Software Application based in Expert Systems for planning production
systems to identify and classify potential events that impact in the on-going deci-
sion of the planning production system.

Unlike the conventional expert systems, we looked for a manageable system that
could be used directly for the expert. Thus, experts could create their own expert
system as an aid to their decision making process (Fig. 2).

Expert Knowledge

. Engineer
Interview

a Knowledge
basis
Heuristics
rules

Concepts

Fig. 1 Process of creating an expert system (adapted from Cohen and Asin 2000)

Expert

Expert system Knowledge
; basis

Heuristics

Expert C ts
xpert Concep "

Fig. 2 Creation of an expert system directly by the expert
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3 Design of the Event Monitoring Software Application

In order to contextualise our proposal, we deal with a planning system driven by
mathematical-model DSS. This set of decision support systems is the context where
our production Event Monitoring Software Application has been developed.

Events can impact over decision made with these DSS and the goal of the Event
Monitoring Software Application is to identify and describe events that generate
incidences in the system and to define alert criteria to be checked periodically (Fig. 3).

From a general point of view, the user creates their own alert criteria from the
information that has been used in these DSS and these alert criteria are checked in
order to identify possible incidences.

The system can be divided into three phases: (1) model and attributes selection,
(2) criteria creation and visualization and (3) execution. Functional phases of the
application are showed in Fig. 4:

3.1 Model and Attributes Selection

A mathematical model file, which is used in a DSS in the production planning
system, is selected by the user in order to identify potential events to be checked.
This proposal use Mathematical Programming Language (MPL) files as mathe-
matical model files.

Information to identify events Information to identify events
—————————— L Event Monitoring Systern Application M = = = —————
I

I

Other Other I

| I

L : J :

| kd - ks |
Information | . Information |
tomake "M Decision maker | Decision maker to make |
decisions : ‘decisions |
: : I

:# | Model  Information Model  Information |+

v

——————————— Production System o = = — -

I

I

I

I

I

I
Production Planning System asassssnsssassunasananr 3 |
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I
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Fig. 3 Environment of the event monitoring system application



Event Monitoring Software Application for Production Planning Systems 127

Attributes Criteria

AR
and
Parameters Criteria Database
File Database Database '

- _‘ t ' Criteria

visualization Criteria
Load Attributes Criteria Execution
MPL - selection ‘ creation information
e —-
Database

Criteria
' ‘ ' execution - -

Model Function creation ' %
selection ALARM
e T —m—

[ Database l Database J
J

Current Previous
Database Database

Fig. 4 Phases for the event monitoring application

Once the user has selected the MPL file, the application read the file to load the
attributes (parameters and decision variables), which are potential events to be
checked. Then, the user selects (of the previous set) their subset of attributes that
will be finally checked.

3.2 Criteria Creation and Visualization

Once the attributes have been selected, experts can define alert criteria. Operands of
each rule to build alert criteria can be attributes, constants or a function. The
attributes used for these rules can be analysed using:

1. Current values and previous values of these attributes (for example the value of
this attribute when the decision was made).

2. General evaluation or particular evaluation (for example the average will be a
general evaluation and the evolution of a specific element (instance) of an
attribute will be a particular evaluation).

For each criterion, experts have to define the name, the operands of the criteria,
the logic operation to be performed with these operands, and optionally a
description.

The criteria visualization allows users to review, modify or delete the alert
criteria previously included in the system.



128 A. Boza et al.

3.3 Execution (Monitoring)

Once all the alert criteria have been stored in the knowledge database, they can be
checked. This execution can be launched by the user or in time intervals previously
chosen (hourly, daily, weekly...). And, the source of data to be analysed are
selected from the user. This monitoring process analyse the information in order to
identify events that active the alert criteria. Thus, alarms can appear (or not)
informing the user of an event occurrence.

4 Implementation of the Application

The application have been build using the following elements:

MPL files with the mathematical models of the decision processes.
Access databases. One database includes information of the current situation
about a production planning. The other includes data obtained in a previous
stage of the enterprise, when the decision about the production plan was taken.
In this way, variations in current values from previous, or vice versa, can be
detected.

e The internal database of the system includes the knowledge database (attributes,
variables, functions, alert criteria,...).

e The interface has been developed using java libraries to be easily used by
experts (Fig. 5).

Read MPL l Create Criteria ‘l Criterion

Nam: Description

Database OPERAND 1 Kind of Operand. Identifiers

Constant | ® Operation

Greater than v

Database OPERAND 2 Kind of Operand. Identifiers

Constant | ¥|

Save Criteria

Fig. 5 Ceriteria creation window
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5 Conclusions

Made decisions can be affected by unexpected events and it could be necessary to
review the decision previously made. Decision Support Systems participate in
decision processes and this research proposes an Event Monitoring Software
Application based in expert systems in order to identify and classify potential
events that can impact in a production planning system.

The design of the Event Monitoring Software Application has included three
phases, model and attributes selection, criteria creation and visualization, and
execution.

An event monitoring software application has been implemented with the goal
that it could be used directly by the decision-makers. Thus, an easy interface has
been developed to be used, in a simple way, by experts to create a knowledge base
about alert criteria.

These alert criteria can be checked in a production planning system to identify
unexpected events and to alert to the user about this situation. Thus, the system
offers the automation in the monitoring of unexpected events.

The main advantages about using this application are: First, the own decision-
maker can create their alert criteria to detect incidents easily without the needed of a
knowledge expert to make the expert system. Second, he can execute them using
different instants of the information (current production planning situation and a
previous situation). Third, experts can identify general or particular events over a
specific element. And finally, the monitoring system can be automatized to warn
periodically about unexpected events.
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21Universitat Politecnica de Valeéncia and GV/2014/010 Generalitat Valenciana.
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Optimization of Public Transport Services
in Small and Medium Size Towns. A Case
Study on Spain

Elvira Maeso-Gonzalez and Juan Carlos Carrasco-Giménez

Abstract Optimizing transit services become a challenge when economic resour-
ces are limited. Different from big cities which can afford expensive consultancy
firms to support the establishment of their transportation plans, small and medium
size towns have to face this problem under economic constraints. This paper aims to
design a methodology to provide a pragmatic approach to transport planning in
small and medium size towns, speeding up this process. The empirical investigation
examined a sample of citizens based on stratification sampling methods to identify
their transportation needs and preferences with the aim of enhancing the transit
service performance and to increase its market share versus others modes of
transport. Results show that there is a possibility in these type of towns to attract
private car users to public transport when planning is effective.

Keywords Traffic management - Traffic data collection - Transport optimization -
Public transport

1 Introduction

Spanish legislation requires towns with over 50,000 citizens to provide public
transportation services to their inhabitants, which means that Town Councils must
establish transportation plans and concern themselves with the effective imple-
mentation of the plans. This is a challenging issue since in most cases the whole
process is under economic and organizational constraints resulting in services with
high fares to guarantee economic viability and standards of service which do not fit
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with citizen’s demand. This situation was the starting point of a research project
which began as a petition to solve transportation needs of Benalmédena’s citizens
who were unhappy with the performance of their public service. Furthermore, the
economic viability of the service tendered was impossible since bus routes had been
designed without any previous study to determine transportation demand in the city.
Consequently the challenge was too fold. Firstly, Benalmédena City Council did not
expect to invest a large amount of money in the transportation planning as economic
resources were limited in the town and secondly, they needed results as fast as
possible as they were losing money every day with the then tendered service. In
other words, they required a cost effective and timely redesign of their transit service.
This scenario brought up new questions, for example:

Where are the optimum locations to interview people?
Should interviews only be conducted with current public transport users?
Which data collection strategy is the most efficient?

2 Case Study in Spain
2.1 Methodology

The methodology applied is shown in Fig. 1. There are three key steps in every
survey process: targeting the population of study, choosing a correct data collection
method, and the processing of that data. The methodology is ended adapting the
idealistic transportation plan to economic constraints.

Survey Design

: | statification by gender |
Estumation of population |—> Sampling -+

ﬂ Stratification by area |

Data collection and
analysis
. ’ v
O%g;tew;:n“ﬁ"h Set Service Standards
1 ‘ J
Idealistic Proposal lt— Budget constraints
v
Realistic Proposals

Fig. 1 Methodology
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A survey must have an appropriate size. The index of responses is inversely
proportional to the length of the survey. If the survey is too long and complicated,
people may lose interest leaving most parts of it unanswered. Two short surveys in
one were used to know both important destinations within the town and customer
preferences. This helped to identify weaknesses of the previous transportation
service and the way to improve it. At the end of every survey interviewees were
asked for their opinion with an open question since sometimes there are relevant
and particular aspects that are forgotten in the survey. The general process for a
successful survey starts with the definition of the target population and continues
with the construction of a sampling frame, determining the minimum sample size
and choosing a sampling method. It ends with the decision of how to convert
sample estimates to population parameters (Collis and Hussey 2009).

2.1.1 Target Population, Sampling Frame and Sample Size

The population was all citizens living in Benalmadena as there was a necessity in
knowing the population’s needs for transportation whether or not they were users of
transit services and why. Benalmédena is a town located in the province of Malaga,
part of the autonomous community of Andalusia in southern Spain. The town is
located approximately 12 km to the west of the city of Malaga. Benalmadena has
three main urban areas, named Benalmadena Pueblo, Arroyo de la Miel and
Benalmadena Costa.

The most important thing when sampling is to identify different behaviour
regarding transit service among the population. In the situation of Benalmadena,
there were no noticeable differences between social groups. This is common in
small and medium size towns where different areas can be considered economically
homogeneous, whereas big differences regularly arise in large towns with the origin
of depressed suburban areas. While economic differences are not very strong, the
situation is completely the opposite when referring to gender and population. Small
and medium size town are generally formed by the joining of different divisions or
areas that previously existed and grew over time as it is the case of Benalmadena. It
is very important to consider these parts as different because though the type of
buildings and travel patterns are the same, corresponding population levels are
different. There is also another key issue since the female population of the town
represents a dominant varying proportion for each area, as their behaviour is dif-
ferent referring to transportation patterns; hence the best method of surveying is
simple random sampling and then applying stratification, namely proportionate
allocation to strata regarding the population areas and gender. The sample was
calculated using the following equation (Abascal and Grande 2005):
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. N-kK>-P-Q )
S E(N-1)+K-P-Q

where n is the number of surveys to be conducted, N is the population of
Benalmadena, P is the portion of people who have the characteristic. Q=1 — P, e is
the error (assessed in a 5 %) and k = 2 for a precision of 95.5 %.

Once the sample has been estimated the following step is the determination of
the stratification by gender and area:

pp=n-o;-B; VieN (2)

where p; is the sample size for each area considered in the Town.

o; is a factor representing the proportion of people living in the area in com-
parison with the total population and B; is a factor representing the distribution of
gender in the Town.

2.1.2 Data Collection Method

There are different ways of collecting data that can be grouped into four categories:
Telephone, interpersonal, electronic and by mail (Malhotra 2010). Among them the
method used was the telephonic survey. The main reason was the relatively short
time allowed to do it. The mix needed between speed and accuracy when surveying
was decisive to choose the phone to survey. It was a cheap way as the interviewer
would not have to go house to house to collect data as in the interpersonal method.
Electronic is a good way to do it as it is cheaper than mail, but there were no email
addresses available to send them to. Distributing the survey by mail would take a
long time in the delivering and collection process and the index of response it is not
very high (Otero and Ladoux 1987). In telephone households surveys underco-
verage occurs because no telephone sampling frame includes people in households
without telephone lines (Groves et al. 2009); however, this methodology is com-
monly used and fits perfectly to the aim of this project. Furthermore, there was no
risk of missing a particular type of interviewee because of to this void of phone
lines. Surveys were conducted throughout one month during weekdays, mornings
and evenings, and Saturday mornings to get a general view of regular trips during a
month.

2.1.3 Data Processing: Travel Demand Modelling
Problems in mobility studies are frequently linked to data processing since the

amount of data produced is huge (Otero and Ladoux 1987). This issue was espe-
cially critical with the travel demand modelling in which every street in the town
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Households where the surveys were conducted

M Reducing households to a single concentration

Fig. 2 Concentration of origins

was considered a location, the result was many different origins and destinations
spread across the town. This problem was overcome with the readily available free
GIS software Google Earth. To get an overview of the transportation demand, all
these targets were precisely located into a map of the town using addresses provided
during the survey. The result was a wide spread of targets as shown in Fig. 2. With
so many different locations, the following step was the establishment of a weighting
system scale for each location on the map taking into account the number of trips
generated and the distance between them. Each group of near origins was replaced
by a new one in which trips generated by the previous locations were summarized.
New locations are shown in Fig. 2 which correspond to the urban area of Arroyo de
la Miel.

This translates into a reduction in the number of rows and columns the matrix
which provides a list of the most important locations at which the number of trips
generated is high, but this is not enough and an extra step is needed. The last step in
the process aims to get a set of critical points which the new transportation service
has to go through. In this way, every area within the town was analysed regarding
density of population, situation of speed ways, and the situation of the previous
points of interest obtained before. As a result, a new group of points of interest was
obtained. They are shown in Fig. 3 together with the old locations.

Finally, the result was a group of both origins and destinations for journeys
which are the nuclei of different catchment zones through the town designed
considering transportation demand, density of population and desired routes.

2.1.4 Data Processing: Multiple Choice Study and Opinion Research

Questions were designed as a mix based both on revealed and stated preferences
(Ortuzar and Willumsen 2002). In this way, not only was a screenshot of the current
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B Reducing households to a single concentration

B Points of interest where bus service must be covered

Fig. 3 Concentration of destinations

transportation demanded by the population obtained, but also the knowledge of
common preferences and patterns of public transportation systems and quality
standards for the success of improving the system in the future.

2.2 Results

2.2.1 Habits of Use of the Public Transportation System

There exists an incredibly high percentage of population who have never used
transit and a very low number of frequent users. The 84.5 % of the interviewee
declared not to use the public transportation system and only the 4.5 % of them
affirmed a daily usage.

This is very common in small and medium size towns in Spain (ATUC 2009).
Distances are short and historically cars have led the response to transportation
demands. Consequently the index of motorisation is high and people are reluctant to
use transit service, but it is also needed as a service since not everybody owns a car.
This situation also creates a negative impact since the more people that drive cars,
the higher the standard of service that is requested.

Concerning the standards within transportation systems, the most important is
the frequency of service. Common car users find it frustrating waiting for the bus,
although the frequency of service was too high. Hopefully, this only happens with a
small percentage of the population. It is difficult to satisfy high expectancy demands
for transportation with a limited budget. Knowing the frequency of service will help
us and give an idea of the time people are willing to spend waiting for the bus.

Non-users of public transportation service are more demanding than regular
users. The average frequency of service for users was 20.41 min and 19.21 for non-
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users. It is remarkable that the 54.1 % of users and the 47.7 % of non-users would
be satisfied with a time of frequency of 20 min. Hence, that frequency of service
was used in the design process of the transport plan.

2.2.2 Habits of Displacement in the Town

The reason of the travel is also very important. It gives us an idea of both the
reasons people use public transportation and the normal activity in the town. Small
and medium size towns are frequently used as dormitory communities if they are
close to big cities, the case of Benalmadena, which results in a low demand of
transport inside the town. Work is the third most popular reason for a journey with
shopping and leisure being two main reasons for travelling in the town.

2.2.3 Shortcomings of the Current Public Transportation Service
and Ways to Improve It

The best way to improve the service is to strengthen its weaknesses and get a
depiction of the situation. The majority of car drivers will rarely shift their pref-
erences towards other modes of transport for short trip distances as the information
gathered reveals. There are however people who are forced to drive due to the bad
service tendered and who would like to avoid using private vehicles. The main
problem was the bad frequency of the service, followed by the number of people
who use Benalmadena as a dormitory town. It is also remarkable that the fare of the
service was not an access barrier to the service. Gaining potential users to the
service is a hard task, however the study shows that if the frequency was better, bus
stops were nearer, routes were optimally designed, the connectivity between modes
of transport improved, fare reduced and other minor issues improved; there would
be an increase of 39.3 % of trips done by bus.

This shows that potential users exist and are waiting for improvements in the
public transportation service and a possibility of bringing a high number of new
users to the system. Everything is dependent on the existing limited economic
resources; therefore, it is difficult to make changes. Regarding this issue, a com-
parison of different reasons for journeys shows that there is not special trend in any
category except for education. In general, half of transit can be done by bus if the
situation is improved.

The last step in the process was the design of the transportation plan after col-
lecting all the data. In this way, proximity to bus stops and frequency of service were
determining factors. The frequency of design was set in 20 min and the distances
between stops in 400 m (438 yd) maximum. The idealistic proposal designed was
reduced to four different solutions managing the budget limitation and providing the
number of required customers to achieve the viability of the system in order to rate
the possibility of implementation for each proposal. Results showed that with the
initial budget estimated by the Town Council, the type of service requested by the
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public was impossible to achieve. As a result, the only way was the increase of the
frequency speed to around 30 min and maintaining the distance among bus stops. All
of this represents the necessity of conducting policy changes. New redistributions of
transport time/money budgets will be seen, all of that will probably be linked to how
value of transport time and WTP evolve (Lopez-Ruiz 2010).

3 Conclusion

This paper provides a pragmatic approach to transport planning in small and medium
size towns, considering a range of typical patterns due to their economic constraints,
and provides a simple but effective methodology to support the planning and
implementation of effective transportation solutions. This study has highlighted the
vital points that need to be considered when redesigning deficient public transpor-
tation services. The possibility of speeding up the process for effective public
transportation has been shown using new sampling considerations, OD matrices
with unfixed origins and destinations, and the usage of free GIS software. The results
showed that there exists the possibility of increasing the level of use of public
transport in this type of towns where private cars are leaders, and suggests the
necessity of changing this trend in order to avoid future traffic congestions problems.
This analysis points to the importance of improving quality standards as a way of
attracting more customers to the public transport system. Difficulties found to satisfy
the public with current estimated budgets for transportation in small and medium
size towns suggest that perhaps policy makers should change tax regulation to
overcome this lack of funding. Such regulations have already been introduced by
some public transportation organizations in different countries.
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Methodology to Manage Make-to-Order
and Make-to-Stock Decisions
in an Electronic Component Plant

Julien Maheut, David Rey and José P. Garcia-Sabater

Abstract Supply chain management is a crucial part of any production system,
therefore many strategies and concepts have been developed in order to help firms
make the most out of their manufacturing capacity and to fulfil the best service level
for customers. However, companies still face the problem of supply chain failures.
Some of the main strategies to fulfil orders that exist nowadays are make-to-order
(MTO), make-to-stock (MTS), assemble-to-order (ATO) or engineer-to-order
(ETO) policies. In this paper, we review the literature about methods to help
stakeholders to decide if a product has to be MTO or MTS. A case study of a hybrid
MTO/MTS system on an electrical component manufacturing plant, that has to
consider new decision factors and constraints, is introduced.

Keywords Make-to-stock - Make-to-order - Case study

1 Introduction

Several supply chain policies to fulfil orders have been defined over the years. The
most applicable ones are make-to-stock (MTS), make-to-order (MTO), make-
from-stock (MFS), assemble-to-order (ATO), manufacturing-from-stock (MFS) and
engineer-to-order (ETO). Each strategy comes with its benefits and drawbacks and
has preferential types of product for which they perform better. The choice of a
strategy can be a complex decision as it depends on a lot of criteria such as demand
volume, variability and frequency of the orders, lead times, production capacities,
and the different costs that can be involved. Nowadays customers ask for higher
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customisation in products and companies have to manage this complexity (Maheut
et al. 2014). This affects the production level and also in the distribution and storage
level because pure MTS or MTO systems are not viable anymore, and hybrid
strategies seems to be the most suitable (Zaerpour et al. 2008).

In this paper we concentrate on the decision making of an electrical component
manufacturing plant. We attempt to determine the factors that are the most
important ones when sorting out the products between two order fulfilment strat-
egies. Two new factors (average order lot size and mean time between orders) and
one new constraint (MTS/MTO mix-ratio limit) have been identified as critical to
enhance the operation decision process.

The paper is structured as follows. Existing literature about models and meth-
odology is reviewed in Sect. 2. Section 3 introduces a case study of a manufacturing
plant that produces electrical components in a hybrid MTO/MTS system where
some new parameters and constraints entered have to be considered. And, finally
Sect. 4 proposes a conclusion.

2 Literature Review

The literature on the issues of MTS versus MTO goes back to the 1960s
(Rajagopalan 2002), however few have really taken into account the hybrid MTO/
MTS aspect in the production system. Authors (e.g. Kingsman et al. 1996; Silver
et al. 1998) have addressed the issues in pure MTO and pure MTS policies.

The pure MTS policy proposes the best service level and the shortest delivery
time possible by keeping stock levels up and avoiding shortage. The items are
produced following the economic order quantity which guarantees the lowest
production costs. However this policy generates stock in the plant or in storage
places so an inventory management system is required, thus generating stock
holding costs. This strategy is suitable for products with high and stable demand
volumes, with standard or low customisation possibilities. It is necessary to forecast
demand levels in order to define the suitable order fulfilment strategy (safety stock
level, expected customer service levels, etc.). Other limitations of this policy are
items that have high holding costs and products that have a low shelf-time or
perishable, which cannot be stored for too long.

The pure MTO policy implies that the production process starts when a purchase
order is received and accepted. In this strategy no inventory is held so no stock
holding costs are generated. The product variety that can be held is broader, so a
mass customisation is made possible. However products are generally more
expensive than standard products produced on a MTS basis because this can
increase setup costs and the cost to manage complexity. One consequence of MTO
strategy is the longer delivery time that can lead to lower customer service levels.
Some authors (e.g. Soman et al. 2004) say MTO policy is suitable for products of
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low demand volume, highly perishable products, items with long production times,
or expensive products. To support MTO policy, the supply chain requires flexibility
in the capacity planning and scheduling.

Soman et al. (2004) point out managerial differences of both systems. MTS and
MTO do not seem compatible because the objectives are conflictive: MTS implies
high customers service levels with high holding costs whereas MTO implies
eliminating stock and introducing longer delivery times.

In a hybrid system, new MTO orders can create a certain distortion at production
and supply levels. The act of switching from a product to another can require setup
times and generates extra costs. If the number of MTO orders received increases,
that can reduce the overall productivity. And in some cases, less production
capacity is dedicated to producing MTS items which can lead to shortage periods.
To avoid them, inventory levels must be brought up, thus generating higher holding
costs, or some MTO orders must be backordered or rejected. This also generates
additional costs due to backorder penalties or sales loss. The levelling between
MTO versus MTS is critical for the hybrid system to run smoothly since a wrongly
classified item can generate unwanted stress on the production line or by taking up
unnecessary space in the inventory.

Several papers in the literature propose a decision making approach for hybrid
MTO/MTS systems and most of them tackle the scheduling problem. In this paper
we concentrate on the decision making and attempt to determine what factors are
the most important ones to take into account when sorting out the products between
the two strategies.

Li and O’Brien (2001) propose a quantitative analysis between product types
and supply chain strategies. Items are classified by their value-adding capacity and
demand uncertainty. The performance of three different supply chain strategies,
MTO, MTS and MFS are compared. Performance is defined as the gap between the
expected values and the final values of profit, lead times and delivery promptness.
This comparative simulation takes into account factors such as the finished product
sale price, maximum and planned production lead time, the expected demand and
the expected inventory levels fulfilling demand. However it does not take into
account setup costs and no hybrid systems are considered.

Van Donk et al. (2005) provide a decision aid for the matter in the food pro-
cessing industry. A methodology to choose whether to produce a product using
MTO or MTS policies is proposed. The particularity of the food industry is that
items have a comparatively low shelf-life, consumers behaviour is erratic and
expected lead times are relatively low. Manufacturers have to opt for a hybrid
MTO/MTS system and their main focus is on reducing costs while keeping high
service levels. In the model, the overall production and holding cost is estimated for
each item and the MTO/MTS repartition is carried out with the objective of
reducing costs subject to the production capacity installed. The model is a good
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basis for decision making however it deals with a constant annual demand for each
item and setup times or shelf-life is not taken into account. They also point out the
decision, though complex, should generally be taken every six months or every
year.

Kerkkénen (2007) deals with the decision of what MTO products can be MTS
ones in a steel mill company. In this activity sector, most of the products are MTO
and the setup costs have a great impact. The objective is to define what products are
eligible for MTS in order to reduce the number of setups. The decision procedure
starts by picking out, of all the products offered, the most standard grades and that
are produced in larger quantities. Several factors are taken into account such as
setup costs, steel grades that can be assimilated to product types or customisation
degree of the product, production volume and customer fidelity. The choice is
constrained by feasibility criteria such as material testing (if the material is made-to-
stock) or potential losses of material. Once the product has been cut to the size of
the order the material that is left is sometimes too small and must be rebound.

Zaerpour et al. (2008) propose a decision tool based on a hybrid AHP-SWOT
approach. The procedure firstly identifies SWOT factors that define MTO pro-
duction by carrying out surveys at different levels of a fir. These factors are later
divided in four groups: strengths, opportunities, weaknesses and finally threats. The
next steps define the weights of each of these groups using fuzzy pair-wise com-
parison. If strengths and opportunities are greater than weaknesses and threats then
a product can be carried out as an MTO product otherwise MTS is suitable. The
method is complete and can be easily applied and computed. However the data is
subjective and the firms’ capacity is not taken into account.

Rajagopalan (2002) proposes a heuristic model to solve the MTO/MTS decision
problem. The model helps to define the best MTO/MTS repartition and for MTS
products to define stock levels and mean queue time for each product. The objective
is to minimise production costs considering each items: holding cost, the expected
demand with its standard deviation, processing time and demand probability. The
constraints are related to capacity utilisation and the desired lead time. This model
does not deal with setup costs and it would be very interesting to implement
different prioritising policies for MTO products over MTS product when a MTO
order is received.

A brief summary of the different factors present in the reviewed articles is
presented in Table 1.

The factors that are regularly considered in these previous articles are holding
costs and product lead times. These factors allow the authors to define a strategy in
a hybrid MTO/MTS system. In a hybrid environment stock levels might need to be
higher to make so time available for MTO production. MTO items might need to be
produced with a longer lead time if MTS items are being produced when a MTO
order is received.
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Table 1 Factors used for decision making

Li Van Donk | Kerkkdnen |Zaerpour et al. | Rajagopalan
(2001) |(2005) (2007) (2008) (2002)
Product price X X
Material purchase X
Expected demand X X X X
volume
Demand uncertainty X X X
Product lead time X X X X
Delay penalties X X
Manufacturing costs X
Inventory levels and X X X X
safety stock
Inventory holding cost | X X X X X
Setup time X X X
Setup costs X X

3 Case Study

3.1 Current Company Situation

The case company manufactures switches, electrical components, in a Valencian
plant. A description of the production process and product can be found in Maheut
et al. (2013). In one of its sixth assembly lines, 232 different end-products are
assembled in a hybrid MTO/MTS strategy; 97 items are MTO and 135 are MTS.

The decision of whether to classify an item as MTO or MTS is done using the
ABC/FMR classification (Oberlé 2010). ABC defines the products value (A is for
products of high value and C for lower value products). FMR describes the fre-
quency of the demand (F is for a very frequent demand, M for a medium demand
frequency and R corresponds to products that have a low demand frequency).
Products are then classified according to the corresponding ranking in the two
groups, AR, BR, CR etc. Products that have a highly frequent demand and low
value, such as CF and CM class products, are encouraged to be produced under the
MTS policy. Products that present high value and low frequency of demand should
be made to order. High value items with a highly frequent demand are stocked but
the evolution of these products in the inventory is watched closely.

The decision is made once when the product is introduced to the market and no
updates of the classification is done. The company has a large quantity of historical
data concerning the sales orders. The customer order date and the quantity ordered
for each item during the past number of years is known. Over the year MTS
production has taken up an average of 95.6 % of the total capacity and the 4.4 %
left is used to process MTO orders. The average lot size for a MTS product is 31
whereas MTO product have a mean lot size is 22. Since 2008 the company suffers a
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very unstable demand and during some working days the capacity required to
produce MTO items oscillates between 1 and 9.8 % of the daily production
capacity. Due to this uncertainty and instability, the supply chain is failing to
replenish stock level of MTS items. The objective of the company is to determine
another way to decide whether a product should be MTS or MTO to smooth out any
unnecessary inventory.

3.2 Problem Description

The production system has to face “tensions” because of the demand volatility
which means that some shortages can occur for MTS items. After an analysis of
historical demand, some items’ policies need to be updated due to demand evo-
lutions. For example, some MTS products are at the end of their life cycle and
should be produced with a MTO policy. The demand frequency of some MTO
products is comparable or even higher than some MTS products. Some products are
ordered in high volumes but only once a year and they should be MTO. In the
production line, MTO items have priority over MTS products. The number of MTO
references is increasing and consequently more shortages appear for MTS products
and more tension appears in the production lines. Overall the number of products
has increased 20 % from the last year and should increase another 50 % over the
next two years. However the MTS/MTO status of the products is not up to date, and
this will cause the supply chain to fail more often in the future.

A few years ago the company has moved from a pure MTS policy to a hybrid
system in order to cut its inventory expenses. Simultaneously, the company has
suffered an increase in the product complexity (number of end-product and
reduction in packaging size). On the other hand, some references have a relatively
high and stable demand whereas other products have a very low demand, or receive
only one order per year and this is in constant evolution. A pure MTO system is not
viable as the demand cannot be smoothed and is uncertain.

The MTO/MTS repartition follows the ABC/FMR logical as the MTS products
have a higher demand in general. MTO products even though they represent 42 %
of the items, only represent 4.4 % of the production volume.

However after an analysis, it has been found that the difference between the
average order lot-size of each class is quite similar. Moreover, some MTS products
have been produced in small quantities before being stored and some are only
ordered once a year. These products consume capacity when more important MTS
orders could be processed, they should be moved to MTO items.

Also it is observed that some MTO products are produced in high volume
because the demand is higher than expected. If the demand volume and frequency
of MTO items is comparable or higher than some MTS items then the policy must
be updated. An update will smooth out the capacity consumption by high demand
MTO products and avoid unnecessary setups for low demand MTS items.
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Another issue to which confronted the company is the product MTO/MTS mix
ratio to be produced. If more than 7 % of the capacity is dedicated to MTO
production, the production line in incapable of dealing with so much MTO orders
because of supply constraints. This issue case happened several times over the year
and explains why the production lines suffer high tensions in some periods of the
year. The MTS/MTO mix ratio is an important factor to take into account which to
date has not been dealt with by the literature.

3.3 New Factors and Constraints

The previous models reviewed take into account parameters like standard deviation.
However here, in order to measure the demand variations or uncertainty, new
parameters need to be considered.

First the average order lot size (AOLS) is defined as the volume divided by the
number of received orders. A low AOLS is due to low volume of demand and high
numbers of orders. Products with a larger AOLS should be granted a MTS status
whereas low AOLS products should be made to order.

Second the mean-time-between-orders (MTBO) is defined as the mean time
between days with consecutive orders for a product. It is equal to zero when only
one order is received in the year. A high MTBO means that there is a lot of time
between two consecutive orders therefore, if the product is made to stock, it will
spend more time in the inventory, generating holding costs. A low MTBO means
that the product is frequently demanded, therefore the stock turnover is higher and a
MTS strategy is suitable.

The plant needs to control a new constraint, the maximum product-mix ratio that
is acceptable by the system. This constraint ensures that enough capacity is dedicated
to manufacturing MTS products, ensuring in the process that stocks do not run out.

4 Conclusions

In this paper we present a literature review that deals with the decision of whether to
manufacture and serve an item to order or to stock in a hybrid production system.
The first observation is that there are few articles with fewer case studies. Next, a
case study of a Valencian manufacturing plant for electrical components is intro-
duced. In this case study, new considerations must be considered because product
policy must be dynamic and the existing models are not directly applicable to this
case. Two new factors, average order lot size and mean time between orders, and a
new constraint, MTS/MTO mix-ratio limit, need to be introduced in the decision
process. This research can be used as a base to design a new flexible optimisation
tool to help stakeholders to define and update periodically the strategy of each
product in the system based on historical data.
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Effects of the Implementation
of Antequera Dry Port in Export
and Import Flows

Guadalupe Gonzalez-Sanchez, M*. Isabel Olmo-Sanchez
and Elvira Maeso-Gonzalez

Abstract Currently many companies are forced to go outside due to the economic
situation and in many cases, as the sole alternative to ensure their survival. In this
context the logistic performs a leading role. To promote and to take advantage of an
efficient logistic management is key to exports. In this sense, dry ports constitute the
required nexus for road-rail-sea intermodal transport. The establishment of a dry
port in Antequera would boost the export and import flows to and from Andalusia
with the rest of the world.

Keywords Freight transport - Intermodality - Dry port

1 Introduction

The market globalization and the current industry’s offshoring grant a fundamental
role to the goods flow. Means of transport are nowadays essential in the trade of
products as a backbone of the economy. A poor transportation system would entail
a lack of customer confidence and a decrease of sales, which is an important
business conditioning for the company. Satisfying the transport necessities requests
different solutions of different degree of complexity.
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The analysis of the transport flow demand, the logistics hubs location, and their
effects on the region, is essential to improve logistics and to rebalance the modes in
order to get a sustainable transport system (Maeso et al. 2012). Carrying out a study
and a planning leads to infrastructures and modes of transport properly developed
and, consequently, to strengthened regions with a stronger offer and provision
capacity.

The awareness that the future of freight transport lies in combining the different
modes of transport, each one within its scope, involves that today we highly bet for
the railway and maritime modes, as a mode to be developed in such a way to
complement the rest of the modes.

Among the policy actions that promote it are the new White Book about
Transport Policy (COM 2011) where it is indicated, as an objetive to transfer the
current road mode of freight transport to the one by railway or river navigation 30 %
(2003) and more than 50 % (2050) by relying on the development of a proper
infrastructure formed by effective and ecological corridors. Another initiative is the
Trans-European Network of Transport, a basic European network of transport to
connect the several EU countries so that, among other objectives, the different
modes of transport and the environmental aspect of the network are integrated.

In Spain, in The Strategic Plan of Infrastructures and Transport (PEIT 2005-
2020), railway is especially promoted so that an integrated transport system aimed
to obtain greater economic and environmental efficiency is implanted. The objec-
tives marked for maritime transport include, among others, the development of: The
ports as key elements of intermodality, Short Sea Shipping and land access to ports,
especially by railway, through ad hoc systems of management and cofinancing
(MFOM 2005).

At a regional level, in the Plan of Infrastructures for sustainability of transport in
Andalusia, PISTA (COPT 2008), the peripheral position of Andalucia with respect
to Europe and the lack of transport infrastructures have been identified as the
determining causes for its lesser development and its ports hinterland. Some
strategies of this Plan are: To promote intermodality, to prioritize the most sus-
tainable modes and to develop the Network of Logistic Areas of Andalucia.

Dry ports are the necessary link for the maritime-railway-road intermodality.
These logistic infrastructures are characterized by being directly linked to a port
mainly by railway and by enlarging the port’s area of influence inland, by per-
mitting that the port freights arrived in an integrated way to the dry port, where all
the logistic operations needed for distribution are carried out; in turn, it also act as
receiving centre of the freight bound for the sea port.

2 Objective

The objective of this work is to study the appropriateness of the implementation of
Puerto Seco de Antequera (PSA) and its possible effects on the export and import
flows.
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3 The “Puerto Seco de Antequera”

The PSA is one of the most important actions of the logistic hub, Central Area of
Andalucia, considered in PISTA due to its geographic-strategic location as the
nerve centre of Andalucia, in a strategic communication junction at regional,
national and international level. Located between the Santa Ana AVE (High
Velocity) station and the Bobadilla railway junction, a communication junction
with traditional gauges (freights) and high velocity ones (passengers). It is directly
linked to the ports of Algeciras, Malaga, Seville, Granada and Cérdoba. The link to
Algeciras is part of the Spanish and European railway hub for freight transport what
permits connecting the freight traffic from the ports in the South of Spain with
North Europe. It is an industrial area of 338 Ha for all activities related to logistics,
transport and distribution and production of freights in the widest sense and,
especially, those activities with added-value in railway sector.

3.1 Effects on the Freight Maritime Transport

The significant increase of the Andalucia ports’ freight traffic, greater than the
average of the Spain port system, has permitted consolidating the traffic recovery
started in 2010. All the Andalucia ports have increased their traffic, being the
outstanding ones Malaga (130 %), Huelva (20.59 %), Almeria (19.24 %) and Bahia
de Algeciras (17.89 %) (APPA 2012). This increase in the port activity makes
evident the PSA successful potential, since it is directly linked to the ports of
Algeciras, Méalaga and Seville. Among the significant Andalucian ports it stands out
the port Bahia de Algeciras, the port with the greatest transport demand (More than
65 MT). In relation to the traffics of general freight in containers, the ports of
Algeciras and Malaga are the ones with a greatest in transit percentage (95 % over
the total of freights in containers). It exists the possibility of working to increase the
percentage of freights in containers with origin in/destination to the hinterland of the
ports in Andalucia (both in Algeciras as in Malaga it is only a 5 %).

Logistics, efficiency, cost, intermodality and infrastructures are key elements for
the future of the ports. “The ports that do not develop towards logistic ports will
have many difficulties to be part of the more and more competitive maritime
market; the same will happen to those which are not efficient, economic and able to
manage the great volume of freights that will be moved through by increasingly
bigger ships”. (Mr Jose Llorca, President of Port of the State 2013).

With respect to the land traffics related to the ports, in 2009 just a 5.2 % was
transported via railway (8.8 Mt). In Andalucia, in 2009, some of the ports with
significant freight volumes did not recorded railway movements. In Algeciras it was
of 0.62 %. It is necessary to increase the use of railway transport related to ports. In
Spain, the development of intermodal routes depends, to a large extent, on the ports’
freight management capacity. The main chargeports located in the Antequera’s area
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of influence (Algeciras and Malaga) have significant traffics. The creation of a dry
port in Antequera will facilitate the future development of freight traffic in the
mentioned ports and their Hinterland extension towards efficient logistic spaces.
“Only the ports having infrastructures and links will survive, and in the Spanish case,
it is necessary to improve the link to the railway”. (Expansion 2013). The PSA
connects perfectly with these necessities since it is strategically complemented by
the port Bahia de Algeciras located “zero-deviation maritime route Round the
world”. The changes in the maritime flows is giving more and more prominence to
Asia and to the emerging countries. These flows will change even more when the
extension of the Panama Channel start operating. The Ministerio de Fomento
(Ministry of Public Works) is already working so that the Mediterranean ports can
get traffics with destination North Europe by the Suez Channel route, as they would
save four or five days if they entered in Spain via railway. The central location of the
Spanish ports can benefit not just the port of Algeciras but also those located in the
Atlantic, to the detriment of others Mediterranean European ports. The Andalucia’s
Mediterranean and Atlantic coasts and their ports are strategically located in the big
inter-oceanic corridors of maritime worldwide transport: East-West axis (Asia/
Europe), Americas Atlantic coast/South of Europe/Mediterranean and North-South
axis (Europe-West Africa mainly). One of the strategic focus for the port Bahia de
Algeciras development is its conformation as “Europe South Gate”. To achieve that,
it is promoted the container traffic, not only those in-transit but also the export-
import ones. Another aspect not to be forgotten is the trade between Spain, nearly
exclusively, and the African continent through Andalucia. Along the same line, it is
anticipated another PSA potential in direct collaboration with the ports of Malaga,
Almeria, Motril and Algeciras: operating in import and export and capillary distri-
bution inside Andalucia and, by extension, in Spain.

It is then a strategic sector where initiatives such as the Dry Port help to improve
the services, penetrability and capacity of the Andalucian ports and, in concrete, of
the port Bahia de Algeciras.

3.2 Effects on the Freight Railway Transport

Spain is the fourth European country with a lower railway freight transportation rate
(Eurostat 2013). This traffic represents 4.5 % of the land transportation (year 2011),
still far from the European objective of rebalancing and stabilizing modal distri-
bution. The Strategic Plan to promote the railway freight transport in Spain marks
as an objective reaching a 8—10 % rate in 2020 (MFOM 2010). When comparing to
other ways of freight transport, we observe that rail is significantly below the road
and maritime modes (Fig. 1). Even if recession effects have reduced every mode of
freight transport (OSE 2011), the transport by rail has particularly decreased up to
2.6 % (MFOM 2012).
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When considering the most significant freight flow by railway (>100,000 t),
intermodal transport and conventional wagon, the area of concentration is in the
Northeast of the Peninsula, with branches towards others areas of the territory, such
as the Central-South (Madrid-Andalucia) corridor or the Mediterranean (Mediter-
ranean littoral) corridor.

In Andalucia, among the traffic installations in conventional wagon, it stands
out: Huelva and Bobadilla. This encourages the adequacy of developing the PSA.
Among the terminals with greatest activity of intermodal transport (2008) it stands
out in Andalucia: San Roque and Seville. Currendy, it is not possible the intermodal
transport in Bobadilla.

The liberalization of the railway freight sector is a definitive tool to promote this
kind of traffic since it introduces the competition principles and market rules in a
sector which is traditionally very inflexible and unable to compete with the road
transport rate. CONTREN, one of the mercantile company belonging to RENFE, is
the one assuming the activity of intermodal business although it does not export
because it just has connections with concrete companies in countries such as
Portugal and France. The Multiclient Network does not work out of Spain. There-
fore, if it is wanted to transport to Europe, it has to be done through one of its clients,
which act as a forwarding agent, being Combiberia the main of them (CCP 2013).

Combiberia is a combined transport wholesaler via railway. The freight move-
ment in Andalucia is carried out through the infrastructures for intermodal exchange
of San Roque-La Linea, Seville-La Negrilla and Cérdoba-El Higuerén. In Fig. 2, it
can be observed the existing links among the intermodal terminals in the Andalucia
region, and the rest of Spain and Europe (ADIF 2011). In the route followed by the
trains from the southernmost point of the peninsula, San Roque-La Linea, until their
exit from Spain, the Bobadilla station is strategically located in the Andalucian
network. Currently, all the Andalucia freight routes are channeled through Madrid.

The PSA offers a unique logistic opportunity thanks to its location in the junction
of the Mediterranean and Atlantic railway corridors. PSA and port Bahia de
Algeciras represent the South vertex of the Mediterranean and Atlantic railway axes
within the scope of the Transeuropean Transport network of the EU (TEN-T).
Currently, there is little import-export railway traffic in port Bahia de Algeciras.
Until September 11,863 containers were transported by railway through the line
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Algeciras-Bobadilla (Antequera). Around 10 and 12 trains per week. In the whole
year, a total of 153 trains have had origin and destination in the port area (APBA
2012). To improve these numbers it is essential to invest in a competitive railway
which permits the successful linking of the port Bahia de Algeciras to its hinterland
in the center of the peninsula and to the French border (Europasur 2013). The PSA
clearly goes for the railway mode by incorporating in the future development all
those activities with added-value in the railway sector.

However, the railway growth cannot be posed in an isolated way. The railway
must be the center of a logistic model combining the different transport modes, as it
be advisable, so that it is adapted to the client necessities and achieve an efficient,
effective and sustainable system. Railway, with limitations as regards its logistic
service offer, needs to collaborate with other modes, especially with the road one. In
Spain, in general, the transport centers linked to road and railway terminals have set
up two independent networks with lacking points of contacts; the opposite happens
in other countries around us. Another factor is that when designing the railway
networks it has not been sufficiently taken into account the importance of terminals
which, according to experts, are even more important than the very own railway
lines for the quality of railway transport and, clearly, for the integration with road.
Among the initiatives to improve the railway-road modality we have the creation of
new intermodal terminals located in strategic points next to the freight’s origin/
destination, with good access and connection and with the proper equipment. In that
sense, the suitability of the PSA is already corroborated. Another initiative is
focused on that the large railway axes should link the main road centers with the
areas of logistic activity by constructing a real intermodal networks as the one
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already existing in the center of Europe. In this sense, Antequera is already located
in these large transeuropean transport networks by the institutions of Andalucia,
Spain and Europe. From the infrastructure point of view, to its strategic railway
links the PSA adds its advantageous road location.

The intermodality development is still poor due to problems (time restrictions,
flexibility, penetration, etc.). In this sense, a dry port implies a significant logistic
structure which permits carrying out all the procedures external to freight transport
with the greatest guarantees for security, productivity and quality. Thus, the PSA
implementation represents a base for the growth of the logistic system in Andalucia
as it is an essential piece for the intermodality advance and for attracting interna-
tional companies operating in Spain.

In turn, the area of influence of Andalucia as a whole logistic platform from the
point of view of regional market (Spain, Portugal, South of France, Morocco and
Algeria) represents around 100 million of possible consumers. Combining the land,
railway and maritime connections is essential to serve those possibilities. The most
outstanding companies located in the PSA area are those related to olive oil sector,
an economic sector essential in Andalucia. In concrete, Deoleo, the first world
packaging company of olive oil, and Hojiblanca, the first producer, they already
have a leading position in the world market which will be strengthened by the PSA
creation (UMA and US 2013). A key company for the PSA development is Acotral.
A leading company in the sector of national and international freight transport, with
the main headquarters in Antequera. Currently, Acotral moves around 700 trains per
year (21,000 TEUs) in the routes Seville-Antequera-Valencia, Seville-Antequera-
Tarragona, Tarragona-Valladolid, Valladolid-Seville and Madrid (Acotral 2012).
The PSA development would be essential so that this company increases the railway
transport flow because, as it has been described, it is very limited geographically
with few and distant load terminals. In concrete, this company’s forecast is to use the
PSA with 3 trains/week in 2015, and to increase 1 train per year until reaching 8
trains/week in 2020.

The PSA activity will make possible the load consolidation/deconsolidation with
different origins/destinations, the effective management of the capacity of round trip
railway transport, the explotation of the trains departing from Antequera to the
North with imported products through the Ports and export products from Anda-
lucia to bring these trains back loaded with importations to be distributed in the
South of Spain and with products from the rest of Spain and Andalucia to be
exported through the maritime terminals.

4 Conclusions

The analysis of the effects of the introduction of PSA leads us to a number of
associated benefits. From the business point of view, would be a space for the
installation of companies which would count with all the services of logistics
operators and infrastructure necessary for its international expansion. Moreover, its
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direct connection to the Andalusian ports would increase the capacity and area of
influence of these further increasing its maritime freight traffic. Another advantage
of its collaboration with the Andalusian ports, would improve the import and export
operation and regional and national capillary distribution in its trade with the
African continent. The PSA would improve and promote the presence of the rail
freight and, therefore, a better use of their strengths in terms of energy efficiency,
external costs and emissions, and may further contribute to the development of an
efficient economy and low carbon. Thus, it is appreciated that the existence of the
Dry Port in Antequera favor flows of imports and exports, so would not only be
positive locally by its effect on business and economic development, but it would
strengthen the market over increasingly demanding changes in demand for goods,
promoting intermodality, attracting international companies with global logistics
vocation positioning and enabling the growth of the Andalusian and Spanish
logistics system.
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article.
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An Iterative Stochastic Approach
Estimating the Completion Times
of Automated Material Handling Jobs

Gunwoo Cho and Jaewoo Chung

Abstract Recently manufacturing facilities increasingly use automated material
handling systems (AMHS) owing to the advancement in control technology. They
provide various material handling functions such as transportation, storage, sorting,
and identification with quicker and precise devices. This paper studies an estimation
method encountered in manufacturing facilities operated by automated material
handling systems. A heuristic method based on a stochastic approach is used to
estimate the arrival times of transportation jobs to their final destinations in a
manufacturing facility. To analyze the performance of the new method, the authors
collected a set of actual transportation data from the industry and the analysis shows
that the new method outperforms an existing method that uses simple statistics
based on historical data.

Keywords Automated material handling system - Arrival time estimation
Stochastic method

1 Introduction

Material handling in manufacturing facilities is automated by state of the art
technology that helps not only to reduce labour costs but also increase job stan-
dardization. In turn, it increases the visibility of operations in facilities and supports
various engineering activities indirectly to improve product quality. The advantages
of production automation are described in the literature (Chung and Jeng 2004;
Campbell and Laitinen 1997). Among the many advantages of automation, fast
transportation with the right job on the right location and at the right time is
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the most fundamental reason why more and more manufacturing facilities keep
investing in expensive automation systems.

The objective of this research is to develop an analytical method to estimate the
arrival times of transportation jobs moved by automated material handling systems
(AMHSs) in manufacturing facilities. The proposed method uses an iterative heu-
ristic based on a stochastic approach that provides a realistic estimation method for
the transportation jobs. Information about the estimated arrival time of a transpor-
tation job is important for production managers to determine the priority of the job.
An individual transportation job has a due time that prevents starvation of a process
toolset due to delays in transportation. If the estimated arrival time of a job is too late
compared to its due time, a production manager who monitors the AMHS can
change the transportation priority of the job so that the job can arrive on time (Suh
and Chung 2013). This is illustrated in Fig. 1. Both the starvation risk based on the
completion time estimation and process urgency based on process information are
high, the material control system will serve the job with top priority, and vice versa.

Additionally, the estimated transportation time can be used to increase the
preciseness of production scheduling or AMHS scheduling (Poppenborg et al.
2012; Li et al. 2005). If the ready times of jobs are an important constraint in a
scheduling problem (Pfund et al. 2008), the arrival time information would be a
useful input to obtain a reliable solution for the problem. Hence, the estimated
completion time could be used as input data of the production scheduling system in
actual practice.

This paper first proposes a mathematical model that estimates the arrival times of
transportation jobs and provides an extensive analysis to measure the performance
of the proposed method. The superiority of the new method is that it is able to
account for the waiting time on the route more precisely than the existing method
with a relatively simple computing method. It considers not only currently waiting
jobs on the route but also waiting jobs in the future. The new method was
implemented in an AMHS through an academic-industry collaboration project. The
data used to analyze the performance of the new method were collected after the
actual implementation.

Fig. 1 Transportation
priority depending on
completion time

3rd priority | Top priority

Process urgency

Low priority | 2nd priority

Starvation risk
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2 Problem and Estimation Model

2.1 Problem Definition

To explain the problem, a graph is used shown in Fig. 2 which represents a
transportation problem of a manufacturing facility. For simplicity, only the main
material handling systems are displayed in the figure. In the graph, nodes S; to S¢
represent material handling systems (MHS) that move cassettes or transportation
Jjobs from one location to another. The arcs with directions indicate that a cassette
can be moved from one MHS to other directions of MHSs. For example, assume
that a job should be moved from S, to S, then two routes, S;—S3—S¢ or $>—S5—S6
seems applicable. If the job uses route S,—S3;—S¢, the material handling device (e.g.,
automated guided vehicle or automated storage and retrieval system) used in S,
moves the job to S; and then the job is moved to S¢ by the material handling device
S3. Two transportations are required to complete the transportation, and if there are
N number of nodes in a route, the required transportations become N — 1 since a
transportation is not necessary in the final node.

A node indicates a processing toolset, automated storage and retrieval system,
lift system or overhead shuttle system in the graph. If a node represents a toolset, it
has a material handling device serving transportation. If it is a material handling
system such as a MHS system or overhead shuttle system, it has shelves to store
cassettes inside. Hence, all nodes can be a source or destination and they have their
own material handling device. There are hundreds of toolsets and several tens of
material handling systems in actual production and a transportation problem
becomes much more complicated than the one in Fig. 2.

In general, a route for transporting a job includes two to a few tens of nodes in
actual production. One transportation job takes a few minutes to several tens of
minutes depending on the processing and waiting times at the nodes in the route.
The variance in transportation times within the same route is relatively large
because the capacity of AMHS is limited due to high investment cost, and job
arrivals are often concentrated during a certain period in this reference. When a job
arrives at a node, it waits until the material handling device of the node is available

D e O E—)

Fig. 2 A graph representing transportation problem in a manufacturing facility
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and this time is called the waiting time of the job at the node. If the device is
available to serve the job, it takes time to pickup, travel and drop-off and this time is
called the processing time of the job at the node in this paper. In most cases, a
waiting time is much longer than a processing time. The sum of the processing time
and waiting time becomes the sojourn time of the node.

2.2 Approach

There are two issues for the estimation problem. One is how to estimate the pro-
cessing time of a node and the other is estimating the waiting time of a node. To
devise methods for estimating the processing and waiting times, respectively, the
author of this study investigated the distributions of actual transportation times with
different nodes. About three thousand actual transportation times were sampled
from the reference site. The result showed that the other nodes have a similar
pattern as the one. There are three different types of distributions, which are the
processing time, waiting time and total transportation time (i.e., sojourn time). An
individual sojourn time was decomposed into a processing time and a waiting time.

The distribution for processing times has a much smaller variance than the
waiting time. Note that the mean and standard deviation of the processing times are
1.56 and 0.524 min, respectively. Assuming it follows a Normal distribution, 2¢ is
approximately one minute (2 x 0.524) and it means that more than 95 % of the
processing times can be estimated with a 1-minute tolerance if the mean value is
used as an estimator of the processing time for a job. The precision level was
generally accepted by production managers in the reference site; hence, the authors
decided to use the mean processing time of the node to estimate an actual pro-
cessing time at a node.

Using the mean value for estimating the waiting time of a job could create a
higher deviation since the waiting time distribution is more widely scattered than
the processing time. Hence, this study introduces a more detailed estimation model
that could increase the estimation accuracy as follows. As mentioned before, a route
includes a sequence of nodes for each job. The model iteratively calculates the
sojourn times of each node one at a time, and when the job arrives at a node, it has
the cumulative sojourn times that it took to reach the node. The sojourn time at a
node is calculated by considering the number of waiting jobs at the time of esti-
mation, expected arrival jobs, and expected processed jobs during the cumulative
sojourn time to reach the node in the route of the job. This new method is named
stochastic iterative time estimation (SITE) and an explanation on the more detailed
model is omitted due to the limited space of this paper.
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3 Performance Analysis

This paper compared the average and standard deviation of the estimated trans-
portation times with those of actual ones along with the different numbers of nodes.
It was observed that jobs with 3—4 nodes were most frequent. The estimated times
were very close to the actual ones regardless of the number of node. One interesting
observation is that the actual transportation times were slightly but consistently
larger than the estimated times. This study initially tried to adjust for this difference;
however, production managers wanted to ignore the difference because the differ-
ence was considered to be minor for individual jobs. The standard deviations were
slightly higher than the actual ones seen in the third and fifth columns of the table.
This is natural because SITE considers only a limited number of factors of the
AMHS while the actual transportation times are influenced by more factors such as
short and sudden stops or job priorities as mentioned.
The performance measure used in this paper is the hit rate defined below.

M=

H;

= (©

’)):

hit rate of estimated jobs

total number of transportation jobs

actual transportation time of job i

;  indicator variable of estimation accuracy for job i

T > 2

g - [ 1 if [Ei— A < 1Lominor E2AL <011
' 0, otherwise '

The hit rate, y in Eq. (6), measures the accuracy of the estimation by comparing
the estimated transportation time and actual transportation time. As defined above,
H; is one; i.e., regarded as accurate, if the difference between the estimated and
actual times of a job is less than one minute or the difference is less than 10 % of the
actual transportation time. The reason why a difference less than one minute is
considered as accurate is that if the difference is less than one minute, the job is fast

enough to arrive on time even though its error rate, lE A‘ is large. Note that ‘E A

becomes large when the actual time A; is small.

The authors regret that this paper cannot disclose more detailed information
including the name of the firm since confidentiality is a top concern in the industry
due to strong competition. The data were collected for one month before and after
SITE was implemented. One month before SITE was implemented, the existing
simple average transportation estimation (SATE) was used in the fab. A total of
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30,000 transportation jobs were randomly observed out of approximately 230
thousand jobs. While sampling the jobs, we eliminated some of the transportation
jobs taking a much longer time than the estimated ones due to unexpected distur-
bances such as device errors and machine breakdowns.

The authors also compared the overall accuracies between the two methods
based on scatter plots for which data were collected from individual jobs with two
to nine nodes in their routes. Each scatter plot shows how the actual times are
distributed on the y-axis for the given estimated times on the x-axis. As observed,
the actual times were more strongly related to the estimated times with SITE, which
means that the estimated times with SITE are more accurate than that of existing
method.

The authors compared the hit rate of SITE with that the exiting one over different
numbers of nodes as shown in Fig. 3. The hit rate is devised to measure the
accuracy of the estimation, which counts how many jobs are validly estimated out
of the total transportation jobs. An individual job is judged whether it is validly
estimated based on the difference between the estimated time and the actual time.
The performance of the new method is compared with an existing simple estimation
method used in practice based on the hit rate. The hit rate of SITE varied from 83.3
to 90.8 % while the hit rate of the existing one was as low as 44.2 % when the
number of nodes was two or three and it increased as the number of nodes
increased. In other words, SITE is much more accurate when the number of nodes
is smaller. When the number of nodes is greater than 10, the performances of
the two methods become similar. The reason for this observation is to explain the
distributions of the actual transportation times and estimated times by SITE for the
jobs with different numbers of nodes. When the number of nodes is smaller, both
distributions tend to be right skewed. As the number of nodes increase, the
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Fig. 3 Hit rate comparison between the new method and existing method
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distribution becomes more symmetrical and it eventually approaches to a normal
distribution. Hence, we assume that as the number of nodes increases, the estimated
time by the existing one becomes more accurate due to the central limit theorem.

4 Conclusion

This paper has developed an arrival time estimation method for transportation jobs
based on a stochastic approach for automated material handling system (AMHS)
used in manufacturing facilities. The estimated times are provided for production
managers through the material control system (MCS) to determine the appropriate
priorities of processing jobs so that they are delivered to the next toolsets on time to
reduce the starvation of bottleneck toolsets and increase the throughput of the
production. The results show that there are improvements in the hit rate which
measures the accuracy of the estimation compared to the existing method used at
the reference site. Beyond the results reported above, the method has been used for
various improvement tools. For example, the procedure helped system engineers to
detect errors in the system. This could be readily available by comparing estimated
transportation times and actual transportation times. The MCS recorded actual
transportation times together with the estimated transportation times when all
transportation jobs were completed. At the beginning of the implementation, a non-
negligent portion of the transportation jobs had a large gap between the estimated
time and its actual delivery time. Many of them turned out to be not from general
estimation errors but from bugs in the MCS. The system engineers found several
critical errors by investigating the reasons for the gaps and fixed the problems.
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Transportation Infrastructure
and Economic Growth Spillovers

Herick Fernando Moralles
and Daisy Aparecida do Nascimento Rebelatto

Abstract The present study aims to analyze the spatial spillover effects of trans-
portation infrastructures on the economic growth in Brazilian states through the
application of a spatial econometric technique (Spatial Durbin Model). The results
demonstrate that road infrastructure has the greatest impact on economic growth,
and that the spatial unit neighboring highways are most relevant to their growth
than their own infrastructure. Still, some infrastructures showed insignificant or
negative spillovers.

Keywords Transportation infrastructures - Economic growth - Spillovers - Spatial
econometrics

1 Introduction

The concept of spillover basically stems from the interest to develop theoretical
models that include interactions between economic agents, not seeing them as
isolated decision makers (Anselin 1988).

The effect of spillover neighborhood is already known in the literature since Jaffe
(1986) and Cohen and Levinthal (1989) with respect to the external knowledge.
Later, Borjas (1995) and Glaeser et al. (1996) developed the first works that had
made efforts to measure spillover effects in the context of spatial models.
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Although some studies consider the transportation infrastructure as a determi-
nant for economic success are relatively few studies that take into account spatial
effects. Among these are Cohen and Monaco (2009) who, using data from counties,
evaluated the impact of port infrastructure for retail sales in California through a
spatial econometric model.

Such study, besides taking into account issues of spatial and transport infra-
structure, also measured the spillover effect (diffusion or external) between counties,
noting that the 1 % increase in investments on transport infrastructure of a county
causes an addition of 0.22 % in exports of retailers in surrounding counties. This is
the essence of the spillover effect, which is equivalent to the effect of one location
policies for its neighbors.

Besides, transport infrastructures can be seen as facilitators of economic growth
because efficient transport infrastructure expand the productive capacity of a nation
by increasing the mobilization of existing resources, as well as improving their
productivity (Pradhan and Bagchi 2012).

Also, is necessary to consider the existence of spillovers associated infrastructure
to economic growth. Specifically, transport infrastructure spillovers can be negative
as pollution, accidents and congestion, or positive, such as facilitation of exports,
spatial movement of workforce, improving income distribution.

Studies have increasingly shown the influence of externalities caused by trans-
port infrastructure. More specifically (Hu and Liu 2010) found that an 1 % increase
in transport infrastructure causes an elevation of around 0.28 % in Chinese GDP,
and of these, 0.22 % is the direct effect, and 0.06 % refers to the external. In the
same way, Baum (1998) states that 25 % of German GDP comes from positive
externalities related to investment in transport infrastructure. Likewise, Xu and
Yang (2007) found high positive correlation between economic development and
Chinese transport infrastructure. Specifically, the study revealed cointegrated series
and bidirectional relationship between the variables for the years 1992-2005.

Also making use of cointegration tests Zhang (2011) finds a positive relationship
between development of civil aviation and economic growth, also checking a
bidirectional relationship between variables and elasticities of 0.91 % for the
expansion of air in relation to the variation of 1 % in Chinese GDP and elasticity of
0.97 % for the opposite.

In this context, the transport infrastructure acts as a network that interconnects
regions, allowing diffusion effects, whether positive or negative, since the migration
of factors makes it possible to economic growth in a region result in the decrease of
others, by agglomeration effects, for example. This occurs because, to create
advantages for the investor region, there is the possible migration of productive
inputs to adjacent regions to the investor one (Zhang 2008).

Thus, the knowledge of spillovers effects or externalities occupies a central role
in various fields of the economy and it is possible consider, for example, the
existence of spillovers of economic growth, spillovers, pollution, and knowledge
(Beer and Riedl 2011).

Also, by the perspective of the estimated parameters quality in econometric
models, authors like Anselin (1988) show that characteristics of spatial order, such
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as spatial autocorrelation can lead to estimation problems. Then, beyond the issue
of accuracy of estimates, the knowledge of spillover effects (indirect effects or
externalities) in the context of spatial econometric models are of great use for public
planning (LeSage and Dominguez 2012).

View of these facts, the present study has as main objective to analyze the
relationship between economic growth, and transportation infrastructure in the
Brazilian states and their spillover effects through the Spatial Durbin Model (SDM),
a spatial econometric technique. Such tool will not only enable the calculation of
spillover effects, but also provide more accurate parameter estimates.

The choice of transport infrastructure is due to economic and social welfare that
provides, as it appears among the main of the main obstacles to economic growth
and social development in emerging economies.

The problem to be investigated consists in the verification of the relationship
between those variables, which lead to formulate the following research questions:
The transport infrastructure of a state significantly affects its own economic growth
and the growth of other nearby states? How much? In view of that background, it is
clear the intention of the proposed work in measuring not only the relationships
between variables, but its dissemination effect for geographically nearby regions
(spillover effect).

2 Spatial Durbin Model (SDM)

The SDM was initially found in Anselin (1988) via suggestion Durbin (1960), for
the case of serial correlation in time series. Here, there is an additional variable
representing the average effect of neighboring locations in one, or a set of inde-
pendent variables (LeSage and Pace 2009). This specification can be exemplified in
matrix form as (2.1).

Y=pWY + X[+ WXy+e (2.1)

wherein, f§, p andy are parameters.

In particular, the y parameter at WX computes the average impact of the variable
X relating to the neighbors of an unit i for variable Y at unit i. Thus, for example,
would be equivalent to saying that investment in technological innovation (variable
X) of the neighbors of i, affects economic growth (Y) at i.

Starting in 2005 with Brasington and Hite (2005), and Ertur and Koch (2007)
model passes to receive more emphasis to the measurement of spillover. However,
only in 2010 the publications that used the SDM to measure externalities have
intensified, being possible to cite studies like Autant-Bernard and LeSage (2011),
LeSage and Dominguez (2012) and Beer and Riedl (2011).

The general form shown in (2.1) could be reduced to other models depending on
the statistical significance of the parameters. Thus, if on (2.1) y = 0, than the model
reduces to a SAR model, if y = —pp there is a SEM model, and finally, if p =0
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there is an traditional econometric model (Beer and Riedl 2011; Burridge 1981).
However, if the parameters are significant, the model (2.1) computes both direct and
indirect impacts (neighboring effect). Here, then, the form of spatial econometric
estimation of spillover effects.

The only consideration about this model is that sometimes it may suffer from
multicollinearity, so its occasionally advisable to withdraw of X/ in order to avoid
collinearity (Viton 2010; LeSage and Dominguez 2012; Beer and Riedl 2011).

Finally, the natural extension of the SDM to panel data allows increased degrees
of freedom and variability of the sample, as well accounting for constant omitted
variables in the model, which improves the parameter estimates.

Thus, one way proposed by Beer and Riedl (2011) to control the individual
heterogeneity within panels on SDM can be performed via fixed effects, thereby
allowing the individual heterogeneity to be correlated with the regressor. Also, it’s
possible to treat the panel issues via sample demeaning (Viton 2010).

3 Methods

This paper proposes the construction and subsequent estimation of an econometric
model with two equations, whose variables are donated in matrix notation, which
will aim to answer the stated research questions.

Here, the model to be estimated will be a complete spatial model and therefore
encompasses error and spatial lag (SAR and SEM), along with the variables that
compute the spillover via spatial Durbin model (SDM).

Given this, the model is based on the logic of the production function, con-
trolling for spatial effects, since studies such as Aiyar and Dalgaard (2009) have
shown that the Cobb-Douglas remains an interesting approach. Therefore, the
model is presented in (3.1).

InCy = pWiInCyy +a;InX + o, InTj; + a3 Wi In X,

(3.1)
+ OC4W1 In Tit + Fei + &

where,
& = /11W281 =+ uy

C Gross Domestic Product (GDP) as economic growth (endogenous variable
that requires the use of instrumental variables techniques). Source: IPEA
DATABASE

T Matrix of transportation infrastructures, taking into account road network, rail,
ports, and airports. Source: Exame magazine Annual Survey of Infrastructure

W, Spatial weighting matrix representing the inverse of the distance between the
capitals of each state in order to base the calculation of spillover effects and
spatial autocorrelation (SAR)
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W,  Binary neighborhood matrix that trait the spatial error (SEM)

Fe  Represents the panel individual heterogeneity (fixed effect)

X Matrix of control variables to avoid specification bias in the estimated
parameters

Despite not being present in the objectives of this research study, the inclusion of
the variable X is of extreme importance to the reliability of the estimated parameters
in the model, because the omission of such factors could cause specification bias,
which leads to inconsistent parameters model.

The data were collected for each federative unit from years 2004 to 2009 for the
variables in question on the Exame magazine Annual Survey of Infrastructure,
IPEA DATABASE, and the Brazilian Ministry of Science and Technology (MCT).

The proposed model has characteristics of simultaneous equations with endog-
enous variables, panel data, and allows the existence of factors such as the char-
acteristic spatial error and spatial lag.

Thus, for estimation of the model carried the following steps.

. Treatment of the individual heterogeneity of the panel via sample demean.
. Removal of heteroscedasticity via use of natural logarithms, which also allows
us to interpret the estimated coefficients in terms of elasticities.

3. Construction of spatial weighting matrices for panel data. At this stage we use
the software STATA MP12, which has a routine capable of transforming a
cross-section spatial weight matrix into an array for panel data (Drukker et al.
2013). For example, considering the matrix of binary neighborhood of three
general locations A, B, and C to data cross-section in Fig. 1.

N =

Nevertheless, for panel data, taking into account a three-year time series for each
entity, the resulting matrix is the block diagonal one on Fig. 2.

A B C
A 0 1 0
B 1 0 1
C 0 1 0

Fig. 1 Neighborhood binary matrix for cross-section data

Fig. 2 Neighborhood binary

Al A2 A3 Bl B2 B3 C1 C2 C3

matrix for panel data Al 0 0 0 1 0 0 0 0 0
A2 0 0 0 0 1 0 0 0 0

A3 0 0 0 0 0 1 0 0 0

B1 1 0 0 0 0 0 1 0 0

B2 0 1 0 0 0 0 0 1 0

B3 0 0 1 0 0 0 0 0 1

c1 0 0 0 1 0 0 0 0 0

c2 0 0 0 0 1 0 0 0 0

c3 0 0 0 0 0 1 0 0 0
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So that for each entity, the panel data matrix grows with the length of the time
series in rows and columns; noting also that the diagonal blocks are entirely
composed of zero elements.

4. Estimation of the model with the addition of variables that capture the spillover
effects via maximum likelihood using MATLAB 2009. Spatial econometric
models are usually estimated using the maximum likelihood logic, as described
in Anselin (1988) in an iterative algorithm similar to the procedure Cochrane-
Orecutt for correlation in time (Cochrane and Orcutt 1949; Gujarati 2006).

In fact, there are programs developed for the purposes set, which should act as
drivers. These are packages for spatial econometrics on STATA® and MATLAB®™
are the basis for the script used in this study.

4 Results

The estimated parameters of the model are shown in Table 1.

In Eq. (3.1) with respect to the own transport infrastructure, there was a positive
and significant effect of highways 0.188 and a significant and negative effect of
railroads. The port infrastructure results indicates insignificance for economic
growth, however, the airport infrastructure had positive and significant effect of the
order of 0.020 on average for the Brazilian states.

Now, with respect to spillover effects, there were statistically significant vari-
ables like highways 0.751, railways (—0.124), and airports 0.137. These results
demonstrate that, for example, a 1 % increase in length of the highway infra-
structure investments from one state causes an increment of 0.188 % in its GDP,
and an impact of 0.751 % in GDP of their neighbors in average to Brazil.

Table 1 Model (3.1)

estimated parameters via Explanatory variables Growth (C)

maximum likelihood Coefficient | p-value
Road extension 0.188 0.020
Railways extension —-0.019 0.016
Cargo movement in ports —0.001 0.638
Cargo movement in airports 0.02 0.017
W#Road extension 0.751 0.070
W+#Railways extension —-0.124 0.007
W#*Cargo movement in ports —0.008 0.300
W#*Cargo movement in airports 0.137 0.008
Rho 0.082 0.133
Lambda —0.002 0.954
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This greater neighbor effect to GDP is probably due to the fact that neighboring
infrastructure configures a restriction in the flow of production of a spatial unit.
Thus, the surrounding road infrastructure can configure a sine qua non condition for
economic growth in a given Brazilian state.

Lastly, for the existence of spatial effects like spatial lag and spatial error, the
spatial effects were not significant at the usual level of 10 %, however, for the term
of spatial dependence, the p-value was 0.133, and therefore, unadvisable its
exclusion, in the sense of causing specification bias. Accordingly, the interpretation
of this term follows the logic that an increase of 1 % in the GDP of a state unit
causes an increase of the order of 0.082 % on their neighbors GDP.

5 Conclusions

This study is one of the few to use panel data in a spatial model, also relatively new
area in the literature and lack of references. Along with the spillovers and using a
full model (with lag and spatial error), it’s possible to verify the intent to address a
more complete approach proposed by this investigation, as well as his effort to
consider these characteristics in the estimates.

Regarding transport infrastructure, the road network was, as expected, the
infrastructure with greater elasticity for economic growth, both for its own infra-
structure, and for the spillover effects. These results reflects the historical decision
and the importance of this infrastructure for the Brazilian socio-economic organi-
zation, although other forms of transport have advantages widely known.

Thus, the negative results for the railways infrastructure, hence, may have been
justified by the deterioration of such infrastructure, as well as its underuse over the
highways. Therefore, the railway infrastructure should not be disregarded as an
alternative for transport in Brazil.

For Eq. (3.1) of economic growth, both effects error and spatial lag were
insignificant. However, the spatial lag returned a p-value of 0.133, which although
insignificant to traditional standards of 10 %, should not be overlooked, showing
hence that the increase in GDP of a region impacts the growth of its neighbors.
Thus, the increase in economic activity in a region causes positive effects on
neighboring economies.
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Influence of the Environmental Factors
in the Creation, Development

and Consolidation of University Spin-offs
in the Basque Country

E. Zarrabeitia Bilbao, P. Ruiz de Arbulo Lopez
and P. Diaz de Basurto Uraga

Abstract The university entrepreneurship, together with its highest representative,
the university spin-off, are a key instrument to technological innovation and eco-
nomic development of a territory. Therefore, due to the importance of these com-
panies for the future sustainable development of the regions, the study of the factors
that influence the creation, development and consolidation of university spin-offs is
really important. Specifically, the aim of the present study is to analyze the
importance of various environmental factors in the creation and development of
Basque university spin-offs, and the presence of these factors in the specific
environment of the Basque Country, in general, and according to the companies
development stage, in particular.

Keywords University spin-offs - Entrepreneurship - Basque Country

1 Context of Research

In today’s knowledge society, universities and research centres play an increasingly
important role in the economic growth (Corti and Riviezzo 2008). This is due, in
large part, because in the era of knowledge economy, society requires the university
more than the creation, transmission and dissemination of knowledge. Society also
demands the university that its capacity of generating scientific and technical
knowledge not remain in the closed circle that represent public institutions of higher
research, but that it becomes a source of revitalizing the entrepreneurship and the
transfer of knowledge to a productive economy (Direccién General de Politica de la
Pequeiia y Mediana Empresa 2006).
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Precisely, at a time when social values that sustain us are breaking because of a
multidimensional crisis in the institutional field, and in a complex situation in the
economic field (De Pablo 2011), it is not enough that universities carry out research
and publish the results. Universities must take the mission to promote economic
development of the geographical environment in which they are located, being
necessary to do so, the commercial application of knowledge generated (Condom
and Valls 2006).

In this regard, the modalities traditionally used by the university to transfer tech-
nology to the private sector, and ultimately to society, have been patents and research
contracts. However, in recent decades, a pathway that has been gaining importance
because of its contribution to knowledge transfer, and its economic impact, has been
the creation of companies (Rodeiro 2008; Trenado and Huergo 2007).

These companies, known as university spin-offs, have particular interest because
they drive local economic growth and development, generate economic returns for
the university, make possible the commercialization of certain technologies
developed at the university, increase the interaction between the university and its
environment, reorient education and research, and bring changes in the culture of
the university (Rodeiro et al. 2011; Shane 2004).

These reasons, among others, have promoted that the university entrepreneur-
ship, along with its highest representative, the spin-off, is recognized as a key
instrument for the technological innovation and economic development of a terri-
tory, and the increase of policies and fostering activities for this type of university
companies, from the public administration and the universities themselves (Rodeiro
2008).

However, although it is something accepted that the creation of university spin-
offs in a region is a source of wealth and development, the fact is that if different
regions are analyzed, it shows that the development of this type of companies is
disparate (Gonzalez and Alvarez 2006). This is because in addition to the desire to
create university spin-offs, on the one hand, there are a number of ingredients that
generate a optimal broth that fosters their creation, installation and development in a
region (Goiii and Madariaga 2003); and on the other hand, there are certain critical
factors, inherent of universities and spin-offs, that encourage the birth, growth and
proliferation of these companies.

Thus, the creation and successful consolidation of university spin-offs, is a
phenomenon influenced, on one hand, by the particular conditions of each uni-
versity and its environment, and moreover, by the characteristics and particularities
of the own spin-offs and entrepreneurs (Etzkowitz 2003) (see Table 1).

2 Justification and Research Goals

Although the creation of new businesses in general, and university spin-offs in
particular, is the result of the decision of an entrepreneur to undertake an entre-
preneurial activity, these companies are created and developed in environments
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Table 1 Determinants of the emergence and development of university spin-offs

MACRO FACTORS: Environmental characteristics of the university

—Legal framework in force

—Supporting mechanisms from public institutions

—Industrial, technological and entrepreneurial environment

—Venture capital

MESO FACTORS: Institutional determinants and organizational resources of the university

—Cultural norms of the university

—Nature of the research

—Level and nature of financial resources for research

—Prestige of the university and quality of the research carried out

—Mechanisms of sensitization, education and attracting entrepreneurs

—Strategies and structures for the development and management of university spin-offs

MICRO FACTORS: Determinants of the skills and attitudes of entrepreneurs and of the
development of university spin-offs

—Socio-demographic characteristics of entrepreneurs

—Psychological characteristics of entrepreneur

—Characteristics of university spin-offs

—Development stage of university spin-offs

Source Aceytuno and Céceres (2009), Aceytuno and de Paz (2008), Djokovic and Souitaris
(2008), O"Shea et al. (2008)

where act other actors that facilitate or encourage these processes more or less
directly. Therefore, and due to the importance of the spin-offs for the future sus-
tainable development of the Basque Country, the study of the factors that influence
the creation, development and consolidation of the Basque university spin-offs, is
an important topic.

Specifically, with the present work it is intended to analyze the importance of
various environmental factors in the creation and development of Basque university
spin-offs, and the presence of these factors in the Basque Country, in general, and
according to the companies development stage, in particular.

3 Scope of the Study and Research Methodology

First, on the one hand, it should be noted that the Basque University System is
composed of three universities: the University of the Basque Country (UPV/EHU),
the University of Deusto and the University of Mondragon. However, these uni-
versities have a history and a different influence within the educational framework of
higher education of the Basque Country, being significantly higher the UPV/EHU in
the number of students, programs offered, faculty, administration personnel and
knowledge generated (Departamento de Educacion, Universidades e Investigacion
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Table 2 Technical details of the research

Sampling universe 91 Spin-offs from the University of the Basque Country
Sampling procedure Computer assisted survey through a Web formulary
Response rate 44 %

Sample size 40 spin-offs

Sampling error 11.66

Confidence level 95 %

Field work October 2012—-December 2012

2012; Departamento de Educacidn, Universidades e Investigacion 2009). Moreover,
it is the only university with a presence in the three provinces of the Basque Country.

Also, even though the three universities have resources to promote and support
the creation of university spin-offs, the number of spin-offs created in the UPV/
EHU is significantly higher than in the other two universities.

For all these reasons, this study is limited in its scope and extension to the 91
university spin-offs generated from the UPV/EHU, up until October 2012. How-
ever, the results of this research can be largely extrapolated to the other two uni-
versities of the Basque University System (Table 2).

Moreover, thanks to those responsible of the university entrepreneurship pro-
grams at the UPV/EHU, it has been able to identify the entrepreneurs who were sent
a questionnaire. That is, it has identified the researchers that have decided to create
a spin-off from the UPV/EHU and are linked to the company (provided the spin-off
is active or has not been sold). In cases where the spin-off has more than one
entrepreneutr, it has been selected a researcher who has discovered, evaluated and
decided to exploit the business opportunity, i.e., the researcher who has been more
involved in the whole process, from the generation of the idea, to the creation and
development of the spin-off.

4 Results

4.1 Importance of external factors for the development
of Basque university spin-offs and the presence of them
in the environment of the Basque Country

Figure 1, shows the results of the Basque university spin-offs in relation to the
importance of the external or environmental factors highlighted in the literature for
the generation and development of these enterprises, as well as the presence of these
factors in the environment of the Basque Country.

It is observed that Basque university spin-offs consider the factors related to the
legal framework, the supporting mechanisms from public institutions, the industrial,



Influence of the Environmental Factors ... 177

EYE ) .
PES Appropriate legislation
—E 2

0 PRESENCE
B IMPORTANCE

Entrepreneurial culture

Venture capital firms

Venture capital

Business angel networks

1
AVERAGE TOTAL VALUE s

3.77

1 2 3 4 5

Fig. 1 Importance of environmental factors in the creation and development of university spin-
offs and their presence in the Basque Country

technological and entrepreneurial environment, and the venture capital, are
important for the creation and development of these enterprises. All the factors
analysed get a score higher than 3 points in a Likert scale from 1 to 5, from not very
important to very important (see Fig. 1).

Specifically, the environmental factors considered the most important environ-
mental factors for the creation and the growth of these firms are: the entrepreneurial
culture, the strategies and programs to support the creation and development of
enterprises, the public financial support, and the existence of a suitable industrial
environment (with a value higher than 4 points).

However, Fig. 1 shows a clear difference between the importance of the factors
analyzed and the valuation of its presence in the Basque Country. Specifically,
stands out with a difference of more than one point, the importance and presence of
business angels networks.

4.2 Importance of external factors for the development
of Basque university spin-offs, and the presence of them
in the environment of the Basque Country according
to the development stage of the company

In the study of the importance and presence of environmental factors depending on
the development stage of the companies, it is observed, on one hand, that the spin-
offs that are in the creation phase are the ones that give more importance to the
environmental factors analyzed; and nevertheless, on the other hand, the companies
that are on the other extreme, i.e., those that are consolidated, are the ones that value
less the presence of these factors in the environment of the Basque Country
(Tables 3 and 4).
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Table 3 Importance of environmental factors in the creation and development of university spin-
offs according to the development phase

Development stage of the university spin-off

Environmental factors (importance) Creation | Growth and | Consolidated | Without
consolidation activity

Legal Appropriate legislation 4.00 3.70 3.20 3.67
framework for the creation of

university spin-offs
Mechanics Strategies and programs | 4.50 4.00 4.60 4.00

to support the creation

and development of

enterprises

Public financial support | 4.50 4.07 4.20 3.33
Environment | Industrial environment 4.50 4.03 4.20 333

Scientific and 3.50 3.27 2.60 333

technological parks

Entrepreneurial culture 5.00 4.03 4.80 4.00
Venture Venture capital firms 3.50 3.50 4.20 2.33
capital Business angel networks | 4.00 3.50 3.80 2.33
Average total value 4.19 3.76 3.95 3.29

Table 4 Evaluation of the presence of environmental factors in the Basque Country according to
the development phase of the spin-offs

Development stage of the university spin-off

Environmental factors (presence— Creation | Growth and | Consolidated | Without
Basque Country) consolidation activity
Legal Appropriate legislation 3.00 2.93 2.40 3.67
framework for the creation of

university spin-offs
Mechanics Strategies and programs | 3.50 3.73 3.00 4.67

to support the creation

and development of

enterprises

Public financial support | 3.00 3.13 3.40 4.00
Environment | Industrial environment 4.50 333 2.80 3.00

Scientific and 3.50 3.90 3.40 333

technological parks

Entrepreneurial culture 2.50 343 3.20 4.33
Venture Venture capital firms 2.50 2.97 2.40 2.33
capital Business angel networks | 2.00 2.33 1.80 2.67
Average total value 3.06 3.22 2.80 3.50
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5 Conclusions

The phenomenon of the Basque university spin-offs is considered a reflection of the
organizational behaviour and the organizational resources of the university, because
the creation of these companies is not a fact that spontaneously happened in dif-
ferent faculties. However, the process of spin-offs, since the idea developed or
materialized to its launch and its subsequent development, is a complex process
where become very important various factors that are external to the university,
like: the entrepreneurial environment, the programs to support the creation and
development of enterprises, the financial support, and the industrial environment.

However, if a true direct contribution is desired by the University of the Basque
Country to the economic development of the territory through the promotion of
knowledge-intensive companies, it will be necessary to develop appropriate policies
and actions to reduce the gap between the important environmental factors for these
enterprises and the presence of these environmental factors in the Basque Country.

A key factor being the financial resources, especially in the case of companies
that are small, recently created and with innovative or technological nature, con-
ditions that generally meet university spin-offs (Rodeiro 2008), according to the
opinion of entrepreneurs of the spin-offs, stand outs in the environment of the
Basque Country the scarce presence of business angel networks and venture capital
companies. These companies face particular difficulties in obtaining financing
through traditional instruments, due to the inherent risks in new technologies that
they developed, their limited supply of capital, and the lack of tangible assets that
can serve as additional guarantee (Aguado et al. 2002). Therefore, other forms of
financing such as formal or informal venture capital are necessary.

In this regard, it is noteworthy that the Law 16/2012 of 28 June, to Support
Entrepreneurs and Small Business of the Basque Country, regulates the figure of
private informal investors “business angels” through a directory which eliminate
possible uncertainties in this form of financing, and supports networks of business
angels that will act as points of encounter and of adjustment between the supply and
the demand for capital among those who invest and those who undertake. Thus, it is
expected that the valorisation of the presence of the networks of business angels in
the Basque Country will increase, and also the access to them as a funding source.
Nevertheless, as of today no action has been carried out thereon by the Basque
Government. There is a lack of policies or actions that will help or foster these
networks that will facilitate the development of spin-offs.

Also, though it is in the creation phase when is given more importance to the
environmental factors that are considered important for the successful development
of spin-offs, the companies that are consolidated are the ones that least value their
presence. So, it should be kept in mind that these companies, despite being com-
panies that can provide significant added value, are fragile companies due to their
small size, which must continue be helped once they are established. The various
actions should be addressed not only to the creation of these companies, but also to
the development and successful growth of them.
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Conceptual Model for Associated Costs
of the Internationalisation of Operations

Angeles Armengol, Josefa Mula, Manuel Diaz-Madroiiero
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Abstract We propose a conceptual model for a representative cost structure
associated to the internationalisation of operations. The main contribution of this
paper for researchers and industry practitioners is the identification of cost issues in
order to reduce the number of unexpected costs related with companies that have
internationalised their operations. This conceptual model could serve as a starting
point for cost challenges and issues that firms will face when they get involved in
the internationalisation of operations.

Keywords Internationalisation of operations - Production networks - Cost
structure

1 Introduction

The internationalisation of operations has become a common trend for companies and
this has further confirmed the necessity for strategies that continuously enable the
renewal of capabilities to adapt to this global competitive environment (Mediavilla
etal. 2012). Mclvor (2005) shows that the cost of transferring manufacturing to other
locations often is underestimated, as well as the increased logistic costs for trans-
portation and stock. Other studies have considered these topics in different approaches
such as Hammami et al. (2008), Stringfellow et al. (2008) and Sethi and Judge (2009).
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Due to lack of experience, knowledge or reasons given above firms going abroad
often face unexpected costs and surprising phenomena, barriers or resistance
(Forsgren 2002; Johanson and Vahlne 1977) when internationalizing operations. The
management of an integrated global operations network could be an upcoming
challenge for the operations management (Ernst and Kim 2002). It was stated by
Errasti (2011) that several facts have made it necessary to configure and manage more
complex production and logistics networks.

Here, a particular emphasis is made regarding to the associated costs, the pur-
pose being to summarize and gather in a conceptual model the cost structure of
internationalized operations in the supply chain. The intention of this conceptual
model is to identify the main costs based, mainly, on a literature review related to
internationalisation of operations.

2 Literature Review

Colotla et al. (2003) suggest the need for developing strategy processes to help
companies reconcile both levels, addressing the strategic implications of the inter-
action and interplay of factory and network capabilities, and the strategic nature of
capability building over time. The assessment role, for example, can be determined
by using the framework by Ferdows (1997). According to Christopher (2005), cost
accounting is a tool for managers to allow them plan and control costs identifying
cost drivers and supporting decision making in the internationalisation process. In
Errasti (2011) is stated that businesses suffer lack of visibility of costs as they are
incurred through the logistics pipeline. The advantage cycle proposes that the size
and composition of the package changes over time (Johanson and Vahlne 1990). It is
known that direct costs in the internationalisation concept are easier to detect and
define than indirect costs. For example, the costs relating to labour, transportation,
material, energy and facilities are very basic, and many reviewed papers name and
describe them. Basically, customs tariffs and money exchange rates belong to the
same group, despite them varying substantially. It is important to highlight that
monetary risks could have a sudden and unpredictable impact in the international-
isation of operations (Elango 2010; Errasti 2011). It is important to take into account
the product life cycle analysis (Asiedu 1998). Moreover, these costs can increase as a
consequence of the internationalisation of operations. Now, we describe with further
detail the main cost aspects identified and incorporated to our model.

Home country costs. When internationalisation of operations and offshoring
projects are carried out, original employees might lose their jobs in their home
country, as stated by Sommer and Troxler (2007). Bock (2008) especially considers
lower skill level tasks since they are easier for the firm to transfer. On the other
hand, interesting insight regarding multi-location versus relocation and the effects in
the employment are provided by Luzarraga and Irizar (2012). Furthermore,
according to Hammami et al. (2008) and Gomes Salema et al. (2010), if a company
leaves a domestic part of its supply chain outside the network because of
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internationalisation, this is negative for the country and the firm must also face the
costs incurred in relation to this issue. Sethi and Judge (2009) realise that costs, or at
least strategic limitations to a subsidiary abroad, are incurred by its connection with
the parent multinational enterprise. Hutzschenreuter et al. (2011) propose that
international operations may have such an impact on the firm’s future due to the
dynamic adjustment costs in the new environment. This phenomenon is also known
as the Penrose effect.

Interaction distance costs. Stringfellow et al. (2008) develops a conceptual
framework were interaction distance is included, which considers cultural distance,
language distance and geographical distance. Moreover, Luo and Shenkar (2011)
examine the cultural friction concept and note that the entry mode to the foreign
environment has an impact on the cultural friction level. As Stringfellow et al.
(2008) also state, invisible costs are influenced by interaction intensity and inter-
action distance.

Host country costs. Cuervo-Cazurra et al. (2007) note a disadvantage where, for
instance, a government can discriminate the foreign firm based on its nationality or
by transferring technical and managerial systems routines. Lack of complementary
resources also belongs to the host country category. Another root cause for more
indirect costs is the lack of local roots and relationships in the host country envi-
ronment. Sethi and Judge (2009) note that this forms part of liabilities of foreign-
ness and proves costly for firms. Also, the authors state lack of legitimacy and
economic nationalism against foreign firms as indirect internationalisation costs.
This is also mentioned by Kedia and Mukherjee (2009), who talk about economic
prejudice. Moreover, there are also political risks of the region or nation (Errasti
2011) as well as pollution and environmental costs, in addition to the costs of
monitoring trade policies and governmental issues. These aspects are examined
more specifically by Krikke et al. (2003) and Sommer and Troxler (2007),
respectively.

Firm infrastructure and facilities location costs. There are some costs drivers as
for example when deciding to relocate a production in a low cost country. Aybar
and Ficici (2009) note loss of advantage in their research and they suggest that the
causes for this phenomenon can be very simple; e.g., lack of experience, and
organizational inertia or laziness. Errasti (2013) has out lighted that the process and
management system modification and adaptation to local characteristics such as
labour costs, equipment, maintainability, product demand variety and volumes,
suppliers local network, is a need not always taken into account.

Human resource management costs. Given the need for deeper relationships,
collaborative initiatives (Klassen and Vereecke 2012) might require a much longer
time horizon to develop, implement and yield performance benefits than monitoring
capabilities. It is important to take into account literature streams related to social
issues in the supply chain (Klassen and Vereecke 2012).

Technology costs. Cuervo-Cazurra et al. (2007) examine the loss of advantage in
international expansion. Concepts are divided into firm-specific losses, meaning
that the value of a resource is advantageous in any location just a limited time, and
also into non firm-specific losses, where the resources transferred to a new country
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are not as advantageous given the new environment. Fuchs and Kirchain (2010)
note that because of the increased cost-advantage of a prevailing technology used
abroad, the firm’s technology development generally lowers during operations.

Procurement costs. Purchasing policies depend on the potential risk/benefit of
the purchase decision and the power relation between suppliers and purchasers
(Errasti 2011). The factors to be considered are: cost of non delivery; supply
interruption probability due to logistical route, supplier social or economical
problems or quality failure; benefits due to logistical, quality and information and
communication technology integration; and benefits due to better product specifi-
cation or new developed products. Another connectivity cost was highlighted by
Errasti (2011) who applies to this category the costs of generating new competitors
from new suppliers.

Inbound and outbound logistics costs. The transportation cost has a significant
impact on optimizing the global supply chain when transportation occurs across
borders (Lee and Wilhem 2010). Errasti (2011) states the total cost of ownership is
a methodology and philosophy which looks beyond the price of a purchase to
include many other purchase related costs such as procurement and quality.

Operations costs. Cuervo-Cazurra (2011) discusses that international expansion
is easier and faster for smaller firms in general, because they have exhibit estab-
lished routines and more flexibility in their operations. The authors (Mendibil and
MacBryde 2005; Rudberg and West 2008) state that the economical and social
sustainability of operations depends mostly of the adopted productive models and
plant specialization, they also mention five types of productive models: volume,
volume and variety, continuous cost reduction, innovation and flexibility, variety
and flexibility. Some processes and cost drivers are identified in Errasti (2011).

Marketing sales costs. As we indicated earlier there is a growing dissatisfaction
with conventional cost accounting, another of them is that there is a general
ignorance of the true costs of servicing different customer types/channels/market
segments.

Service costs. Nordin (2005), searching for the optimum product service dis-
tribution channel, examines the actions of five industrial firms. The author suggests
that the more the service offer is strategic and customized, the more important is “to
retain service processes internally or to align with external partners in close rela-
tionships” However, setting up a totally owned network to meet customers’
requirements can be very expensive, especially in case of very large customer
bases.

Social responsibility costs. Vallaster et al. (2012) claim that multiple concep-
tualizations of corporate social responsibility (CSR) exist. CSR is about companies
going beyond legal obligations and their own interests to address and manage the
impact their activities have on society and the environment (Reverte 2012).

Customer costs. There is also a growing dissatisfaction with conventional cost
accounting, particularly as it relates to logistics management. The one that is related
to the current category is that companies understand product costs but not customer
costs.
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3 Modelling Methodology

In order to build the proposed cost model a constructive research approach has been
applied. Regarding to Malhotra and Grover (1998), the research methodology used
to create the proposed conceptual model is the result of a combination of con-
ceptual, descriptive, empirical, exploratory cross-sectional, exploratory longitudinal
research based on the literature review. It relies on experience and observation from
the cases studies used in the review. It sets a general structure of future research
lines in order design tools that help calculating and assessing parameters, assisting
in the decision making, calculation of performance and other themes identified in
the proposed cost model. In this case, 2 phases (research and model construction)
are accomplished. The information used to build and shape the proposed cost model
is based in data extracted from the reviewed papers. Here, it is considered that one
member of the supply chain is got the main power. In this assumption, the supply
chain purpose is to improve the performance of the total supply chain.

4 Conceptual Model

Two levels are created in the current model. Level O entails the general fields that
allocate most of internationalisation costs (Fig. 1). There is also a detailed Level 1,
where costs are classified and described (Fig. 2). At level zero, three main bodies
are defined. Starting from the top, in the trapezoid, some aspects and features that
define an enterprise can be found. In the middle part, the internationalisation
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Fig. 1 Cost structure model for internationalisation of operations. Level 0
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Fig. 2 Cost structure model for internationalisation of operations. Level 1

approach is introduced, and at the third body other generic activities that are carried
out in a traditional company are described. In this case, were the international
environment is taking place, the value system is used as a basis to start building the
cost model (Porter 1991). Nevertheless, in the current model the concept of value is
replaced by costs. Therefore, in the first body, general decision making aspects and
facts relating to the costs in the internationalisation of operations are described.
These decisions have an effect in all levels in the company and all levels in the
proposed cost model. In the second and third body, the costs are linked in more
direct way to activities. Costs are described in the detailed model. At the first part,
the aspects that define the enterprise are: firm’s future goal, firm’s strategy, firm’s
role, advantage package and advantage cycle and the last but not less important is
the product cycle life. At the second body, the home country, host country and
interaction distance aspects can be found. These aspects are described in the
detailed level. The third body is based on the primary activities and support
activities by Porter (1985). Meanwhile in the proposed model, it is considered that
the same activities that create value, they create costs too. At this stage, one activity
was added to the primary activities, which is social responsibility.
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5 Conclusions

Over the past few decades, internationalisation literature has contributed to defining
and characterizing the internationalisation process, as well as indirectly informing
about its costs and consequences, either in service or manufacturing environments.
However, how to calculate certain costs had remained largely unexplored in the
internationalisation of operations context. The features of the proposed model are
extracted from a previous literature review. This is a general model that can be
applied to any firm that is involved in the internationalisation of operations or wants
to start it. Moreover, due to difficulties and their root causes in internationalisation,
and since this research area is very broad, some individual aspects are examined
merely on the surface level. Thus more in-depth research into these areas could be
the basis for further research. Therefore, further research could be oriented to
internationalisation and quantitatively-analysed decision tools based on the identi-
fied costs.
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