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Preface

WISE 2008 was held in Auckland, New Zealand, during September 1–3, at The
Auckland University of Technology City Campus Conference Centre. The aim of
this conference was to provide an international forum for researchers, profession-
als, and industrial practitioners to share their knowledge in the rapidly growing
area of Web technologies, methodologies, and applications. Previous WISE con-
ferences were held in Hong Kong, China (2000), Kyoto, Japan (2001), Singapore
(2002), Rome, Italy (2003), Brisbane, Australia (2004), New York, USA (2005),
Wuhan, China (2006) and Nancy, France (2007).

The call for papers created considerable interest. Around 110 paper sub-
missions were received and the international Program Committee selected 31
papers out of the 110 submissions (an acceptance rate of 28.2%). Of these, 17
papers were chosen for standard presentation and the remaining 14 papers for
short presentation. The authors of the accepted papers range across 13 coun-
tries: Australia, China, Germany, Greece, Italy, Japan, Korea, New Zealand,
Poland, Singapore, Spain, Switzerland and the USA. The technical track of the
WISE 2008 program offered nine paper presentation sessions. The selected pa-
pers covered a wide and important variety of issues in Web information systems
engineering such as querying; search; ranking; trust; peer-to-peer networks; in-
formation filtering; information integration; agents and mining. A few selected
papers from WISE 2008 will be published in a special issue of the World Wide
Web Journal, by Springer. In addition, a $1000 prize was awarded to the authors
of the paper selected for the “Yahiko Kambayashi Best Paper Award.” We thank
all authors who submitted their papers and the Program Committee members
and external reviewers for their excellent work. Finally, WISE 2008 included two
keynote talks, one panel, two tutorials, and three workshops.

We would also like to acknowledge the two General Conference Co-chairs,
Klaus-Dieter Schewe and Xiaoyang Sean Wang, and the two Local Organization
Co-chairs, Dave Parry and Russel Pears. We also thank Sven Hartmann and
Xiaofang Zhou as Workshop and Tutorial Co-chairs, Markus Kirchberg as Pub-
licity Chair, and Gustavo Rossi as Panel Chair. We are grateful to the the WISE
Society for their assistance with the conference and also to Markus Kirchberg
for his work in editing the proceedings. We hope that the present proceedings
contain many ideas that will help push the boundaries of the Web for tomorrow’s
society.

September 2008 James Bailey
David Maier

Bernhard Thalheim
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Data Quality in Web Information Systems

Xiaofang Zhou, Shazia Sadiq, and Ke Deng

School of Information Technology and Electrical Engineering
The University of Queensland, Australia
{zxf,shazia,dengke}@itee.uq.edu.au

Abstract. The World Wide Web has brought a wave of revolutionary
changes for people and organizations to generate, disseminate and use
data. With unprecedented access to massive amount of data and pow-
erful information gathering capabilities enabled by Web-based technolo-
gies, the traditional closed world assumption for database systems has
been challenged. More and more data from the Web are used today as
essential information sources, directly or indirectly, for all types of deci-
sion making purposes in not only just personal, but also many business
and scientific applications. A user of such Web data, however, has to
constantly rely on their own judgement on data quality, such as correct-
ness, currency, consistency and completeness. This is an unreliable and
often very difficult process, as the quality of this judgement itself often
relies on the quality of other information obtained from the Web, and
the relationship among the data used can be very complex and sometime
hidden from the user.

While the issue of data quality is as old as data itself, it is now ex-
posed at a much higher, broader and more critical level due to the scale,
diversity and ubiquitousness of Web Information Systems. The intrinsic
mismatch between the intended use and actual use of the data on the
Web is a fundamental cause of poor data quality for Web-based appli-
cations. In this talk, we will introduce the notion of data quality, from
its root in management information systems research to new issues and
challenges in the context of large-scale Web Information Systems. After
a brief introduction to organizational and architectural solutions to the
data quality problem, this talk will focus on the current research activi-
ties and results on computational solutions form the database community
in data profiling, record linking, conditional functional constraints, data
provenance and data uncertainty. These technical solutions will be exam-
ined for their promises and limitations to the problem of data quality in
Web Information Systems. Finally, we will discuss a list of open research
problems.

J. Bailey et al. (Eds.): WISE 2008, LNCS 5175, p. 1, 2008.
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XML Storage and Processing on Mobile Devices

Raymond K. Wong

NICTA and University of New South Wales, NSW 2052, Australia
raymond.wong@nicta.com.au

Abstract. As XML database sizes grow, the amount of space used for storing
the data and auxiliary data structures becomes a major factor in query and up-
date performance. This is especially critical for devices with limited resources
such as handheld computers, mobile phones or sensor networks. This presenta-
tion describes the requirements for efficiently storing and processing XML data
on mobile devices. In particular, it summarizes our previous work on a com-
pact XML storage scheme that supports all XPath navigational operations in near
constant time. In addition to supporting efficient queries, the space requirement
of the proposed scheme is within a constant factor of the information theoretic
minimum, while insertions and deletions can be performed in near constant time
as well. As a result, the proposed structure features a small memory footprint that
increases cache locality, whilst still supporting standard APIs, such as DOM, and
necessary database operations, such as queries and updates, efficiently. Finally,
some applications using the proposed storage scheme are presented.

1 Introduction

The popularity of XML as a data representation language has produced a wealth of
research on efficiently storing and querying tree structured data. As the amount of XML
data available increases, it is becoming vital to be able to not only query and maintain
this information quickly, but also store it in a compact manner. Therefore, it would be
extremely useful to have a compact and yet efficient storage scheme for XML, i.e.,
a space-efficient representation of the data structure which also maintains low access
and update costs for all of the desired primitive operations for data processing. The
flexibility of XML makes finding a scheme which satisfies all these requirements at the
same time extremely challenging.

When looking for a compact storage scheme for XML, there are several issues that
need to be addressed. For example, it has to support fast operations, especially we are
considering software applications that target people on the move. Moreover, if intensive
compression methods are employed, they need to be optional and can be switched on
or off due to low computation power of some mobile devices. In summary, the major
issues include:

– It must support fast navigational operations: Many XML applications, such as col-
laborative document editing systems, depend upon efficient tree traversal, using a
standard interface such as DOM. Halverson et al [8] demonstrated that a combi-
nation of navigational and structural join operators is most effective for evaluating

J. Bailey et al. (Eds.): WISE 2008, LNCS 5175, pp. 2–5, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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queries. Hence, it is imperative that the storage scheme supports fast traversal of
the XML tree, in all possible directions, preferably in constant time or near con-
stant time. Previous work, such as that of Zhang et al [17], has addressed the issue
of succinctly representing XML, but at the cost of linear time navigational opera-
tions, which is not acceptable for many practical applications.

– It must support efficient insertions and deletions: Several papers address the space
issue by storing XML in compressed form [2, 11, 13, 15]. They also support path
expression queries or fast navigational access but do not allow efficient update op-
erations such as node insertion. This can be a critical concern in many database
applications.

– It must support efficient join operations: Current query optimization techniques
for XML such as work of Halverson et al [8], make heavy use of the structural
join [1] or their variations, which relies on a constant time operator to determine
the ancestor-descendant relationship between two nodes. Thus, any general XML
storage scheme should also support such an operator in near constant time.

– It should separate the topology, schema and text of the document: All XML query
languages select and filter results based on some combination of the topology,
schema and text data of the document. To allow efficient scans over these parts of
the document, it is natural to find a representation that partitions them into separate
physical locations.

– It should permit extra indexes: Many applications may require addition specialized
indexes to be built upon their data. Therefore, a general purpose database system
is required to provide a storage representation, such that it is flexible enough to ac-
commodate such need. More specifically, the storage scheme used by the database
system must provide a simple, efficient and stable way of referencing its stored data
items.

2 Brief Survey

To my best knowledge, Liefke and Suciu [11] proposed the first compressed XML
scheme called XMill. Although XMill achieves a good compression ratio, its major
drawback (which is the lack of support for query and update) hinders its broad applica-
tion in database systems. Various approaches were proposed after XMill and they share
similar benefits and drawbacks, e.g., XMLPPM [5].

Compared to XMill, XGrind [15] has a lower compression ratio but supports certain
types of queries. XPRESS [13] uses reverse arithmetic encoding to encode tags using
start/end regions. Both XGrind and XPRESS require top-down query evaluation, and
do not support set-based query evaluation such as structural joins.

Buneman et al [2] separate the tree structure and its data. They then use bi-simulation
to compress the documents that share the same sub-tree, however, they can only support
node navigations in linear time. With a similar idea but different technique, Maneth et
al [3, 12] also compress XML by calculating the minimal sharing graph equivalent to
the minimal regular tree grammar. In order to provide tree navigations, a DOM proxy
that maintains runtime traversal information is needed [3]. Since only the compression
efficiency was reported in the paper, both query and navigation performance of their
proposed scheme are unclear.
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Most XML storage schemes, such as [7, 8, 9, 10], make use of interval and pre-
order/postorder labeling schemes to support constant time order lookup, but fail to ad-
dress the issue of maintenance of these labels during updates. Recently, Silberstein et
al [14] proposed a data structure to handle ordered XML which guarantees both up-
date and lookup costs. Similarly, the L-Tree labeling scheme proposed by Chen et al
[4] addressed the same problem and has the same time and space complexity as [14],
however, they do not support persistent identifiers.

The succinct approach proposed by Zhang et al [17] targeted secondary storage, and
used a balanced parentheses encoding for each block of data. Unfortunately, their sum-
mary and partition schemes support rank and select operations in linear time only. Their
approach uses the Dewey encoding for node identifiers in their indexes. The drawbacks
of the Dewey encoding are significant: updates to the labels require linear time, and the
size of the labels is also linear to the size of the database in the worst case. Thus, the
storage of the topology can require quadratic space in the worst case.

Finally, there are several proposals published recently, e.g. [6, 7]. [7] show that all
XPath axes can be handled using a preorder/postorder labeling. Instead of maintaining
these two labels (i.e., two integers), the scheme proposed by [16] requires less than 3
bits per node to process all XPath axes, which is an attractive alternative for applications
that are both space and performance conscious.

Ferragina et. al.[6] first shred the XML tree into a table of two columns, then sort and
compress the columns individually. It does not offer immediate capability of navigating
or searching XML data unless an extra index is built. However, the extra index will
degrade the overall storage size (i.e., the compression ratio). Furthermore, the times for
disk access and decompression of local regional blocks have been omitted from their
experiments. For most of work presented above, data updates have been disregarded.
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Abstract. Most approaches to information filtering taken so far have the under-
lying hypothesis of potentially delivering notifications from every information
producer to subscribers. This exact publish/subscribe model creates an efficiency
and scalability bottleneck, and might not even be desirable in certain applica-
tions. The work presented here puts forward MAPS, a novel approach to support
approximate information filtering in a peer-to-peer environment. In MAPS a user
subscribes to and monitors only carefully selected data sources, and receives no-
tifications about interesting events from these sources only. This way scalability
is enhanced by trading recall for lower message traffic. We define the protocols
of a peer-to-peer architecture especially designed for approximate information
filtering, and introduce new node selection strategies based on time series anal-
ysis techniques to improve data source selection. Our experimental evaluation
shows that MAPS is scalable; it achieves high recall by monitoring only few data
sources.1

1 Introduction

Much information of interest to humans is available today on the Web, making it
extremely difficult to stay informed without sifting through enormous amounts of
information. In such a dynamic setting, information filtering (IF), also referred to as
publish/subscribe, continuous querying, or information push, is equally important to
one-time querying, since users are able to subscribe to information sources and be noti-
fied when documents of interest are published. This need for content-based push tech-
nologies is also stressed by the deployment of new tools such as Google Alert or the
QSR system [1]. In an IF scenario, a user posts a subscription (or continuous query) to
the system to receive notifications whenever certain events of interest take place (e.g.,
when a paper on distributed systems becomes available).

In this paper we put forward MAPS (Minerva Approximate Publish/Subscribe), a
novel architecture to support content-based approximate information filtering in peer-
to-peer (P2P) environments. While most information filtering approaches taken so far
have the underlying hypothesis of potentially delivering notifications from every infor-
mation producer, MAPS relaxes this assumption by monitoring only selected sources

1 This work has been partly supported by the EU project AEOLUS and EVERGROW.

J. Bailey et al. (Eds.): WISE 2008, LNCS 5175, pp. 6–19, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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that are likely to publish documents relevant to the user’s interests in the future. In
MAPS, a user subscribes with a continuous query and monitors only the most inter-
esting sources in the network. Only published documents from these sources are for-
warded to him. The system is responsible for managing the user query, discovering
new potential sources and moving queries to better or more promising sources. Since
in an IF scenario the data is originally highly distributed residing on millions of sites
(e.g., with people contributing to blogs), a P2P approach seems an ideal candidate for
such a setting. However, exact pub/sub functionality has proven expensive for such
distributed environments [2,3,4]. MAPS offers a natural solution to this problem, by
avoiding document granularity dissemination as it is the main scalability bottleneck of
other approaches.

As possible application scenarios for MAPS consider the case of news filtering (but
with the emphasis on information quality rather than timeliness of delivery) or blog
filtering where users subscribe to new posts. Not only do these settings pose scalabil-
ity challenges, but they would also incur an information avalanche and thus cognitive
overload to the subscribed users, if the users were alerted for each and every new docu-
ment published at any source whenever this matched a submitted continuous query. Our
approximate IF approach ranks sources, and delivers matches only from the best ones,
by utilizing novel publisher selection strategies. Despite that the presented approach
focuses on a P2P setting based on Distributed Hash Tables (DHT) [21,19], notice that
our architecture can also be realized in other settings, like a single server monitoring
a number of distributed sources, or a farm of servers in a data center providing an
alerting service. In the light of the above, the contributions presented in this paper are
threefold:

– We define a network-agnostic P2P architecture and its related protocols for support-
ing approximate IF functionality in a P2P environment. To the best of our knowl-
edge this is the first approach that looks into the problem of approximate IF in such
a setting.

– We show that traditional resource selection strategies are not sufficient in this set-
ting, and devise a novel method to predict publishing behavior based on time series
analysis of IR metrics. This technique allows us to improve recall, while monitoring
only a small number of publishers.

– We present an extensive experimental study of our prediction mechanism in terms
of recall, and evaluate our protocols in terms of message load in the network.

In previous work, we have compared exact and approximate information filtering in
[5], applied approximate IR and IF to the digital library domain [6], and investigated
different time series analysis methods [7]. The current paper extends the core ideas
behind approximate IF by elaborating on the protocols, discussing in detail our pre-
diction mechanisms, and presenting an extensive experimental evaluation of our
approach.

The rest of the paper is organized as follows. Related work is discussed in Section 2.
Section 3 presents the MAPS architecture and discusses the related protocols, while Sec-
tion 4 introduces our node selection method. Experimental results are presented in Sec-
tion 5, and Section 6 concludes this paper.
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2 Related Work

Database research on continuous queries has its origins in [8] and systems like OpenCQ
[9] and NiagaraCQ [10]. These papers offered centralized solutions to the problem
of continuous query processing. More recently, continuous queries have been stud-
ied in depth in the context of monitoring and stream processing with various cen-
tralized [11,12] and distributed proposals [13,14,15]. The efforts to improve network
efficiency and reduce delivery delays in content-based pub/sub systems lead to ap-
proaches like HYPER [16], where a hybrid architecture that exploits properties of
subject-based pub/sub approaches is presented. Hermes [17] was one of the first pro-
posals to use a Distributed Hash Table (DHT) for building a topic-based pub/sub sys-
tem, while PeerCQ [13] utilized a DHT to build a content-based system for processing
continuous queries. Finally, Meghdoot [18] utilized the CAN DHT [19] to support an
attribute-value data model and offered new ideas for the processing of subscriptions
with range predicates and load balancing.

Recently, several systems that employed an IR-based query language to support in-
formation filtering on top of structured overlay networks have been deployed. DHTrie
[3] extended the Chord protocol [21] to achieve exact information filtering functionality
and applied document-granularity dissemination to achieve the recall of a centralized
system. In the same spirit, LibraRing [20] presented a framework to provide informa-
tion retrieval and filtering services in two-tier digital library environments. Similarly,
pFilter [2] used a hierarchical extension of the CAN DHT [19] to store user queries
and relied on multi-cast trees to notify subscribers. In [4], the authors show how to
implement a DHT-agnostic solution to support prefix and suffix operations over string
attributes in a pub/sub environment.

Query placement, as implemented in exact information filtering approaches such as
[2,3], is deterministic, and depends upon the terms contained in the query and the hash
function provided by the DHT. These query placement protocols lead to filtering ef-
fectiveness of a centralized system. Compared to a centralized approach, [2,3] exhibit
scalability, fault-tolerance, and load balancing at the expense of high message traffic at
publication time. In MAPS, only the most promising nodes store a user query and are
thus monitored. Publications are only matched against its local query database, since,
for scalability reasons, no publication forwarding is used. Thus, in the case of approx-
imate filtering, the recall achieved is lower than that of exact filtering, but document-
granularity dissemination to the network is avoided.

3 The MAPS Protocols

3.1 The Directory Protocol

MAPS utilizes a conceptually global, but physically distributed directory, which can be
layered on top of a Chord-style DHT [21], and manages aggregated information about
each node’s local knowledge in compact form, similarly to [22]. The DHT partitions the
term space, such that every node is responsible for the statistics of a randomized subset
of terms within the directory. To keep IR statistics up-to-date, each node distributes per-
term summaries of its local index along with contact information to the directory. For
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efficiency reasons, these messages can be piggy-backed to DHT maintenance messages
with applying batching strategies.

To facilitate message sending, we will use the function send(msg, I) to send mes-
sage msg to the node responsible for identifier I . This is similar to the Chord function
lookup(I) [21], and costs O(log n) overlay hops for a network of n nodes. In MAPS,
every publisher node uses POST messages to distribute per-term statistics.

Let us now examine how a publisher node P updates the global directory when
T = {t1, t2, . . . , tk} denotes the set of all terms contained in document publications
of P occurring after the last update. For each term ti ∈ T , P computes the maximum
frequency of occurrence of term ti within the documents contained in P ’s collection
(tfmax

ti
), the number of documents in the document collection of P that ti is contained

in (dfti), and the size of the document collection cs. Having collected the statistics for
term ti, P creates message POST(id(P ), ip(P ), tfmax

ti
, dfti , cs, ti), where id(P ) is the

identifier of node P and ip(P ) is the IP address of P . P then uses function send()
to forward the message to the node D responsible for identifier H(ti) (i.e., the node
responsible for maintaining statistics for term ti by using the Chord hash function H
mapping terms to identifiers). Once a node D receives a POST message, it stores the
statistics for P in its local post database to keep them available on request for any
node. Finally, notice that our architecture allows the usage of any type of P2P network
(structured or unstructured), given that the necessary information (i.e., the per-node IR
statistics) is made available through appropriate protocols.

3.2 The Subscription Protocol

The subscription protocol is responsible for selecting the publishers that will index a
query. The node selection procedure utilizes the directory to discover and retrieve node
statistics that will guide query indexing. Then, a ranking of the potential sources is
performed and the query is sent to the top-k ranked publishers. The publishers storing
the query are the only ones that will be monitored for new publications.

Let us assume that a subscriber node S wants to subscribe with a multi-term query q
of the form t1t2 . . . tk with k distinct terms. To do so, S needs to determine which nodes
in the network are promising candidates to satisfy the continuous query with appropriate
documents published in the future. This source ranking can be decided once appropriate
statistics about data sources are collected from the directory, and a ranking of these
sources is calculated based on the node selection strategy described in Section 4.

To collect statistics about the data sources, S needs to contact all directory nodes
responsible for the query terms. Thus, for each query term ti, S computes H(ti),
which is the identifier of the node responsible for storing statistics about other nodes
that publish documents containing the term ti. Subsequently, S creates message COL-
LECTSTATS(id(S), ip(S), ti), and uses the function send() to forward the message
in O(log n) hops to the node responsible for identifier H(ti). Notice that the message
contains ip(S), so its recipient can directly contact S.

When a node D receives a COLLECTSTATS message asking for the statistics of term
ti, it searches its local post store to retrieve the node list Li of all posts of the term.
Subsequently, a message RETSTATS(Li, ti) is created by D and sent to S using its IP
found in the COLLECTSTATS message. This collection of statistics is shown in step 1
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Fig. 1. Illustration of the MAPS protocols

of Figure 1, where S contacts directory nodes D1 and D2. Once S has collected all
the node lists Li for the terms contained in q, it utilizes an appropriate scoring function
score(N, q) to compute a node score with respect to q, for each one of the nodes N
contained in Li. Based on the score calculated for each node, a ranking of nodes is
determined and the highest ranked nodes are candidates for storing q.

Once the nodes that will store q have been determined, S constructs message IN-
DEXQ(id(S), ip(S), q) and uses the IP addresses associated with the node to forward
the message to the nodes that will store q. When a publisher P receives a message IN-
DEXQ containing q, it stores q using a local query indexing mechanism such as [23,24].
This procedure is shown in step 2 of Figure 1, where S contacts publishers P1, P2

and P3.
Nodes publishing documents relevant to q, but not indexing q, will not produce any

notification, simply because they are not aware of q. Since only selected nodes are mon-
itored for publications, the node ranking function becomes a critical component, which
will determine the final recall achieved. This scoring function can be based on standard
resource selection approaches from the IR literature (e.g. CORI [25]). However, as we
show in Section 4.2, these approaches alone are not sufficient in an IF setting, since
they where designed for retrieval scenarios, in contrast to the IF scenario considered
here, and are aimed at identifying specialized authorities. Filtering and node selection
are dynamic processes, therefore periodic query repositioning, based on user-set prefer-
ences, is necessary to adapt to changes in publisher’s behavior. To reposition an already
indexed query q, a subscriber re-executes the subscription protocol.

3.3 Publication and Notification Protocol

When a document d is published by P , it is matched against P ’s local query database
to determine which subscribers should be notified. Then, for each subscriber S, P con-
structs a notification message NOTIFY(id(P ), ip(P ), d) and sends it to S using the IP
address associated with the stored query (shown in step 3 of Figure 1). Notice that
nodes publishing documents relevant to a query q, but not storing it, will produce no
notification (e.g., node P4 in Figure 1).
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4 Node Selection Strategy

To select which publishers should be monitored, the subscription protocol of Section 3.2
uses a scoring function to rank nodes. In our approach the subscriber computes a node
score based on a combination of resource selection and node behavior prediction for-
mulas as shown below:

score(P, q) = α · sel(P, q) + (1 − α) · pred(P, q) (1)

In Equation 1, q is a query, P is a publisher node, and sel(P, q) and pred(P, q) are
scoring functions based on resource selection and prediction methods respectively that
assign a score to a node P with respect to a query q. Here, score(P, q) is the scoring
function that decides the final score. The tunable parameter α affects the balance be-
tween authorities (high sel(P, q) scores) and nodes with potential to publish matching
documents in the future (high pred(P, q) scores). Based on these scores, a ranking of
nodes is determined and q is forwarded to the highest ranked nodes. Notice that our
node selection strategy is general and can also be used in centralized settings, where
a server (instead of the distributed directory of Section 3.1) maintains the necessary
statistics, and mediates the interaction between publishers and subscribers.

To show why an approach that relies only on resource selection is not sufficient,
and give the intuition behind node behavior prediction, consider the following example.
Assume a node P1 that has specialized and become an authority in sports, but pub-
lishes no relevant documents any more. Another node P2 is not specialized in sports,
but is currently crawling a sports portal. Imagine a user who wants to stay informed
about the upcoming 2008 Olympic Games, and subscribes with the continuous query
2008 Olympic Games. If the ranking function solely relied on resource selection, node
P1 would always be chosen to index the user’s query, which would be wrong given
that node P1 no longer publishes sports-related documents. On the other hand, to be
assigned a high score by the ranking function, node P2 would have to specialize in
sports – a long procedure that is inapplicable in a IF setting which is by definition dy-
namic. The fact that resource selection alone is not sufficient is even more evident in the
case of news items. News items have a short shelf-life, making them the worst candi-
date for slow-paced resource selection algorithms. The above example shows the need
to make slow-paced selection algorithms more sensitive to the publication dynamics in
the network. We employ node behavior prediction to cope with these dynamics. The
main contribution of our work with respect to predicting node behavior, is to view the
IR statistics as time series and use statistical analysis tools to model node behavior.
Time series analysis accounts for the fact that the observations have some sort of inter-
nal structure (e.g., trend, seasonality etc.), and uses this fact to analyze older values and
predict future ones.

4.1 Time Series Analysis

To predict node behavior, we consider time series of IR statistics, thus making a rich
repository of techniques from time series analysis [26] applicable. These techniques
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predict future time series values based on past observations and differ in (i) their as-
sumptions about the internal structure (e.g., whether trends and seasonality can be ob-
served) and (ii) their flexibility to put emphasis on more recent observations. Since
the considered IR statistics exhibit trends, for instance, when nodes successively crawl
sites that belong to different topics, or, gradually change their thematic focus, the em-
ployed time series prediction technique must be able to deal with trends. Further, in
our scenario we would like to put emphasis on a node’s recent behavior and thus assign
higher weight to recent observations when making predictions about its future behavior.
We choose double exponential smoothing (DES) as a prediction technique, since it can
both deal with trends and put emphasis on more recent observations. Its explanation
is included in detail in [7] in combination with optimized method to apply DES in the
MAPS setting.

For completeness we mention that there is also triple exponential smoothing that, in
addition, handles seasonality in the observed data. For an application with many long-
lasting queries, one could use triple-exponential smoothing, so that seasonality is taken
into account.

4.2 Node Behavior Prediction

The function pred(P, q) returns a score for a node P that represents the likelihood of
publishing documents relevant to query q in the future. Using the DES technique, two
values are predicted. First, for all terms t in query q, we predict the value for dfP,t (de-
noted as d̂fP,t), and use the difference (denoted as δ(d̂fP,t)) between the predicted and
the last value obtained from the directory to calculate the score for P (function δ sig-
nifies difference). Value δ(d̂fP,t) reflects the number of relevant documents that P will
publish in the next time-unit. Second, we predict δ(ĉs) as the difference in the collection
size of node P reflecting the node’s overall expected future publishing activity. We thus
model two aspects of the node’s behavior: (i) its potential to publish relevant documents
in the future, and (ii) its overall expected future publishing activity. The time series of
IR statistics that are needed as an input to our prediction mechanism are obtained using
the distributed directory. The predicted behavior for node P is quantified as follows:

pred(P, q) =
∑

t∈q

log
(
δ(d̂fP,t) + log (δ(ĉsP ) + 1) + 1

)
(2)

In the above Equation 2, the publishing of relevant documents is more accented than
the dampened publishing rate. If a node publishes no documents at all, or, to be exact,
δ(ĉs) and δ(d̂f ) are 0, then the pred(P, q) value is also 0. The addition of 1 in the log
formulas yields positive predictions and avoids log 0.

4.3 Resource Selection

The function sel(P, q) returns a score for a node P and a query q, and is calculated using
standard resource selection algorithms from the IR literature (see [27] for an overview),
such as tf-idf based methods, CORI [25], or language models. Using sel(P, q), we
identify authorities specialized in a topic, which, as argued above, is not sufficient for
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our IF setting. In our implementation we use an CORI-like approach well-known from
P2P information retrieval [22].

5 Experimental Evaluation

5.1 Experimental Setup

To conduct each experiment described in the next sections the following steps are exe-
cuted. Initially the network is set up and the underlying DHT is created. Subsequently,
subscribers utilize the protocol described in Section 3.2 to subscribe to selected publish-
ers. We will say that a publisher node is monitored with query q by a subscriber when
it stores q in its local query database. Once queries are stored, the documents are pub-
lished to the network and at certain intervals (called rounds) queries are repositioned.
A repositioning round occurs every 30 document publications on average per peer. At
the end of each round, message costs and recall for this round are calculated, and sub-
scribers rank publishers using Equation 1 to reposition their queries accordingly. We
consider the following system parameters:

– ρ: The percentage of top-ranked publishers. In experiments, ρ is the same for all
subscribers and different system properties for a value of ρ up to 25% are investi-
gated. It is clear that when ρ = 100% (i.e., all publishers are monitored) then recall
is 1, and our approach degenerates to exact filtering.

– α: To control the influence of resource selection vs. node behavior prediction in
our experiments, we vary the value of α in the node selection formula. A value of
α close to 0 emphasizes node behavior prediction, while values close to 1 stress
resource selection.

To investigate the effectiveness and efficiency of our approach, we model node pub-
lishing behavior through different publishing scenarios described in Section 5.3. Re-
trieval effectiveness of our approach is utilized by recall, while efficiency is measured
using a benefit/cost ratio metric. Both are defined as follows:

– Recall: We measure recall by computing the ratio of the total number of notifica-
tions received by subscribers to the total number of published documents matching
subscriptions. In experiments we consider the average recall computed over all
rounds (i.e., for the complete experiment).

– Benefit/Cost Ratio: To evaluate the efficiency of our approach, we measure the
total number of subscription and notification messages to calculate the benefit/cost
ratio as the number of notifications per message sent. Notice that in our approach no
publication messages are needed, since publications trigger only local node com-
putations and are not disseminated as in exact matching approaches.

As explained in Section 3, the number of subscription messages depends on the
number of query terms and monitored publishers. In addition, the subscription costs
are proportional to the number of query repositionings, since for each repositioning the
subscription protocol is re-executed. Finally, for each publication matching an indexed
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query, a notification message is created and sent to the subscriber. In the experiments
of Sections 5.3 and 5.4, the message cost needed to maintain the distributed directory
information is not taken into account since our main goal is to focus on the filtering pro-
tocol costs. Typically, directory messages are included in DHT maintenance messages,
thus they can be considered as part of the underlying routing infrastructure.

5.2 Experimental Data

The data collection contains over 2 million documents from a focused Web crawl
categorized in one of ten categories: Music, Finance, Arts, Sports, Natural Science,
Health, Movies, Travel, Politics, and Nature. The overall number of corpus documents
is 2, 052, 712. The smallest category consists of 67, 374 documents, the largest cate-
gory of 325, 377 documents. The number of distinct terms after stemming amounts to
593, 876.

In all experiments, the network consists of 1, 000 nodes containing 300 documents
each in their initial local collection. Each peer hosts 15% random documents, 10%
not categorized documents, and 75% documents from a single category, resulting in
100 nodes specializing in each category. Using the document collection, we construct
30 continuous queries containing two, three or four query terms. Each of the query
terms selected is a strong representative of a document category (i.e., a frequent term
in documents of one category and infrequent in documents of the other categories).
Example queries are music instrument, museum modern art, or space model research
study.

5.3 Different Publishing Scenarios

To measure MAPS’s efficiency in terms of recall and message cost under various set-
tings, we consider four scenarios representing different publishing behaviors. The over-
all number of published documents is constant in all scenarios (300K documents) there-
fore the maximum number of notifications concerning the 30 active queries is also con-
stant (146, 319 notifications), allowing us to compare across different scenarios. The
following figures show experimental results with average recall and benefit/cost ratio
for different publishing scenarios and different α and ρ values. A baseline approach
(called rand) that implements a random node selection method is included for compar-
ison purposes.

Consistent Publishing. The first publishing scenario targets the performance of our
approach when nodes’ interests remain unchanged over time. Figure 2 shows that the
average recall and the benefit/cost ratio do not depend on the ranking method used, and
our approach presents the same performance for all values of α. This can be explained
as follows. Publishers that are consistently publishing documents from one category
have built up an expertise in this category and node selection techniques are able to
detect this and monitor the authorities for each topic. Similarly, publication prediction
observes this trend for consistent behavior and chooses to monitor the most specialized
nodes. Compared to the baseline approach of random selection, our approach achieves
up to 7 times a higher average recall (for ρ = 10%). Finally, the best value for the
benefit/cost ratio is when ρ = 10%.
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Fig. 2. Average recall and benefit/cost ratio for Consist scenario
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Fig. 3. Average recall and benefit/cost ratio for CatChg scenario

Category Change. Since users may publish documents from different topics, we use
this scenario to simulate the changes in a publisher’s content. In the CatChg scenario, a
node initially publishes documents from one category, and switches to a different cat-
egory at some point in time. Figures 3 illustrates the performance of our approach in
this scenario for different values for α and ρ. The most important observation from this
figure is the performance of the prediction method in comparison to resource selection.
In some cases (e.g., when ρ = 10%) not only publication prediction achieves more that
6 times better average recall than resource selection, but also resource selection is only
marginally better than rand (e.g., when monitoring 15% of publishers). In general, both
average recall and benefit cost/ratio improve as α reaches 0 and prediction is stressed.
This abrupt changes in the publishers’ content cannot be captured by the resource selec-
tion method, which favors topic authorities. On the other hand, publication prediction
detects the publishers’ topic change from changes in the IR statistics and adapts the
scoring function to monitor nodes publishing documents relevant to subscribed queries.

Publishing Breaks. The Break scenario models the behavior of nodes as they log in and
out of the network. We assume that some publisher is active and publishes documents
for some rounds, and then logs out of the network, publishing no documents any more.
This procedure is continued in intervals, modeling, e.g., a user using the publication
service at home, and switching it off every day in the office. Our ranking mechanism
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Fig. 4. Average recall and benefit/cost ratio for Break scenario
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Fig. 5. Average recall and benefit/cost ratio for TmpChg scenario

should adapt to these inactivity periods, and distinguish between nodes not publishing
documents any more and nodes making temporary pauses.

Figure 4 demonstrates that both average recall and benefit/cost ratio improve when
resource selection is emphasized (i.e., when α is close to 1), since pauses in the publish-
ing mislead the prediction formula to foresee that, in the future, no relevant publications
will occur. For this reason, nodes with inactivity periods are ranked lower resulting in
miss of relevant documents. On the other hand, resource selection accommodates less
dynamics, so temporary breaks remain undetected and the topic authorities continue
to be monitored since the ranking procedure is not affected. Consequently, selecting a
ranking method that favors prediction leads to poor recall and low benefit/cost ratio,
that are comparable to those of rand.

Temporary Changes. The last scenario we investigated (TmpChg), targets temporary
changes in a node’s published content. This scenario models users utilizing the service
e.g., for both their work and hobbies, or users that temporarily change their publishing
topic due to an unexpected or highly interesting event (earthquake, world cup finals,
etc.). Here, a publisher makes available documents about one topic for a number of
rounds, and then temporarily publishes documents about a different topic. In the next
rounds, the publisher reverts between publishing documents out of these categories, to
stress the behavior of nodes being interested in a topic but occasionally publish docu-
ments covering other topics.
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Fig. 6. Average recall across scenarios for α = 0.5 and ρ = 10%

In this scenario, MAPS presents the highest average recall values when equally uti-
lizing resource selection and prediction methods (α = 0.5), as suggested by Figure 5.
This happens because TmpChg can be considered as a scenario lying between an abrupt
category change (CatChg) and publishing documents about a specific topic with small
breaks (Break). Thus, the combination of publication prediction and resource selec-
tion used by subscribers, aids in identifying these publication patterns in publisher’s
behaviors and thus selecting the nodes publishing more relevant documents. Finally,
an interesting observation emerging from this figure is that almost all combinations of
ranking methods perform similarly both in terms of average recall and benefit/cost ra-
tio. This is due to the effectiveness of the ranking methods, that cause the dampening of
the subscription messages by the high number of notification messages created. Com-
pared to our baseline random node selection, all methods show an increase of as much
as 600% for average recall and 200% for benefit/cost ratio.

5.4 Comparison across Scenarios

In this section, we change our experimental viewpoint, select some baseline values for
α and ρ, and compare the average recall and the benefit/cost across scenarios.

Average Recall Analysis. Figure 6 illustrates the average recall values achieved for
the various publishing scenarios. When α = 0.5 and ρ value increases up to 25% of
monitored publishers (leftmost figure), we see that Consist achieves the highest average
recall, since, as explained in Section 5.3, it is not affected by the choice of α. The rest
of the scenarios achieve lower average recall with the TmpChg scenario being the most
promising. For the rest of the scenarios the choice of α = 0.5 is a compromise that
leads to a satisfactory average recall level. When ρ is set to 10% and the emphasis of
the ranking method moves from publication prediction (α = 0) to resource selection
(α = 1), average recall remains relatively unaffected for Consist publication scenarios
(second figure). In contrast, CatChg and Break are influenced by the ranking method,
and demonstrate a significant change in their behavior and average recall achieved.
The TmpChg scenario reaches the highest average recall levels when both publication
prediction and resource selection are equally weighted with α = 0.5.
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Fig. 7. Benefit / cost ratio across scenarios for α = 0.5 and ρ = 10%

Message Costs Analysis. The benefit/cost ratio for the different publishing scenarios
is shown in Figure 7. Here, the value of ρ increases to demonstrate the benefit/cost
ratio for a constant α = 0.5 (third figure) and the dependency of the benefit/cost ratio
parameter on the ranking method is illustrated as a function of α for a constant ρ of
10% (rightmost figure).

The most important observation is that independently of the ranking method used,
in all scenarios, the highest value for the benefit/cost ratio is achieved when monitoring
10% of the publisher nodes. At this value, our approach needs around 1.2 messages
per notification generated (since the number of notifications/message is around 0.8 as
shown in the graphs). Obviously, the best possible benefit/cost ratio is 1, since at least
one message (the notification message) is needed at publication time to inform a sub-
scriber about a matching document. This means that we generate an average of 0.2 extra
subscription messages per notification sent.

We observe that in the Consist scenario, a change in the ranking method has no effect
on the value of the benefit/cost ratio. Nevertheless, the Break and CatChg scenarios
perform differently such that the benefit/cost ratio increases for the case of resource
selection and publication prediction respectively. The TmpChg scenario differs from all
other scenarios because, for the same reason as in Section 5.4, the highest benefit/cost
ratio is achieved when combining both resource selection as node prediction scores.

6 Conclusions

We have presented the MAPS system architecture, discussed the associated protocols,
and introduced a novel node selection technique based on time series analysis to support
approximate IF in a P2P setting. Our experimental evaluation showed the efficiency and
effectiveness of our approach in many diverse scenarios.
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Abstract. Distributed Hash Tables (DHTs) are well-suited for exact match look-
ups using unique identifiers, but do not directly support multi-term queries. Re-
lated research of query expansion has shown that adding new terms to a query via
ad hoc feedback improves the retrieval effectiveness of such query. In the paper,
we propose an effective multi-term query processing algorithm for information
retrieval in DHT systems. Given the significance of first term in a multi-term
query, the query is sent to the peers containing the first term. To enhance the
query effectiveness, we design two query expansion mechanisms and an implicit
relevance feedback approach based on users’ behaviors. Additionally, we record
the query log and the expansion terms for each query which can accelerate the
future queries and improve the query accuracy. Experimental results show that
our query methods yield substantial improvements in retrieval effectiveness in
the following three aspects: recall, precision at 10 standard recall levels and pre-
cision histograms.

1 Introduction

Recently, Peer-to-Peer (P2P) information retrieval (IR) has gained tremendous interest
from the research community since it is a foundation upon which P2P-based large-scale
digital library systems [1,2] and web search engines (ODISSEA [3], MinervaLight [4],
etc) rest. More and more considerations have been concerned with the question whether
P2P techniques can and should also be adopted for ordinary IR. As a primary design
goal, most DHT-based P2P systems have achieved efficient key lookup, typically at
O(log N) complexity. However, the inherent exact matching in DHT lookup circum-
scribes its functionality. For instance, multi-term query, which is defined to find the en-
tire query terms over the underlying P2P network, is difficult to achieve via DHT lookup
directly. To answer multi-term queries, DHT keyword search systems must transmit in-
verted lists over the network to perform a join. Several techniques [3, 5, 6, 7] have been
proposed to reduce this cost.
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Prior research [8] shows that 85% of the queries posted at web search engines have
3 or less query terms, which usually can not adequately express information required
for retrieving the relevant documents. Web search engines widely uses automatic query
expansion mechanisms to solve this problem. Naturally, P2P networks, especially based
on DHT, should adopt automatic query expansion mechanisms to facilitate information
retrieval since the DHT infrastructure is a good one for P2P information retrieval [3, 5,
4]. On the other hand, since the average length of Gnutella queries is 3.54 terms and
83% queries have no more than 5 terms [9], while the average length of the queries in
TREC-3 (query #151-200) set is 19.08 terms per query on average [10] for traditional
text retrieval task, multi-term queries have to be supported for information retrieval
in DHT networks. For instance, query terms are sent to many nodes because of the
inherent exact matching in DHT lookup.In the proposed approaches (Mercury [11],
PHT [12], GChord [13]), multiple DHTs are utilized, one per term, where each DHT
is responsible for the value space of the associated term. Thus, for a multi-term query,
a join operation is necessary to arrive at the final response for the query. They are not
scalable nor efficient solutions.

In this paper, we propose an effective query method based on query expansion mech-
anisms, users’ behaviors and search history to gracefully support multi-term queries in
the DHT networks. We firstly design two query expansion mechanisms and an implicit
user relevance feedback approach based on users’ behaviors. The first term of a multi-
term query q is the most significant for information retrieval, which is maintained by
a peer p. The query is routed via p to all the peers containing the first term. For each
query, its log is recorded in peer p for accelerating the same query in the future. For
the queries whose multi-term is the subset of q, its expansion terms are employed to
improve the query accuracy. The main contributions of this paper are fourfold:

• For a multi-term query, query terms are interrelated and even compose a sentence.
But the first term is primary, which is maintained by a peer p in DHT networks.
The query is guided by p. Since the query terms generally have high probability
to be in a single sentence, we propose two simple and affective query expansion
mechanisms from terms of the same sentence of returned documents for the DHT
IR systems.

• To the best of our knowledge, it is the first time that an implicit relevance feedback
approach based on users’ browse and download behaviors was presented in DHT
networks. It can change documents rank position to obtain better expansion terms
for a query according to users’ implicit feedback, since a peer maintained the first
term can collect all the documents about query terms and return the query results.

• We design a novel multi-term query approach based on query expansion, users’
browse and download behaviors and search history for fast DHT information re-
trieval.

• An extensive performance study has been conducted to verify the effectiveness and
efficiency of our method.

The remainder of this paper is organized as follows: Section 2 formulates the prob-
lem and reviews the related work. We present two query expansion mechanisms in
Section 3. Section 4 describes implicit relevance feedback based on users’ browse and
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download behaviors. Section 5 presents an effective query method for fast DHT infor-
mation retrieval. Section 6 reports the experimental results. Section 7 concludes this
paper.

2 Preliminaries

2.1 Problem Formulation

Because DHT offers performance guarantees in self-healing and self-organizing capa-
bilities, network scalability and routing efficiency, even in the high network churn rates
due to frequent peer joining and leaving, DHT is employed as the underlying system
architecture for P2P information retrieval. Let a system have totally N peers in the
DHT networks, each peer maintains a randomized set of terms which includes one or
more terms since DHT can automatically partition the term space. Each peer is guaran-
teed within O(log N) complexity in the routing of the DHT network. For a multi-term
query, intersection of index lists is absolutely indispensable, but the intersection is of-
ten large, while search engines or digital libraries based on P2P usually present only the
most highly ranked documents. So, a large quantity of precious bandwidth is wasted.
To reduce the bandwidth consumption [5, 6], Bloom Filter (BF) is employed as a prob-
abilistic hash based scheme that represents a set of keys with minimal cost. In essence,
a multi-term query method for DHT IR is a partition by keyword method [6], which
reads as shown in Figure 1.

Procedure 1. QueryPartitionByKeyword(Pori, q)
Input: Pori is the query originator

q is the query text of Pori

Output: the valid pairs of peers and documents
1. R = ø;
2. Send a query text q to the DHT networks;
// Pi is a node that stores the ith term of q

3. Route q to P1 and get the index list L1 of t1;

4. R = L1;
5. for each ti ∈ {q − t1}
6. P1 routes ti and sends BF (R) to Pi;
7. Pi computes R = BF (R)

⋂
Li;

8. Pi returns R to P1;
9. P1 computes the scores of q;
10. P1 ranks returned results;
11. return the ranked results to Pori;

Fig. 1. A Universal Multi-term Query Approach for DHT Information Retrieval

From Figure 1, we can conclude that the universal approach is too slow for a multi-
term query since it uses an iterative method, not a parallel one. Secondly, the P2P
networks are so dynamic that a universal approach is sometimes unavailable since Pi

maintaining the ith term abruptly left the networks. Lastly, to some extent, the Bloom
Filter technique is employed to reduce the bandwidth consumption, but it still requires
many rounds of transmission of the query and BF (Li), whose cost is still not trivial.

2.2 Related Work

[5] presented a symmetrically distributed peer-to-peer search engine based on a DHT.
Since multiple-term queries dominate the search workload, optimizing them is im-
portant for end-user performance. So, [5] focused on minimizing network traffic for
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multiple-term queries. A technique developed in the database community [5] is adopted
to perform the join more efficiently. This technique transmits the Bloom Filter of in-
verted lists instead of the inverted lists themselves. Fagin’s algorithm [3] is adopted to
compute the top-k results without transmitting the entire inverted lists. This algorithm
transmits the inverted lists incrementally and terminates early if sufficient results have
already been obtained.

Several techniques [6] were combined to reduce the cost of a distributed join, includ-
ing caching, Bloom Filter, document clustering, etc. The KSS [7] system pre-computes
and stores results for all possible queries consisting of up to a certain number of terms.
Unfortunately, the number of possible queries grows exponentially with the number of
terms in the thesaurus. Caching of query result sets as the performance improvement
for an existing distributed index is utilized by a few P2P indexing methods. [14] used
caching to improve the search efficiency while processing range queries. [1] proposed
a log-based query algorithm in hybrid P2P networks.

In order to further reduce the chance of missing relevant documents, [15] proposed
automatic query expansion to alleviate the degradation of quality of search results due
to the selective replication. Query expansion scheme automatically identifies additional
terms relevant to a query and also searches nodes responsible for those terms. Automatic
query expansion improves precision, particularly when documents are published under
very few top terms. By analyzing various techniques query expansion in P2P IR and
applying them to structure building and searching, [16] found that query expansion is
likely to enhance recall in these distributed settings: when working with compact and
incomplete peer descriptions, query expansion using co-occurrence data can improve
recall by about 10%. It has been shown in [17] that query expansion can greatly improve
distributed IR.

3 Two Query Expansion Mechanisms

A query expansion mechanism extracts the most informative terms from the top-returned
documents as query expansion terms. In the IR systems, a user often inputs several query
terms, which are interrelated and even compose a complete sentence. e.g., when a user
wants to know what the significance of word order is in a search engine, he/she inputs
a query terms including “significance word order search engine”. So, query expansion
terms should firstly be extracted from the same sentence with query terms. Then we give
the following two expansion mechanisms. To estimate the relatedness or independence
of other correlated terms with given query terms, each sentence of a document is viewed
as a multi-set.

3.1 Term Co-occurrence Expansion Mechanism

The frequency of a term is approximately proportional to the reverse of its position in
the list of all the terms ranked by term frequencies in a collection of documents, as
Zipf’s Law goes. It is not difficult for us to infer that the number of terms that occur
only once in the collection is roughly half the size of the collections vocabulary [1].
Therefore if we discard those terms that occur only once, we could decrease computa-
tional cost greatly. And hence, each multi-set does not include those single-occurrence
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terms. If two terms are correlated (or constitute a phrase-like structure), then they are
expected to appear simultaneously in many documents. Given the presence of one of the
terms in a sentence, the chance of the other occurring within the same sentence is likely
to be relatively high. On the contrary, if two terms deal with independent concepts the
occurrences of the terms should not be strongly correlated. So, the following Formulas
are given to measure the mutual dependence of two terms:

Cooccurrence(X, Y ) =
n−1∑

i=0

m−1∑

j=0

cooccurrence(x, y) (1)

Occurrence(Y ) =
n−1∑

i=0

m−1∑

j=0

occurrence(y) (2)

where n and m are respectively the number of returned documents and sentences of a
returned document. X is a query term, while Y is a candidate term for expansion. For
two terms Y and Z , if Cooccurrence(X, Y ) is larger than Cooccurrence(X, Z), Y is
more likely to become a candidate one for expansion than Z; if Cooccurrence(X, Y )
is equal to Cooccurrence(X, Z) and Occurrence(Y ) is less than Occurrence(Z), Y
is more likely to become a candidate one than Z .

3.2 Sentence-Grained Mutual Information Expansion Mechanism

For two random variables, the mutual information is a quantity that measures the mutual
dependence of them in probability and information theory. Mutual information is also
a criterion commonly used in statistical language modeling of term associations and
related applications [18]. In this paper, we design sentence-grained mutual information
as follows, which measures the correlation degree of a query term X and a candidate
term Y for expansion. Formally, the mutual information of two different terms (discrete
random variables) X and Y can be defined as shown

I(X, Y ) =
n−1∑

i=0

m−1∑

j=0

p(x, y) log
p(x, y)

p(x)p(y)
(3)

where n and m respectively the number of returned documents and sentences of a re-
turned document, p(x, y) is the joint probability distribution function of X and Y, and
p(x) and p(y) are the marginal probability distribution functions of X and Y respec-
tively. The greater I(X, Y ) is, the more likely Y becomes a candidate query expansion
term of X. X and Y are irrelevant if I(X, Y ) has a natural value of zero.

Let a query q = {t0, t1, . . . , tn−1}, expansion terms of ti are extracted according to
Co-occu and Sg-MI expansion mechanisms. For q viewed as a document, different term
is set to have different frequency, e.g., {t0, t1, . . . , tn−1} is a an arithmetic progression,
where the difference of any two successive members is a constant Δf , i.e., t0 = tn−1 +
(n−1)×Δf (Δf > 0). So, the weight of each term may be calculated. For the query q,
its expansion terms consist of those of each term t of q according to the ranked results
of the product of t′s weight and the score of t′s expansion term in Co-occu or Sg-MI
expansion mechanism.
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Fig. 2. The Impact of the Weight Factor

4 Implicit Relevance Feedback Based on Users’ Behaviors

In the DHT IR systems, the usual way to obtain a user’s profile would be to ask, for
each returned document, whether the user found it relevant, and to acquire the user’s
profile from the answers. However, it is difficult for us to give this kind of explicit feed-
back. Instead, relevance can be inferred from implicit feedback derived from document
reading time, or by monitoring other behaviors of the user, such as downloading and
printing.

Relevance feedback is the most popular query reformulation strategy. In a relevance
feedback cycle, the user profile is presented with the retrieved documents, and then the
user marks those which are relevant after checking them. In fact, only the top n(n =
10, . . . , 30) ranked documents are considered as relevant documents and need to be
examined. For the top n ranked documents or the documents after them, when the user
browses a document, there are three time slices: from 0 to t1, the document is implicitly
viewed as the irrelevant one with the query terms, and then its position is lowered in
the top n documents; from t1 to t2, its position is not changed because it can not be
determined whether it is relevant or irrelevant; larger than t2, its position is promoted.
So we design a function based on browse time to change a document’s position. It reads
as shown in Formula 4.

f(t) =

⎧
⎪⎨

⎪⎩

1
log10 (10+ 1

t/t1
)
, 0 < t ≤ t1

1 , t1 < t ≤ t2
c

log10 (10+ 10c

t/t2
)
, t2 < t

(4)

When the user decides to download the document, its weight should be promoted to
a maximum multiple c. Figure 2(a) shows that the shorter document browse time is, the
smaller the factor of weight is. From 0s to near to 1s, an impressive promotion of the
factor is produced, while the factor is steadily promoted to be close to 1 from 1s to 5s.
From 8s to ∞, there is a similar law with the time slice of 0s−5s. If a document is only
read and not downloaded, the factor of weight only comes near to c for the document
browse time of ∞ (Figure 2(b)). So, Formula 4 satisfies the real P2P systems.
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Since the collection make-up is unknown to the most users, it is difficult for them to
formulate queries which are well designed for retrieval purposes. As observed with web
search engines, the users of information retrieval systems, especially DHT IR systems,
might obviously need to spend a great deal of time reformulating their queries to accom-
plish effective retrieval. For the readability and understanding of this paper, the standard
Rocchio reads as shown:qm = αq0 +β 1

|Dr |
∑

dj∈Dr
dj −γ 1

|Dnr|
∑

dj∈Dnr
dj , where

qm is a modified query vector; q0 is an original query vector; α, β, γ: weights (hand-
chosen or set empirically), α/β is set to 16 [15] when a small number f (f = 10) of
best matching documents are retrieved, while α/β is set to 21 when there are 30 re-
trieved documents for the current query in our experiment. Negative term weights are
commonly ignored, so γ is set to 0; Dr is set of known relevant document vectors;
Dnr is set of known irrelevant document vectors. New query moves toward relevant
documents and away from irrelevant documents.

5 An Effective Query Method for Fast DHT Information Retrieval

5.1 Peer Selection Policy

In the traditional IR model: Vector Space Model [19] (VSM), the similarity between
two vectors is generally measured as the cosine of the angle between them, where
their weights can be calculated by the TFIDF rule [19]. In unstructured P2P networks,
however, it is impossible for us to calculate the global IDF values since the calcula-
tion of them involves counting the document frequency of terms. But it is easy for
us to calculate the global IDF values since the same term is maintained by the same
peer in DHT networks. So, an effective formula of calculating them reads as follows:
IDFterm = log(N/DFterm), where N is a maximum unsigned integer.

We present a peer selection policy that combines the average term weight wavg
t with

the maximum term weight wmax
t that can be calculated by the TFIDF rule, where the

wavg
t for term t of a peer p is the average term weight containing t, and the wmax

t value
for term t of p is the weight of t in the document d that has the maximum weight of t
among all documents at p. The collection score sp of p with regard to a query q’s first
term is calculated: sp = μ×wmax

t +(1−μ)×wavg
t , where the parameter μ ∈ [0, 1] is

utilized to emphasize the importance of wmax
t versus wavg

t . For all the relevant peers,
the scores sp are calculated and sorted in descending order for obtaining the final peer
ranking.

5.2 Query Log Updating Policy

To help deal with this problem, we first give a definition of a query log.

Definition 1. A query log is a five-tuple

Record = [ IDori, Q, E, (R(Pi, Dj), . . . ), TS ]

where IDori is a query originator. Q is a set of query terms. E is a set of expansion
terms. R(Pi, Dj) is a pair, which represents the Dj document in node Pi, while Dj

is commonly represented by an unique ID, which is the MD5 or SHA-1 value of a
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document. There are top n ranked pairs in a query log. TS is a timestamp of this query
log. A query log is stored by a node, which indexes the first term of Q.

If the update conditions for a new query log data item d are fulfilled and the query
log size Sql exceeds its limit, a replacement policy is used for a query log update pol-
icy. Depending on the policy, a certain ranking value Rd(ti) may include the num-
ber Qq(ti) of query requests at the current peer for a query q during the time interval
ti =def [(i − 1)Δt, iΔt]. If a query log is inserted into the query logs during the
time interval ti, the query q with the minimal ranking value Rq(ti−1) is replaced. The
measurement values Rq(ti) are exploited in the subsequent time interval ti+1 to decide
which query log is a candidate for being replaced. Another condition for inserting a data
item d into the query logs has to be fulfilled in order to ensure that d does not replace
a more useful data, which is done by checking if Qq(ti) > Qr(ti) for the data r with
the minimal replacement value Rr(ti−1). So, we present the following definition of a
fresh query log:

Definition 2. Fresh Query Log: A query log data item d is fresh, iff Qd(ti−1) > Qth

and Qd(ti) > Qr(ti) for the data r with the minimal replacement value Rr(ti−1),
where Qth is a given threshold.

On the one hand, the standard of kicking a data item out should not be directly related
with the last access time for it, like in the least recently used (LRU). On the other
hand, a decision to replace a data item from the query logs is made by the number of
references to it. It would be reasonable to remove data items that are old and accessed
infrequently first. The number Qd(ti) of a data item requests during time interval ti is
another measure indicating its popularity. The more requests are seen at a peer, the more
popular it is. Hence, we define the freshness of a data item d as shown in Formula 5,
where tc and ta are respectively the current and last access time, λ is the freshness
factor.

Fd(ti) =
1

lg(10 + tc − ta)
+

i∑

j=0

λi−j × Qd(tj) (5)

Since the data d is not replaced during t0, we can include historical values for the
subsequent time intervals. This avoids too fast reacting on very frequent changes of
the data requests and smooths the variation over time. The parameter ν is a damp-
ing factor. We propose the following ranking value of query log replacement for the
data d.

Rd(ti) =
{

Fd(t0), if i = 0
Fd(ti)+Rd(ti−1)ν

2 , if i > 0
(6)

The foundational idea for inserting a query q into the query logs is that the number
of query requests exceeds a given threshold Qth at time t ∈ ti, i.e. Qq(ti−1) > Qth.
If a query log is inserted during the time interval ti, it is not replaced during this pe-
riod. The idea behind this is that we assume that the query log is only inserted into
the cache, because this increases the system performance during the current time in-
terval ti. Hence, we present the following query log update algorithm as shown in
Figure 3.
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Algorithm 1. UpdateQueryLog(d, Cp)
Input: d is an arriving data item

Cp is the cache of a peer p
Output: Cp

1. if d ∈ Cp

2. Update d′s access time and frequency;
3. else
4. if sizeof(d + Cp) ≤ Maximum

5. Cache data item d in Cp ;
6. else
7. while sizeof(d + Cp) > Maximum
8. if d is a Fresh Cache //using Definition 2
9. Delete cache r with minimal Rr(ti−1);
10. else
11. return;
12. Cache data item d in Cp;

Fig. 3. Update query log algorithm

Algorithm 2. QueryInDHT(Pori, q)
Input: Pori is the query originator

q is the query text of Pori

Output: the valid pairs of peers and documents
1. Send a query text q to the DHT networks;
// Pi is a node that stores the first term of q

2. if(QueryLogPi == φ)
3. Get top n peers S including q′s first term;

//RPs is the pairs of R(Pj , Dk)
4. RPs = QueryDocuments(Pori, q, S);
5. RPs = Re-rank RPs using Formula 4;
6. Get expansion from RPs and log it on Pi;
7. return RPs;
8. else

9. Match = 0;//0: no match
10. for each query log ql ∈ QL
11. tmpM = Match q with query text of ql;
12. if(tmpM > Match)
13. Match = tmpM ;
14. if(Match == 2) //2: perfect match
15. if(OLR(Pj ,Dk) ≥ OLth)
16. return the valid pairs of R(Pj , Dk);
17. else //route q based on its query text
18. Add the expansion terms to q, goto 3;
19. else if(Match == 1) //1: sub-match
20. Add expansion terms to q, goto 3;
21. else
22. View the query q as a new query, goto 3;

Fig. 4. An Effective Query Approach for Fast DHT Information Retrieval

5.3 Query Method

In the IR systems, query terms in a different order cause different search results [20].
The significance of key words is decreased from left to right in a search engine. e.g.,
there are two queries: “significance order word search engine” and “search engine word
order significance”, which are submitted to the Google search engine1. Their query
terms are exactly identical, but the order of them is different. The top 10 retrieval re-
sults that are returned by Google are completely different2. In this paper, the first term
of query terms is viewed as the primary key, which fells on a peer in DHT networks. On
the other hand, the first term is not indexed in the DHT networks because there is very
big difference between query terms and indexed ones since synonymical and polyse-
mous terms exist in great numbers. This is so called “dictionary problem” [21], which
restricts applications of P2P systems, especially DHT. If the first term is not indexed,
it is replaced by the second term, and so on. Based on query expansion, users’ browse
and download behaviors and search history, we propose an effective query approach for
DHT information retrieval as shown in Figure 4.

1 http://www.google.com
2 This test was conducted on 2007-01-29.
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A user sends a query text including one or more terms. The first term is viewed
as the primary key, which is used to locate a node Pi in DHT networks (line 1). The
standard method is used and queries are not expanded (line 2 - 7). The top n promising
peers are determined with peer selection policy (line 3). The procedure of getting the
relevant documents from S reads as shown in Figure 5 (line 4). The expansion from
RPs is logged on Pi (line 6). Afterward, based on the user’s behaviors: browse time and
download whether or not (implicit relevance feedback) and top n documents (pseudo
relevance feedback), query expansion terms are extracted (line 6). The query log is
recorded, which is sent to the node Pi that saves the indexes of that primary key (line
6). When the query log size exceeds the available capacity, old query logs are discarded
to make room for new query logs, where the replacement policy follows the Figure 3
rule (line 6). Let QL be a set of query logs (line 9). Let OLR(Pj ,Dk) be the number of
online R(Pj , Dk), OLth be a given threshold (line 14).

Algorithm 3. QueryDocuments(Pori, q, S)
Input: Pori is the query originator

q is the query text of Pori

S is a set of peers including q′s first term
Output: the valid pairs of peers and documents
1. for each peer p ∈ S
2. Use VSM to search relevant documents D;

//similarity value (SV)
3. Get top n query SVs with heap sort;
4. Send them to Pori;
5. Use merge sort in Pori to get nth SV;
6. Use nth value to filter irrelevant documents
and get the relevant documents;
7. return the pairs of R(Pj , Dk);

Fig. 5. The Algorithm to Get the Relevant Peer-Document Pairs

Let’s give an example: Figure 6 shows the procedure of DHT IR of this paper. Peer
E issues a query q “significance order word search engine” to the DHT network. The
query q is routed to A, which maintains the index of ”significance” (step 1). A forwards
q since it has the information of top n peers, which have the term ”significance” (step 2).
The algorithm: QueryDocuments in Figure 5 is used to get the relevant peer-document
pairs, which are returned to E (step 3). Based on E’s behaviors and Formula 4, the re-
turned documents are re-ranked. According to the re-ranked documents, two expansion
mechanisms are used to get a record of query log as shown in Definition 1 (step 4). The
record is sent to A, which is used to accelerate future retrieval for the same query in the
DHT network (step 5).

5.4 Cost Analysis

We present a simple but reasonable cost analysis for the proposed multi-term query
approach that serves as a feasibility check with respect to scalability. We only focus on
communication costs, as local-processing and storage costs are relatively trivial in our
setting. For each query, the communication cost contains the costs of step 2, 3 and 5 in
Figure 6. It is: [|S|× len(Q)]+ [|S|×n× 4]+ [20+ len(Q)+ len(E)+

∑
p∈Ss

(20+
|Dp|) + 4], where a query similarity value and time stamp are respectively float and
long, a peer ID is represented by SHA-1 (20 bytes), S is a set of peers including Q′s
first term, Q and E are respectively sets of query and expansion terms, Dp is a set of
relevant documents in a peer p.
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Fig. 6. An Example of DHT Information Retrieval

We assume that there are N = 106 peers and Qt = 5 terms that have 7 terms
averagely for each query, each peer issues a query per 5 minutes. For a multi-term
query, we further suppose that the peer that is responsible for the first term decides the
100 most promising peers by using peer selection policy. Let the number of retrieval
results and expansion terms be 30 (n=30) respectively. For |Dp|, it is one at worst. So
the communication cost is: [1, 00 × 7 × 5] + [1, 00 × 30 × 4] + [20 + 7 × 5 + 7 ×
30 + (20 + 20 × 30) + 4] = 16, 389bytes per query. With N = 106 peers each with a
query per 5 minutes, this results in N × 1

60×5 ×16, 389 ≈ 4.97×107 bytes per second,
less than 100 MBytes/s for the entire P2P network. Based on this coarse analysis, we
can conclude that the approach does not bring any critical performance challenges and
seems very feasible also from a scalability standpoint.

6 Experimental Settings and Results

6.1 Data Sets and Experimental Settings

There has been no standard data for evaluating the performance of information retrieval
in DHT networks, so we use the Chinese Web Test collection (CWT200g) [22], which
is a large scale Chinese web page. 149,287 web pages are randomly selected from
CWT200g. There are 218,155 words in our dictionary (Dict.dat: 1,381,623 bytes/1.4M
without compression), which is released in DHT systems. To simulate the P2P network
environment, we adopted the live peers’ online information log of Maze3 from 2006-
12-17 to 2006-12-31.

6.2 Evaluation Methodology

We randomly selected key words as queries test set from the “title” field of the selected
test document collection. It is expensive for us to obtain relevance judgments for so

3 A P2P file sharing system with millions of registered users, http://maze.pku.edu.cn.
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Table 1. Parameter and settings

Parameter Default Description
Query number 10,000 # of queries sent by peers
Peer number 2,048 # of peers

Expansion size 30 # of expansion terms of a query
Query size 1∼3 # of terms of original queries

N 30 # of top n returned documents
t1 5s The first time slice threshold
t2 8s The second time slice threshold
c 3.9 Weight maximum multiple

α/β 21 he ratio of weight factor
Sentence delimiter:exclamation mark,full stop,interrogation

Table 2. Queries for test

No. Query text
1 Study abroad
2 Talent information
3 Employment
4 System maintenance
5 Drama
6 Air Line
7 Sports star
8 Education theory development
9 Scientific research institution

10 Computer malfunction

many automatically-generated queries. Instead, we used the retrieval results that are
achieved by Google Desktop Search4 from a single large collection as the baseline,
and measured how well the P2P network could reproduce this baseline. The single
large collection is the subset of the CWT200g used to define peer contents in the P2P
network, and accuracy was measured over the top n documents retrieved for each query.
Although this methodology is not perfect, it is reasonable because distributed retrieval
systems are not yet better than the “single collection” baseline. Accuracy is measured
with forms of set-based precision (P = |A∩B|

|A| ), recall (R = |A∩B|
|B| ) for a query q

posted by a peer, A is the set of the documents returned by retrieval in the P2P network,
B is the set of top n ranked documents returned by retrieval using the single collection.
P (q) describes how much irrelevant material the user may have to look through to
find the relevant material. R(q) captures the fraction of relevant documents a retrieval
algorithm can identify and present to the user.

6.3 Experiments

In our experiments, we evaluated four combined query expansion models:

• Standard: As a first model, query terms are not expanded.
• Cooccs: It works very similarly to the Standard model, with the only difference

that queries are expanded with terms that often co-occur with query terms in the
training corpus. A likelihood ratio measure is used for computing the significance
of co-occurrences. Similarities were computed [16], i.e. direct keyword matches
are considered four times as valuable as matches arrived at by query expansion.

• Co-occu: In this case, we use Co-occu query expansion mechanism, please refer to
3.1.

• Sg-MI: Sg-MI is used as the query expansion method, as described in 3.2.

For Co-occu and Sg-MI, based on the Standard strategy, they expand queries “on
the fly” by implicit and pseudo feedback: top n (n = 30) terms occurring in relevant

4 http://desktop.google.com/
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documents are added to the query with term co-occurrence expansion mechanism as
these documents are found on the peers. Similarity between queries and documents is
obtained by using VSM.

Experiment 1: Recall Relevance feedback is most useful for increasing recall in sit-
uations where recall is important. We selected a moment of every day at random and
then let each of them search for all of randomly selected test queries. Cumulative recall
is recorded for each query text the query made. Macro averaging is then used, i.e. recall
values are first computed for each query instance separately and then averaged over all
instances. Comparison of query recall is shown in Table 3 and Figure 7.

Table 3. Comparison of query recall

# of # of # of # of peers Recall
Times Queries peers online publishing Standard Cooccs Co-occu Sg-MI

visited peersa query terms (impr. %) (impr. %) (impr. %)
Sun Dec 17 20:03:49 2006 67 701 716 1836 40.22 42.37(+5.35) 46.97(+16.78) 47.85(+18.97)
Mon Dec 18 01:19:23 2006 52 456 473 1815 24.51 26.95(+9.96) 31.43(+28.23) 31.27(+27.58)
Tue Dec 19 12:03:45 2006 83 565 576 1796 31.43 33.91(+7.89) 37.15(+18.20) 36.56(+16.32)
Wed Dec 20 10:13:44 2006 78 449 456 1896 24.34 27.21(+11.79) 31.15(+27.98) 31.15(+27.98)
Thu Dec 21 16:23:47 2006 45 626 645 1743 38.01 40.69(+7.05) 44.96(+18.28) 44.50(+17.07)
Fri Dec 22 09:59:24 2006 91 447 454 2014 21.23 24.18(+13.90) 27.59(+29.96) 26.63(+25.44)
Sun Dec 24 18:59:27 2006 56 737 757 2005 35.78 38.94(+8.83) 42.95(+20.04) 44.09(+23.23)
Mon Dec 25 07:43:43 2006 103 169 170 2030 9.21 12.44(+35.07) 16.17(+75.57) 17.51(+90.12)
Tue Dec 26 13:03:45 2006 73 674 694 2021 33.69 37.54(+11.43) 41.58(+23.42) 40.69(+20.78)
Wed Dec 27 12:59:25 2006 94 666 686 2019 32.20 36.19(+12.39) 40.99(+27.30) 41.15(+27.80)
Thu Dec 28 17:19:26 2006 57 688 707 1991 36.28 40.13(+10.61) 43.54(+20.01) 45.47(+25.33)
Fri Dec 29 15:19:26 2006 82 691 713 1994 35.58 39.98(+12.37) 43.52(+22.32) 43.85(+23.24)
Sat Dec 30 08:19:24 2006 69 197 199 2011 10.70 15.34(+43.36) 19.39(+81.21) 20.95(+95.79)
Sun Dec 31 21:03:50 2006 112 807 827 2013 42.58 47.40(+11.32) 51.17(+20.17) 50.85(+19.42)

Total averaged 75.86 562.36 576.64 1941.71 29.7 33.09(+14.38) 37.04(+30.68) 37.32(+32.79)
a It includes that of peers visited that provide sharing service and that of active peers that open the

Maze client. The MazeSrv process is closed in Maze system and can not provide sharing service.

As Table 3 shows, three algorithms based on query expansion improve recall com-
pared with Standard method. Co-occu attains maximum recall improvement 81.21%,
average recall improvement 30.68%. Sg-MI attains maximum recall improvement
95.79%, average recall improvement 32.79%, while Cooccs only attains maximum re-
call improvement 43.36%, average recall improvement 14.38%. Compared with Cooccs,
Co-occu and Sg-MI are not based on document-grained, but based on sentence-grained.
To some degree query terms may convey a meaning, which form a sentence. Therefore
Co-occu and Sg-MI greatly improve recall compared with Cooccs.

Experiment 2: Precision at 10 Standard Recall Levels. The log-based query algo-
rithm is implemented. Based on it, standard, Cooccs, Co-occu and Sg-MI are compared
in this experiment. To evaluate the retrieval performance of the four algorithms over all
test queries, we average the precision values at each recall level as follows:

P (r) =
1

Nq

Nq∑

i=1

Pi(r) (7)

where P (r) is the average precision at the recall level r, Nq is the number of queries
used, and Pi(r) is the precision at recall level r for the i-th query.
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As Table 4 and Figure 8 show, three algorithms based on query expansion achieve
better results than Standard method. Co-occu attains maximum precision improvement
99.13%, average precision improvement 36.43%. Sg-MI attains maximum precision im-
provement 95.98%, average precision improvement 37.14%, while Cooccs only attains
maximum precision improvement 37.02%, average precision improvement 16.67%. With
the accumulation of query logs, advantages of query expansion are reflected so that pre-
cision is improved. The accumulation of query logs implies the accumulation of corre-
lation judgment of query terms and query expansion terms, which is built by users.

Table 4. Comparison of precision at 10 recall levels

Recall Standard Cooccs (↑ %) Co-occu (↑ %) Sg-MI (↑ %)
10 51.42 55.18 (+7.31) 57.68 (+12.17) 57.86 (+12.52)
20 46.66 51.42 (+10.20) 53.27 (+14.17) 55.12 (+18.13)
30 40.21 44.17 (+9.85) 46.51 (+15.67) 48.95 (+21.74)
40 34.50 39.59 (+14.75) 43.24 (+25.33) 42.01 (+21.77)
50 28.81 32.17 (+11.66) 34.89 (+21.10) 33.78 (+17.25)
60 23.57 26.74 (+13.45) 30.47 (+29.27) 30.67 (+30.12)
70 19.98 24.26 (+21.42) 27.17 (+35.99) 29.47 (+47.50)
80 15.62 18.96 (+21.38) 23.95 (+53.33) 22.69 (+45.26)
90 12.45 14.90 (+19.68) 19.69 (+58.15) 20.06 (+61.12)

100 9.21 12.62 (+37.02) 18.34 (+99.13) 18.05 (+95.98)
Avg. 28.24 32.00 (+16.67) 35.52 (+36.43) 35.87 (+37.14)

Table 5. Evaluation of feedback

No. Appr. I Appr. II Diff.
1 27.76 29.21 1.45
2 40.22 47.95 7.73
3 30.13 41.04 10.91
4 41.1 49.77 8.67
5 40.92 43.81 2.89
6 29.92 30.57 0.65
7 37.73 40.31 2.58
8 33.3 36.89 3.59
9 40.71 42.17 1.45

10 41.12 43.89 2.78
Avg. 36.29 40.56 4.27

Experiment 3: Precision Histograms. The R-precision metrics for several queries can
be used to compare the effectiveness of two retrieval approaches, which can be defined
as follows:

RPII/I = RPII(i) − RPI(i) (8)

where RPII(i) and RPI(i) are the R-precision values of the retrieval approaches II and
I for the i-th query. The purpose of this experiment is to investigate the effectiveness of
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implicit relevance feedback based on users’ browse and download behaviors. Among
the four methods, the effectiveness of Sg-MI is the best one. So we selected Sg-MI as
the basic evaluation method. Sg-MI without and with implicit relevance feedback are
respectively called I and II . For the queries in the table 2, we randomly selected 5
moments to send them and recorded our browse and download behaviors, and then 10
different precisions for each query are achieved when recall ranges from 10% to 100%.
Finally, the average R-precision values of the two retrieval algorithms for the i-th query
are achieved as shown in Table 5.

As Table 5 and Figure 9 illustrate, II performs better for ten queries than I . Com-
pared with I , II attains maximum R-precision improvement 10.91% and average R-
precision improvement 4.27%. The longer a document is browsed, the more important
it is. If it is downloaded, it is very relevant to a query, which is sent by a user. The
process includes the users evaluation on relevance of the query and the document. So
II is superior to I .
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Fig. 9. Precision histogram for test queries

7 Conclusions and Future Works

In this paper, we propose an effective query method based on query expansion mech-
anisms, users’ behaviors and search history to gracefully support multi-term query in
the DHT networks. We firstly design two query expansion mechanisms and an implicit
user relevance feedback approach based on users’ browse and download behaviors. To
support multi-term queries for DHT IR, a peer p that maintains the first term of a multi-
term query q plays an important role to direct the query to other peers included the first
term. For each query, its log is recorded in peer p for accelerating the same query in the
future. For the subset of q, its expansion terms are employed to improve the query ac-
curacy. From recall, precision at 10 standard recall levels and precision histograms, we
conducted 3 experiments, which show that it greatly improves effectiveness compared
with previous methods.

We believe that possible directions to future work include some research topics such as
preventing query drift for Co-occu and Sg-MImethods in DHTsystems, reducing thestor-
age cost of node’s query logs because of hot terms and etc. Retrieval based on documents
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content (e.g. web search and digital libraries) is a hot research topic in DHT system, which
is worth of further theoretical research, especially in dynamic distributed environment.
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Abstract. Link based authority analysis is an important tool for ranking re-
sources in social networks and other graphs. Previous work have presented JX

P ,
a decentralized algorithm for computing PageRank scores. The algorithm is de-
signed to work in distributed systems, such as peer-to-peer (P2P) networks. How-
ever, the dynamics of the P2P networks, one if its main characteristics, is currently
not handled by the algorithm. This paper shows how to adapt JX

P to work under
network churn. First, we present a distributed algorithm that estimates the number
of distinct documents in the network, which is needed in the local computation of
the PageRank scores. We then present a method that enables each peer to detect
other peers leave and to update its view of the network. We show that the number
of stored items in the network can be efficiently estimated, with little overhead on
the network traffic. Second, we present an extension of the original JX

P algorithms
that can cope with network and content dynamics. We show by a comprehensive
performance analysis the practical usability of our approach. The proposed es-
timators together with the changes in the core JX

P components allow for a fast
and authority score computation even under heavy churn. We believe that this is
the last missing step toward the application of distributed PageRank measures in
real-life large-scale applications.

1 Introduction

The peer-to-peer (P2P) approach facilitates the sharing of huge amounts of data in a
distributed and self-organizing way. These characteristics offer enormous potential ben-
efit for search capabilities powerful in terms of scalability, efficiency, and resilience to
failures and dynamics. Additionally, a P2P search engine can potentially benefit from
the intellectual input (e.g., bookmarks, query logs, click streams, etc.) of a large user
community participating in the data sharing network. Finally, but perhaps even more
importantly, a P2P search engine can also facilitate pluralism in informing users about
Internet content, which is crucial in order to preclude the formation of information-
resource monopolies and the biased visibility of content from economically powerful
sources.

A conceivable, very intriguing application of P2P computing is Web search. The
functionality would include search for names and simple attributes of files, but also

J. Bailey et al. (Eds.): WISE 2008, LNCS 5175, pp. 36–49, 2008.
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Google-style keyword or even richer XML-oriented search capabilities. It is important
to point out that Web search is not simply keyword filtering, but involves relevance
assessment and ranking search results. We envision an architecture where each peer
can compile its data at its discretion, according to the user’s personal interests and
data production activities (e.g., publications, blogs, news gathered from different feeds,
Web pages collected by a thematically focused crawl). Queries can be executed locally
on the small-to-medium personalized corpus, but they can also be forwarded to other,
appropriately selected, peers for additional or better search results.

In previous works [25,26], we have presented the JX
P algorithm for decentralized com-

putation of global PageRank scores in a P2P network. It works by combining local PageR-
ank computation at peers and exchange of messages in the network. The authority scores
obtained with JX

P are proved to converge to the global PageRank scores that one would
obtain by running the PageRank algorithm in the union of all contents in the network.

However the algorithm currently does not handle one of the main characteristics of
P2P networks, namely their dynamic nature. Peers are constantly joining and leaving
the network, meaning that the fully content is not always available. Moreover, peers
might change what they store, for instance a user can become interested in a different
topic and start to store information about this new topic instead. This has a big impact on
the computation of authority scores, since the endorsement links might as well change.

In this work we propose methods to adapt the JX
P algorithm to work under dynam-

ics. The dynamics considered here can be of one of the two types: network dynam-
ics and content dynamics. Network dynamics refers to changes on the peer population
since nodes are continuously joining and leaving the system. Content dynamics refers
to changes on the what is stored by the peers.

This paper is organized as follows. Section 3 briefly reviews the basic principles and
properties of JX

P . Section 4 shows how global statistics can be gathered using small sta-
tistical sketches that are piggy-backed onto the existing communication. These statistics
are of fundamental importance to adjust the algorithm to work under dynamics. Section
5 addresses exactly these countermeasures to avoid inaccurate PageRank estimations
when the underlying data changes due to node failures/departures or changing data.
Section 6 presents the experimental results. Section 7 concludes the paper and gives an
overview on ongoing and future work.

2 Related Work

Link-based authority ranking has received great attention in the literature. Good surveys
of the many improvements and variations are given in [9,20,7,5].

The basic idea of PageRank [8] is that if page p has a link to page q then the author
of p is implicitly endorsing q, i.e., giving some importance to page q. How much p
contributes to the importance of q is proportional to the importance of p itself.

This recursive definition of importance is captured by the stationary distribution of
a Markov chain that describes a random walk over the graph, where we start at an
arbitrary page and in each step choose a random outgoing edge from the current page.
To ensure the ergodicity of the chain, random jumps among pages are allowed, with
smaller probability.
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With the advent of P2P networks [1,31,27,28] a lot of research has been dedicated to
distributed link analysis techniques has been growing.

In [32] Wang and DeWitt presented a distributed search engine framework, in which
the authority score of each page is computed by performing the PageRank algorithm
at the Web server that is the responsible host for the page, based only on the intra-
server links. They also assign authority scores to each server in the network, based
on the inter-server links, and then approximate global PageRank values by combining
local page authority scores and server authority values. Wu and Aberer [33] pursue a
similar approach based on a layered Markov model. Both of these approaches are in turn
closely related to the work by Haveliwala et al. [17] that postulates a block structure of
the link matrix and exploits this structure for faster convergence of the global PageRank
computation.

Other techniques [19,11] for approximating PageRank-style authority scores with
partial knowledge of the global graph use state-aggregation technique from the station-
ary analysis of large Markov chains. A storage-efficient approach to computing author-
ity scores is the OPIC algorithm developed by Abiteboul et al. [2]. This method avoids
having the entire link graph in one site, which, albeit sparse, is very large and usually
exceeds the available main memory size. The above mentioned approaches however,
are not focused on P2P networks, therefore the issue of dynamics is not addressed.

In [29], Sankaralingam et al. presented a P2P algorithm in which the PageRank
computation is performed at the network level, with peers constantly updating the
scores of their local pages and sending these updated values through the network. Shi
et al. [30] also compute PR at the network level, but they reduce the communication
among peers by distributing the pages among the peers according to some load-sharing
function.

Counting the number of distinct elements in a multiset has been a well studied prob-
lem, in particular in the context of database systems [10,15,12]. The recent work by
Ntarmos et al [23] considers hash sketched based counting of distinct items leverag-
ing a distributed hash table (DHT). Our own prior work [4] considers the estimation
of global document frequency in a P2P Web search engine layered on top of which
is DHT. In the area of unstructured networks, which we consider in our current work,
there have been a lot of research on the so called gossiping algorithms [16,3,18]. The
main idea is to let peers perform random meetings as a background process along with
the actual application. Peers constantly sent values to the others peers and updated ac-
cording to the messages received from the other participants. These approaches are in
particular well suited for the application in JX

P , since JX
P relies anyway on random peer

meetings. In this paper, we consider a gossip based algorithm based on hash sketches
[15] to estimate the number of distinct documents in the system. This differs from stan-
dard gossip-based aggregation approaches, which usually focus on computing values
such as max, avg, and count.

3 JXP Basics

JX
P [26] is an algorithm to compute global authority scores in a decentralized manner.

In [26] the authors give a mathematical proof that the JX
P scores converge to the global
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PageRank authority scores, i.e., the scores that would be obtained by a PageRank com-
putation on a hypothetically centralized combined Web graph over all peers.

Running at each peer, JX
P combines standard PageRank computations on the local

portion of the Web graph with condensed knowledge on the rest of the network, which
is continuously being refined by meetings with other peers. The knowledge about the
non-local partition of the Web graph is collapsed into a single dedicated node that is
added to the local Web graph, the so-called world node. It conceptually represents all
non-local documents of the Web graph.
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Fig. 1. Exchanging local knowledge

This is an application of the state-lumping techniques used in the analysis of large
Markov models. All documents of the local Web graph that point to non-local docu-
ments will create an edge to the world node (cf. Figure 1).

Meetings with other peers in the network are used to exchange local knowledge
and to improve the local approximation of global authority scores, as illustrated in
Figure 1. As a peer learns about non-local documents pointing at a local document,
a corresponding edge from the world node to that local document is inserted into the lo-
cal Web graph1. Each peer locally maintains a list of scores for external documents that
point to a local document. The weight of an edge from the world node to a local docu-
ment reflects the authority score mass that is transferred from the non-local document;
if this edge already exists, its weight is updated with the maximum of both scores. The
world node contains an additional self-loop link, representing links within non-local
pages. The JX

P authority score of the world node itself reflects the JX
P score mass of

1 Note that such a meeting does not increase the number of nodes of a peer’s local Web graph.
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all non-local pages. Locally, each peer recomputes its local JX
P scores by a standard

PageRank power iteration on the local Web graph augmented by the world node.
The JX

P algorithm is scalable, as the PageRank power iteration computation is al-
ways performed on small local graphs, regardless of the number of peers in the net-
work. The local storage requirements at each peer are independent from the number of
remote peers they have previously met and the size of the remote (or even the complete)
Web graph, i.e., the size of the local Web graph only reflects the local crawl. The au-
tonomy of peers is fully preserved by the asynchronous nature of communication and
computation.

Current limitations of the algorithm is that it assumes that (i) the global size of the
graph is known, and (ii) peers and their contents are static through all the computa-
tion. In [25] we addressed (i), showing that a wrong estimation of global size causes
only a rescaling of the JX

P scores, while the ranking order is preserved. For conver-
gence to the true PageRank scores however, the correct graph size is needed. In case
of peer dynamics only, i.e., the Web graph is fixed and peers are constantly leaving
and eventually joining the network again, the convergence guarantees given in [26]
still hold, with the difference that the convergence is slowed down, given that some
peers are not accessible for a certain period. Dealing with content dynamics, i.e., doc-
uments being added to the network or becoming unavailable, gives a more realistic
model, and is the main contribution of this current work. More details can be found in
Section 5.

4 Estimating the Global Number Documents

As mentioned earlier, convergence to the true PageRank values requires the knowledge
of the total number of documents in the network. In this section we propose a method
for computing such value in a dynamic P2P network.

Instead of a single value, peers initialize a hash sketch [15] that represents the set
of local pages. During a meeting, peers exchange the hash sketches and the local copy
is updated by taking the union of both sketches (local and from the peer met). What
we seek is to have the hash sketches at all peers to be the same and equal to the
sketch that represents the union of all local sets. The size of the network, can then
be estimated at each peer, with error bounds given by the original hash sketch work,
which we will briefly discuss in the following section. Thereafter, we discuss how
this gossiping algorithm can be applied to dynamic settings using a sliding window
approach.

4.1 Hash Sketches

Hash sketches were first proposed by Flajolet and Martin in [15] to probabilistically es-
timate the cardinality of a multi set S. Hash sketches rely on the existence of a pseudo-
uniform hash function h() : S → [0, 1, . . . , 2L). Durand and Flajolet presented a
similar algorithm in [12] (super-LogLog counting) which reduced the space complexity
and relaxed the required statistical properties of the hash function.



Efficiently Handling Dynamics in Distributed Link Based Authority Analysis 41

Briefly, hash sketches work as follows. Let ρ(y) : [0, 2L) → [0, L) be the position of
the least significant (leftmost) 1-bit in the binary representation of y; that is,

ρ(y) = min
k≥0

bit(y, k) �= 0, y > 0

and ρ(0) = L. bit(y, k) denotes the k-th bit in the binary representation of y (bit-
position 0 corresponds to the least significant bit). In order to estimate the number n
of distinct elements in a multi set S we apply ρ(h(d)) to all d ∈ S and record the
least-significant 1-bits in a bitmap vector B[0 . . . L − 1]. Since h() distributes values
uniformly over [0, 2L), it follows that

P (ρ(h(d)) = k) = 2−k−1

Thus, when counting elements in an n-item multi set, B[0] will be set to 1 ap-
proximately n

2 times, B[1] approximately n
4 times, etc. Then, the quantity R(S) =

maxd∈Sρ(d) provides an estimation of the value of log2 n. The authors in [15,12]
present analysis and techniques to bound from above the error introduced.Techniques
which provably reduce the statistical estimation error typically rely on employing mul-
tiple bitmaps for each hash sketch, instead of only one. The overall estimation then is
an averaging over the individual estimations produced using each bitmap.

Hash sketches offer duplicate elimination “for free”, or in other words, they allow
counting distinct elements in multi sets. Estimating the number of distinct elements
(e.g., documents) of the union of an arbitrary number of multi sets (e.g., distributed
and autonomous collections) - each represented by a hash sketch synopsis - is easy by
design: a simple bit-wise OR-operation over all synopses yields a hash sketch for the
combined collection that instantly allows us to estimate the number of distinct docu-
ments of the combined collection.

4.2 Estimating Global Counts Using Hash Sketches

In the task of estimating global counts using hash sketches, peers can benefit from the
counts of all the other peers, due to the duplicate aware counting. To make the analysis
tractable, lets assume for now that all peers perform their meetings in a synchronized
way, i.e. after some amount of time, all peers have performed the same number of meet-
ings. Consider one particular peer that is about to perform its mth meeting. Obviously,
it has already performed m−1 meetings in the past, as well as the peer it will meet in its
mth meeting. In total, both peers now double the amount of meetings they are aware of
(recorded in hash sketches). We denote C(m) the number of meetings a peer is aware
of after the mth meeting. It is easy to see that we can also write C(m) = 2(m−1),
i.e., the number of meetings a peer is aware of grows exponentially with the number
of meetings the peer has performed. From a single peer’s point of view, after having
performed m meetings the situation is identical with having had C(m) meetings where
peers do not share information about their previous meetings.

Charikar et al [10] consider the problem of estimating the number of distinct values
in a column of a table. The difference to our scenario is that in a database table, the
number of tuples is known, whereas in a truly distributed large scale system, the total
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number of peers is unknown. In addition, we know only how many peers or documents
we have seen so far, and not the frequency of observation. In practice, all we have is an
estimate of distinct values given the sampling using meetings and the exchanged hash
sketches, thus we cannot directly apply the estimators from [10]. The estimation of the
number of distinct items, however, in a multi set is a well studied problem (cf., e.g.,
[21]). We will now briefly discuss on how many distinct meetings will in expectation
be among the C(m) meetings.

Applying the results from [21], given C(m) samples of a multi set that contains n
distinct elements, the expected number of elements is

E[distinctItems] = n(1 − e−C(m)/n)

According to [21] it can be derived that

C(m)
n

= ln(
n

n − E[distinctItems]
)

and this expression can be used to get an estimator
∧
n of the total number of distinct

elements n. Then, the variance of the estimator is given by

σ2
∧
n

=
n

eC(m)/n − (1 + C(m)
n )

Hence, to reach an negligible error even for really huge n, we need only few rounds
of peer meeting since C(m) grows exponentially.

How can we now estimate the number of documents we did not see during the es-
timation process. Note that this is not the same as the error in estimating the number
peers (distinct meetings) since the data is not evenly spread across the peers with some
peers being small and some peers being extremely large. Due to the fast estimation pro-
cess, the case that few peers are not observed after some time by the majority of peers
becomes very unlikely.

In practice we do not know the value of C(m) since peers meet asynchronously and
the online time of peers largely varies. In addition, we are of course not aware of n,
the total distinct number of elements (peers or documents) in the system. We have only
an estimate given by the hash sketch based sampling. The reasoning presented above
shows, however, that few iterations are needed to get to a meaningful hash sketch. That
does of course not include any reasoning about the quality of the estimated obtained by
the hash sketches which is given in the original work by Flajolet et al and is thus nicely
orthogonal to our goals.

The number of documents changes here as well as in the case when documents are
leaving the system, numbers can increase or decrease. The former case can be easily
handled by the estimator introduced above. The latter case requires some further im-
provements. Since one can easily add items to a hash sketch but one cannot remove
items from such a sketch, we employ the usage of a time sliding window over multiple
hash sketches. We let each peer keep an array of k hash sketches, ordered by time, the
kth hash sketch is considered to be the “oldest” one. After τ time steps we remove the
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oldest sketch and insert an empty one at array position 1. At any time, the current esti-
mate of distinct items is the estimate derived from the hash sketch created by forming
the union of all k sketches. Obviously, newly observed items will be inserted into the
sketch at position 1.

5 Handling Dynamics

Recalling the previous JX
P meeting procedure, a peer selects another peer for a meeting

and contacts this peer. The contacted peer then returns the information that is relevant
to the peer initiator. This information consists of a list of all external pages known to the
contacted peer (local + world node) that contain links to local pages at the peer initiator.
Due to possible overlaps and the asynchronous nature of the algorithm, different peers
might provide different score values for the same page. In these cases, the highest score
is kept, since the correctness proof of the algorithm shows that scores are, at any time
during the computation, upper-bounded by the true PageRank scores, i.e., the scores to
which the JX

P scores converge to. Therefore, keeping the highest values provides a speed
up in convergence. In addition, local pages with links to pages outside the local graph
do not need to know the exact location of those, since links to non-local documents
are represented as links to the world node. With dynamics, however, three new events
come into play, and the algorithm needs to detect them: pages can be added, modified,
or deleted.

5.1 The New World Node

So far we actually did not consider the problem of invalid information kept in the World
node in case of peers and/or documents leaving the system. One idea would be to keep
for each document in the world node that points to a local page a list of peers that
had reported a score for that particular document. The number of data to keep track at
(bookkeeping) should be constant or growing sub linearly, e.g. in the order of log(N)
like in the case of N peers in a Distributed Hash Tables (DHTs) [1,31,27,28], where N
is the number of peers in the network. Keeping track of all peers that store a particular
document is out of question, since it would require massive amount of storage caused
by overly popular pages, like for instance, google.com or cnn.com.

Instead of using a sketch based representation to keep track about the peers that have
reported scores for a particular page, we opt for storing the last χ peers that reported a
score, i.e., we store for each document a list of pairs (peerId, score) for the last χ scores
seen for the page, along with the corresponding peer. The parameter χ can depend on
the storage capacity of each peer, but we envision χ to be in order of O(log N). This
limitation to a certain length is reasonable, since the probability that all peers inside a
per-document list leave is small, (analog to the size of “finger tables” in DHTs). Even
if a peer removes a particular page and that page is actually in the system, it will be
rediscovered, due to the basic JX

P performance. Hence, the actual choice of χ is not
overly crucial for the performance of JX

P .
In addition to remembering external pages with outgoing edges to the local graph,

the world node now needs also to keep track of external pages that are pointed by local
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pages. This way we can correctly reconstruct both links from and to the world node.
Here we also apply the approach of keeping a list of limited size containing the last χ
peers met that contained the page, but no score is needed, since they do not directly
influence the local scores.

5.2 JXP Meetings Adapted

In the previous version of JX
P , the meetings are of fundamental importance for the effec-

tiveness and correctness of the algorithm. With dynamics, its role becomes even more
crucial: it is through the meetings that peers will be able to detect the changes in the net-
work. As stated before, a change can be of one of the three types: pages can be added,
modified, or deleted.

Page addition is a trivial problem, since the algorithm is already designed to discover
non-local documents. For speeding up convergence, a peer also sends information about
pages currently in its world node to the meeting initiator (like in the previous version) .
With scores lists instead of single scores, a decision has to be made about what to send
for those pages. For keeping message cost small, our solution is to send a single (peerId,
score) pair per page, where the score is computed by averaging all scores current known
for the page. With the limit on the size of the lists, and a fair amount of meetings
performed, old scores will gradually be replaced by updated, better scores, and the
average is then expected to converge to the correct score of the page. For the peerId, we
can simply choose the most recent peer met for that page, since chances are higher that
this peer will remain for a longer period in the network.

Page deletion might occur when peers that reported information for the page have left
the network or changed their contents. Whenever one of the two happens, the reference
for that peer is removed from the world node. If the list of peers for a document becomes
empty, it is assumed that the page no longer exist, and therefore must be removed from
the world node.

It could also happen that a page had its contents modified, so it could still be reached
but the new information given for that page contradicts previous information. By com-
paring what is already stored on the world node against what is being reported by the
other peer we can detect such events. Changes on the score are not considered, since
peers are constantly updating this information. What is checked is whether the outgoing
edges have been modified. If so, the page is initially removed from the world node and
re-added with the new information.

What is left to describe is how to detect when a peer has left the system. In P2P
networks, it is very common that peers temporally leave the network and return to it
a short later. In such situations, we would rather leave the world node unchanged and
wait until the peer returns. Therefore, a single failed attempt to contact a peer sometimes
might not be an good indication that the peer has left the network indefinitely. Instead,
we keep a counter of number of consecutive failed attempts made to contact a peer,
and only if this number is above a certain threshold, that can be tuned according to the
network behavior, we declare that the peer no longer alive, and its references should be
removed. During a successful attempt this counter is reset.
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6 Experiments

6.1 Experimental Setup

JX
P peers are implemented in Java 1.6, the peers’ data collections (i.e., their local graphs)

obtained by performing independent crawls on the eu-2005 dataset, available under
http://law.dsi.unimi.it/, and accessible using the WebGraph framework
[6], available under http://webgraph.dsi.unimi.it/. The dataset was ob-
tained in 2005 by crawling parts of the .eu domain, and contains 862,664 documents
with 19,235,140 links. For a meeting, a peer contacts a randomly chosen peer in the
network, and asks for its current local knowledge.

For evaluating the performance we compare the authority scores given by the JX
P al-

gorithm against the true PageRank scores of pages in the complete collection. Since, in
the JX

P approach, the pages are distributed among the peers and for the true PageRank
computation the complete graph is needed, in order to compare the two approaches
we construct a total ranking from the distributed scores by essentially merging the
score lists from all peers. Since we are trying to evaluate the performance of JX

P un-
der network churn, the evaluation becomes more complicated, since the baseline, i.e.,
the PageRank scores of all pages currently available in the system, is not static anymore.
Hence, for every change in the network, we consider the union of all pages currently
in the system, and compute the baseline scores. For each of these points, we let each
active peer also report its current view of the global state. We ignore at runtime how
well JX

P performs and let peers run completely independent, however, each peer reports
after each meeting its current view on the global state. After the run we reconstruct at
any point back in time what documents have been indexed. Then for some points in
time we run the PageRank method for these documents and compare with what peers
reported.

The total top-k ranking given by the JX
P algorithm and the ranking given by tradi-

tional, centralized PageRank are compared using the scaled footrule distance [14,13],
the weights contributions of elements based on the size of the rankings they are present
in. More formally, given the local ranking τ and the global ranking σ, F (σ, τ) =∑

i∈τ |σ(i)/|σ| − τ(i)/|τ ||, where σ(i) and τ(i) are the positions of the page i in the
respective rankings. The measure is normalized by dividing it by |τ |/2. We also use a
linear score error measure, which is defined as the average of the absolute difference
between the JX

P score and the global PR score over the top-k pages in the centralized
PR ranking. In addition, we report on the cosine similarity between the two vectors and
the L1-norm of the vector containing the JX

P scores.
To model peer behavior, we use previous works [22,24] that have derived mathemat-

ical models that closely represent the dynamics observed in P2P networks. More specif-
ically, peer joins are expected to follow a Poisson distribution, i.e., the probability that
n peers join the network on the next time interval can be written as Pλ(n) = λn

n! e
−λ,

where λ is the average number of peers joining the network per time interval. Peer
leaves, in turn, follow an exponential distribution. Given the average number of drop
outs in one time interval (μ), the probability that a peer leaves the network after x time
intervals is F (x) = 1 − e−μx. Note that the interval between two consecutive Poisson
events also follows an exponential distribution. In the following experiments, we used
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Fig. 2. Hash sketch based estimation of the number of documents under network churn

these models to generate peer dynamics. For the content dynamics, we randomly choose
a percentage of the peers and replace their local graphs by performing new crawls.

6.2 Experimental Results

The experimental evaluation consists of two parts. First we report on the performance
of the estimator presented in Section 4. Second, we present results on the performance
of JX

P under dynamics, which is the main focus of this paper.
Figure 2 (left) shows a quality of the document estimator compared to the exact

values, i.e., the number of documents currently in the system. For this experiment, we
simulated random peer meetings within a system of 50 peers. Each peer randomly draws
from a pool of 150, 000 documents between 250 and 1000 distinct documents. Peers are
either active or inactive, according to the above mentioned exponential distributions that
models the peer behavior. Each peer maintains only 4 hash sketches with 210 bitmaps
each, resulting in a negligible storage consumption of 32KByte. After 2 meetings,
each peer shifts the sliding window over the hash sketches by one position, i.e., each
hash sketch is valid only for 2 meetings. As shown in Figure 2 (left), the estimation
accurately follows the exact values, with major drastic fluctuations being smoothed out.
To get a deeper insight about the usability of our estimator inside JX

P , we also report
on the distribution of count estimates, as presented in Figure 2 (right). The variation
between the first and the third quartile is remarkably small, indicating that peers nearly
agree on one particular value, which is important for the performance of JX

P . Note that
both figures shows one particular, representative run, and that it is not smoothed over
multiple runs or multiple parameter choices.

For the experiments with the adapted JX
P we increased the size of the network to

1000 peers. Overlaps among local graphs are allowed, and the collection of all peers
holds in total around 100, 000 documents. Peer and content dynamics are introduced in
the system always after a certain number of meetings has occurred in the network. We
considered both successful and unsuccessful meetings for the counter. We then varied
the parameters of the peer churn and content dynamics models, to simulate different
degrees of dynamics.

We present results for two scenarios: Moderate Churn, with join and leave rates of
100/0.1, and a change of the contents of 1% of peers; and Heavy Churn, with join and
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Fig. 3. Scaled Footrule distance (left) and Linear Score Error (right)
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leave rates of 200/0.1, and a change of the contents of 5% of peers. For a better un-
derstanding of the impact of dynamics the following results were obtaining without the
use of our document estimator, and peers were artificially told about the correct size of
the network. Figures 3 and 4 show the results obtained, where the baseline simulates
the case where there is no dynamics. Note that the actual values of the linear score error
are in general not meaningful: since scores correspond to stationary probability, they are
expected to sum up to one, so if there is an increase of the number of pages in the net-
work, the scores drop, which explain the behavior of the curve. However, the key insight
obtained here is that the error decreases even under dynamics. The other three accuracy
measures show a very nice performance of JX

P under churn, in particular the L1-norm
nicely follows the baseline, even though the underlying network (data) is not stable.

7 Conclusion

In this paper we have addressed the problem of computing distributed PageRank author-
ity scores with particular emphasis on the key requirements to address the challenges of
highly dynamic systems. We have identified the main shortcomings of our JX

P method,
and presented means to extend the algorithm to cope with network dynamics. We have
presented an estimator based on hash sketches and sliding windows to count the number
of distinct documents in a dynamic network, which is one of the basic input parame-
ters of JX

P . Secondly, but perhaps even more importantly, we have presented several
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modifications to the original JX
P data structures that allow for accurate PageRank com-

putation even under high churn, while keeping storage requirements and message costs
low. As future work we can think of ways of automatically detecting the dynamic behav-
ior that would allow peers to adjust their local settings, for an even better performance.
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Abstract. Outlier detection has many practical applications, especially
in domains that have scope for abnormal behavior, such as fraud detec-
tion, network intrusion detection, medical diagnosis, etc. In this paper,
we present a technique for detecting outliers and learning from data in
multi-dimensional streams. Since the concept in such streaming data may
drift, learning approaches should be online and should adapt quickly. Our
technique adapts to new incoming data points, and incrementally main-
tains the models it builds in order to overcome the effect of concept drift.
Through various experimental results on real data sets, our approach is
shown to be effective in detecting outliers in data streams as well as in
maintaining model accuracy.

1 Introduction

A large part of the web is dynamic, and several applications like customer profil-
ing, fraud detection, event detection, etc., need to learn from such changing data.
However, in order to improve the learning process, it is important to accurately
and quickly identify outliers in all such cases. Techniques for outlier detection
can be broadly classified into supervised and unsupervised approaches. Unsu-
pervised outlier detection can be further classified as distance-based [3, 11] and
density-based [4]. However, the accuracy of all these approaches is often reduced
due to the phenomenon of concept drift [16]. Besides concept drift, model build-
ing methods on data streams also have other problems. As mentioned in [9],
incremental clustering methods share a common property which is also a draw-
back: they are order-dependent. An approach is order-independent if it generates
the same result regardless of the order in which data is presented, otherwise it is
said to be order-dependent. In this work, we aim to detect outliers in a concept
drift environment, and design an online outlier detection technique to specifically
handle the following issues:

Adaptation to Concept Drift. Concept drift causes the underlying model to
become outdated, since new concepts appear in data. The technique therefore
should be able to detect these changes and cope with the current trend in
data.

Memory Constraints. In a streaming environment, data grow with time and
it is impossible to store them. The designed technique should contain mech-
anisms to extract and store only relevant characteristics of data for learning.

J. Bailey et al. (Eds.): WISE 2008, LNCS 5175, pp. 50–61, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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In order to address this problem, we present an incremental online outlier
detection approach based on Relative Neighbour-hood Dissimilarity (ReND) of
data points. This ReND framework enables detection and learning from out-
liers in multi-dimensional data streams. We prove through empirical results that
exploiting the information contained in outliers contributes to the process of
knowledge discovery. The rest of this paper is organized as follows. Related work
is analysed and compared with our ReND framework in the next section. Algo-
rithms for our framework are proposed and analyzed in Section 3, and empiri-
cal comparisons with other current-best approaches are presented in Section 4.
Finally, the paper is summarized in Section 5 with directions for future work.

2 Background and Related Work

Methods of learning concept drift can be classified into two types: incremental
(online) learning [6] and batch learning [10]. Online learning methods are de-
sired by the nature of the problem being addressed here. Recent work describes
and evaluates VFDT [6], an anytime system that builds decision trees using
constant memory and constant time per example to overcome concept drift in
data streams. Upon detecting a concept change, VFDT builds a new prediction
model from scratch. Our system, on the other hand, maintains a set of clusters
implicitly capturing information from historical data and avoids scratch update.

Many supervised approaches to outlier mining first learn a model over a sam-
ple already labeled as exception or not [7] and then evaluate a given new input
as normal or outlier depending on how well it fits the model. The main draw-
backs of supervised techniques include the requirement of labeled data, and the
limited ability in discovering new types of abnormal events. These techniques
usually do not address the problem of outdated labels which may occur due to
concept drift, and therefore, may not be suitable for the problem in question.

Among existing unsupervised methods, some well-known ones are distance-
based and density-based. The concept of distance-based outlier was first intro-
duced by Knorr and Ng [11] and recently Angiulli et al. [3] proposed a new
definition of outliers based on the distance of data points to their corresponding
k nearest neighbours. Breunig et al. [4] introduce the notion of Local Outlier
Factor (LOF ) that measures the degree that an object is an outlier with respect
to the density of the local neighbourhood. Generally, these approaches can only
be applied on static databases and cannot be used to deal with data streams
where the possibility of changing the detection model is very high as new data
arrives.

StreamEvent [2] updates the detection model using outliers by proposing a
method for distinguishing between primary events and secondary events. How-
ever, it does not propose a scheme for maintaining the model of the system.
More specifically, StreamEvent can be used for detecting outliers but it cannot
be used for answering the question “what is the current classification of normal
data points?”. The ReND framework, on the other hand, is applicable both for
detecting outliers and for handling concept drift. Because ReND also organizes
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data into clusters representing the classification of normal data points, it can
also be used for answering queries about normal data. Recent techniques pro-
posed by Otey et al. [13] and Subramaniam et al. [15] also address the problem
of detecting outliers in a data stream environment. Both these approaches are
window-based. An inherent problem associated with window-based approaches
is that the knowledge from historical data is ignored if the window size is not
large enough. Furthermore, the importance of data in learning process does not
necessarily depend on the order in which it arrives at the model. However, if
the window size is too large to capture the history knowledge, the corresponding
method becomes space-consuming. Finding a way to capture the knowledge from
the past data in the constraint of limited memory is obviously a much better
approach. Online clustering methods [5, 8] aim to maintain the clusters for data
streams. These techniques are equipped with mechanisms for updating the clus-
ters whenever new data points arrive. However, they are not mainly designed
for detecting outliers. Therefore, the problem they try to tackle is different from
ours. Our proposed technique detects outliers as well as maintains the model
accuracy.

3 The ReND Framework

Since the ReND framework continuously monitors streams, we have multiple
data points arriving at any specific time instant. However, to simplify explana-
tion in this work, we assume that only one data point arrives at every instant.
This may be achieved, without losing generality, by a simple discretization of
the points in time and monitoring the stream in ticks. As in other supervised ap-
proaches, we use training audit trails as sources of expert experiences to provide
a first view of the data streams. We then exploit the audit trails for constructing
behavior characteristics of the training datasets, i.e., the initial clusters.

3.1 Definitions

Consider an d-dimensional data stream. At a specific instant of time, the ReND
framework maintains a set of n clusters CT = {C1, C2, . . . , Cn} that represents
knowledge captured from the historical data, from where they may be initially
built. A cluster Ci ∈ CT (1 ≤ i ≤ n) contains the following information:

– A solving set SolvSet(Ci) of size L, which contains L data points - pCi
1 , pCi

2 ,
. . . , pCi

L sorted in the descending order of their time stamps. Each data point
pCi

j ∈ SolvSet(Ci) contains a list of k nearest neighbours and the distances
to these neighbours (sorted in ascending order of distance to pCi

j ).
– Support S(Ci), which is the number of data points that belong to Ci.
– Centroid Cent(Ci), which is the center of Ci.

The set of k nearest neighbours of a data point p (excluding itself) in a cluster
C ∈ CT is denoted as kNNp.
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Definition 1. Cumulative Neighbourhood Distance denotes the dissimi-
larity of a point p with respect to its k nearest neighbours, and is defined as the
total distance from p to its k nearest neighbours in C. Therefore,
Disp =

∑
m∈kNNp

D(p, m)

Disp captures the degree of dissimilarity of p to its nearest neighbours. As a con-
sequence, the lower Disp is, the more similar p is to its neighbours, i.e., higher is
the probability that p belongs to same cluster as its neighbours, and vice versa.
The mean, μp and standard deviation, σp of neighbourhood weight density of a

data point p that belongs to cluster C are defined as μp =
∑

m∈kNNp
Dism

k and

σp =
√∑

m∈kNNp
(Dism−μp)2

k . Intuitively, μp and σp represent the local distribu-
tion of data point p’s neighbourhood density in terms of Cumulative Neighbour-
hood Distance.

Definition 2. The Relative Outlier Score of a data point p, in terms of the
dissimilarity with respect to its k nearest neighbours in a cluster, is defined as
ROSp = 1 − Disp

μp

Definition 3. A data point p of a cluster C ∈ CT is considered as an Outlier
if the absolute value of ROSp is greater than three times the normalized standard
deviation of neighbourhood weight density of p. Hence, we have ROSp| > 3σp/μp

Here we assume that distribution of points in the cluster is Gaussian. The mech-
anism for detecting outliers in the ReND framework is deviation-based. The
outlier score of a data point p is compared with its prospective neighbours, and
the outlier flagging decision is based on the assumed local distribution of p’s Cu-
mulative Neighbourhood Distance. This criterion eliminates the dependence on
other external parameters (e.g., the number of outliers that should be flagged).
We will prove experimentally that this new notion of outlier score and the cor-
responding flagging mechanism are more efficient and intuitive than LOF [4] for
detecting outliers in static databases (c.f. Section 4). Through various tests on
streaming data, they are shown to be also applicable in a streaming environment.

3.2 Adapting New Incoming Data Points

For each new incoming data point p, ReND first checks whether p is an outlier or
a normal data point based on the available clusters in CT . In case p is classified
as a normal data point, its corresponding cluster will be updated, otherwise, it
is stored for future model reconstruction (if any) that is caused by concept drift.
Consider a new data point p. Assume at the time p arrives, there are n clusters
Ci (1 ≤ i ≤ n) in CT , and a set CO of temporary clusters constructed from
outliers using a simple incremental clustering technique. The Monitor Stream
(Algorithm 1) then processes p, and classifies it to cluster C if the distance
from p to C’s centroid is the smallest among the available clusters in CT , i.e.
D(p, Cent(C)) = minCi∈CT D(p, Cent(Ci)). If more than one cluster satisfies
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Algorithm 1. Monitor Stream

Input: p, CT , CO

Set candidate signatures CanClusters ⇐ ∅1

foreach Ci ∈ CT do2

if D(p, Cent(Ci)) = minCj∈CT D(p, Cent(Cj)) then3

CanClusters ⇐ CanClusters ∪ Ci4

Select Cnear such that S(Cnear) = maxCi∈CanClustersS(Ci)5

Compute Disp and ROSp w.r.t to Cnear6

if |ROSp| > 3σp/μp then7

Flag p as outlier; Incrementally cluster CO with p8

if τ percentages data points during period M are outliers then9

call Reconstruct Model10

else11

Set Cent(Cnear) ⇐ S(Cnear)·Cent(Cnear)+p
S(Cnear)+1 ; Set S(Cnear) ⇐ S(Cnear) + 112

Set A ⇐ SolvSet(Cnear) ∪ p ; Form G1, . . . , GL+1 L-subsets of A13

foreach G ∈ A do14

Compute Cent(G)15

Select Gmin ∈ A s.t. D(Cent(Gmin), Cent(Cnear)) =16

min(D(Cent(G), Cent(Cnear))), ∀G ∈ A
Set SolvSet(Cnear) ⇐ Gmin17

foreach po ∈ SolvSet(Cnear) do18

Re-compute kNNpo19

this condition, we choose the cluster with largest support, say Cnear. The k
nearest neighbours of p are then identified from the solving set SolvSet(Cnear).
If |ROSp| > 3σp/μp (c.f. Definition 3), then we flag p as outlier, and then
apply simple incremental clustering for CO in which each cluster’s radius is less
than or equal to the maximum radius of the n clusters in CT . This is done in
order to estimate the total number of clusters before carrying out the model
reconstruction (if any). Due to memory limitations, each outlier is only kept for
M ticks, i.e. its timeout is M , after which it is discarded. If the outlier flagging
condition is false, we accept p as member of Cnear which is then updated. To
reflect the concept drift, we first compute new centroid and update the support,
i.e. Cent(Cnear) = S(Cnear)·Cent(Cnear)+p

S(Cnear)+1 and S(Cnear) = S(Cnear) + 1. We
then combine p into SolvSet(Cnear). For each L-subset in SolvSet(Cnear), we
compute its corresponding centroid. After this process, we choose the subset
whose centroid is nearest to Cent(Cnear) to be the new solving set and assign it
to SolvSet(Cnear). We then re-calculate the list of nearest neighbours for each
data point in SolvSet(Cnear).

3.3 Model Reconstruction

If the current model is unable to accurately identify the characteristics of new
data points, we perform model reconstruction (Algorithm 2). This is triggered
by checking if the condition in Definition 3 is true for a user-defined τ percentage
data points during period M . Since this is an offline step, the current model is
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Algorithm 2. Reconstruct Model

Input: p, CT , CO , Partitional clustering technique TC

Prune CT ; Compute number of new clusters nC1

Apply TC with number of clusters K = nC2

foreach created cluster Cnew do3

Call Create Solver(Cnew , 0.2 · S(Cnew), k)4

Assign the final clusters to CT ; Set CO ⇐ ∅5

still kept for detection, and is subsequently replaced by the new model. This
step consists of two phases: re-clustering and cluster construction.

Re-Clustering: Let the number of temporary clusters in CO be no. Let us

denote μC =
∑ n

i=1 S(Ci)

n and σC =
√∑ n

i=1[S(Ci)−μC ]2

n , which are the mean and
standard deviation of cluster support in CT , respectively. We then prune clusters
from CT by removing each cluster Ci ∈ CT if |S(Ci) − μC | > 3σC . Assume that
after this process, there are n′ clusters left. The set of data points in these n′

clusters and no temporary clusters will be combined for the clustering process. To
identify the number of clusters for this clustering process, we apply the method
proposed by Can et al. [5]. We perform a grid discretization of the data, where
each attribute of the data is divided into R equiwidth ranges in which R = 2 if
(n′+no) ≤ d and �(n′+no)/d)	 otherwise. Therefore, in total we have d·R ranges
of all dimensions. We denote them as ri (1 ≤ i ≤ d · R). For each data point
p, we form a vector of length d · R. If the projection of p on the ith dimension
lies in range rj (rj is a range of the ith dimension), then the jth position of p’s
vector has value 1, and 0 otherwise. We then combine all the created vectors
to form a matrix Z of size N · (d · R), where N is the total number of data
points left. The total number of clusters, say nC , is then identified from matrix
Z. According to [5], we have nC ≤ d · R, i.e., nC = O(n′ + no). Therefore,
nC = O(n+M), since no = O(M) and n′ ≤ n. Since in practice, M is chosen to
be ≤ 2L and ≥ L, we can conclude that nC = O(n+L). A partitional clustering
algorithm, e.g. K-means, is then employed with K chosen as the estimated nC .
After the clustering process, we obtain K clusters C′

i (1 ≤ i ≤ K), from where
clusters with low support are pruned (applying the same pruning procedure as
shown above). If any cluster C′

i has less than 2L data points, we sample without
replacement from the current members of C′

i.

Cluster Construction: With these created clusters, we apply Create Solver
(Algorithm 3), to obtain the solving set for each cluster as in [3]. This algorithm
takes three inputs: cluster (C), number of data points (n) whose Cumulative
Neighbourhood Distances are largest in C, and number of nearest neighbours
(k). n is chosen to be 20% of the total size of C. Insert(S, s, p) inserts a data
point p into a reverse-sorted list S if the Cumulative Neighbourhood Distance
of p is larger than that of the sth item. After the above process, the size of
SolvSet(C) is maintained at L, by sampling (with or without replacement as
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Algorithm 3. Create Solver

Input: C, n, k
Set SolvSet(C) ⇐ ∅, Top ⇐ ∅, CandSet ⇐ k random data points of C, c ⇐ 01

while CandSet �= ∅ do2

Set SolvSet(C) ⇐ SolvSet(C) ∪ CandSet, C ⇐ C\CandSet3

foreach p ∈ CandSet do4

foreach q ∈ CandSet do5

if p �= q then6

Update(kNNp, q), Update(kNNq , p)7

Set NextSet ⇐ ∅8

foreach p ∈ C do9

foreach q ∈ CandSet do10

Set dis ⇐ max(Disp, Disq)11

if dis ≥ c and p �= q then12

Update(kNNp, q), Update(kNNq , p)13

Insert(NextSet, k, p)14

foreach p ∈ CandSet do15

Insert(Top, n, p)16

if |Top| = n then17

Set c ⇐ Min(Top)18

Set X ⇐ ∅19

foreach p ∈ NextSet do20

if Disp ≥ c and |X| < m/2 then21

Set X ⇐ X ∪ p22

Set Y ⇐ ∅23

foreach p ∈ (C\NextSet) do24

if Disp ≥ c and |Y | < m/2 then25

Set Y ⇐ Y ∪ p26

Set CandSet ⇐ X ∪ Y27

needed) from itself. Finally, we assign the set of obtained clusters to CT , and
empty CO.

3.4 Time Complexity and Comments on Parameters Used

In this section, we present a brief discussion about time complexity of the ReND
framework. The following analysis is based on n, the number of clusters of CT ,
which may be changed upon reconstruction. We also discuss inherent drawbacks
in dealing with data streams.

Time complexity of Monitor Stream: The operations of Monitor Stream
involve a) choosing a cluster nearest to the new data point p, b) computing p’s
k nearest neighbours, c) computing Cumulative Neighbourhood Distance and
ROS for p, and d) either performing incremental clustering if p is identified
as an outlier, or updating the nearest cluster. Therefore, the time complexity
of Monitor Stream can be stated as O(d · n) + O(k · d · L) + (O(d · L) + O(k ·
d)) + max(O(d · M), O(d · L2)) = O(d · n + k · d · L + d · L2)). This simplifies to
O(d · (n + L2)), since practically, we have L ≤ M ≤ 2L and L/2 ≤ k ≤ L. Also,
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since the number of clusters n is negligible compared to the number of points
L in the solving set, the online processing time is quadratic with respect to L.
However, since the size of the solving set, L is user-controlled and fixed during
the outlier detection process, we can achieve very high efficiency (c.f. Table 3).

Time complexity of Reconstruct Model: The process of reconstructing the
model consists of a) estimating nC , b) clustering with K = nC clusters, and c)
constructing the solving set for each cluster. Consequently, the time complexity
of Reconstruct Model = O((n ·L+M) · (n+M))+O(d · (n ·L+M) · (n+M))+
O(d · (n + M) · L2), which simplifies to O(d · (n + L) · L2). As before, since L is
fixed and n is small compared to L, the reconstruction complexity is determined
by L, and we observe that the process is very efficient.

Inherent Drawbacks in Dealing with Data Streams: Data streams, by
nature are problematic for incremental clustering methods which are order-
dependent [9]. The ReND framework organizes normal data concepts into clus-
ters such that each cluster represents a concept, and assigns each new incoming
data point to an appropriate cluster (concept). Even though it is affected by
order-dependence, ReND reduces its effect by batching data through the use of
time interval M before carrying out any major updates of the system model.
Thus, major changes will not occur until we get enough information indicating
that the current model is outdated. Batching reduces the effect of data order
on the model accuracy by reducing unnecessary updates while processing the
streams.

4 Empirical Results and Analysis

In order to evaluate the approaches, we need datasets with normal points and
outliers. We used publicly available datasets from the UCI repository [1] for this
purpose, and demonstrate the:

– Efficiency of our new notion of outlier score (ROS) in detecting outliers in
static databases, compared with LOF [4] and feature bagging [12].

– Online detection power of the ReND framework in comparison with
StreamEvent [2], accuracy and effectiveness of ReND’s reconstruction mech-
anism, in comparison with StreamKM [8], a representative online technique.

The datasets are presented in Table 1. The first two are obtained from the
web: Syskill & Webert Web Page Ratings (SysWeb) and Anonymous Microsoft
Web Data (MicWeb). SysWeb contains data in four categories, with 50 most
informative words extracted for each category. A boolean feature vector rep-
resenting each record in a category is formed by indicating whether or not a
particular informative word is present in that record. A similar procedure has
been introduced in [14]. Since all categories have non-overlapping set of features,
to unify them, we extend the number of features of each category to 200, assign-
ing 0 to the extended features. By doing so, we have a dataset with 200 Boolean
attributes and 4 classes. For MicWeb, we merge the training and testing sets
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together, and then cluster the complete set into 5 classes. The other datasets
have been popularly used by the outlier detection community, and for brevity,
the reader is kindly referred to [12] for their detailed descriptions. We also note
that for the following experiment, K-means clustering is used as the clustering
technique for the ReND framework during the model reconstruction process.

Table 1. Experiment setting E1 and AUC values

Dataset Outlier class v/s. Normal
Static Detection Online Detection

ROS LOF Feature Bagging ReND StreamEvent

SysWeb each class v/s. rest 0.774 0.631 0.712 0.891 0.878
MicWeb each class v/s. rest 0.817 0.742 0.783 0.952 0.944
Ann-thyroid class 1 v/s. 3 0.920 0.869 0.869 0.984 0.950
Ann-thyroid class 2 v/s. 3 0.769 0.761 0.769 0.931 0.890
Iris each class v/s. rest 0.990 1.000 0.990 0.990 0.990
Letter each class v/s. rest 0.849 0.816 0.820 0.887 0.850
Lymphograhpy merged class 2 & 4 v/s. rest 0.980 0.924 0.967 0.981 0.976
Satimage smallest class v/s. rest 0.701 0.510 0.546 0.738 0.667
Segment each class v/s. rest 0.883 0.820 0.845 0.945 0.890
Shuttle class 2, 3, 5, 6, 7 v/s. 1 0.851 0.825 0.839 0.998 0.961

Offline Detection Power: This experiment verifies the effectiveness of our out-
lier score, ROS for detecting outliers. Since there is no clear intuition of what is
an outlier in these datasets, a class conversion procedure as used in [7, 12] was
deployed to convert the data classes to binary sets (normal or outlier). The aver-
age AUC of all tests is then computed, by first constructing the ROC (Receiver
Operating Characteristic) curve [3] for each dataset, and then choosing the cor-
responding area under the ROC curve as AUC. Larger the value of AUC, better
is the detection quality. Here, we compare ROS against LOF [4] and feature bag-
ging [12], which have been used to detect outliers in static data. Experimental
settings and the corresponding results (AUC under StaticDetection) are shown
in Table 1. We observe that ROS performs better than other techniques, except
on the Iris dataset where LOF performs slightly better than ROS. This implies
that ROS is competitive in detecting outliers in static datasets.

Online Detection Power: In order to evaluate the utility of ROS in data
streams, we took approximately 10% data points from each normal class and
combined them with those from outlier classes for testing. This simulates the
streaming effect, by introducing outliers gradually (and not suddenly) in the
detection phase. Since this experiment aims only to test the online detection
power (and not throughput), we set the timeout M to infinity here. Also, the
solving set, L, is chosen to be 30% of the maximum cluster size and the value of
k is varied from L/2 to L. Our approach is compared against StreamEvent [2],
which is also designed for detecting deviations online, and their average AUC
results are shown in Table 1 (under OnlineDetection). These results show that
the ReND framework performs better than StreamEvent in all cases, except
on the Iris dataset, where both approaches are similar.
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Table 2. Experiment setting E2: False Alarm Rate and SSQ statistics

Datasets Model Test False Alarm Rate SSQ
(data points) (data points) ReND StreamEvent ReND StreamKM

SysWeb Two arbitrary classes Remaining classes 0.077 0.29 189.11 320.52

MicWeb Two arbitrary classes Remaining classes 0.12 0.34 18573.22 30226.14

Iris Two arbitrary classes Remaining classes 0.174 0.42 30.46 52.58

Letter Two arbitrary classes Remaining class 0.133 0.23 3552.43 5015.25

Segment Six arbitrary classes Remaining classes 0.086 0.27 9180.80 11614.01

Shuttle Class 4 and 5 Class 1 (part) 0.054 0.35 52852.60 67564.55

Construction Power of ReND: This experiment illustrates the importance of
capturing both normal and abnormal data in the learning phase, and shows the
ability of our method in constructing new clusters. Here we split the datasets dif-
ferently from the previous case, because we would like to observe adaptability of
the model to frequently changing concepts. For example, for the Shuttle dataset,
since the total supports of class 2, 3, 6 and 7 are negligible compared to class 4
and 5, we only use class 4 and 5 to construct the initial model. For each round
of tests, we choose randomly 20-30% data points of class 1. For ReND, we fixed
the value of L to be 30% of the maximum cluster size and varied the values of M
(within the range [L, 2L]) and k (within the range [L/2, L]) to obtain different
values of false alarm rate. ReND is compared with StreamEvent using the av-
erage false alarm rate for each update process. This setup procedure and results
are shown in Table 2. Since StreamEvent does not capture normal data, it is
unable to detect changes in the concept, and hence performs poorly compared
to our method. This particularly happens because StreamEvent continuously
executes its LearnStream method, causing a significant delay in processing the
stream, and leading to a higher false alarm rate.

Quality of Created Clusters: Now we evaluate the quality of clusters cre-
ated during the detection process, using the same setting as in the previous
experiment. Since online clustering techniques also address cluster maintenance,
we compare against a recent representative - StreamKM [8]. StreamKM pro-
cesses a stream in chunks, and maintains a set of K centroids to characterize the
previous chunks by recursive clustering. Since K-means clustering technique, is
employed in both StreamKM and the ReND framework, we choose the crite-
rion function [9] as SSQ which is the total sum of squared distances from each
data point to its assigned cluster’s centroid. This metric reflects the quality of all
resultant clusters in a specific dataset, and smaller the value of SSQ, better is the
clustering algorithm. Preprocessing for our approach is similar to the previous
experiment. For StreamKM , during the training phase, we extract K centroids,
where K is chosen to be the number of classes of each testing dataset, e.g. K = 3
for the Iris dataset. StreamKM then iterates to find the best centroids. During
the testing phase, we divide the testing dataset into SD/SC chunks where SD

is the size of the dataset and SC is the size of a chunk. We ran StreamKM
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Table 3. Processing times for ReND and StreamKM and max(nr)

Datasets tp (ms) tC (ms) nr

SysWeb 1.36 14.51 infinity
MicWeb 1.72 17.68 infinity
Iris 0.14 1.44 infinity
Letter 0.71 0.30 1490
Segment 0.54 8.89 infinity
Shuttle 0.83 0.10 1223

with three different values of chunk size (5, 8 and 10). Small chunk sizes were
chosen since we wanted to compare the throughput of both methods in a fast
streaming environment. SSQ for both approaches is taken as the average of all
corresponding runs, and is shown in Table 2. We observe that StreamKM per-
forms worse than the ReND framework in all cases. The result may be better if
the chunk size is increased, however, that would significantly reduce throughput
of the technique. So we conclude that although the ReND framework processes
streams in an incremental manner, its resultant cluster quality is still high.

Throughput Comparison: Let the time taken by the ReND framework to
process a data point be tp (milliseconds), and let tC (milliseconds) be the time
taken by StreamKM to process a chunk of size SC . Table 3 shows the average
values of tp and tC from the above experiments. Let us also denote the number of
data points arriving per millisecond into the system as nr. The throughput of the
ReND framework is 1/tp. Since StreamKM first waits for a chunk of data to
arrive and then processes the chunk, the total time taken by StreamKM to pro-
cess a chunk includes waiting time and chunk processing time, i.e., StreamKM ’s
processing time = SC/nr (waiting time) + tC (processing time). So the through-
put of StreamKM = SC/(SC/nr + tC). We can deduce that the throughput of
the ReND framework is greater than that of StreamKM iff tp −1/nr < tC/SC .
From the values of tp and tC obtained by the experiments, we can derive the
maximum nr that satisfies the above inequality. This tells us the maximum num-
ber of data points that can arrive in the system such that the throughput of the
ReND framework is better than that of StreamKM . From Table 3, we observe
that this value is quite large (it reaches infinity in some cases). Hence we con-
clude that for practical scenario, the ReND framework is very efficient, and can
be applied for fast data streams with high quality.

5 Conclusions

This work contributes to outlier detection research by proposing a new notion
of outlier score - ROS and a model that handles changes in concepts using the
outliers themselves. Our detection mechanism also eliminates the dependence on
other input parameters. Experimentally, we have proven that ROS outperforms
LOF [4] for outlier detection in static databases. We also developed a frame-
work that adapts to drifting concepts in multi-dimensional data streams. This
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ReND framework can learn from new data and carries out necessary updates to
maintain the model accuracy. Experimentally, we have also shown that ReND is
very suitable for monitoring fast and high dimensional streams. We’re currently
developing a sampling-based optimization approach to determine the optimal
values of nearest neighbours and timeout.

In other current work, we are examining the problem of carrying out online re-
construction. This requires us to maintain a certain balance between adaptation
speed and model accuracy. In particular, we try to extract necessary information
from data and perform model reconstruction partly based on the data obtained,
i.e., reducing delay in the knowledge discovery process.
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1 Introduction

The Web today is economically driven by on-line advertising. The total revenues
on the Internet advertising in USA amounts to an impressive figure of over $21B
in 20071 with the incredible annual growth rate being above 20% for the recent
few years. There are many forms of the Internet advertising but the top-3 largest
shares accumulate about 70% of the total revenues and belong to the following
categories:2

– search-based advertising (40%)
– display ads (22%)
– classifieds (17%)

In all of the above forms of on-line advertising the revenues of the advertisers
significantly depend on the degree of match between the presented ad and the
context in which a user is visiting the web page. The better match the higher
probability that the user is interested in the ad and subsequently undertakes
some actions (as clicking the ad or even making a transaction) which are the
short-term goals of the ad campaign. The problem of such a matching is called
targeting and is a well known concept in marketing. In one of the simpler forms,
the users could be divided into some groups with regard to some measured
or known attributes (like web usage profile, age, etc.) and each user group is
presented with different group of ads, which is called consumer segmentation [5].

In this paper, we interchangeably use the terms advertisement (or just ad, for
short) and creative.

1.1 Behavioural Targeting

The goal of a behavioural targeting system is to automatically decide which
creatives are most relevant to be presented to a web user visiting a web page
based on the previous recorded on-line behaviour of that user. For example,
a user who is exceptionally frequently visiting sport-related web pages could
be presented more sport-oriented ads than others, etc. Behavioural targeting
is recently in the centre of interest in on-line advertising (e.g. [12]) and has a
great potential in improving the performance of ad-serving systems. There are
also some recent ideas about the potential usage of the user data collected by
Internet service providers to better fit the ads presented to the users [4].

Technically, when a user visits a web page with a set of potential advertisement
placements, an ad-serving system has to decide which out of many creatives and
on which placements to present to that user. Such a decision can be based on,
among others, various factors concerning the previous web behaviour of that
user. The exemplary factors of interest could be:

– what pages or page categories have been previously visited by the user (page-
category based user profile)

1 IAB annual report: http://www.iab.net/insights research/
2 In the other recent years the proportions were similar, according to the previous IAB

annual reports.

http://www.iab.net/insights_research/
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– which creatives have been previously clicked by the user or users that are
similar in some way (ad-based user profile)

– what are the temporal patterns of that user
– what placements are usually clicked by that user, etc.

The list is not exhaustive and one should notice, that the ‘behavioural’ factors
listed above can be easily combined with many other, so called ‘contextual’
factors such as the content of a web page, link structure of the visited site,
current popularity of some keywords present in the URL or page title, etc.

1.2 Privacy Issues

Besides its great practical potential in on-line advertising, behavioural targeting
also raises some important issues concerning e.g. preserving user privacy [9].
Namely, all the large-scale search engines, which are the major players in on-line
advertising, collect lots of data concerning on-line users in order to better serve
them, for example, to better match ads to particular users. However, such data
could be also potentially used to break users’ privacy which constitutes a very
important issue [13].

Quite recently, a popular social-networking portal Facebook3 introduced new
features which make it possible for the advertisers to connect the social-based
information collected by the company running the portal to be used for be-
havioural targeting on third-party sites which raised a heated dispute concerning
preserving users’ privacy [1].

The experiments reported in this paper, do not constitute any serious threat
on users’ privacy, since the users are represented by cookies and the only in-
formation concerning them which is analysed concerns the distribution of the
visited page categories (see the sections 2 and 3).

1.3 Contributions

The contributions of this paper are as follows:

– we present an experimental framework for testing and evaluating various
settings concerning behavioural targeting

– we propose a general adaptive behavioural targeting model and its exemplary
instantiation which is based purely on a simple category-based user profiles

– we report experimental results which demonstrate that the model is generally
successful in practice, despite its current simplicity

– a preliminary comparison of a couple of classification algorithms and
attribute-preprocessing techniques is made and reported

– the evaluation is made on unique, large industrial datasets. Up to our best
knowledge this is one of the first reported evaluations made on real datasets
of this kind and scale

– we propose various extensions to the model and settings to be studied in
further work

3 www.facebook.com

www.facebook.com
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1.4 Outline of the Paper

In section 2, we propose a general model for behavioural targeting. We describe
the experimental design, framework and the datasets in the section 3, as well
as the techniques used to transform the data, the machine-learning algorithms
used in the experiments and also the evaluation metrics. In section 4, we present
our experimental results and discussion. In section 5, we report some previous
work related to ours. In section 6, we conclude and propose a plan for potential
future work and experiments. In the last section 6, we list the members of the
Gemius company team, who significantly contributed to this paper by designing
the model and implementing the experiments.

2 The General Model

We take the machine-learning approach to the behavioural targeting, i.e. we
consider the system which can automatically learn how to best match ads to a
user given her previous on-line behaviour.

Each user is identified by a cookie and represented by a set of attributes U . In
our current setting, we limit the user attributes merely to her page-category pro-
file. More precisely, we consider 13 different web page categories as follows: (1)
business, finance, law, (2) immovable, construction, (3) education, (4) informa-
tion, publicity, media, (5) culture and entertainment, (6) automobiles, (7) new
technologies, (8) job, (9) social issues, (10) sport, (11) life style, (12) touristic,
(13) other. In our experiments, we took into account and classified about 400
web sites. In most cases the classification was at the domain level and only in
3 cases we classified at the sub-domain level, due to the sizes of the sites. The
classification of the web sites was done by a team of human experts at Gemius.

Each user is represented by 13 attributes corresponding to the categories
mentioned above. In the raw form, each attribute simply counts the number
of times a user visited a page in the corresponding category during the profile
estimation period. The user profiles were aggregated during the two months
preceding the month in which the ads used in our experiments were emitted.

After each visit of a user to a web page, the element of the user profile U that
corresponds to the category of the visited web site was increased by 1.

Profiles were built for all users that visited some chosen web sites in the given
three-month period. A number of 24,684,183 profiles was gathered.

Although the ads chosen in the experiments were displayed to part of them
we built profiles for all users in order to have data ready for future experiments.
An average user visits only 2 or 3 categories of web sites so that the user profiles
are quite sparse.

A couple of transformations of the user profile attributes were considered in
our experiments (see subsection 3.2 for more details).

In the initial phase of the ad campaign, for some creative c, the system collects
the training examples in order to learn the relationship between the user’s profile
U and her response to the presented ad (clicked or not).
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In the current stage of our research, for simplicity, we focus only on the ‘be-
havioural’ aspect of the user-ad matching problem so that we do not take into
account any other dimensions of information such as the placement of the ad
or temporal attributes nor any kind of the contextual information such as the
contents of the page.

As the outcome of the learning phase, for a given creative c, the system pro-
duces a model which can be represented by a function fc(U) = p ∈ [0, 1], where
U denotes a user profile. The value fc(U) can be interpreted as the potential
relevance of the ad c presented to the user described by the profile U . After
the training phase is completed, the learnt function fc can be applied to sup-
port the decision whether to present the ad c to a user visiting the page and
characterised by her profile U . We assume, that the ad is presented to the user
whenever fc(U) > θc, for some threshold θc which can be tuned experimentally.

The model is created for the purposes of experiments based on real historical
data. We use this model to analyse the impressions of separate ads. Obviously,
in real industrial setting, usually a set of ads should be ranked in order to chose
the subset of them to be presented to the visitor. Thus, our current model is
merely a simplification, since it considers only a single ad at each visit. This
simplification is partially due to the limited dataset we had at disposal for our
research at the time of performing the experiments.

In our opinion, the presented model, though being a simplification of a real
model, as stated above, is still very valuable for research purposes as it makes it
possible to test various:

– attributes characterising a user
– machine-learning algorithms used in the training phase
– data preprocessing techniques applied to the attributes, etc.

As we suspect, the selection and preprocessing techniques of the attributes rep-
resenting the user profile as well as the choice of the learning algorithm may
have remarkable impact on the final performance of the system. One of the final
goals of the research presented here is to examine this issue.

Various settings mentioned above can be evaluated and compared with each
other by some common performance measures such as click-through rate (CTR)
or others, which are related (see section 3.4).

The CTR value is a very common characteristic used in on-line advertising
and denotes the ratio between the number of times the ad was clicked by a user
and the number of times the ad was presented on a web page (impressions). For
example, CTR of 3% means that the ad was clicked in 3% of the cases it was
presented to the web users.

Since the CPC model (cost per click) is currently very popular for charging
on-line advertisers for their ads, one of the main goals of a good on-line ad-
serving system is to select the ads to be presented to users on web pages so
that their CTR values are maximised. In other words, the higher CTR of the
presented ad, the higher revenue of the ad-serving system and, at the same time,
the more efficient ad campaign (since the number of clicks could be regarded as
a measure of user interest in the advertised product, services, etc.)
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3 Design of Experiments

The experiments concerning our behavioural targeting model were based on a
database concerning archived impressions of a couple of creatives presented to a
set of users together with the recorded information specifying which impressions
ended up with a click. Thus, we applied a supervised-learning approach to build
a binary classifier which, given a fixed ad and an input user profile U , predicts if
the ad is likely to be clicked and consequently should be selected as being worth
to be presented to the user or not.

According to our learning scheme, the set of ad impressions was divided into
two subsets: the training subset and the testing subset. In most cases we took
the first 10% (chronologically) impressions as the training set and the rest of
the impressions as the testing one, however this division is also a subject to
experimentation (see subsection 4.2).

In the training phase, we experimented with various machine-learning algo-
rithms (see subsection 3.3) and attribute-transformation techniques (see
subsection 3.2).

3.1 Datasets and Experimental Framework

The data used in our experiments comes from real impressions of ads during
a one-month period in 2007, on the Polish web pages, which are monitored by
the Gemius company.4 Each experiment concerned a sequence of impressions
of a single creative on a single placement. In our experiments we analysed the
data granted by the Gemius company for our research. The data represented
about 1.5 million ad impressions in total concerning 7 randomly chosen ads.
The additional criterion of the ad selection done by the Gemius company was
the number of the impressions and clicks so that the appropriate amount of data
is available for our statistical analysis.

The data is summarised in the Table 1. The value of clicking users denotes
the number of users who clicked at least once on any ad presented by the system.
Thus, as one can observe, most of the users who clicked on any ad did it only once
during the examined period. Another remark on the data is that the 7 creatives,
which were available for the experiments could be divided into 2 groups, with
regard to the higher (ads 1-4) or lower (ads 5-7) CTR value.

The measurements concerning the user activities, ad impressions and clicks,
were collected by the special scripts put in the creatives. The users, by visit-
ing the pages with the monitored ads, trigger the network connections to the
measurement servers called hit-collectors. Subsequently, the user-driven events
are recorded, preprocessed and compressed to be sent to the computing centre
where they are stored in a database for off-line analyses5

4 http://www.gemius.com
5 These are the elements of the technology framework created and exploited by the

Gemius company for its operations concerning Internet research. The mission of the
Gemius company is to deliver professional knowledge concerning the Internet market
and research, as well as analytical and consulting services concerning the Internet.

http://www.gemius.com
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Table 1. Datasets

creative 1 creative 2 creative 3 creative 4 creative 5 creative 6 creative 7

impressions 508896 101022 76548 302787 150647 158869 158373
users 500286 66959 76240 237107 147569 123735 123333
clicks 28859 1671 1990 12447 687 755 817

clicking users 28817 1648 1990 12160 685 729 788
CTR 5.76% 2.46% 2.60% 3.74% 0.65% 0.48% 0.53%

The computation of the user profiles was based on the analysis of the Polish
Web traffic which was prior to the ad impressions under examination and was
done by the Gemius company.

The input data for each experiment consisted of a sequence of records repre-
senting ad impressions. Each record was of the following structure:

– ts - time stamp of the impression
– cookieID - unique user id
– placementID - unique placement id
– creativeID - unique creative id
– click - a variable encoding whether the impression ended up with a click (1)

or not (0)
– SetOfAttributesDescribingCookie - a set of attributes representing the

recorded previous behaviour of a user. In our current setting we limit this
set to 13 category-based counters described previously

3.2 Data Preprocessing

The collected raw data concerning each user is in the form of a vector {u}i,
where for any i ui is the counter of visits of the user to a web page belonging
to the category i. Besides using the data in the raw form, we also experimented
with various functions to transform the attribute values {u}i representing the
user. The techniques are described below. The abbreviated names in brackets
refer to the names of attributes present in the tables in the section 4.

– raw (LB) – unprocessed numerical value of the attribute
– norminf (NI) – normalisation: ui/

√∑
i u2

i

– normmax (NM) – normalisation: ui/maxiui

– logarithm (LN) – ln(ui)
– binarisation (BIN) – the signum function sgn(ui)

3.3 Machine-Learning Algorithms

In the learning phase, we tested multiple well known machine-learning algorithms
or approaches such as:

– decision trees (J486, RandTree, REPTree)
6 J48 is the well-known C4.5 decision tree algorithm implemented in Java in the Weka

software [2].
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– tree-based methods (Ridor, PART, JRip)
– naive Bayes (NB)
– discriminant analysis (DA)

The abbreviations in brackets refer to the tables presented in the Section 4. In our
experiments, we used custom implementations as well as the implementations
available in the Weka software toolkit. We refer the interested reader to the
Weka documentation [2] for the detailed descriptions of the algorithms listed
above.

3.4 Evaluation Metrics

The evaluation of the experiments is as follows.
Let E = {e}i denote the sequence (indexed by a set of indexes I) of the

recorded impressions of a creative on some placement belonging to the testing
set. Let C denote the subset of I corresponding to all the impressions for which
the creative was actually clicked (accordingly to the archived information) and
S denote the subset of I corresponding to all the impressions which were selected
by our system to show the creative as being assessed likely to be clicked. Let
n = |I|. We use the following metrics.

– original Click-through rate: ctr = |C|/n

– Precision: prec = |S ∩ C|/|S|
– Result : result = prec/ctr

– Cover : cover = |S|/n

– Recall : |S ∩ C|/|C| = cover · result

The names ‘Precision’ and ‘Recall’ are borrowed from Information Retrieval,
due to their natural correspondence to these concepts.7

One of the main goals of our approach is to maximise the result metric,
which is equivalent to maximising prec since ctr is constant in our setting,
as being representing the historically achieved CTR for the particular ad. Ob-
viously, any values of the result metric which are above the value of 1 are
considered as being successful. For example, result = 1.2 means that the ap-
plication of the ad selecting system increased the effective CTR of the ad
by 20%.

One should bare in mind, however, that the values of cover or recall should
also be taken into account in overall evaluation. This is important since their
values being close to the value of 0 mean that we almost completely block the
presentation of the ad under consideration, which actually reduces the rev-
enues, independently on the value of the precision or CTR achieved in this
situation.

7 It is important to remind, that in real systems, maximising prec is in some opposition
to maximising recall, which is a commonly known fact in the field of Information
Retrieval [3].
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4 Experimental Results

In this section, we report our experimental results. We experimented with the im-
pressions of ads which were summarised in the Table 1. We compared algorithms,
attribute preprocessing techniques and experimented with the training/testing
set size ratio. The experiments were conducted in two series, which are presented
as follows.

4.1 Comparison of Various Algorithms and Attribute
Transformations

The first series of experiments concerned comparison of performance of various
machine-learning algorithms and attribute transformation functions. The results
of different settings for all ads that were available for our experiments are pre-
sented in the Tables 2, 3, 4 and 5, for each ad separately. The abbreviated names
for algorithms and attribute transformation functions were defined in the sec-
tions 3.3 and 3.2. In all the experiments, the sample is balanced with regard to
the number of ‘clicked’ and ‘unclicked’ ad impressions.

Table 2. Results - creative 1

creative 1 creative 1, cont.

algorithm data prec
CTR

cover algorithm data prec
CTR

cover

J48 LB 1.240 0.402 REPTree LB 1.226 0.536
J48 NI 1.410 0.324 REPTree NI 1.262 0.510
J48 NM 1.254 0.539 PART LB 1.191 0.680
J48 LN 1.012 0.902 PART NI 1.268 0.523
J48 LN, NI 1.013 0.884 NB LB 1.003 0.967

Ridor LB 1.158 0.769 NB NI 1.008 0.928
Ridor NI 1.335 0.414 JRip LB 1.232 0.537

RandTree LB 1.224 0.526 JRip NI 1.251 0.530
RandTree NI 1.234 0.540

Table 3. Results - creative 2 [left part] and creative 3 [right part]

creative 2 creative 3

algorithm data prec
CTR

cover algorithm data prec
CTR

cover

J48 LB 1.0791 0.3878 J48 LB 1.1238 0.2931
J48 NI 1.0603 0.4791 J48 NI 1.1147 0.3990
J48 NM 1.0333 0.4830 J48 NM 1.1321 0.4398

Ridor LB 1.0402 0.1858 Ridor LB 1.0682 0.7243
Ridor NI 1.0255 0.1623 Ridor NI 1.2025 0.3557

RandTree LB 1.1124 0.3796 RandTree LB 1.0599 0.4863
RandTree NI 1.0457 0.4714 RandTree NI 1.0198 0.4199
RandTree NM 0.9675 0.4830 RandTree NM 1.0130 0.4354
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Table 4. Results - creative 4 [left part] and creative 5 [right part]

creative 4 creative 5

algorithm data prec
CTR

cover algorithm data prec
CTR

cover

J48 LB 1.4707 0.3969 J48 LB 1.2180 0.6166
J48 NI 1.3999 0.4265 J48 NI 1.0182 0.7102
J48 NM 1.5353 0.3455 J48 NM 1.0196 0.6166

Ridor LB 1.0947 0.7814 Ridor LB 1.1952 0.5709
Ridor NI 1.0822 0.7525 Ridor NI 0.9831 0.9015

RandTree LB 1.1966 0.4326 RandTree LB 1.3555 0.4132
RandTree NI 1.0150 0.5306 RandTree NI 0.8598 0.6289
RandTree NM 1.1777 0.4751 RandTree NM 1.0661 0.8373

Table 5. Results - creative 6 [left part] and creative 7 [right part]

creative 6 creative 7

algorithm data prec
CTR

cover algorithm data prec
CTR

cover

J48 LB 1.8876 0.2478 J48 LB 1.1963 0.4296
J48 NI 1.5690 0.3093 J48 NI 1.2677 0.5047
J48 NM 1.1763 0.4632 J48 NM 1.1925 0.4354

Ridor LB 1.1601 0.5723 Ridor LB 1.0751 0.7441
Ridor NI 1.3025 0.4529 Ridor NI 1.2932 0.2725

RandTree LB 1.0886 0.4978 RandTree LB 1.1733 0.5215
RandTree NI 1.0816 0.4218 RandTree NI 1.0612 0.5467
RandTree NM 1.2108 0.3984 RandTree NM 1.2004 0.4634

The first observation is that the results can be generally considered as suc-
cessful since the achieved result = prec/CTR values are greater than 1 for the
vast majority of the cases. In other words, applying the prediction model learnt
by the system increased the CTR, for all the analysed cases (except a tiny frac-
tion), despite the fact that we use only a simple category-based user profiles in
learning.

4.2 The Choice of the Training Sample

In the second series of experiments, we aimed at observing the impact of the
choice of the training set on the system performance (see Table 6). We tested
three different settings:

1. 10%all − 1 − smp0 - the first 10% (chronologically) of the ad impressions,
sampled so that the number of clicked impressions was exactly 50% (bal-
anced)

2. 10%all - the first 10% (chronologically) of the ad impressions
3. 20%all - the first 20% (chronologically) of the ad impressions

All the computations concerned with our experimentation were performed at
the Gemius company and the numerical results were subsequently reported to
the authors.
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Table 6. Results of the choice of the training set - creative 1

algorithm data training set # train % train 0 1 prec
CTR

cover

DA BIN 10% all-1-smp0 6 009 1.1% 48.6% 51.4% 1.15 57.1 %
DA BIN 10% all 52286 10.0% 94.1% 5.9% 1.28 54.9 %
DA BIN 20% all 104572 20.0% 93.6% 6.4% 1.30 54.1 %
DA LB 10% all-1-smp0 6008 1.1% 48.6% 51.4% 1.02 98.9%
DA LB 10% all 52286 10.0% 94.1% 5.9% 1.02 98.9%

4.3 Discussion

When analysing the above results, reported separately for each ad in the tables
2, 3, 4 and 5, it is hard to find any clear relationship between the classification
algorithm or data preprocessing technique applied and the performance. More
experimentation and perhaps on a larger number of ads is necessary to draw any
conclusions concerning the influence of the applied algorithms and attribute pre-
processing techniques on the system performance. The authors plan to continue
the research as more data is available for analysis.

The most important observation, however, is, that the applied model of adap-
tive behavioural targeting seems to be generally successful since it increases the
effective CTR in almost all the tested cases. Importantly, for many cases it was
possible to increase the CTR by over 20%, and in some cases even by over 40%.

The last experiment, in which various choices of the training set were com-
pared (Table 6) shows that, for a fixed learning algorithm, the choice has some
impact on the performance. The class balancing technique does not seem to
indicate significant improvement. Making the training set twice bigger did not
improve the results significantly. On the other hand, the binarisation technique
seems to significantly improve the results. Definitely, as in the first series of
the experiments, much more experimentation is needed to draw more reliable
conclusions.

There is a great variance of the results across different ads i.e. for some ads
it seems to be much ‘easier’ to build a model than for others, with regard to

Table 7. Results - the values are averaged in 3 groups of creatives: all the creatives
(1-7), high-CTR creatives (1-4), and low-CTR creatives (5-7)

All creatives (1-7) High-CTR creatives Low-CTR creatives

algorithm data prec/CTR cover prec/CTR cover prec/CTR cover

J48 LB 1.3165 0.3963 1.2284 0.3700 1.4339 0.4314
J48 NI 1.2626 0.4504 1.2460 0.4072 1.2849 0.5080
J48 NM 1.1919 0.4746 1.2387 0.4518 1.1295 0.5051

Ridor LB 1.1132 0.6212 1.0904 0.6152 1.1435 0.6291
Ridor NI 1.1746 0.4730 1.1610 0.4211 1.1929 0.5423

RandTree LB 1.1730 0.4653 1.1484 0.4562 1.2058 0.4775
RandTree NI 1.0452 0.5083 1.0786 0.4902 1.0008 0.5325
RandTree NM 1.1059 0.5154 1.0527 0.4645 1.1591 0.5664
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all the tested algorithms and data preprocessing techniques. For example, the
experiments concerning the creatives 4 and 6 achieved observably higher eval-
uation metrics for all the tested settings compared with the other examined
creatives. On the other hand, for a fixed creative, the achieved results vary in
the range of even 80%, but usually are in the range of 20-40%. Definitely, more
ads available for experimentation would help greatly to eliminate the noise.

In order to partially alleviate the problem of too low size of our ad sample
we grouped ads according to their original CTR into two groups: high-CTR ads
(ads 1-4) and low-CTR ads (ads 5-7) and averaged the results in these groups,
as well as averaged the results achieved for all the ads. The averaged figures
are reported in the Table 7. Now, after averaging it is possible to make some
preliminary observations, which are the following:

– the J48 algorithm seems to achieve consistently better performance than
other studied algorithms, for the examined sample8

– the results seem to be slightly better for the ads with the lower (original)
CTR value

– the preprocessing technique seems to have an observable impact on the per-
formance, however it depends on the classification algorithm used. Somehow
surprisingly, the NI normalisation preprocessing technique seems to help only
for the Ridor algorithm, while the raw-number LB mode works best for the
majority of cases.

The averaged results encourage to continue the experimentation on larger
sample of ads as soon as such data is available, to clarify the preliminary con-
clusions made above.

5 Related Work

Behavioural targeting is a quite new topic and, as such, is not very well rep-
resented in the scientific literature yet. Some previous work, however, concerns
issues that are related to our work, to some extent.

A model which applies genetic programming approach to automatically learn
which ads to present on a given placement is presented in [8], and reports over
60% increase in precision over some other systems. However, it concerns the
content analysis of the page rather than behaviour of the web users.

An interesting model for matching the most relevant information to an on-line
user was recently proposed in [7], though no experimental results are reported
in the paper. [10] concerns the problem of predicting a web page category a
user might be interested in, however one of the main differences to our work is
that the model is based on keywords describing each category. A demographic
prediction based on user’s behaviour is considered in [6]. In [11] the problem of
predicting CTR is studied in the context of search-based ads.
8 This fact is not very surprising since it is repeatedly reported as a very powerful

algorithm in many practical applications.
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In general, the methods presented in our paper can be applied independently
to the methods described in the papers mentioned above.

6 Conclusions and Further Work

We presented a general framework for experimenting with various settings in
machine-learning approach to behavioural targeting. We also proposed an adap-
tive model and illustrated that our framework is useful for experimental work.
We also reported preliminary results of experiments conducted on a real indus-
trial dataset.

A simple instantiation of the general model which takes into account only the
category-based profile of users was experimentally studied. The results obtained
on real datasets seem to indicate that the model is quite successful (it generally
increases the CTR value), despite its simplicity.

At the current stage of our research there are no clear conclusions yet, stating
which algorithms or preprocessing techniques work definitely better than others.

However, after averaging the results over groups of ads with regard to their
original CTR value, some preliminary observations may be made. Namely, the
J48 algorithm seems to work best, and our approach seems to work better for
those ads which have lower original CTR value. Surprisingly, we did not observe
any significant improvement of performance by normalising the user profiles (NI
or NM preprocessing modes) in the current settings. Obviously, the experiments
should be continued on larger ad samples. In case, we have access to more data
in future, we plan to repeat experiments to obtain more statistically reliable
results.

Another issue related to the limitations of the particular dataset we had at our
disposal is the fact that the current model is concerned with deciding whether to
present only a single ad, which is an obvious simplification of the real situation,
where a subset of a set of multiple ads should be automatically chosen to be
presented on a web page upon a user visit. In future, we plan to extend the
model to take into account multiple ad candidates for a single user-page pair,
given that we have suitable data available for such research.

In our opinion, the results obtained so far, are very promising and encourage
to continue experimentation with more sophisticated models or other algorithms
to further improve the performance of the system.

In particular, it seems interesting to experiment with the following settings in
the future work:

– introducing the temporal dimension to our model, in particular, to apply
time series analysis techniques to build the model

– combining the model with content-based approach
– additional category-based attributes specifying the times spent on each of the

categories, with possible division into work-days and week-days, for example
– different choice of categories
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– clustering users or creatives
– different choices of the training set

It is also possible to introduce a two-fold user profile, for short-term and
long-term behaviour, to better handle some temporally local behaviour.

In the current setting, we define a clear separation between the learning phase
and usage of the system. However, we plan to extend the model such that it end-
lessly adapts to the users and their behaviour, which seems to be a particularly
adequate model in the context of a real, on-line ad-serving system.

We feel that the experimental measurements should be repeated on larger
and less biased datasets to increase the reliability. Such measurements were not
available to the authors in the time of writing but are planned to be made as
the part of continuation of the work presented here.
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Abstract. In many real world applications, decisions are usually made by col-
lecting and judging information from multiple different data sources. Let us take
the stock market as an example. We never make our decision based on just one
single piece of advice, but always rely on a collection of information, such as the
stock price movements, exchange volumes, market index, as well as the informa-
tion from the news articles, expert comments and special announcements (e.g.,
the increase of stamp duty). Yet, modeling the stock market is difficult because:
(1) The process related to market states (up and down) is a stochastic process,
which is hard to capture by using the deterministic approach; and (2) The market
state is invisible but will be influenced by the visible market information, such
as stock prices and news articles. In this paper, we try to model the stock market
process by using a Non-homogeneous Hidden Markov Model (NHMM) which
takes multiple sources of information into account when making a future predic-
tion. Our model contains three major elements: (1) External event, which denotes
the events happening within the stock market (e.g., the drop of US interest rate);
(2) Observed market state, which denotes the current market status (e.g. the rise
in the stock price); and (3) Hidden market state, which conceptually exists but
is invisible to the market participants. Specifically, we model the external events
by using the information contained in the news articles, and model the observed
market state by using the historical stock prices. Base on these two pieces of ob-
servable information and the previous hidden market state, we aim to identify the
current hidden market state, so as to predict the immediate market movement.
Extensive experiments were conducted to evaluate our work. The encouraging
results indicate that our proposed approach is practically sound and effective.

1 Introduction

In the traditional time series analysis, predicting the future movements of a time series
is usually based solely on its historical performance. Yet, many factors that are not
explicitly lying on the time-series, but are appearing in some other data sources, may
have significant impacts on the time series behavior. A typical example of such kind of
time series is the stock prices. The fluctuation of stock prices is the consequence of the
actions taken by the investors, where their actions, although occasionally irrational, are
predominantly understandable and rational [1].

In order to enhance the prediction of the stock price movements, we claim that we
should not only focus on the historical performance of a particular stock only, but should
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Table 1. Notations

Sym. Description Sym. Description
O an observed market state sequence S a hidden market state sequence
oi the ith segment in O si the ith state in S
X an external event state sequence F a set of features
xi the ith state of X f j a feature in F
I( fi j,dk) the instant impact of fi j in day dk Fj feature state sequence of f j
I( f j,dk) the impact factor of f j in day dk fi j the ith bursty state in Fj

also understand the actions of the investors. In this paper, we take news articles as an
important data source that would affect the investors’ actions, which in-turn will affect
the stock prices. By analyzing the news contents, we try to understand investors’ think-
ings. In fact, previous researches have already shown that there is a strong relationship
between stock price movements and the news article contents [11,4,12,18,16,5]. Simi-
lar to these researches, we use news articles as an important data source for assisting us
to predict the stock price movements. Unlike these researches, we do not only consider
the impacts of the news articles, but also take the historical and current movements of
the stock prices into account. That is, we consider multiple information sources before
making a future prediction.

The major challenges here are: (1) How to formulate a model by combining all the
four data sources (market states, historical prices, current prices and news articles im-
pacts) together ? (2) How to dynamically define the time frames of the market states?
(3) How to extract the information presented in the news articles? Our system is built
based on the assumption of Non-homogeneous Markov Model (NHMM). With the help
of NHMM, we aim to identify the hidden market states (up/down) according to the ob-
served stock price changes and the contents of the news articles, so that we can make a
future prediction.

The rest of the paper is organized as follows: Section 2 presents our proposed work;
Section 3 evaluates our model; Section 4 briefly discusses the related work; Section 5
summarizes and concludes this paper.

2 Proposed Work

2.1 An Overview of the NHMM and the Stock Market

Table 1 shows a list of symbols that would be used throughout this paper. Let T =
{t0,t1, . . . ,tn} be a sequence of consecutive time segments. Throughout this paper, for
simplicity, we assume that the stock market has two states only: up (price rises) and
down (price drops).1 Let O = {o0,o1, . . . ,on} be a sequence containing the observed
market states, where oi = 0 if the stock price is dropping at time ti and oi = 1 otherwise.
Let S = {s0,s1, . . . ,sn} be a sequence containing the hidden market states, where si = 0
if the hidden market state is down and si = 1 otherwise. It is worth noting that the
observed market state, oi, and the hidden market state, si, are different. For instance,

1 Yet, our model can definitely be applied in multiple states.
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given a particular stock, even though its current price is rising, it may be in a down
state indicating that it will experience a significant drop in the near future. The instant
rising can simply be viewed as noise or outliers. Logically, every state may possibly be
influenced by some external events. Let X = {x0,x1, . . . ,xn} be a sequence of external
event states, where xi will affect the status of si.

In the stock market, it is widely recognized that S follows a stochastic process [13],
i.e., S is a discrete Markov chain. Under this assumption, the state si depends only on
its previous state si−1 and its external event state, xi. It is independent on any other
states or O. This memoryless characteristic of S is also known as the Efficient Market
Hypothesis [2].

In this paper, we use the information from the most up-to-date news articles to model
the current external event state, xi, and use the historical stock prices to model the
previous observed market state, oi−1. Based on xi and oi−1 and the previous hidden
market state, si−1, we try to identify the current hidden market state, si, hoping to predict
the next immediate observed market state, oi. In the following sections, we will discuss
how we model this situation, as well as how the observed market state sequence and the
external event state sequence are identified.

2.2 Generation of the Non-homogeneous Hidden Markov Model

In our Non-homogeneous Hidden Markov Model, since the ith observed market state,
oi, only depends on the ith hidden market state, si, and independent on the previous
observed states, oi−1, or any of the external event states, xm for m ≤ i, the following
equation is formulated:

P(oi|{s1,s2, . . . si},oi−1,{x1,x2, . . . ,xi}) = P(oi|si) (1)

Furthermore, since the ith hidden market state, si, depends only on its previous hidden
market state, si−1, and the external event, xi, thus the following equation is formulated:

P(si|{s1,s2, . . . si−1},{x1,x2, . . . ,xi}) =

{
P(si|si−1,xi) i ≥ 2,

P(s1|x1) i = 1.
(2)

In summary, Eq. (1) formalizes the generation process that the observed state only de-
pends on the immediate hidden state, and Eq. (2) addresses the memoryless character-
istic of the discrete state sequence, S. Based on these two equations, the components
that are unknown and have to be computed are P(si|si−1,xi) and P(oi|si).

For P(si|si−1,xi), it is rather easy to be obtained by employing the multinomial lo-
gistic regression [8] to parameterize the hidden state transition P(si|si−1,xi):

P(si = n|si−1 = m,xi) =
exp(σmn + ρnxi)

∑K
k=1 exp(σmk + ρkxi)

(3)

P(s1 = n|x1) =
exp(λn + ρnx1)

∑K
k=1 exp(λk + ρkx1)

(4)

where, K is the number of hidden Markov states, σ is the baseline Markov state tran-
sition matrix, ρ is the corresponding weight vector for each xi, and λ is the constant
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first-state probability vector. The denominator in the summation is used for normal-
ization, such that the resulting values of both equations are within 0 and 1. With the
parameterized equations for the hidden Markov state transition probability, we can es-
timate the parameters λi,σ ji and ρi by using the classical Expectation-Maximization
algorithm [10]. In the following sections, we focus on how to identify P(oi|si).

2.3 Observed Market State Sequence Identification

In the stock market, the two most important and interesting elements are undoubtedly:
(1) The slope of the trend generated by the most recent stock prices; and (2) The du-
ration of the trend. As such, we characterize each observed market state, oi, by two
elements: (1) Duration of the observed market state at oi, li, and (2) Slope of the trend
generated by the stock prices at oi, θi.

Without loss of generality, let us assume that we have identified both li and θi (we
will discuss how we compute them in the following sections). Since the slope θi and
duration li are independent, we have:

P(oi|si) = P(θi|si)P(li|si). (5)

In Eq. (5), P(θi|si) and P(li|si) can readily be computed if we have already identified all
θi and li, and hence our modeling part would be done. Since θi is the slope of the trend
generated by the stock prices in the observed market state oi, it can be computed easily
by simply applying some existing functions (e.g., linear regression) to approximate
the original stock prices in oi. Eventually, our question reduced to how to identify the
duration of the observed market state, or li.

Intuitively, the problem can be solved easily by applying the traditional time series
segmentation approaches [9,17]: Given a sequence of stock prices {y1,y2, ...}, we try
to extend the current market state from y1 to yi, such that at yi+1 the function that
approximates the stock prices would exceed a predefined threshold. Then we say that
yi is the end point of the current market state, and the sequence from y1 to yi will be
transformed into a segment. Then, the algorithm continues to search for a new potential
segment starting from yi+1.

Although the traditional time series segmentation approach is able to identify dif-
ferent segments from the time series, it cannot capture the information from the other
data sources, such as the information obtained from the news articles. Recall that in
our NHMM, the information from the news articles may trigger the transition of hid-
den market state, which will in-turn affect the immediate observed market state. Hence,
we claim that in order to determine the end points of the market states, we should not
only focus on the behaviors of the observed market states, but also need to pay atten-
tion to the external events (information contained in the news articles). Accordingly, we
propose a novel multiple-source segmentation algorithm to achieve our target.

In the proposed multiple-source segmentation algorithm, it determines whether a
point yi in the sequence {y0,y1, . . . ,} is an end-point of a market state if either of the
following two conditions holds:

1. The approximation error of {y1,y2, . . . ,yi+1} by a given function (e.g. linear regres-
sion) is larger than a predefined maximum error threshold. This criteria is the same
as the traditional time series segmentation.
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2. The similarity between the external events at y1 and yi is smaller than a predefined
minimum similarity threshold.

For the first condition, it obviously holds. We do not attempt to have any further
elaboration on it. For the second condition, its underlying idea is as follows: if the
market information at yi (e.g. information contained in the news articles) is significantly
different from the information that already appeared in the market in the past, then it
properly implies that some new and important information is flooding into the market
now, and the market would usually adjust itself (the stock prices change) according to
the newly raised information. In the following section, we account for how we extract
the information from the news articles automatically in order to formulate a sequence
of external events, X , so that we can use it to assist us to identify the time frame of
market states.

2.4 Information Extraction from News Articles

Given a set of news articles, our objective is to extract some useful information in
them, such that the information will trigger the stock price changes. Some researchers
[3,4,5,12] align the contents of the whole news articles to the stock prices movements,
and presume that the whole set of news articles will trigger the stock price changes. We
claim that this approach may lead to many noises, as a piece of news article may con-
tain both supportive and unfavorable information. Other researchers [16,18] use expert
knowledge to make the judgment. They predefined a set of “important terms” such that
if these terms appear in the news articles, then these news articles are assumed to trigger
some predefined effects. While this expert knowledge approach can minimize the noise
(i.e maximize the precision), it may ignore many domain specific terms or newly ap-
peared terms, therefore reduce the recall of the model. Although we are in favor of the
later approach in the sense that we should index some useful terms rather than take all
words in the news articles, we do not want to predefine any terms in advance. Instead,
we want to extract the useful terms there automatically and dynamically.

We observed that the emergence of an important event is usually captured by a
“burst of words”: some words suddenly appear frequently when an event emerges,
and their frequencies drop when the event fades away. Hence, by monitoring the tem-
poral changes of the word distributions within the news articles, it should be possi-
ble to determine whether there is any new event appearing. In this paper, we call
these important words as features. . Specifically, if a feature suddenly appears fre-
quently in a bounded time interval (e.g., two days), we say that an important event
emerges. Our problem is thus reduced to how the phase“suddenly appearing frequently”
is defined.

Let F be a set of important features and f j ∈ F is a feature in F . In order to de-
termine which of the intervals the feature f ”suddenly appears frequently”, we try to
compute the ”probability of bursty” for each day, di. Let P(di, f j; p) be the probabil-
ity that the feature f j is bursty in day di according to p, where p is the probability
that f j would appear in any arbitrary day given that it is not bursty. The intuition is
that if the frequency of f j appearing in di is significantly higher than the expected
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probability p, then di is regarded as a bursty period. We compute P(di, f j; p) according
to the cumulative distribution function of binomial distribution:

P(di, f j; p) =
n f j

∑
l=1

P(l;Ni, p) (6)

P(l;Ni, p) =
(

Ni

l

)
pl(1 − p)Ni−l (7)

where Ni is the total number of words appearing in day di, and n f j is the frequency
of f j appearing in di. P(di, f j; p) is a cumulative distribution function of the binomial
distribution, and P(l;Ni, p) is the corresponding probability mass function.

Therefore, P(di, f j; p) represents the bursty rate of f j in day di. The bursty periods
of f j are identified by setting a specific threshold such that P(di, f j; p) is larger than
the threshold. Finally, a bursty state sequence Fj = { f0 j, f1 j, . . . , fn j} for feature f j is
formed, where fi j = 1 if f j is bursty (suddenly appear frequently) in day di, and fi j = 0
otherwise.

Eventually, given a feature state sequence, Fj, of feature f j , we need to identify its
impact on the stock prices. In this paper, we try to quantity this impact factor. Broadly
speaking, we observe that there are two kinds of information in the market: (1) The
information is simple and its impact is trivial, so that the market can digest the informa-
tion efficiently and immediately (i.e. the stock price fluctuates as soon as the informa-
tion appears); and (2) The information is complex and its impact is uncertain, so that the
market takes time to consume this piece of information (i.e., the stock price fluctuates
with a little bit delay with respect to the time that the information arises). Yet, no matter
in which of the situations, we further notice that the impact of the information on the
stock prices usually decreases as time goes by and eventually fades away. Eventually,
based on these observations, Eq. (8) and Eq. (9) are formulated as follows:

I( fi j,dk) =

⎧
⎨

⎩

fi je−σ(k−i) if i < k
fi j if i = k
0 otherwise

(8)

I( f j,dk) =
|Fj |

∑
i=1

I( fi j,dk), (9)

where I( fi j,dk) is the immediate impact factor of the feature f j in day dk; |Fj| is the
number of states in Fj; σ is the fading intensity of the impact factor. In Eq.(8), an
exponential decay of the impact factor is assumed in this paper. This is based on our
empirical findings and extensive testings. Finally, the cumulative impact factor of the
feature f j in day dk is computed by summing up the immediate impact factor of f j in
dk and all of its descendant impacts.

Recall that the reason why we need to extract the information from the news articles
is that we want to use it to model the external events in our NHMM model, which will
in-turn influence the time series segmentation (see Section 2.3). According to Eq. (6)
and Eq. (7), we extract the bursty (useful) information from the news articles. Eq. (8)
and Eq. (9) are then used to measure how important the extracted information is with
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respect to the time dimension. Eventually, the external event state, xi, at day di is for-
mulated according to the impact factors as follows:

xi = {I( f1,di), I( f2,di), . . . , I( f|F |,di)}. (10)

Given two external event states, xi and xi+n where n > 0, the similarity of these two
external event states can be measured by using any of the existing similarity measures,
such as Cosine Coefficient, Jaccard Coefficient or χ2[14].

Without loss of generality, let S(xi,xi+n) be the similarity of two external event states,
xi and xi+n. Furthermore, assume that xi is the beginning of a stock trend and there is
a predetermined threshold δ. If there exist an n such that S(xi,xi+n) < δ, then we say
that the market states in day di and di+n are different, i.e. a change in the market state
occurs at di+n. The reason is that the information raised in day di and day di+n are very
different as the the similarity of the external events is less than a given threshold, δ. As
discussed at the end of Section 2.3, if such situation happens, we would segment the
stock prices at (i+n), such that the stock prices from i to (i+n−1) belong to a specific
trend type, and (i+ n) is the beginning of another trend type .

3 Model Evaluation

We evaluate our proposed approach by conducting a market simulation by using two
different measurements: (1) The accuracy of the predictions, and (2) The cumulative
profits/loss. Four approaches are tested for comparison:

1. Baseline Approach: The observed market states are determined by using the tradi-
tional time series segmentation approach only. The prediction of the future move-
ment is simply the line joining the last stock price in the previous observed market
state and the first stock price of the current market state.

2. HMM Prediction: It is the same as Baseline Approach, except that the prediction
of the future movement is based on HMM only, without using any of the news
articles.

3. Traditional Segmentation Approach: It is the same as the Baseline Approach,
except that the prediction of the future movement is the mean slope of the predicted
hidden state by NHMM.

4. Proposed Approach: It is the approach described in this paper.

The stock prices (opening and closing) are archived from the Hong Kong Exchange
Market from 1/1/2005 to 12/31/2006, and the corresponding news articles are down-
loaded from The Standard2. Data from 1/1/2005 to 5/31/2006 are used for training, and
the remaining are used for evaluation. There are thousands of stocks in the market. We
selected the stocks as follows. (1) They are Hang Seng Index (HSI) stocks, because HSI
is a market indicator. (2) The stocks are selected from the four main sectors: Properties,
Utilities, Commerce & Industry, and Finance. (3) For each of the sectors, we chose the
stocks with the largest fluctuation, the largest exchange volume, the highest percentage

2 http://www.thestandard.com.hk

http://www.thestandard.com.hk
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Table 2. Selected Stocks(Code)

Sectors Stock Stock Stock Stock
(Highest (Highest (Largest (Largest

rise) drop) fluctuation) volume)
Properties 0083 0016 0083 0001
Utilities 0002 0006 0002 0006
Commerce 0941 0008 0883 0941
Finance 0388 0011 2388 0005
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Fig. 1. Market simulation results

of rise, and the highest percentage of drop. Accordingly, we selected 12 stocks from
the market. They are summarized in Table 2. For the news articles, we identified a total
of 928 bursty features. Then, we apply information gain[15] to measure the relation-
ship between the bursty features and the stock prices movement and select M important
features for each specific stock.

For the non-homogeneous hidden Markov model (NHMM), unless otherwise speci-
fied, we use the following parameters: (1) The number of hidden states, K, is 6; (2) The
minimum similarity among events, δ, is 0.01; (3) The influence fading rate, σ is 1; (3)
The minimum length of a segment is 3 days; (4) The number of selected features for
each stock, M, is 50.

3.1 Prediction Accuracy

The accuracy of the prediction is obtained by checking whether the direction of the
predicted trend is the same as the actual real-life trend. For instance, if the prediction
for the upcoming trend is “Up” and the upcoming trend is really rising, then we say that
the prediction is correct; otherwise, if the prediction is “Down”, but the upcoming trend
is rising, then we say that the prediction is wrong.

Fig. 1 (a) summarizes the prediction results of the four different approaches on the
12 selected stocks. At a first glance, among the four different approaches, our proposed
approach always performs the best, and it outperforms the Baseline Approach signifi-
cantly. There are four stocks (0001, 0941, 0883 and 0005) whose accuracy obtained by
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our approach is higher than 70%. Among these four stocks, three of them come from
the largest exchange volume from their corresponding sectors (0001, 0941 and 0005).
This suggests that our proposed approach is the most effective when it is applied to
the stocks which have the largest amount of transactions. The prediction accuracy of
0006 by using the Traditional Segmentation Approach is the same as that by using our
proposed approach. The major reason is that there are extremely few news articles that
are related to 0006 directly. As a result, the predictions made by both approaches would
eventually be the same, as we do not have any news articles to assist our predictions.
The result from HMM Approach further supports our argument of using news articles
to assist us with the prediction making. Although it performs better than the Baseline
Approach, and sometimes the Traditional Segmentation Approach, it always performs
worse than our proposed approach .

To summarize, our proposed approach is most effective when there are many news
articles related to the stock (e.g. Commerce and Finance Sector) and may perform simi-
lar to the existing approaches for the stocks with few news articles (e.g. Utilities Sector).

3.2 Profits Generated

We evaluate the profits generated by different approaches using a Buy-and-Hold test,
where zero transaction cost is assumed [6]:

1. If the prediction of the upcoming trend is positive, then shares of that stock are
purchased. If a profit of 1% or more could be made within this detected segment,
then all shares are sold immediately; otherwise they are sold at the beginning of the
next segment.

2. If the prediction of the upcoming trend is negative, then shares of that stock are
sold for short. If the trading price is dropped 1% or more than the shorted price
within this detected segment, then shares of that stock are purchased immediately;
otherwise they are purchased at the beginning of next detected segment.

Figure 1 (b) shows the cumulative profit measured by the rate of return of the 12 se-
lected stocks. In the previous section, one may argue that the prediction accuracy among
differentapproaches is insignificant.Yet, in termsof theprofitgenerated, the improvement
is noticeable . For example, the prediction accuracy between the Traditional Segmenta-
tion Approach and our proposed approach on the stock 0001 has only 2% differences.
However, the difference of the profit generated between these two approaches is 20%.

Let us take the stock 0005 HSBC (Hong Kong and Shanghai Banking Corporation)
for further investigation. Figure 2 shows the predictions made by The Traditional Seg-
mentation Approach (middle) and Our proposed approach (bottom) from 10/12/2006
to 11/20/2006. The dotted lines are the real stock prices, the red lines are the observed
market states, and the blue arrows are the predictions made by the corresponding ap-
proaches. For the first two predictions (points A and C), both approaches make the pre-
dictions at the same time. However, our proposed approach make the third prediction
at point E , whereas the Traditional Segmentation Approach makes the third prediction
at point F . Although both approaches make all the predictions correctly, the timings of
making the predictions are different, where less profit is gained (high loss is incurred)
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Fig. 2. Predictions on 0005 (HSBC) from 10/12/2006 to 11/20/2006

usually when the predictions are made at a later stage. This is why even though in some
cases the prediction accuracy of different approaches is very similar, their resulting
profits can be noticeably different.

Our proposed approach can make prediction at point E , rather than at point F . It is
not because the error, e6, exceeds the predefined threshold, but is because the contents
of the news articles at point E are very different from those we have archived previously.
Finally, it is worth noting that our proposed approach always makes profits, whereas all
the other approaches may sometimes incur losses.

3.3 Further Discussions

One of the major differences between our proposed approach and the other three ap-
proaches is that we take news articles to assist us when determining the observed market
states, such that we can possibly detect the market state changes in a much earlier stage.

Figure 3 shows the differences between using the traditional time series segmen-
tation approach and our proposed multiple-source partitioning approach for identify-
ing the market states. The top panel shows the stock price of the stock HSBC from
2/1/2006 to 3/30/2006. The traditional approach identifies seven segments by moni-
toring the changes of the stock prices only. The middle panel shows the tracking of
the similarities of the associated events. Each bar denotes the similarity between the
event happening at that particular time and the event happening at the beginning of the
segment that the bar locates. In general, at the beginning of any segment, the similar-
ity is high. It then drops steadily when the time passes. The bottom panel shows the
identification results of our proposed multiple-source partition algorithm. Note that at
time tick 30, the stock price starts a significant rising trend, and the traditional time
series segmentation approach identifies this change until at time tick 42 where a drop
trend begins. On the other hand, when we monitor the event similarities, starting from
time tick 30, it drops dramatically at time 34 and even reaches 0 at time tick 36, which
indicates that a new event appears. Our proposed algorithm notices this change, and
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Fig. 3. Identifying market states: traditional segmentation approach vs. our proposed approach

declares a new market state at time tick 36, which is a time much earlier than that of the
traditional approach. With information from multiple sources, our proposed algorithm
is more sensitive to the changes in the stock market.

Another interesting problem for our approach is whether the bursty features from
news articles would help to improve the prediction performance compared to other news
based prediction approaches and in what extent it can help. We compare our proposed
approach with news sensitive prediction[3], where the training is conducted in three
phases: first the news articles relevant to a specific stock are aligned to the stock trend
according to their timestamp, then the approach would cluster the news articles into
positive and negative sample set, finally, the classification model is built to account
for the prediction task. And in the testing phase, the arrival of a relevant news article
would trigger the prediction system and an alarm will be generated if the news article
is classified as a positive or negative news. The difference in performance of profit
generation is highlighted in Table 3.

From Table 3, the cumulative profit of proposed approach outperforms news sensitive
prediction in the selected stocks, where in most cases, the margin is larger than 20%.
Even for stocks which have large exchange volume and a lot of relevant news articles
(0001, 0941 and 0005), the performance of news sensitive prediction is not comparable

Table 3. Comparison between news sensitive prediction and our proposed approach

Stock MS NS Stock MS NS

0083 0.35 0.01 0016 0.12 0.10
0001 0.26 -0.12 0002 0.11 -0.03
0006 0.06 0.03 0941 0.35 0.10
0008 0.16 -0.21 0883 0.23 0.09
0388 0.36 0.19 0011 0.14 -0.04
2388 0.13 -0.07 0005 0.24 0.08
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to the proposed approach. The reason is that the news sensitive prediction makes a
strong requirement on the dataset that the news articles for both training and prediction
should be relevant to the specific stock. But in our experiment setup, the news articles
are from a general finance news corpus. Under this settings, the approach in [3] is unable
to distinguish the news articles with impact on the price change of a specific stock. The
noisy training set eventually leads to the unsatisfying performance of the classification
model. On the other hand, proposed looks deeper into the text corpus by identifying the
relevant events as a set of bursty features significantly related to stock price changes
and achieves much better results. Apart from the reason of dataset, instead conducting
prediction purely based on the news articles as news sensitive prediction, our proposed
prediction also considers the information from the time series of stock price, which
gives the prediction a basis as well as additional confidence.

4 Related Work

The first systematic examination against the impacts of textual information on the finan-
cial markets was conducted in [11], which compares the movements of Dow Jones In-
dustrial Average with general news during the period from 1966 to 1972. [18] developed
an on-line system for predicting the opening prices of five stock indexes. By combining
the weights of the keywords from news articles and the historical closing prices of a par-
ticular index, some probabilistic rules are generated using the approach proposed in [16].
[3] proposed a model for mining the impact of news stories on the stock prices, They uti-
lized a t-test based split and merge segmentation algorithm for time series preprocessing
and SVM for impact classification. Our approach is different from the previous work
because our model is not solely based on classifying text information or analyzing his-
torical stock prices. Our prediction is based on a collection of information from multiple
data sources. [5] explored the segmental hidden Markov model to model the pattern of
time series, where each state is responsible for the generation of a segment of overall
time series. [5] focused on applying the segmental HMM model for pattern matching
and did not consider the influence from information of environment. [7] proposed the
Non-homogeneous hidden Markov model for relating precipitation occurrence at mul-
tiple rain-gauge stations to broad scale atmospheric circulation patterns. [10] described
how to capture temporal and multivariate dependencies in the multivariate time-series
data, with a review and comparison on HMM and NHMM. These studies just present a
theoretical framework for statistical modeling, but do not address how to construct and
control the model on complex information environments, like the stock markets.

5 Conclusion

In this paper, we model the stock market process by using a Non-homogeneous Hid-
den Markov Model (NHMM) which takes multiple sources of information into account
when making a future prediction. Our model contains the following three major ele-
ments: (1) External event state sequence, which denotes the events happening within
the stock market; (2) Observed market state sequence, which denotes the current mar-
ket status (rise/drop); (3) Hidden market state, which conceptually exists but is invisible
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to the market participants. We model the external events by using the information con-
tained in the news articles, and model the observed market state by using the historical
stock prices. Based on these two pieces of observable information and the previous hid-
den market state, we try to identify the current hidden market state, so as to predict
the immediate market movement. We compare our proposed approach with three other
existing techniques for stock market prediction. The performance of our approach is
much superior than the existing approaches. These encouraging results indicate that our
proposed approach is practically sound and effective.

Acknowledgment. This work was supported by a grant of RGC, Hong Kong SAR,
China (No. 418206).
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Abstract. Systems that support the co-authoring of web sites often
allow users to freely edit pages. This can result in semantic inconsisten-
cies within and between pages. We propose a change awareness mecha-
nism that monitors intra- and inter-document edits, taking into account
changes made to a page and pages connected to it through html or tran-
sclusion links. The effect of all the changes is computed based on various
metrics and on different semantic levels according to user preferences. A
visualisation tool indicates how much a document and documents linked
to it have changed. An edit profile allows users to easily spot parts with
“interesting” changes within web pages.

1 Introduction

Until recently, the World Wide Web was used mainly as a read-only medium
where authors publish to many readers. Now the trend is toward multiple inter-
acting authors such as seen in the collaborative authoring of web sites and even
web pages. Authors are often distributed in time and space, which can make the
coordination of their work difficult. To avoid imposing certain strategies or work-
ing modes on authors, users are often allowed to freely edit web pages without
constraints on when this happens or which parts are modified.

Changes to a web page may affect other parts of the page or pages linked to
it and hence lead to semantic inconsistencies within or between pages. Keeping
users aware of changes made by other users can help to resolve such inconsis-
tencies or even prevent them. While many popular tools for the collaborative
authoring of web pages such as Wikis, blogs and WebDAV applications succeed
in enabling collaboration between users, they unfortunately provide almost no
awareness to users about the changes done by their collaborators, and therefore
do not prevent semantic inconsistencies.

In contrast, the Computer-Supported–Cooperative–Work (CSCW) commu-
nity has identified awareness as an important feature of collaborative appli-
cations. Change awareness, defined as “the ability of a person to track the
changes that other collaborators have made to a group project” [17], has been
investigated by many research teams dealing with collaborative applications for
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text [4,11], graphical [17], or software engineering applications [2]. To the best
of our knowledge, none of the existing CSCW approaches has been applied to
provide awareness for the co–authoring of web pages where a web page can
indirectly be modified through changes made to a linked page.

Inspired by the CSCW community, we address the need of users to track
changes made over time to co–authored web pages. We identify two categories of
changes that may appear: intra–document changes and inter–document changes.
The first category includes changes made to a single web page. Users need to be
informed in detail about the type of changes, which part of the page is affected,
in which way and how much. An overview of the changes should be provided
to the users so that they are aware of the group activity and can react quickly
to changes that might affect their work. Web pages often contain links to other
pages and the target pages may be semantically connected. Additionally, parts
of web pages are often reused in other web pages resulting in “transcluded” web
pages [10] indirectly linked to “compound” web pages [8] that include the reused
information. In both cases, changes to a target/transcluded page may directly or
indirectly influence the content of the source/compound page resulting in inter–
document changes. In the process of collaborative authoring of a web site, it is
therefore important that a user is also notified about concurrent changes made
to linked documents.

Current solutions only offer the possibility to track changes made to a web
page and therefore deal only with intra–document changes. While the possibility
of following links from a source page is offered by some tracking tools, they do
not relate the changes made to the target page with the source page. Further
when intra–document changes are tracked, the awareness information presented
to the user is computed at a single syntactic level of the document. Additionally,
existing tools do not provide an overview of changes made or information about
the user who made the changes.

In [13] we proposed a mechanism that computes awareness information about
intra–document changes made to structured documents. We used this mecha-
nism to extend an existing asynchronous collaborative text application to provide
awareness information. We conducted a user study [16] to test our hypothesis
that the resulting application provide increased awareness information and re-
ceived positive feedback from the participants. We then applied the mechanism
to a semi-synchronous collaborative text editor [15] and an asynchronous collab-
orative graphical editor [12]. All the editors used a structured document model.
In this paper we show how we applied the same mechanism to collaborative
situations where web sites are authored. We also show how we extended our
awareness mechanism to deal with links between web pages.

We propose a mechanism that based on html and transclusion links, in-
forms authors of source/compound web pages about changes made to the tar-
get/transcluded web pages. Our mechanism additionally computes and visualises
change awareness about intra–document changes on the different syntactic doc-
ument levels of one or more web pages. We begin in Section 2 with a motivating
example to show the kinds of information that would be useful for users when
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co–authoring web pages. In Section 3 we present our approach to computing
change awareness for intra– and inter–document modifications and in Section 4
we introduce a visualisation tool to show the computed awareness information.
We discuss related work in Section 5 and conclude in Section 6.

2 Motivating Example

In this section we use an example to motivate the need for users to be informed
about intra-document and inter-document changes to a web site. Consider the
case of a research group that maintains a web site about their activity. The
structure of the website is shown in Figure 1.

Group Main Page

Project 1 
External Page

Project 3 
Internal Page

Project 2
Internal Page

Project 1 
Internal Page

Items reused 
from Project 

pages

Html Link
Transclusion Link

Fig. 1. Structure of a group web site

The group is involved in several projects (Project 1, Project 2, Project 3)
with a subset of group members participating in each. The group web site is
composed of a main page and a set of project pages. The main page contains a
description of the group research topics, a list of the group members, a summary
of the group projects together with links to the internal web pages describing
the projects, and links to an external web page of Project 1 maintained by
a collaborating research group. We assume that the summaries of the group
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projects are transclusions of the short descriptions of the projects found on the
associated web pages. Figure 1 shows the html and transclusion links from the
group main page to the projects internal and external pages. To keep the group
web site consistent, users working on the main page would like to be continuously
informed about changes made to:

– The main page itself. Users need to be informed in detail about the type and
location of changes, as well as their effect on the parts of the page where
they were made and the page as a whole.

– The transcluded parts. Any change made to the source document of a tran-
scluded part must be tracked and the compound document must be notified.
After refreshing the transcluded part to show its latest status, awareness in-
formation about the detailed changes made to it need to be given as well.

– The linked pages. Users editing the main page should be informed about
changes made to the linked web pages as these changes might produce in-
consistencies in the main page. For instance, if a new project member is
added to an internal project, the complete list of participants on the group
main site should be updated. In the same way, if a new software release is
announced on the external page of Project 1, this information could be used
to update the group main page.

The visualisation mechanism that presents change information to the users
should provide an overview of changes as well as details at a selected document
level such as a section or paragraph, the transcluded parts and the linked pages.

Some tracking tools allow the possibility to follow links from a source page,
but they do not relate changes made to the linked pages with the source page.
Therefore, a user working on the source page is not aware about changes made to
the linked pages. In the following sections we present our awareness mechanism
for intra and inter-document changes. Users working on a web page are informed
about changes made to the main page and linked pages without visiting those
web pages.

3 Computation of Intra/Inter–document Awareness

In this section we present our awareness mechanism for intra- and inter–document
changes. A flexible awareness mechanism is required to compute and visualise
awareness information at a granularity level defined by the user, based on their
current role and needs. We propose an awareness mechanism for documents con-
forming to a hierarchical structure. The use of an underlying structured document
model enables the addressing of different document parts and document levels
and therefore provides the required access to them which enables the tracking of
changes made to them and the computation of the required awareness informa-
tion. Our awareness mechanism includes the concepts of a node, i.e. a document
part, an operation, i.e. a change made to a node, various metrics that can be used
to measure the effect of an operation applied to a node and visualisation tools
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to present the computed information. Finally, it includes the parent–child rela-
tionships between the document nodes that form the structured document. The
relationships are used to compute the effect of a node’s change to another node.
All the above concepts are defined in a general way to allow the mechanism be ap-
plicable to any collaborative application that uses a structured document model,
independently of the document type or the mode of collaboration.

We first explain the document model and the concept of operations used
to describe web pages and the changes made to them, respectively. Then, we
introduce the architecture of our approach and present in detail how we collect
the intra- and inter–document changes made to web pages and compute the
corresponding awareness information.

3.1 Document Model and Operations

We view each web page being collaboratively authored as a structured document.
Through the structured document model, we can address different parts of a web
page at various syntactic document levels and compute awareness information
about how much they have changed at different granularity levels. We adopt the
definition of a document node introduced in [6].

A node N of a document is a structure of the form
N =<level, children, history, content>, where

– level is the granularity level, level ∈ {0, 1, . . . , n} corresponding to node N ,
– children is an ordered list {N1, ..., Nm} of child nodes,
– history is an ordered list of operations referring to child nodes,

– content=
{

object stored in node, if N is a leaf node∑n
i=1 content(childi), otherwise

Changes to a web page are mapped to operations applied to specific parts of
the page. Examples of operations are the insertion/deletion of a new paragraph
to/from a section or of a sentence to/from a paragraph or of a word to/from a
sentence etc. We define operations in a similar way to that described in [6].

An operation is a structure of the form op= <type, level, position, content,
length, user>, where

– type is the type of the operation, type ∈ {insert, delete},
– level is the level of the node in whose history the operation is kept,
– position is a vector of positions specifying the path from the root to the node

where the operation is applied,
– content is a node representing the content of the operation,
– length is a vector with the number of units of each document level inserted

or deleted by the operation,
– user is the user who generated the operation.

Following the document’s structure, the effects of changes made to document
parts at lower syntactic levels, such as word or sentence in the case of text,
are aggregated to show the total changes made to the document at a higher
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syntactic level such as a paragraph. Monitoring changes made to different parts
of the document and evaluating their effect returns the required intra–document
change awareness.

The operations that transform a web page from one version to another can be
created in two ways: (1) by using a special web application, when authoring the
page, that captures the changes and (2) by using a diff algorithm [9] between
the two versions. When an application that captures user changes is used, the
captured operations reflect the actual changes made to the page. When a diff
algorithm is used, a set of operations that transform the initial state of the web
page to its final state is created. Unfortunately, this set may not be identical to
the set of actual changes made by users, resulting in loss of some information.
The advantage, though, of a diff algorithm is that it can be used to compute
the difference between two versions of any web page without monitoring the
authoring procedure. Being aware of these issues, we chose to use a diff algo-
rithm to enable the computation of awareness information for both internal and
external pages. When addressing such problems, we believe that being able to
offer awareness information, even if operations do not capture the exact changes,
is far more beneficial than not delivering any information at all. Of course, in
situations where only internal pages are authored and the accuracy of computed
awareness is crucial, an authoring application that captures user changes can be
used instead of a diff algorithm.

3.2 Architecture

The procedure followed to compute intra– and inter–document changes and the
corresponding awareness information is shown in Figure 2. A PageCache is main-
tained locally for each user, including a copy of each of the web pages of interest
to the user, as well as a copy of all the pages linked to them. We refer to all of
these as monitoredPages. Additional information is kept in each monitoredPage
showing how much each part has changed. A background process periodically
calls the method updateValues for each monitoredPage to check whether any
intra– or inter–document changes occurred and compute their effect.

To compute awareness information for the intra–document changes, we call
the method getIntraValues for the currently monitored page. getIntraValues
takes the cached (old) version of the page and the online (current) version from
the web and compares them. If they are not identical, the procedure in the
block “condition”, shown in Figure 2, is followed. Initially, a diff algorithm is
used to compute the changes that transform the old version of the page into
the current one in terms of operations denoted as changes. The changes are
used by the method computeIntraValues to compute the intraValues attached
to the changed parts of the page. This procedure is detailed in Subsection 3.3.
Finally, these values are stored at the monitoredPage, the new version of the page
is stored at PageCache and getIntraValues returns the computed intra values
associated with parts of the document.
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monitoredPage :
MonitoredPage

updateValues() getIntraValues()

:HTTP

getPage(this.url)

currentVersion

:PageCache

getPage(this.url)

oldVersion
[oldVersion == null] oldVersion:=currentVersion

condition [currentVersion!=oldVersion]

:ChangeEngine

computeDifferences(oldVersion, currentVersion)

changes

            computeIntraValues()

     intraValues

storePage(this.url, currentVersion)

getLinks()

     listOfLinks

loop *[for each link in listOfLinks]

linkedPage : 
MonitoredPage

getIntraValues()

someIntraValues

alternate [type of link == HTML]

attachHTMLValues(link,someIntraValues)

[type of link == TRANSCLUDED]

attachTransclusionValues(link,someIntraValues)

        getPageFromLink(link)

       linkedPage

                       storeIntraValues(intraValues)

     intraValues

Fig. 2. Awareness mechanism for computing intra– and inter–document awareness

To compute the awareness information for the inter–document changes, the
linked pages need to be accessed. Therefore, the list listOfLinks with all links
of the monitoredPage is retrieved. Note that both html and transclusion links
are included in the list and listOfLinks is accessed after the current version of
the monitoredPage has been stored locally. Therefore the list contains the links
included in the current version of the page. Any link that was present in the old
version but removed in the current version is not included. Similarly, any link
not present in the old version but added in the current version is included. We
believe it is reasonable to search for changes only in pages currently linked to
the monitoredPage as the removal of a link is already depicted as a change in
the monitoredPage.
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In the loop that follows, we handle each of the links separately. We initially
retrieve the linkedPage and compute the intra–document awareness for it by
calling the method getIntraValues as for the monitoredPage. As explained before,
any new version of the linkedPage is detected and the changes made to it as well
as the corresponding awareness information are computed. Finally, the object
someIntraValues is returned, including the computed awareness information.
someIntraValues may be null if the current version of the linkedPage is identical
to the old version and different than null if the versions differ. Note that if
the link was added to the current version of monitoredPage, the linkedPage is
inserted in the pageCache. The old version of the linkedPage is identical to the
current one, so the someIntraValues will be null. Changes made to the new
linked document will be monitored and reported starting from the moment the
link is added. This part of the loop is executed for both html and transclusion
links. The intra–awareness information computed for the linkedPages is then
attached to the structure of the monitoredPage based on the type of the link.
The procedures attachHTMLValues and attachTransclusionValues are described
in Section 3.4.

It is obvious fromtheprocedure describedhere thatwe compute inter–document
awareness information based on first level links only, i.e. we consider changes made
only to pages directly linked to the current page. Although the procedure can eas-
ily be adapted for other levels, i.e. links included in linked pages, we believe that
the information delivered in this case would not be of additional value to the col-
laborating situations we address in our current work.

3.3 Intra-document Awareness

Since each change made to a page is mapped to an operation, we define the
concept of an opValue as the effect of the change on the page. The effect of
an operation is not a single value, but a collection of values, each of which
is computed according to some criteria called metrics. Each metric addresses
specific information and is used to compute awareness information of interest to
the users. Therefore, we define the metric opV alue as follows.

Definition 1. opV alue is the number of the units of level ulevel that are in-
serted or deleted by the operation op.

opV alue(op, ulevel) =
⎧
⎪⎨

⎪⎩

0 if level(op) > ulevel
1 if level(op) = ulevel

count(unitj)unitj ∈ content(op) &
level(unitj ) = ulevel

if level(op) < Ulevel

Two of the metrics we have defined are the number of characters (ulevel = “char-
acter level”) and the number of sentences (ulevel = “sentence level”) inserted
or deleted by an operation. An operation inserting a sentence of 30 characters
would have an opValue of 30 if the metric selected by the user is the number of
characters or a value of 1 if the metric selected is the number of sentences. The
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second metric would be selected if a user wanted to be informed only about “im-
portant” changes on the level of whole sentences inserted or deleted. As a result,
any operation that inserts/deletes a unit of a lower level than sentence would
have an opValue of 0 and be omitted from the computation of awareness infor-
mation. On the contrary, if a user needs to be informed about spelling mistakes
as well, then the first metric is chosen. Note that operations that delete content
are handled in the same way as operations that insert content with opValue
computed in the same way and always having a positive value.

The concept of a nodeValue is introduced to describe the effect of all changes
of a specific type made to a node in a document’s structure, i.e. a document
part and all the document parts of lower syntactic document levels that belong
to it.

Definition 2. We define the nodeV alue of a node N to be the sum of two
components: the sum of the opV alue of all the operations applied to the node
and the sum of the nodeV alue of all the node’s children.

nodeV alue(N, ulevel) =

∑

opi∈history(N)

opV alue(opi, ulevel)

+
∑

Nj∈children(N)

nodeV alue(Nj, ulevel)

nodeV alue of a node at the character level is equal to zero, since its history
and children are empty sets. Since there can be more than one type of opera-
tion, there is also more than one nodeValue defined for each node. For instance,
a nodeDeletionsValue is defined for a node to represent the sum of the op-
Value of all the delete operations applied to the node and the nodes of lower
syntactic document levels that belong to it. Further, since there is more than
one metric to compute an opValue, there is also more than one instance of
nodeDeletionsValue.

A clear advantage of a structured page is the fact that the parts of the page
addressed can be of different levels. For example, this means we can compute
the total changes made to each of the paragraphs included in the Group Main
Page shown in Figure 1, or for each of the sections, etc. The value computed for
a specific section reflects the number of paragraphs inserted or deleted to the
section and the number of sentences inserted or deleted to the paragraphs etc.

A more detailed description of our awareness mechanism presented in this
section can be found at [14]. The concepts described above are applicable to
collaborative authoring of structured documents of any type. We already used
them to compute awareness information on co–authored text and graphical doc-
uments. The formal definition of the concepts as well as details of their use for
graphical and text documents can be found in [12] and [14], respectively.
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3.4 Inter-document Awareness

We now describe the procedure followed to attach to a monitoredPage the aware-
ness information computed for a linkedPage. As described in Section 3.2, the
awareness information is computed in the same way for all linkedPages linked
through either an html or a transclusion link to a monitoredPage. This aware-
ness information comprises a set of nodeValues computed for each of the parts
of the monitoredPage. To keep the awareness information delivered through the
monitoredPage up–to–date, we need to attach the computed values to the parts
of the monitoredPage that are affected.

If the link to the linkedPage is an html link, the part of the monitoredPage
where the link is included needs to be updated. We decided to attach to this
part all the awareness information computed for the linkedPage. In this way,
we provide the user the possibility while browsing through the monitoredPage
and watching intra–document changes, to also be informed about the changes
made to the linkedPage without loading the page. Our aim is to deliver to the
user an edit profile with the quantity of the changes in the linkedPage, as well
as the parts of the page that changed. In this way, the user can decide whether
they need to revisit the linked page and update the information included in the
monitoredPage. The way the awareness information is presented to the user is
shown in Section 4.

If the link to the linkedPage is a transclusion link then only part of the
awareness information computed for the linkedPage needs to be transferred to
the monitoredPage. Through the transclusion mechanism, the part of the moni-
toredPage that is transcluded from a linkedPage is updated to include the latest
changes made to it. However, updating the transcluded part in the monitored-
Page is not enough. Awareness information that is attached to this part, needs
to be transferred to the monitoredPage as well so that users are informed about
the amount of changes. To do so, the awareness information computed for the
linkedPage is scanned and only the values computed for the transcluded part
are kept. This mechanism is heavily dependent on the transclusion mechanism
and the metadata that is created during the authoring process of the transclu-
sion link. This metadata is usually new tags inserted in the transcluded or the
composed pages, or other anchors that can be used to define the beginning and
end of the transcluded part [7]. Using this data, we identify the transcluded part
in the linkedPage, extract the awareness information computed for it and copy
it to the corresponding part of the monitoredPage.

4 Visualisation of Intra/Inter–document Awareness

We revisit our motivating example to present the tools used to visualise the
computed awareness information. We use only a representative sample of changes
made to two of the example pages to demonstrate how the visualisation tool
informs users about different kinds of changes. We assume there are some intra–
document changes (annotated with “A” in Figures 3 and 4) made to the main
page and the internal page of project 1 (interactive paper project). The main
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page has an html link to the project page through the phrase “interactive paper”
in the first paragraph (B) and the paragraph about the interactive paper project
is a transcluded paragraph (C) from the project page. The changes made to
the main page are insertions of text in the paragraph about group research.
The changes made on the project page are an insertion of a word in the first
paragraph (the transcluded paragraph), the insertion of two new paragraphs
(the sixth and seventh) and the insertion of a new member in the list of group
members (paragraph number nine). Note that titles are handled as paragraphs of
one sentence and changes of the project page are considered as inter–document
changes for the main page. Finally note that an external page linked through
the main page could also be used instead of the internal project page and the
computed awareness information would be visualised in the same way.

We assume that the main page contains 10 paragraphs. The window in Fig-
ure 3 presents the first 6 paragraphs of them.

In Figure 3, we also show how we visualise the intra–document changes of the
main page. Two edit profiles are introduced on the sides of the page. The profile
on the right side shows an overview of all changes made throughout the page,
while the profile on the left shows all changes made to the portion of the page
currently shown. In order to construct the profile on the right side presented in
Figure 3, the awareness information computed for each paragraph is used. By
using the profile, the user can instantly spot that there have been a lot of changes
on the second and the last paragraph and some changes in the sixth and eighth
paragraph. The left profile can be thought of as a zoomed version of the right
profile. The information provided by the left profile corresponds to the first six
paragraphs, which is the part of the right profile marked by the scrollbar.

The reason for the existence of the left profile, is that the information provided
by it can be on a different syntactic level. In Figure 3, for instance, the left
profile shows changes made to each of the sentences of the first six paragraphs.
In this way, a user that would notice the large amount of changes made to the
second paragraph, could further filter the awareness information and find how

AB

AChanges

Visible part of 
the document. 
Each bar 
corresponds to 

hMiniature of the profile A
made to 
sentences
that belong 
to the first 6 
paragraphs

a paragraphp
created for the linked page

paragraphs
Changes made 
to parts of the 
document 
currently
not visible

C
not visible

Fig. 3. Visualisation of intra– and inter–document changes made to the main page
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A

C

A

A

Fig. 4. Visualisation of intra–document changes made to the project page

the changes in the paragraph are distributed to the paragraph sentences. The
height of the bar corresponding to each sentence is adjusted to the length of the
sentences for the left profile, to ease the mapping of changes to document parts.
The width of a bar in each profile represents the normalised number of words
inserted or deleted in the corresponding document part. Please note that a user
is able to configure the syntactic levels used in the profiles as well as the detail of
the information provided through them to visualise information about changes of
various types on a user-defined granularity. The intra–document changes made
to the project page are also visualised in the same way as shown in Figure 4.

Since the first paragraph of the main page includes an html link to the project
page, changes made to the project page might influence the content of the main
page. For instance, the introduction of a new prototype (iGesture) in the project
page might need to be included in group research summary (first paragraph) in
the main page. Hence, when a user points with the mouse on the html link, an
overview pops up that shows the changes made throughout the project page.
We expect this feature to give the user a rough idea of the amount of changes
made to the project page as well as the parts of the page that changed the most
to help the user decide whether they need to visit the project page to see the
changes in detail and whether the content of the main page should be modified
as well. With the “*” symbol on the profiles we inform users if there are changes
made to pages linked through html links.

The changes made to transcluded parts are presented as intra–document
changes through the edit profiles. The sixth paragraph of the main page is a
transcluded paragraph. The changes made to it are presented through the two
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profiles in the main page, exactly in the same way they are presented in the
project page. The distinction between the transcluded and compound page is
made through the “!” symbol added to the compound page at the parts of the
profiles that correspond to the transcluded parts.

Our awareness mechanism and the visualisation tool introduced above aim to
increase the amount of awareness information presented to users about changes
made to a page and the pages linked to it. In the absence of adequate awareness
information, a number of problems could appear. For instance, a user editing
the main page would not be informed about changes made at the linked page
(interactive paper project). They would not know that the list of members in the
interactive paper project is updated since a new member was added. As a result,
the list of members in the main page would not be updated to include the new
member. Additionally, users would not be informed about the new prototype
that is released in the interactive project and therefore, information about the
released frameworks on the main page would remain obsolete. Our awareness
mechanism supports the users to avoid all of the above situations.

5 Related Work

A closer look at CSCW research reveals various approaches developed to pro-
vide change awareness in text-based collaborative applications [4,11], software
development collaborative tools [2] and applications with 2D graphical scenes of
objects [17]. However, not much work has been done on providing awareness of
changes in the co-authoring of web pages.

In [3], a notification mechanism is proposed for tracking changes made to
web pages. Users can mark regions of interest on a web page that are stored
as bitmaps. The system periodically checks if the selected regions visually differ
from the stored ones with a certain severity index fixed by the user. If an in-
teresting region is modified, the user is notified by the system. This approach is
image-based and assumes the web page retains its spatial layout. In contrast, our
approach provides an awareness mechanism that is attached to the document
structure and therefore is independent of page layout changes. Moreover, our
approach quantifies changes.

Tools for computing the difference between HTML web pages [5] present su-
perimposed on the document, the changes made to it. While this enables the
users to detail the changes made by their collaborators, it does not provide any
support in finding “hot areas” of the document where “important” changes have
been made. The lack of an overview of all changes made throughout the web
page, forces the users to scroll through the document to find areas with “inter-
esting” changes. This can be frustrating and time inefficient especially in case
of long documents. A second drawback of existing approaches is that they can-
not measure the effect of a change made to a document, or cannot distinguish
changes on different syntactic levels. For instance the fact that an insertion of a
two–word sentence has a different effect from an insertion of a twenty–word sen-
tence is not depicted by existing collaborative applications. Both are presented as
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one change. Finally, it is not possible for a user to be informed separately about
spelling mistakes, i.e. changes that altered only some characters and separately
about insertions and deletions of whole paragraphs.

Notification tools, such as Watch That Page [19], ChangeDetect [1] and Web-
site Watcher [20], track changes made to specified web pages. Some of them,
for instance Website Watcher [20], allow the possibility to automatically add
to the list of monitored pages those pages linked to the main web page. Users
are then notified if changes are made to one of the monitored pages. However,
no information is provided about the relation between the monitored pages and
how changes in a linked web page might influence the changes in the main web
page. Our approach keeps users aware about changes made to pages linked to
the current web page and, in this way, helps users avoid semantic inconsistencies.

Wikipedia [21] provides users with the possibility of tracking changes made
to a wiki page by means of a revision history attached to the page. It consists
of the old versions and a record of the date and time of every edit, as well as
the user who made it. Wikipedia also offers the “watch pages” feature by which
users receive email notifications when specified pages change. The notification
mechanism provides the number of added or deleted bytes to each page. With
our approach, in addition to the intra-document awareness, we provide inter-
document awareness where we track changes on linked documents to the web
page that might influence the content of that web page. We track changes even on
the documents identified by the links added during the process of collaboratively
authoring the web page. Moreover, by means of the edit profile, we present
changes at different granularity levels.

In [18], an overview of the evolution of a wiki page is presented using a his-
tory flow visualisation to provide information about how a group contributed to
the web page or how a modification influenced the current version of the web
page. Unfortunately, no awareness mechanism is offered for the changes made
to the linked pages to the current wiki page. Moreover, the document evolution
is computed only on the document level and no information is provided on the
changes made to parts of the document.

6 Conclusion and Future Work

We have presented a change awareness mechanism that tracks intra- and inter-
document edits in the co-authoring of web pages. We described how metrics are
computed to quantify the changes made inside a document as well as on tran-
scluded parts of the document and linked documents. Moreover, we described a
visualisation tool based on edit profiles that enable users to have an overview
of changes done on a web page and any pages linked to it. This allows users
to easily spot “interesting” changes done on document parts and browse these
changes on finer granularity levels.

We plan to test the usability of our approach by conducting user studies on
the prototype that implements the ideas described in this paper. During user
studies we plan to experiment with various visualisations. Finally, one of our
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future work directions is to extend our awareness mechanism to take into account
not only physically linked documents, but also semantically linked documents in
the context of semantic wikis or more general semantic web.
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Abstract. Rich Internet Applications (RIAs) are quickly becoming the
de facto standard for interactive web applications on the Internet, fea-
turing rich interfaces that increase user usability and efficiency. These
technologies increase the complexity of implementing web applications,
making it difficult to address non-functional requirements such as ap-
plication quality and reliability. There is much activity in developing
modelling languages for web applications, but RIAs introduce additional
concerns for application developers. Without identifying the require-
ments of interactive web applications, we cannot quantitatively compare
different formal methodologies nor suggest they are robust enough for
industry.

In this paper we present a comprehensive list of web application mod-
elling requirements, derived from previous work and existing real-world
interactive web applications. We use these requirements to then pro-
pose an industry-inspired benchmarking application, which allows us to
evaluate approaches to handling the complexity of modelling real-world
applications.

Keywords: interactive web applications, Rich Internet Applications,
web engineering, requirements, benchmark.

1 Introduction

For the last decade, web applications are increasingly becoming the standard
for communication and interaction, allowing any connected user on the Internet
to browse information using standardised protocols and a web browser. Many
approaches to model these web applications have been proposed in the past,
such as WebML [1], UWE [2] and W2000 [3]. Recently, the concept of Rich
Internet Applications [4] has arguably redefined the environment of web appli-
cations – advocating rich user interfaces and improving user participation – and
is transforming users from content consumers to providers [5].

This has increased the complexity of web development, and consequently web
developers have found a greater need for the use of formal methodologies to
assist in the development and deployment of these interactive web applications
[4]. However, very little work has been done in evaluating existing methodologies,
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or proposing a comprehensive list of requirements of RIAs. This paper aims to
satisfy these real needs by defining the expressive requirements of interactive
web applications, and demonstrating the use of these requirements by proposing
a sample benchmarking application.

We provide a brief background and our motivation for this work in Section 2.
We then propose our requirements in Section 3, along with a discussion on their
development. We combine these requirements into a fully featured benchmarking
application, Ticket 2.0, in Section 4. A discussion of our contributions and future
work is presented in Section 5, and we finally conclude our work in Section 6.

2 Motivation

Software development is a complex activity, and it is expected by industry that
the use of formal methodologies and modelling languages to abstract away from
this complexity increases the reliability, usability, security and maintainability
of this software [6,7]. Web applications are a form of software that presents ad-
ditional unique challenges and requirements to desktop software [7], and many
modelling language approaches have been proposed to solve this additional com-
plexity.

Despite this complexity, developers tend away from using such formal method-
ologies, instead advocating for proprietary or outdated approaches, even though
formal methodologies are expected to be beneficial [6,8]. This may be a symptom
of existing modelling languages being unable to express the unique requirements
of web applications [7,9]; consequently, a methodology which is more expressible
with regards to web applications should be beneficial to the web development
community.

Past work on identifying the requirements of RIAs have tended to focus on the
qualities of the methodology surrounding it or its software support [4,10], with
less focus on the functional requirements of these applications. While web appli-
cations may be considered a primitive form of hypermedia [6], they have qualities
that cannot be addressed with existing hypermedia modelling approaches [4]. In
our paper we propose a comprehensive list of RIA requirements.

Along with correlating these requirements with existing work, we may also
prove their validity by highlighting their actual usage in existing web applica-
tions. We amplify this step by consolidating all of these requirements into a
proposed benchmarking application. Similar approaches are used in the domains
of business rules [11] and enterprise software modelling [12], and this imple-
mentation is crucial to prove the real-world suitability of a formal methodology
[6,13].

3 Requirements

Due to its relative infancy, there is little work on identifying the functional re-
quirements of RIAs, with most research to date spent on identifying the technical
and process requirements of appropriate methodologies. Whilst it is important
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to consider the requirements of the process surrounding a modelling language,
this is generally more flexible than the issues raised by the expressiveness of the
modelling language itself. This is especially valid with web applications, as web
concepts such as sessions and e-mails are largely ignored in existing approaches
[14]. Consequently, we chose to develop our RIA requirements by studying real-
world examples in industry:1

1. Gmail: Web-based e-mail by Google.
http://www.gmail.com

2. Calendar: Google Calendar, a collaborative online calendar.
http://calendar.google.com

3. Reader: Google Reader, an offline-enabled feed reader.
http://reader.google.com

4. Docs: Google Docs, a collaborative office suite.
http://docs.google.com

5. Last.fm: A social network-enabled music site.
http://www.last.fm

6. Pages: Google Page Creator, an online web publishing suite.
http://pages.google.com

7. Facebook: A social networking platform.
http://www.facebook.com

In Tables 1 and 2 we present our proposed 59 core requirements of interac-
tive web applications. Each requirement is based on an actual feature of RIAs,
and is presented along with an example of their usage. They are grouped into
six categories solely for ease of reference. We have purposefully ignored some
basic data and presentation requirements;2 these trivial aspects are covered by
requirements such as View Data and are omitted for clarity.

These proposed requirements are ideal for evaluating and comparing different
web modelling languages, and this approach has been taken before in evaluat-
ing older web modelling languages [4,9,10]. Indeed, it would be very useful to
evaluate these requirements in a similar manner to Christodoulou et al [10]. As
our previous work is concerned with a similar evaluation [14], we instead focus
our attention on suitable methods to create and validate modelling language to
address these requirements.

4 Benchmarking Application

Benchmarking applications3 are a technique that may be useful in identifying the
expressiveness of different technologies, and this concept has been used before
1 The interested reader will note that most of these applications are developed by

Google; indeed, Google has focused their business model significantly around RIAs.
2 Such as the ability to use an external database, linking between pages, or being able

to display the content in HTML.
3 Instead of the classic definition of a performance benchmark, this is instead a func-

tional benchmark.

http://www.gmail.com
http://calendar.google.com
http://reader.google.com
http://docs.google.com
http://www.last.fm
http://pages.google.com
http://www.facebook.com
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Table 1. Interactive Web Application Requirements (1)

# Requirement Example

Data

D1 Static Pages Gmail: Static help pages
D2 View Data Gmail: View an e-mail
D3 Update Data Gmail: Create an e-mail
D4 Pagination Gmail: Display e-mails in pages
D5 Provide Data Feed Last.fm: Provide RSS feed of recommendations
D6 Use Web Services Calendar: Use external iCal feed
D7 Offline Data Reader: Download new feeds before going offline
D8 Offline Resources Reader: Download resources before going offline
D9 Web Service Provider Facebook: Provide Facebook application using API
D10 Uploading Files Gmail: Adding attachments
D11 Access Server Data Gmail: Download new message headers
D12 Local Variables/Data Docs: Download document source to client
D13 Cookies Gmail: Recall last input language

Events

E1 Scheduled Events Calendar: Event reminders on client and server
E2 Client Timer Support Gmail: Check server for new e-mails
E3 Server Timer Support Gmail: Check POP3 servers for new e-mails
E4 Async Form Validation Last.fm: Check in entered event artist data
E5 Client Form Validation Gmail: Warn user if subject is missing
E6 Server Form Validation Gmail: Sending an e-mail to an invalid address
E7 User Collaboration Docs: Two users can work on the same document
E8 Browser-Based Chat Gmail: Google chat
E9 Out-of-Order Events Docs: Dealing with edit events with multiple users
E10 Server Transaction Support Gmail: Purchasing more storage space

Users and Security

S1 User Authorisation Gmail: Sign in
S2 Session Support Gmail: Sign in
S3 User Logout Gmail: Sign out
S4 Automatic User Auth Gmail: Log in automatically
S5 User Security Calendar: Only certain users can access a calendar
S6 Group Security Calendar: Shared calendars secured to certain groups
S7 Security Levels Calender: Read/write/change sharing permissions
S8 Single Sign-In Solutions Google Services; OpenID
S9 Personalisation Calendar: Display a custom timetable format

User Agents

A1 Browser Identification Gmail: Redirect user if user agent fails requirements
A2 User Redirection Gmail: Redirect to e-mail web links
A3 Multiple Browser Support Gmail: Load different interfaces depending on agent
A4 Multiple Outputs Calendar: Provide a feed in iCal, XML, HTML
A5 Client-Side Application Gmail: Webmail application
A6 Load Additional Scripting Gmail: Contacts menu loads another script
A7 Back Button Control Gmail: A user cannot go back once logged out
A8 Plugin Support Gmail: Play MP3 attachment
A9 Plugin Communication Last.fm: Clicking on a track updates the Flash player
A10 Navigation Control Gmail: Update URL fragment identifier
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Table 2. Interactive Web Application Requirements (2)

# Requirement Example

Interaction

T1 E-mailing Users Gmail: Can send e-mails
T2 E-mail Unsubscription Facebook: User can unsubscribe from all e-mails
T3 Mobile Phone Communication Calendar: Can send text message reminders
T4 Internationalisation Support Last.fm: Different locales
T5 Multiple Domain Support Last.fm: Different domains display different locales

User Interface

U1 Presentation Calendar: Displaying a particular user interface
U2 Client-side Scripting Gmail: Home page displaying available space
U3 Drag and Drop Calendar: Can drag and drop events
U4 Loading Time Support Gmail: Switch to HTML view after 30 seconds
U5 Keyboard Shortcuts Calendar: Can browse using keyboard
U6 Opening New Windows Pages: Open links in new windows
U7 Pop-up Dialog Boxes Gmail: Can compose an e-mail in a new window
U8 Runtime Interface Updates Gmail: Update Unread Mails in real time
U9 Static Views (HTML) Gmail: Provide a static HTML view
U10 Modal Dialogs Pages: Inserting an image shows a modal dialog
U11 Use External Components Facebook: Transitions with script.aculo.us

U12 Provide External Libraries Gmail, Calendar: A consistent calendar input box

in a variety of different domains [11,12]. In the search for such a benchmarking
application for web development however, we have not yet found any web appli-
cation that matches all of our requirements simultaneously. We suspect this is
due to the complexity such an application would burden on a development team,
and it is precisely this reason that a structured formal methodology would be
appropriate. This also means that there is no suitable application from which to
build upon.

Ideally a benchmarking application for RIAs would involve the fields of social
networking, e-commerce, web services, scheduled events, business integration and
consumer interaction. It would be difficult to adapt common academic scenarios
such as library or student applications to address all of these requirements. A sen-
sible option would be adapting an existing web application, but existing applica-
tions are designed primarily for user simplicity and not feature usage. Extending
an existing application may entangle too much additional complexity4, which is
important to consider when realising that a poorly designed modelling language
may require significant model duplication5 in order to fulfill the benchmark.

Whilst combining all RIA features into one application will exponentially in-
crease its complexity, it is this complexity that will be a valuable learning exercise

4 Consider re-implementing Gmail from scratch, compared with implementing only a
single client-side application.

5 Consider that an application with client-side, server-side and mobile interfaces may
require at least three separate but functionally identical models.
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into how a methodology handles semi-realistic web applications. As such, we pro-
pose that a simple event ticketing application, combined with social networking
features, is ideal. This proposed application meets all of the requirements we
proposed in Section 3, as shown in Table 4. We also argue that while developing
our own benchmarking application is definitely a challenge, it will be less com-
plicated and more accessible in the long term than trying to extend an existing
web application.

In the rest of this section we present our social networking-enabled, event
ticketing application titled Ticket 2.0. Its business goal is to provide a rich inter-
face for users to browse upcoming events and book tickets using a credit card.
They may interact with other users on the site through friends lists and chat
rooms on the event detail pages themselves, permitting open discussions and
user interaction. It also aims to provide a unified interface for event managers,
allowing them to schedule upcoming events and track their progress.

The conceptual structure of the application is presented in Figure 1, and the
ticket booking application flow is shown in Figure 2. These figure have been
purposely presented without using any existing modelling notations to try and
be as independent as possible. Elements shaded gray indicate features that are
navigable from every page,6 likely as part of a common navigation header. Due
to space restrictions this is not a complete formal specification, and the following
sections will become quite technical, however straight forward for an experienced
developer to implement. The full specifications for Ticket 2.0 are available online
at http://openiaml.org/.

4.1 Application Properties

The site is provided in two locales, with two separate domains selecting the
appropriate display language. The user may be automatically logged in through
cookie identification, if this feature is selected by the user. If the user visits
with a mobile phone, a smaller set of the application is presented (highlighted
in light gray), which does not include manager or administrator functionality.
Pages marked with an asterisk may be visited offline if the user has appropriate
technology7 installed. The application is divided into three secure sections, which
only particular types of users may access. The Book Ticket page involves a client-
side application, and is described with detail in Section 4.6.

4.2 Public Pages

Home. The home page describes the application, and allows the user to switch
locales. It also allows the user to switch between the mobile and full versions of
the application.

Signup, Login, Logout. Allows the user to signup, login, or logout. These
pages are secured through HTTPS. When logging in the user is presented with
an option to remember their authentication details.
6 These pages may be called landmarks [15].
7 Such as Google Gears: http://gears.google.com.

http://openiaml.org/
http://gears.google.com


112 J.M. Wright and J.B. Dietrich

F
ig

.1
.
T

ic
k
et

2
.0

A
p
p
li
ca

ti
o
n

P
a
g
e

S
tr

u
ct

u
re



Requirements for Rich Internet Application Design Methodologies 113

Browse Events. Lists all events in the system, presents a Google Maps mashup
[16] of events, and plays MP3 samples for selected events. It also provides a
public API for event listings. The user may browse the listings using keyboard
shortcuts, and uses a standard search widget. If not logged in, it uses cookies to
recall the last browsed location.

Event Details. Provides a Google Maps mashup of the event location. It may
play an MP3 file uploaded by the manager related to the event. External links
are opened in new windows. From here the visitor may purchase a ticket as
described in Section 4.6.

4.3 User Pages

Recommended Events. Displays events the application recommends to the
user, in a manner similar to Browse Events. This page provides an external API
to retrieve a certain users’ recommended events, using a token key as authentica-
tion. The events are selected both by user recommendations and the system. It
provides a drag-and-drop interface to delete unwanted recommendations. If of-
fline, the deletions are saved and submitted once the application is online again.
Once per week, the application sends out an automated e-mail to the user, listing
new event recommendations.

Recommend. Allows a user to recommend any event to another user or e-mail
address. They may enter in multiple targets. If the e-mail address exists on the
system and is not currently a friend of the user, a friend request is sent as well.
If the target user is currently logged into the application, the recommendation
is displayed in a popup window as well on the targets machine.

Event Chat. A simple interactive chat popup window, which provides rudi-
mentary communication between users. Visitors do not have to be currently
logged in, but Users may add other Users as friends. It uses script.aculo.us8 for
event chat transitions.

Friends. Allows the user to view, add and remove friends.

Browse Tickets, View Ticket. Allows the user to browse and view previously
purchased event tickets.

4.4 Manager Pages

After logging in conventionally, managers may authenticate themselves addition-
ally using OpenID [17] before any changes are applied.

Create New. The manager may upload an MP3 file for the event. The event
description is presented in a rich text editor, and the venue may be selected using
an auto-completed text field. This page provides an external API to schedule new
events, using a token key as authentication.
8 A Javascript library providing rich object transitions and interactions:
http://script.aculo.us.

http://script.aculo.us
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Your Events, View Event, Edit Event. The manager may view the events
they have added, and edit them with an interface similar to Create New.

Upload CSV. The manager may upload multiple events in one file, according
to a CSV format.

Setup Data Sources. The manager may set up an RSS feed for new events.
This RSS feed is checked daily for new events, which are then imported into the
system. The manager may specify an additional OpenID authentication server.

4.5 Administrator Pages

This section is restricted to administrators only, allowing them to modify the
core content of the site.

List/Edit Events/Users. Lists the events or users on the system, and the
administrator may edit their properties or remove them.

Site Stats. Displays a simple overview of the traffic statistics for the site in a
client-side application. Updates the fragment identifier while browsing between
dynamic pages, which allows the administrator to bookmark the application
state.

Contact User. The administrator may send one or many users an e-mail or
text message.

4.6 Ticket Booking Process

This process is described graphically in Figure 2. This operates as a client-side
application that loads additional scripting to define the display of the venue
details, and the user cannot navigate using their back button or history. Before
the user reaches this, the user agent is checked for compatibility; if it cannot
execute client-side scripting, the user is redirected to a separate static version of
the booking process which is functionally similar, but lacks the richness of the
client-side user interface.

The application displays a warning message if it takes longer than one minute
to load the application. It has a three-minute client-side timeout, and a fifteen-
minute server-side timeout; the current timeout situation is displayed in real
time, along with the current connection status. If the client-side timeout occurs,
the user is warned that the connection has failed; if the server-side timeout
occurs, the booking process is cancelled and any reserved seats released. Input
validation occurs both on the server and the client, as well as asynchronously
in the background, with the client displaying errors in modal popup boxes on
failed client-side validation.

Select Seats. Provides a graphical interface to select seats in the venue, dis-
playing a map of the venue and clickable seat regions. If whilst selecting seats
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Transaction
succeeded?

[Ok ]

[ Fai l]

Fig. 2. Ticket 2.0 Booking Process

a seat region is expended on the server, all clients are notified and the region
disabled on their displays.

Check Availability. After successfully finding some seats in the desired region,
the seats are booked. These are reserved until the user completes the process or
the server timeout occurs.

Fill in Details, Create Account. The user enters in the details for purchasing
the tickets, and if the user is not currently logged in, they are asked to create
an account, or authenticate themselves.

Charge Card. Interacts with an external credit card billing provider, charging
the user for the tickets. If either the card charging or order submission steps fail,
the transaction is rolled back and the user is asked to confirm their details.

Submit Order. Once an order is submitted, the user is e-mailed a confirma-
tion, and a message is also sent to their mobile phone. The tickets are printed
to PDF on the server, which are posted manually every morning by the printing
office.



116 J.M. Wright and J.B. Dietrich

5 Discussion

These proposed requirements fit in well with existing discussions of Rich Inter-
net Applications and hypermedia systems. Precadio et al. [4] propose ten RIA
requirements, and finds that both web modelling languages and hypermedia
languages are functionally lacking. Similarly, Christoudoulou et al. [10] present
fifty hypermedia methodology requirements, and Gu et al. [18] propose sixteen
specific web application requirements; many of these relate to the development
process. While space limitations prevent us from including a full comparison
of our work with existing requirements, we do summarise in Table 3 how our
requirements match with those proposed by Precadio et al [4].

We do note that some of our requirements, such as keyboard shortcuts, au-
tomatic user authentication, client timer support and browser identification do
not yet match up with any previously published requirements; we suggest that
these are the new functional properties of RIAs that are currently neglected by
existing approaches.

As mentioned in the beginning of this paper, much work has been accom-
plished in identifying the technical and methodological requirements of web
modelling languages. Whilst identifying the functional requirements in this pa-
per, some common themes emerged of these other requirements, such as the
importance of a CASE tool; the ability to model using patterns; platform in-
dependence; integration with the business model; and management of the
development lifecycle [10,18]. Gitzel et al. [7] adds an excellent discussion on
the unique non-functional requirements of web applications, such as consistency
and predictability. We acknowledge that while expressiveness in a modelling lan-
guage is vital, it must satisfy these additional requirements in its implementation
to be successful [13].

With respect to the ability of existing modelling languages to fulfill these
requirements, previous work has already shown that no existing language is
expressive enough for RIAs [4,10,14], so we omit such an evaluation in this paper.
Future research in this area includes work on extending existing languages in
order to address their shortcomings.

Table 3. Comparison of Requirements Proposed by Precadio et. al [4]

Feature Matching Requirements

Interaction E4, U2, U3, U5
Multimedia A8
Tool CASE n/a
Visual continuity A5, U2, U8
Synchronization E2, E3
N-Tier development n/a
Dynamic data retrieval D7, D12
Parallel requests to different sources D6, E4
Personalisation A3, T4, S9
Interactive collaboration E7, E9
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Table 4. Matching Ticket 2.0 Features to RIA Requirements

Feature Requirements Fulfilled

Application Properties

Entire Application D2 D3 E3 S1 S2 S4 S5 T4 T5 U1 U2 U12
Offline D7 D8
Automated D6 E1 E10 T1 T2
Mobile A3 A4 E1

Public Pages

Home D1
Signup E4-6 T1
Login D13 S1 S2
Browse Events A8 A9 D4 D5 D13 U5 U11
Event Details A2 A8 U6 S9
Book Ticket A1 A5-7 D6 D11 D12 E2-6 E9 E10 T1 T3 U4 U8-10
Recommend T1 U8 S9
Event Chat D11 D12 E7-9 U7 U8

Users Only

Logout S3
Recommended Events A8 A9 D4 D5 U3 U5 U8 U11
Friends, Your Tickets, View Ticket S6

Managers Only

Your Events D4 S6 S7 S8
Upload CSV D10
Setup Data Sources D6
View Event A2 A8 U6
Create New D9 E1 E4-6
Edit Event E1 E4-6

Administrators Only

Site Stats A5 A10 D11 S6 S7
List Events/Users D4
Edit Event/User E5 E6
Contact User T1

In the web application domain, previous benchmarking applications have
included conference management systems [19], travel agencies [20] and movie
databases [21]. Our contribution is a web application which is clearly aligned
with the industry interests of interactive web applications, and specifically ful-
fills the requirements of RIAs (Table 4).

Other than simply implementing a benchmarking application, it is impor-
tant to develop metrics to enable quantitative comparisons. This would allow a
more precise comparison of different methodologies, and hopefully focus research
efforts on addressing these real-world requirements. A discussion of suitable met-
rics is beyond the scope of this paper, but existing projects such as Tukutuku
[22] should provide a source of inspiration.
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Since this paper was submitted, we have successfully implemented the Ticket
2.0 application using the Symfony framework for PHP. The implementation of
this benchmark has already pointed out some interesting challenges that mod-
elling languages would need to address, such as being able to model the intricate
details of interacting with Google Maps and rich text editors, and keeping client-
side and server-side interfaces synchronised. The next step in this research is to
investigate these challenges and use our findings to improve the growing field of
web application modelling.

To interact with a demonstration of this application, the interested reader is
referred to the project website at http://openiaml.org/. This implementation
may be considered as a reference for future research in this field. The reader is
also encouraged to retrieve a copy of the benchmark specifications and implement
them in their development platform of choice.

6 Conclusion

In this paper we have investigated existing real-world applications, and present
a comprehensive list of requirements for Rich Internet Applications. We also
propose a benchmarking application called Ticket 2.0 which embodies all of these
requirements in a familiar domain. We believe that this approach is an important
step in being able to develop modelling approaches to handle the complexities
of interactive application development and compare them quantitatively. By
basing this benchmarking application in the same domain as existing industry
applications, we also believe this contribution will prove favourable for industry
discussion and support.
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Abstract. This paper proposes novel interaction techniques for parallel search 
tasks. The system displays multiple search results, returned by a search engine, 
side-by-side for each search query. The system enables the user to rerank search 
results using a reranking algorithm based on vertical and horizontal propagation 
of his/her intention. A method of recommending operations for specific key-
words is also proposed, supporting operations such as a shift to a parallel search 
with an alternate term, upgrading or downgrading results in terms of a specific 
viewpoint, and so on. Applications for the proposed system are also discussed. 

1   Introduction 

Many people now use Web search engines to obtain information in their daily life. It 
remains unclear, however, whether conventional Web search engines truly satisfy 
users’ requirements and are useful. 

For example, when a user is thinking about buying a car, he/she wants to compare 
car companies, models, options, and so on before making the purchase. In this case, 
he/she makes a query for a Web search and inputs the name of a company, brand, or 
car, along with keywords representing viewpoints such as price, quality, and fuel 
consumption. Then, he/she checks many search results or tries other queries many 
times before finding the right car. If the user wants to compare multiple cars simulta-
neously, he/she has to open many browser windows. 

As another example, when a user wants to cook dinner using green pepper, pork, 
and something in his/her refrigerator, he/she has to choose the ingredients and input 
them as a query many times before discovering an appropriate recipe. If he/she wants 
to view images of dishes, he/she has to find pages that contain such images. 

Finally, when a Japanese user wants to find work related to his/her research by us-
ing digital libraries, he/she has to search by using the ACM digital library, IEEE 
Xplore, and Japanese digital libraries, using multiple related keywords in different 
languages. This requires performing similar search processes with each system. 

These tasks are not easy for users because conventional systems are not particu-
larly efficient at carrying out such work. The goal of our current work is to enable 
users to perform such tasks easily. If a user could search for products from different 
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viewpoints simultaneously, he/she could easily check a large amount of information. 
For example, if the user could search text and images at the same time, he/she could 
easily pick a recipe for a dish. Similarly, if the user could search Japanese and English 
digital libraries at the same time, he/she could find related work more easily. 

To satisfy such user requirements and develop appropriate applications, we  
propose novel interaction techniques for search results. In a past work we proposed 
“Rerank-by-Example” [10], which enables the user to rerank search results using an 
edit-and-propagate operation. We refer to this propagation style as vertical propaga-
tion. In the current work, we expand this to horizontal propagation. Our proposed 
system displays multiple search results from a search engine side-by-side for each 
search query. It then enables users to rerank each set of search results synchronously 
by horizontal propagation. 

In this work, because it is difficult for users to input complex queries we also pro-
pose a method of interaction recommendation for specific keywords, such as shifting 
to a parallel search using  an alternate term, upgrading or downgrading in terms of a 
specific viewpoint, and so on. By using our system, the user can easily rerank and 
check multiple search results according to his/her search intention. 

The technical contributions of this paper are as follows: 

 Interaction for parallel search and algorithm of synchronized reranking 
 Interaction recommendation supporting reranking and a shift to a parallel 

search 

In this paper, we first explain the motivation of our work and the basic idea of our 
system. Next, we describe the system’s algorithm, design, and implementation. We 
proceed to describe typical applications to show the usefulness of our system and 
discuss its characteristics. Finally, we conclude this work and explain the direction of 
our future work. 

2   Motivation 

In a past work, we used a survey to research users’ attitudes toward Web searches [9]. 
We created an online questionnaire of 26 questions which were answered by 1000 
subjects. From this survey, we found that the top three user motivations for using 
Web search engines were “looking up the meaning of a word,” “looking up detailed 
information about a word,” and “making comparisons.” In addition, we also found 
that users wanted to use special search systems. 

In a conventional Web search system it is difficult for users to compare products in 
terms of characteristics such as quality, price, and user evaluations. Some users input 
“comparison” as a query keyword with the products that they want to compare. In this 
case, however, the system sometimes does not obtain good pages with detailed  
descriptions of each product. 

In the survey, we also found that more than 50% of the subjects normally checked 
only the top five search results. This suggests that low-ranked search results are al-
most never checked by more than half of search engine users. We attribute this to the 
limited interaction between the user and the search engine. We also found that 23.2% 
of the subjects wanted to rerank Web search results according to their search intentions 
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because they were unsatisfied with the Web search result rankings returned by conven-
tional search engines. We believe that reranking systems based on user interaction 
will become very important in the near future. 

In addition, 48.1% of the subjects wanted to use a search engine with additional  
information to help them understand Web search results. This suggests that users 
sometimes have difficulty judging the usefulness of each search result or the appro-
priateness of a submitted query. 

From these survey results, we can conclude that people require more useful Web 
search systems. Such systems should enable them to easily compare items, allow 
them to rerank search results, and present them with additional information to help 
them understand search results. 

3   Basic Idea 

Reranking by Flexible Term-based Relevance Feedback 
In a past work [10]1, we proposed a system enabling users to rerank Web search  
results by an edit-and-propagate operation on the client side (Fig. 1). We refer to this 
approach as "Rerank-by-Example." The system propagates the influence of a user’s 
edit operation throughout all the search results. The system includes two edit opera-
tions: emphasize and delete. 

When the user selects one part of a search result (i.e., the title, the summary, the 
URL, etc.), the system displays an edit menu with buttons for emphasis and deletion 
(Fig. 2). The user then applies his search intention by clicking the appropriate button. 

When the user emphasizes a keyword or phrase from a search result part, the sys-
tem determines that the user wants to upgrade search results containing the empha-
sized keyword or phrase. When the user deletes a keyword or phrase from part of a 
search result, the system determines that the user wants to downgrade search results 
containing the deleted keyword or phrase. 

In the specific case of emphasizing or deleting part of the URL of a search result, the 
system determines that the user wants to upgrade or downgrade, respectively, Web 
pages for which the URL contains the selected text. For example, the user can easily 
upgrade government sites by emphasizing“.gov” or downgrade blogs by deleting “blog” 

Fig. 1. Interaction between the user and search 
results  

 

Fig. 2. Edit menu displayed near the 
search result part selected by the user 

                                                           
1 http://rerank.jp/ 
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The system calculates a score for each search result according to the target content 
and the type of edit operation. Then, the system sorts the resulting list of search  
results and shows the reranked results in the Web browser. Because the system per-
forms these operations on the client side, the results page does not have to be reloaded 
from the server. We found that users could easily browse 500 search results by using 
our system. 

Parallel Search and Synchronized Reranking by Interaction Propagation 
In this work, we extend the idea of Rerank-by-Example to parallel searches. When the 
user inputs queries to a parallel search system, the system obtains search results from 
a search engine and displays multiple search results side-by-side for each query. For 
example, when the user wants to compare A, B and C, he/she first inputs A, B and C 
as queries for a parallel search. Then, the system displays the search results for A, for 
B, and for C side-by-side. The user can easily check the high-ranked search results for 
each query, without scrolling the browser window. 

In addition, we extend the propagation of reranking search results to all of the 
lists of search results. For example, when the user emphasizes viewpoint VP3 (i.e., 
a specific characteristic of the results) in the search results for A, the system syn-
chronously reranks not only the search results for A but also those for B and C. The 
user can thus simultaneously check each set of reranked search results for VP3 (Fig. 
3), and can then rerank each set of search results according to any other viewpoint, 
such as VP1 or VP2. In Fig. 4, the user compares FinePix with CyberShot and em-
phasizes “zoom” as a view point. Then, the system reranks each of the search 
 results simultaneously. 

The user can choose the type of search engine, such as a Web search engine, image 
search engine, or video search engine. In addition, we allow the user to perform 
paralel searches in different languages. For example, he/she can input queries for 
 

 

Fig. 3. Synchronous reranking of each set of 
search results according to the user’s edit 
operation 

Fig. 4. Example of parallel search and syn-
chronous reranking 
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parallel searches in Japanese and English to find related work in both languages at the 
same time. If he/she selects and emphasizes a Japanese term in the Japanese search 
results, the system translates the emphasized term into English and simultaneously 
reranks the Japanese results according to the input term and the English results ac-
cording to the translated term. We expect that users will easily be able to find relevant 
search results in each language. 

Interaction Recommendation 
By the way, most search engine users are not advanced users. Ryen et al. [7] define an 
advanced search engine user as one who uses plus and minus signs, double quotes, 
and special phrases such as “site:” in queries. As calculated from large search query 
logs, only 8.72% of users are advanced. This suggests that we should design the inter-
action in our system not only for advanced users but also for non-advanced users. For 
example, if users have to input complex queries with phrases such as “parallel:” or 
“compare:”, many will not use the parallel search system. We should thus implement 
a system that non-advanced users will want to use and interact with. 

Therefore, we propose modifying the system to recommend operations with terms, 
such as parallel search with a recommended alternate term for the target query, image 
search with the target query, reranking by upgrading or downgrading a term, and so 
on. At the top of the search results, our system shows terms with icons representing 
operations recommended for the terms (Fig. 5). The user can easily run the recom-
mended operation simply by clicking its icon or text. The user can then check the 
reranked search results or shift to a parallel search without performing any complex 
operations. 

 

Fig. 5. Examples of interaction recommendation for the query, “Katsumi Tanaka.” The red 
arrow means upgrading search results which include a term, the blue arrow means downgrading 
search results which include a term. The green character means the parallel search using a term. 
Image(A) means an image search with query A. 

In this interaction recommendation, we take account of the user’s search intention. 
For example, when the user deletes the term “pianist” from the search results for 
“Katsumi Tanaka,” the system guesses the user’s search intention to be “downgrading 
search results related to the pianist, Katsumi Tanaka.” The system then recommends 
“piano,” “concert,” and “music” for deletion, and “professor,” “database,” and “poet” 
for emphasis, enabling the user to easily rerank the search results accordingly. 

As another example, when the user emphasizes the term “database” in the search 
results for “Katsumi Tanaka,” the system recommends “Masaru Kitsuregawa” as an 
alternate term for a parallel search. 
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The types of operations for terms are “shift to parallel search with a recommended 
alternate term,” “shift to parallel search with different search engine, language or 
media,” “upgrade search results which include a recommended term” and “downgrade 
search results which include a recommended term.” 

4   Algorithm 

Interaction Propagation 
We also investigated the application of reranking by term-based relevance feedback to 
a parallel search with synchronized reranking. 

When the user inputs a query q for a parallel search, the system obtains the top N 
search results R(q) = {r(q)1, r(q)2, …, r(q)N} (where r(q)i is the ith search result for 
query q). 

The score for each result is initialized as 

              iNqrScore i −=))(( .                                                      (1) 

Assume that the user tries a parallel search with queries qA, qB, and qC. When the user 
emphasizes or deletes keyword t in the set of results, R(qA), the system respectively 
upgrades or downgrades the results including t in R(qA). It then calculates the score 
for result r(qA)i including t in its title or snippet according to Equation 2: 

NtypeqrScoreqrScore lastiAnewiA 2))(())(( ×+= .                               (2) 

The system divides R(qA) into sets R+(qA), whose results include t, and R-(qA), whose 
results do not include t. 

Then, the system uses a stop word list to perform morphological analysis on the ti-
tles and snippets in R+(qA) and R-(qA) to obtain the sets of terms W(R+(qA)) and W(R-

(qA)), respectively, and it calculates the term frequency of term ))(( AqRWw +∈  and 
))(( AqRWw −∈ . It removes term wi in W(R+(qA)) if wi is in W(R-(qA)). Next, the system 

finds the top k most frequent terms in W(R+(qA)) and W(R-(qA)). We then use these k 
terms in W(R+(qA)) as the co-occurring terms for t. 

The system next calculates the score for r(qB)i by using the similarities of the co-
occurring terms and the target search result, according to Equation 3:  

NqRWqrSimtypeqrScoreqrScore AiBlastiBnewiB ××+= + )))((,)(())(())(( .

NtqrExisttype iB 2),)(( ××+                               (3) 

Here, Sim(r,W) denotes the similarity between the set of frequent terms W and result 
r. The system only checks the coverage of terms in W by r. If r does not contain any 
terms in W, then Sim(r,W) is 0. If r contains all the terms in W, then Sim(r,W) is 1. 
Exist(r,t) is a Boolean value. If r includes term t, Exist(r,t) is 1. If r does not include t, 
Exist(r,t) is 0. After applying Equation 3, the system reranks all search results accord-
ing to their recalculated scores. If the operation is emphasis, type is 1. If the operation 
is deletion, type is -1. 
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If the user chooses the Japanese and the English search engines for a parallel 
search and he/she emphasizes/deletes a phrase in the Japanese search results, the 
system translates the emphasized/deleted term and co-occurring terms into English by 
using a translation service.  

Interaction Recommendation with a Term for Reranking Search Results  
When the user searches with a new query or adds a query for a parallel search, the 
system obtains the set of top N search results, R, for the input query. Then, after cal-
culating the set of frequent terms W, the system selects the top k recommended terms 

Uui ∈ from W according to the following process. 

1. The system obtains the most frequent term w1 in W.  

(a) If U is empty, the system puts w1 in U and removes w1 from W. 
(b) If U is not empty, the system obtains w2 from W. Then, the system calculates 

scores for w1 and w2 by Equation 4. DF(c, R) denotes the number of search 
results which satisfy the condition c in search results R. If Score(w1) is 
greater than or equal to Score(w2), the system puts w1 in U and removes w1 
from W. Otherwise, it puts w2 in U and removes w2 from W. 

)),|...||(&(),()( 21 RuuuwDFRwDFwScore niii −=                   (4) 

2. If the number of terms in U is less than k, the system repeats step 1. Otherwise, 
the process is finished. 

Next, the system randomly sets the operation type for each extracted term. The  
reason of setting the operation type randomly for them is that the system has no in-
formation about the user’s interest before interaction with the system begins. 

When the user emphasizes or deletes term t from the search results, the system di-
vides the result set R into sets R+, whose results include t, and R-, whose results do not 
include t. The system also calculates the corresponding sets of frequent terms, W(R+) 
and W(R-). Then, it checks the top k most frequent terms in W(R+) and W(R-). If term 
w exists in both W(R+) and W(R-), the system removes w from W(R+) and W(R-). 

If the user’s operation is emphasis, the system shows terms in W(R+) with the em-
phasis icon and terms in W(R-) with the deletion icon. If the user’s operation is dele-
tion, the system shows terms in W(R+) with the deletion icon and terms in W(R-) with 
the emphasis icon. 

Interaction Recommendation for a Shift to a Parallel Search 
There are two types of shift to a parallel search. One is a shift to a parallel search with 
a different search type, such as different media, a different search engine, or a differ-
ent language. The other is a shift to a parallel search with a recommended term,  
because users sometimes have difficulty finding alternates to the query target. 

The recommendation for a shift to a parallel search with a different search type is 
very straightforward. The system simply recommends the appropriate search type 
with the current query. For example, the system recommends an image search with 
“Auckland” when the user does a Web search with “Auckland.” The system usually 
recommends different media or a different search engine because most users do not 
use multiple languages in searching. 
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When the system recommends a shift to a parallel search with a recommended 
term, it first finds alternate names. Many methods have been proposed for finding 
alternate candidates for a target object [7, 14]. Ohshima’s method [7] simply sends the 
user’s query term with a conjunction “OR” to obtain the alternate terms. Then the 
frequent adjacent terms to the user’s query term are obtained as alternate terms from 
the returned search results. This method also enables the system to add the back-
ground term to obtain alternative terms accurately. In the current work, we use this 
method for parallel searches. We can use the emphasized or deleted term as the back-
ground term. 

In addition, we use emphasized or deleted terms to find alternates because many 
different user intentions are possible in the interaction between the user and the sys-
tem. For example, when a user emphasizes “professor” in the search result “Katsumi 
Tanaka,” the system guesses that he/she might want to find the name of an alternate 
person who is a professor. 

5   Design, Implementation and Interaction 

Design and Implementation 
Our system consists of the browser interface module, the monitoring module, the 
recognition module, the evaluation module and the reconstruction module (Fig. 6). 

 

Fig. 6. System consists of five modules 

The browser interface module supports all normal Web browser functions and al-
lows the user to emphasize or delete any part of a search result at any time. In  
addition, the browser interface module renders HTML pages from the reconstruction 
module via memory, making it possible to render and modify pages without a refresh. 

The monitoring module monitors the user's mouse operations to identify what text 
is selected. If text is selected, it automatically displays the edit menu which consists 
of the emphasis and deletion buttons, near the current mouse position. If the user does 
not move the cursor for a certain time after the edit menu appears, the edit menu is 
automatically hidden. When the monitoring module detects an edit operation from the 
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user clicking a button or a recommendation icon, it sends the edit information to the 
recognition module. 

After receiving the user’s edit information, the recognition module detects the us-
er’s purpose by checking the edit type, selected text and blocks. It then determines the 
user’s purpose from the emphasized or deleted part of a search result. Finally, it sends 
the collected information to the evaluation module. 

After the evaluation module receives the user’s purpose from the recognition module, 
it recalculates the scores of all search results using Equations 1, 2, 3 and 4. In addition, it 
also obtains recommendations of interaction based on the above-referenced algorithms. 
Then it sends the recalculated results and interaction recommendation to the recon-
struction module. 

The reconstruction module finally reconstructs the Web page by using the recalcu-
lated scores sent by the evaluation module. It sorts the list of search results according 
to the information from the evaluation module and generates the HTML for rendering 
by the browser interface module. It also puts interaction recommendations at the top 
of the search results. 

We implemented our system by using Microsoft Visual C++ .NET 2005, Google 
Web Search API2, Yahoo! Web/Image/Video Search API3, and the library of Me-
cab, a Japanese morphological analyzer. In addition, our system uses the Web API 
of Japanese-English/English-Japanese dictionary powered by EAST Co. Ltd.4, for 
translation. Additionally, we implemented the analyzer used for digital library 
search services and so on. 

Interaction 
In our system, the user first inputs a query by using a text box located at the upper left 
of the browser window. The system then obtains search results for the input query. It 
incrementally displays the results according to the data that it receives. Then it ana-
lyzes all the results and displays recommended operations for keywords at the top of 
the results. 

 

Fig. 7. Shift from single search to parallel search 

                                                           
2 http://code.google.com/ 
3 http://developer.yahoo.co.jp/search/ 
4 http://www.btonic.com/ws/ 
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The user normally reads the returned search results. If he/she finds a good result in 
the high-ranked results, he/she typically visits the linked page. If the user cannot find 
a good result, he/she reranks the results by clicking a recommended operation or by 
directly emphasizing or deleting results. If the user still cannot obtain satisfactory 
results, he/she re-creates the search query. 

When the user wants to shift to a parallel search, he/she checks the recommended 
operations for parallel search. If a good operation is recommended, he/she can shift to 
a parallel search simply by clicking the recommended operation (Fig. 7). 

If there are no good recommendations for a parallel search, the user can instead 
shift to a parallel search by inputting a keyword in a text box located at the upper right 
of the browser window. If the user wants to perform a parallel search with images or 
video, he/she can change the search mode by selecting a different item in a list box 
located to the right of the text box for parallel search. 

In a parallel search mode, when the user reranks the search results by emphasizing 
or deleting a part of a search result, the system recalculates the score of each search 
result and displays the reranked search results. The user can also click a recom-
mended operation in a parallel search mode. To exit a parallel search mode, the user 
clicks the close button located at the top of the search results. 

6   Application 

We can classify parallel search tasks into comparative search and meta-search. 

6.1   Comparative Search 

People often make comparisons before traveling, booking a hotel, starting a job 
search, and so on. There are two types of comparative search tasks: 

 The user gives entities for comparison 
 The user wants to find an entity from a group of elements 

In the first task, the user starts by inputting entity names, such as “FinePix” and 
“CyberShot” to compare cameras, or “Toyota” and “Honda” to compare cars. The 
search results are then displayed side-by-side under the entity names. 

In this task, the user typically reranks the results in terms of viewpoints such as 
quality, price, usefulness, durability, and so on. The user can thus easily check the 
results from a different viewpoint by reranking the results. In this task, the user  
sometimes cannot remember the competitor’s names such as “EXILIM” and “Nissan.” 
Our recommendation system provides such names for users. 

In the second task, the user does not know or cannot decide which entity name to 
use. There might be many variations of an entity name. The entities from which the 
user can choose, however, may be limited by certain elements that he/she can select. 
There are patterns for selecting elements, but the user cannot use all of them and is 
torn between element A, element B, and other elements. 

For example, when the user knows he/she has pork and beef in the refrigerator and 
wants to cook dinner using one or the other with something else, he/she is sometimes 
torn between using pork and using beef. In this case, the user first inputs each element 
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name with something else as a query, such as “pork and potato” or “beef and potato.” 
Next, he/she checks the search results and reranks them by deleting elements that 
his/her family dislikes or by emphasizing elements representing foods that are in the 
refrigerator. Then, he/she decides what to cook by comparing the pork and beef dishes 
obtained in the reranked results (Fig. 8). 

For example, when the user is suffering from a physical disorder, he/she wants to 
make a tentative diagnosis himself/herself based on the symptoms before going to 
hospital. In this case, the user first inputs each element name as a query, such as 
“headache and dry eye” or “headache and hand pain.” Next, he/she checks the search 
results and reranks them by emphasizing elements representing a symptom that he/she 
identifies. Then, he/she decides what to do by comparing the sicknesses mentioned in 
the reranked results. 

 

Fig. 8. Comparison between pork and beef 
dishes simultaneously 

 

Fig. 9. Comparing the results of a text and 
image search simultaneously 

6.2   Meta-search 

We can divide meta-search tasks depending on whether they use the same media or 
different media. Meta-search with the same media can be further classified into meta-
search with different search engines, such as Google and Yahoo!, and with different 
languages, such as Japanese and English. 

The difference between Google and Yahoo! search results is not small, particularly 
for image searches. A user can save time by performing both searches at the same 
time. 

When a user wants to survey published papers which are related to his/her re-
search, he/she has to check many digital library services in different languages. In this 
case, if the system enables the user to check results from different services and differ-
ent languages such as ACM digital library5, IEEE Xplore6, Google Scholar7, CiNii8 
and so on simultaneously, time will be saved. As another example, a user can apply a 
meta-search with different languages to find information in each language about a 

                                                           
5 http://portal.acm.org/dl.cfm 
6 http://ieeexplore.ieee.org/ 
7 http://scholar.google.com/ 
8 http://ci.nii.ac.jp/ 
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travel destination or to find patent information by using Japanese, American and 
European patent information retrieval systems in each language. 

For a meta-search with different media, the system applies a text search and an image 
search normally. This search style is useful for finding recipes and travel information. 

For example, sometimes a user needs a good idea for cooking. He/she knows what 
is in the refrigerator and what he/she or his/her family likes and dislikes. In this case, 
the user can first input the names of elements such as “green pepper and pork.” After 
checking the initial search results, he/she can rerank them by deleting elements that 
he/she or his/her family dislikes or by emphasizing elements representing foods that 
are in the refrigerator. In this task, a meta-search using both a text and an image 
search with the same query supports the user’s intention because the image results can 
spark his/her imagination (Fig. 9). 

A meta-search can sometimes help the user understand something. For example, 
when a user searches for “Katsumi Tanaka” with a text search engine the target per-
son might be unclear because there are many people whose name is “Katsumi Ta-
naka” in the world and on the Web. Here, if results from an image search engine 
showing pictures of different people called “Katsumi Tanaka” are added, the user can 
better determine the correct one. We can say that the results of the image search fill 
the gap between the user’s memory of information and memory of images. This 
search style has the potential to evolve into a complementary search. 

7   Discussion 

We distributed our system on the Internet and collected comments from users. As a 
result, we found that our system is useful for comparing products before buying, for 
finding recipes, and for making tentative medical diagnoses. In particular, when the 
user finds a recipe through a meta-search using both a text and an image search with 
the same query, he/she was able to decide what to cook easily by switching the focus 
between image search results and text search results. 

As described above, the recommendation of operations is useful, enabling users to 
easily rerank both desired and unwanted search results. The user can also shift to a 
parallel search simply by clicking a recommended search query or search type. By 
recommending terms co-occurring with the emphasized or deleted terms in the search 
results, the user could upgrade or downgrade related search results that did not con-
tain an emphasized or deleted term. 

In general, users often have difficulty finding viewpoints for comparison. Our sys-
tem, however, shows viewpoints in the recommended operations at the top of the 
search results. The user can thus easily check reranked search results in terms of dif-
ferent viewpoints by clicking the recommended operations. 

In our past work [18], we proposed the inner extended keyword method and the 
outer extended keyword method. These methods are not particularly useful, however, 
because the system sometimes makes mistakes in obtaining extended keywords. As a 
result, it downgrades useful search results or upgrades useless results. In contrast, the 
current system has no such problems because it simply recommends keywords to 
users. 
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On the other hand, we could not check the usefulness of meta-search in different 
languages and different search engines because we implemented Google’s search 
services and Yahoo’s search services only. In the future, we will implement search 
services such as Japanese digital library services, English digital library services, 
booking services and so on to show the usefulness of our system. 

One problem with our system is the high directivity of current recommendations 
resulting from the user’s previous operation. When the user deletes “pianist” from the 
search results for “Katsumi Tanaka,” the system recommends “piano,” “concert,” and 
so on. After that, when the user deletes “piano” from the results, the system recom-
mends “concert” and “music.” In this series of recommendations, the user has no 
chance to change the search direction. This is not good for opportunistic searches. 

In our prototype system, when the user adds a query for a parallel search, the sys-
tem does not take account of the user’s previous operation in regard to reranking. The 
user then has to rerank the added search results in the same way. If the system auto-
matically reranked results according to the previous user interaction, parallel searches 
would be more convenient for the user. 

8   Related Work 

There are many studies related to a user's search intention. Broder [1] and Rose and 
Levinson [6] have classified the goals of a user searching the Web into three catego-
ries: navigational, informational, and transactional/resource. The purpose of an infor-
mational search is to find information about the topic of the user’s query. There are 
also studies on automatic classification of user goals according to queries [8, 20]. Our 
system is useful for informational search and transactional/resource searches. 

There are many existing reranking methods. Relevance feedback [10] is the most 
popular retrieval system for retrieving documents according to user feedback. Rele-
vance feedback is based on a vector space model [11]. Non-relevance feedback [17] is 
another retrieval method for documents. It uses only non-relevant documents to find 
target documents. Tan et al. proposed term-based relevance feedback algorithms [4]. 
Our method is similar to the term-based relevance feedback method but there are 
some differences between conventional systems and our system. First, our system 
enables the user to rerank search results by direct manipulation, whereas in a conven-
tional system, the user only reranks results through indirect manipulation, such as 
checking the box for a recommended term. A second difference is flexibility. Our 
system enables users to vary the level of detail for an editing target, such as a word, 
sentence, or part of a URL, as well as to select specific attributes of the target, such as 
the title, snippet, or URL. 

Yahoo! Mindset [21] allows the user to specify his search intentions to the system. 
It weights each Web page as “more research” or “more shopping.” The user can spec-
ify his search intention as research or shopping by using a slide bar, after which the 
system reranks the search results according to the weight. In this system, however, the 
user cannot rerank search intentions without prepared factors. 

Huynh et al. proposed a system and interfaces enabling users to sort or filter items 
in Web pages that are created automatically from templates [5]. This system starts by 
analyzing the structure of a Web page and then extracts the attributes of items on the 
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page after the user clicks a start button. The user can sort or filter items according to 
these attributes. The user cannot, however, interact with the items directly and cannot 
rerank or classify items. In addition, this system does not focus on comparisons. 

Comparative Web Browser (CWB) [2] is a Web browser with two browser win-
dows. CWB displays two Web pages concurrently in a way that enables the content of 
the pages to be automatically synchronized. CWB can be implemented through para-
metric control by assigning the viewing position of one Web page to a parameter that 
synchronizes with the position of the other Web page. B-CWB [3] is an extension of 
CWB. This system also has two browser windows but shows two similar news articles 
written in different languages. These systems are useful for checking the differences 
between two sets of content. Such systems, however, do not focus on browsing Web 
search results and reranking results. 

The system developed by Yumoto et al. [19], and the system named Comparative 
Web Search (CWS) [9] enable users to compare two objects by analyzing pages ob-
tained from names of these objects. The motivation of their work is similar to our 
work. However, these systems do not consider interaction between the user and the 
search results. In addition, they do not support searches with different search engines, 
language and media. 

There are some studies that use cross media. WebTelop [12] is a system that 
searches for pages related to a TV program that the user is viewing. The system au-
tomatically displays a page complementing the TV program. In this system, the user 
cannot change the complementary pages by his/her search intention or view point. In 
contrast, our system displays complementary/relative search results synchronously 
and enables the user to rerank search results according to his/her viewpoint by an edit-
and-propagate operation. 

9   Conclusion 

In this work, we have proposed a parallel search system and algorithms to support this 
system. Then, we have shown the usefulness of our system by describing its applications.  

The contributions of our work are the parallel search with synchronized reranking 
by propagating an edit operation to other search results, and interaction recommenda-
tion with keywords/search types. We believe that these contributions will have an 
important impact on tasks related to information finding. 

In the future, we plan to improve the ranking algorithm. We also plan to find a 
good method for obtaining alternate terms, viewpoints, and so on because we use a 
simple method to obtain such terms in the current work. For example, we expect that 
we will be able to obtain alternate terms by analyzing query logs.  

We have implemented our system as an application with no other functions. In the 
future, we plan to implement our system as a Mozilla Firefox extension in order to 
increase the number of users. 

In this work, we have only focused on editing text. In the future, we plan to try im-
age-based relevance feedback. For example, the system will enable the user to rerank 
search results according to the shape of an object in an image. We could also apply 
this idea to video content. To realize such systems, we can use the idea of zooming 
cross-media [16] because this allows users to browse different media, such as text, 
images, and video depending on the zoom level. 
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Abstract. Semantic relatedness measures quantify the degree in which
some words or concepts are related, considering not only similarity but
any possible semantic relationship among them. Relatedness computa-
tion is of great interest in different areas, such as Natural Language Pro-
cessing, Information Retrieval, or the Semantic Web. Different methods
have been proposed in the past; however, current relatedness measures
lack some desirable properties for a new generation of Semantic Web ap-
plications: maximum coverage, domain independence, and universality.

In this paper, we explore the use of a semantic relatedness measure
between words, that uses the Web as knowledge source. This measure
exploits the information about frequencies of use provided by existing
search engines. Furthermore, taking this measure as basis, we define a
new semantic relatedness measure among ontology terms. The proposed
measure fulfils the above mentioned desirable properties to be used on
the Semantic Web. We have tested extensively this semantic measure to
show that it correlates well with human judgment, and helps solving some
particular tasks, as word sense disambiguation or ontology matching.

Keywords: semantic web, relatedness, relationship discovering.

1 Introduction

Many applications, in Natural Language Processing (NLP) and other fields, ben-
efit from calculating measures to determine numerically how semantically related
two words are. Semantic measures can also be defined between lexically expressed
word senses, or between whole texts. Three main kind of measures are considered
in the literature about this topic: semantic similarity, semantic relatedness and
semantic distance. Unfortunately they have not been interpreted always in the
same way by different authors. We adopt here the interpretation given in [3].

1. Semantic similarity: It is usually defined by considering lexical relations of
synonymy (e.g. 〈car, automobile〉) and hypernymy (the meaning of a word is
encompassed by the another more general term, as in 〈car, vehicle〉).

2. Semantic relatedness: It covers any kind of lexical or functional association,
so it is a more general concept than semantic similarity. Dissimilar entities
may still be related by many possible relationships, such as meronymy (or
“part of” relation, as in 〈finger, hand〉), antonymy (opposite meanings, as
〈hot, cold〉), or any kind of functional relationship or frequent association (for
example, 〈penguin, Antarctica〉, that are not linked by any lexical relation).

J. Bailey et al. (Eds.): WISE 2008, LNCS 5175, pp. 136–150, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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3. Semantic distance: It is the inverse of semantic relatedness. The more two
terms are semantically related, the more semantically close they are.

In this paper we start discussing the interest of using relatedness measures
on the Semantic Web, identifying some desirable characteristics that they must
accomplish, mainly: domain independence, universality, and maximum coverage.
The set of current relatedness measures between words that fulfil these previous
requirements is rather limited. Moreover, we have not found measures that ex-
plore relatedness between word senses (expressed as ontological terms), instead
of just between plain words, and accomplish these properties fully.

Next, we choose a well-founded existent semantic distance [5], that uses the
Web as knowledge source, to compute a web-based relatedness measure between
plain words.

The main contribution of this paper is that, based on the latter, we define
a relatedness measure among ontological terms, by exploring their semantic de-
scriptions. This measure is independent of its final purpose, it does not depend
on particular lexical resources, it does not need pre-processing tasks, and can
operate with any ontology. An evaluation of the web-based word relatedness
measure is also presented, by comparison with human judgment, and exploring
the effect of using different search engines to access the Web data. Finally, we
evaluate the suitability of the proposed relatedness measure among ontological
terms when applied to two particular scenarios: ontology matching and word
sense disambiguation. Our results show a good behaviour of the measure in all
these experiments.

The rest of this paper is organized as follows. Section 2 summarizes the de-
sirable features for a semantic relatedness measure to be used on the Semantic
Web. In Section 3 we discuss some related work. Our proposal of semantic re-
latedness measure appears in Section 4. Experimental results can be found in
Section 5, and conclusions and future work appear in Section 6.

2 Applicability and Desirable Features

The Semantic Web is conceived as an extension of the current Web, “in which
information is given well-defined meaning, better enabling computers and people
to work in cooperation” [1]. Semantic measures play an important role in many
Semantic Web applications. We start mentioning word sense disambiguation,
which is a fundamental problem not only in NLP but in the Semantic Web as
well. Disambiguation techniques try to pick up the most suitable sense of an
ambiguous word according to the context. For example, the word plant could
mean1 “building for carrying on industrial labor” or “a living organism lacking
the power of locomotion”. It is expected that, in a text about car manufacturing,
it is used in the first sense, while the second interpretation may be the right one
in a web page about vegetal life. Disambiguation methods compare the senses
of ambiguous words with words in the context, measuring how related they
1 According to WordNet 2.0 definitions.
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are. Many traditional methods have used similarity measures in this task [3],
but relatedness is more convenient, because the context that activates the right
meaning of an ambiguous word can be related to it by any kind of relationship
(not only by similarity).

Another example of applicability is ontology matching, the task of determin-
ing relations that hold among terms of two different ontologies [8]. An ontol-
ogy is a specification of a conceptualization [11], which facilitates interoper-
ability among heterogeneous systems by specifying their data semantics. Most
ontologies describe classes, instances, and relations (properties) among them
(we will refer to these elements as ontological terms in the rest of the paper).
Similarity measures give good results in discovering equivalences and hierar-
chical based relationships among ontology terms. Nevertheless, other relation-
ships may remain hidden by using only similarity measures. We consider that
relatedness measures can complement the use of similarity to improve ontol-
ogy matching tasks. For example, it is expected that two entities related by a
non-taxonomical relationship (e.g. 〈penguin, Antarctica〉) show a low similarity,
whereas a high degree of relatedness could reveal that they are linked in some
other way.

Relatedness measures can be used in many other applications, such as analy-
sis of structure of texts, annotation, information retrieval, automatic indexing,
or spelling correction [3], as well as entity recognition, Semantic Web mining
and semantic ranking [13]. According to [20], relationships are in the core of
the Semantic Web. Therefore it is of great importance to provide well founded
and useful ways to measure relatedness degree; not only among words but, more
interestingly, among concepts, expressed as terms in ontologies.

Desirable features for a relatedness measure. We summarize some char-
acteristics that, in our opinion, are desirable for a semantic measure to be used
in current Semantic Web applications.

1. Domain independence. Nowadays, an increasing amount of online ontologies
and semantic data is available on the Web, enabling a new generation of
semantic applications [16]. If we want to develop that kind of domain in-
dependent applications, we have to deal with this increasing heterogeneity,
without establishing in advance the ontologies to be accessed.

2. Universality. Semantic measures, in the highly dynamic context of the Web,
must be flexible and general enough to be used independently of their fi-
nal purpose, and without relying on specific lexical resources or knowledge
representation languages.

3. Maximum coverage. We consider that, in the context of web applications
with no predefined domain, maximum coverage of possible interpretations of
the words must be warranted. If we are limited to a particular knowledge
source, such as WordNet2, or a certain set of ontologies, we are constraining
the scope of our applications.

2 http://wordnet.princeton.edu/
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This latter issue has motivated us to focus on the Web as possible source of
knowledge. The Web is an information resource with virtually unlimited poten-
tial, where millions of people contribute with billions of web pages. As only a
minority of users are domain experts, we assume that the Web is not a high-
quality corpus. But, due to its immense size, it is likely that extremes cancel and
the average web content still hides meaningful implicit semantics. As a matter
of fact, the use of the Web as a corpus is gaining a growing popularity [14].

It is also desirable, for a semantic measure, the ability to establish comparisons
not only among plain words, but also among senses of words which, in a Semantic
Web context, will be expressed as ontological terms.

Finally, absence of pre-processing tasks are desirable, as well as a portable,
flexible and scalable implementation, in order to deal with the highly dynamic
and heterogeneous environment of the Web.

3 Related Work

Many semantic measures have been proposed in the past to compute degrees of
relatedness among words, texts or concepts. Among all possible classifications,
we organize the rest of this section according to the source of knowledge utilized.

3.1 Measures Based on Thesauri and Other Lexical Resources

Most of traditional methods to compute semantic measures exploit particular
lexical resources: corpus, dictionaries, or well structured taxonomies such as
WordNet. Some of them explore path lengths among nodes in taxonomies. Oth-
ers exploit glosses (textual descriptions of concepts) in dictionaries, while a last
group rely on annotated corpora to compute information content [3,22]. These
methods result in a limited coverage: for example, as reported in [21], Word-
Net 2.1 does not include many named entities (e.g. The Rolling Stones) or many
specialized terms (e.g. exocytosis).

Latent Semantic Analysis [6] is a statistical technique that leverages word
coocurrence from large unlabeled corpus of texts. Although it can be successfully
used for many purposes, its coverage is still restricted to the corpus used as input,
and it needs costly pre-processing tasks.

3.2 Measures Based on Wikipedia

Some recent research efforts has focused on using Wikipedia3 to improve cover-
age with respect to traditional thesauri-based methods. Nowadays Wikipedia is
rapidly growing in size, and it is not difficult to find new terms and named en-
tities on it. In [21], some classic measures are adapted to use Wikipedia instead
of WordNet as knowledge source, showing promising results.

A further step in using Wikipedia is found in [9]. They propose a method to
represent the meaning of texts or words as weighted vectors of Wikipedia-based
3 http://en.wikipedia.org
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concepts, using machine learning techniques. According to their results, they
provide even better correlation with human judgment than [21].

Although they have clear benefits, Wikipedia is still not comparable with the
whole Web in the task of discovering and evaluation of implicit relationships.
For example, at the time of writing this paper4, the terms “stomach disease”
and “aspirin” do not appear together in any Wikipedia page, but can be found
together in 2360 web pages (according to Yahoo!), so their implicit relationship
could be inferred by accessing the Web.

3.3 Measures Based on the Web

In order to guarantee the maximum coverage, we have focused on methods that
exploit the Web5 as source of knowledge. In [2] they propose a similarity measure
that combines various similarity scores based on page counts, with another one
based on lexico-syntactic patterns extracted from text snippets. Other web-based
semantic similarity measures can be found in [4] and [19]. They also explore text
snippets, but without adding page counts as they do in [2]. We agree with all
these works in using web content to compute semantic measures. However they
are designed to capture similarity instead of the more general relatedness.

OntoNL semantic relatedness measure for OWL ontologies [13] explores se-
mantic relationships by computing path-based conceptual distances, as well as
exploring commonalties of two concepts. A remarkable advantage of this method
is that it considers relatedness between ontological concepts (instead of between
words, as almost all the other methods do). However, it depends on the partic-
ular syntax of OWL (thus not fulfilling our universality requirement), and some
of their parameters have to be experimentally determined for a given domain
ontology. Moreover, it only compares terms belonging to the same ontology.

The Cilibrasi and Vitányi’s Normalized Google Distance [5] (NGD) uses the
relative frequency whereupon two terms appear on the Web within the same doc-
uments. NGD is well-founded on information distance and Kolmogorov complex-
ity theories, and it does not preclude any kind of relationship between compared
words. It fulfils our desirable requirements mentioned in Section 2. However, it
does not perform direct comparisons between ontological terms. In Section 4 we
show how we use NGD to construct the relatedness measure among ontological
terms that we were looking for.

4 Web-Based Semantic Relatedness

In this section we propose a transformation of the Normalized Google Dis-
tance [5] into a word relatedness measure, generalizing it to any web search
engine. Then we describe a method to compute a web-based relatedness degree
among ontology terms, by taking into account their ontological context. Finally,
we consider a mixed way of relatedness measure, between ontology terms and
plain words.
4 March 2008.
5 At least, the Web reachable by current web search engines.
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4.1 Semantic Relatedness among Words

As it was mentioned in Section 3, a semantic distance based on Google page
counts is defined in [5]. Actually, as the authors indicate, the discussion about the
Google Distance is independent of the particular search engine we use to access
the Web. Different search engines use different indexes and retrieval methods,
thus providing different results in page counts. This motivated us to try other
existent web search engines, in order to compare their behaviour (and to choose
the most suitable one eventually).

First of all, we generalized the Cilibrasi and Vitányi’s Normalized Google
Distance NGD(x, y) between search terms x and y, by calling Normalized Web
Distance NWD(x, y), the same NGD formula they define in [5], but using any
web search engine as source of frequencies.

The smaller the value of NWD, the greater the semantic relation between
words, e.g. NWDgoogle(red, blue) = 0.25, NWDgoogle(blue, October) = 0.48.
Although most of NWD values fall between 0 and 1, it actually ranges from 0
to ∞. Nevertheless, to obtain a proper relatedness measure, we need a bounded
value (in the range [0, 1]) that increases inversely to distance. This can be ob-
tained with the following transformation, which defines our proposed web-based
semantic relatedness measure between two search terms x and y as (see [10]):

relWeb(x, y) = e−2NWD(x,y) (1)

We have considered the following web search engines in our experiments:
Google, Yahoo!, Live Search, Altavista, Exalead, Ask, and Clusty6. Exalead-
based measures show the best correlation with human judgment (see Section 5),
closely followed by Yahoo! and Altavista.

Up until this point we have merely “translated” the Cilibrasi and Vitányi’s
Google Distance into a relatedness measure between words. The main contribu-
tion of this paper starts from the following, where we use it to compute relat-
edness among ontology terms, and where we evaluate extensively its use with
different search engines and for different purposes.

4.2 Semantic Relatedness among Ontology Terms

In the following we explain our proposed method to compute relatedness among
word senses (expressed as terms from any ontology), instead of only among
“plain” words. Initially, previously presented Equation 1 can be applied to any
pair of search terms indexed by a search engine. Nevertheless, we are interested
in providing a measure of how much semantically related a pair of senses (ex-
pressed as ontological terms) are. The idea is to exploit some elements of the
available semantic description of the ontological terms, and to perform “elemen-
tary” comparisons among the words that describe them, by using Equation 1.

6 http://www.google.com, http://www.yahoo.com, http://www.msn.com,
http://www.altavista.com, http://www.exalead.com, http://www.ask.com, and
http://www.clusty.com, respectively.
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In [10] we proposed a first approach to compute a Google-based semantic
relatedness measure between ontological terms. We devised a description of an
ontological term by means of combining, with logical operators (ANDs, ORs),
synonyms and hyperonyms of the ontological term. A search term was then
constructed, to be used as input in a search engine, in order to compute semantic
relatedness with respect to other terms.

However, this approach was hampered by a technical limitation of most pop-
ular search engines: they do not always follow Boolean logic, not giving the
expected results in number of hits7. Due to this limitation, we have reconsidered
the heuristics used to compute semantic relatedness between ontology terms,
proposing the general scheme that we detail in the following paragraphs.

Ontological context. Given an ontological term t, we define its ontological
context, denoted by OC(t), as the minimum set of other ontological terms (be-
longing to its semantic description) which locate the term in the ontology and
characterize its meaning. Such an informal definition is better understood with
a simple example: in WordNet ontology, the class “Java” (in the sense of “an
Indonesian island”), is well characterized, as well as distinguished from other
senses, by considering its direct hypernym “Island”. Another example: in an on-
tology about trips, the property “star” could be well distinguished by specifying
the domain it belongs to: “Hotel”.

To define the set of elements (other ontological terms) that can be found in
the ontological context of the considered term t, we follow this strategy:

1. t is a class ⇒ OC(t) is the set of its direct hypernyms
2. t is a property ⇒ OC(t) is the set of its domain classes
3. t is an instance ⇒ OC(t) is the class it belongs to

We do not establish in advance the source where ontological context is obtained
from. It could be extracted from two different ontologies, of from a run-time in-
tegration of many of them (as we do in [23]), for example. In the following we
consider any two ontologies as source of ontological context, without considering
whether they integrate information from other sources (other ontologies, or even
lexical resources) or not.

Relatedness computation. Let us suppose that a and b are two ontologi-
cal terms (classes, properties or instances) belonging to ontologies Oa and Ob,
respectively. We consider that, in the search space of the Web, each sense rep-
resented by a and b can be characterized by taking into account two levels
of their semantic description: Level 0) the term label and its synonyms, and
Level 1) its ontological context, as it was defined in previous paragraphs. Let us
call Syn(a) = {syna1 , syna2 , ...} and Syn(b) = {synb1, synb2 , ...} the set of syn-
onyms (equivalent labels, including the term label) of ontological terms a and
7 For example, they fail the distributive property: the query “driver AND (car OR

train)” gives 12,700,000 hits in Google (at the time of writing this paper, on March
2008), while the query “(driver AND car) OR (driver AND train)” returns 1,140,000.
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b, respectively, and OC(a) = {oca1 , oca2 , ...} and OC(b) = {ocb1 , ocb2 , ...} the
terms of their ontological context. Notice than |Syn(x)| ≥ 1 and |OC(x)| ≥ 0.
Then, comparisons are performed as follows:

rel0(a, b) =

∑
i,j relWeb(synai, synbj)
|Syn(a)| · |Syn(b)|

i = 1..|Syn(a)|
j = 1..|Syn(b)| (2)

Equation 2 provides a measure of how related both terms are at Level 0, by
averaging the different degree in which different synonyms of the compared terms
appear together on the Web. A sum is performed (instead of a maximum, for
example) to let all synonyms take part in comparisons.

rel1(a, b) =

∑
i,j rel0(ocai , ocbj )

|OC(a)| · |OC(b)|
i = 1..|OC(a)|
j = 1..|OC(b)| (3)

Equation 3 averages the relatedness at Level 0 among ontological context
terms, to measure how related a and b are at Level 1. Notice that it cannot
be computed if one of the terms lacks in semantic description (thus not having
ontological context: |OC(x)| = 0). If that is the case, we still can proceed as we
will see in Section 4.3.

Therefore Equations 2 and 3 provide the degree of semantic relatedness be-
tween the two corresponding levels that characterize terms a and b 8. We weight
these values to provide a final relatedness between two ontological terms as fol-
lows:

rel(a, b) = w0 · rel0(a, b) + w1 · rel1(a, b) (4)

where w0 ≥ 0, w1 ≥ 0 and w0 + w1 = 1.
Figure 1 illustrates, with a very simple example, the result of computing

rel(a, b) by combining elementary word relatedness calculations. In the exam-
ple Syn(a) = {“astronomy”, “uranology”}, Syn(b) = {“star”}, Syn(oca) =
{“physics”} and Syn(ocb) = {“celestial body”}. Elementary computations for
Level 0 obtain values for relWeb(“astronomy”, “star”) and relWeb
(“uranology”, “star”) (0.257 and 0.158 respectively). Their combination leads
to rel0(a, b) = 0.207. Similarly, rel1(a, b) = 0.247, and a final rel(a, b) = 0.227 is
obtained (with w0 = w1 = 0.5).

Additional remarks. There are other possible ways to define rel(a, b). For ex-
ample one could consider an arbitrary number of higher levels in the semantic
characterization of a term. However, we have restricted its number following this
intuition: The higher a word is in the hierarchy that characterize an ontology
term, the lesser information content it has [17], so it is less significant to char-
acterize the ontology term. For example “Java” (in the sense of “an Indonesian

8 Notice that Equation 2 is computable in polynomial time on |Syn(a)|, |Syn(b)|
and Equation 3 is computable in polynomial time on |OC(a)|, |OC(b)|, |Syn(ocai)|,
|Syn(ocbj )|. Therefore by controlling the values |Syn| and |OC| we handle the per-
formance of the computation.
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Fig. 1. Example of relatedness computation between ontology terms

island”) is closer characterized by the word “island” (direct hypernym) than by
“physical object” or “thing” (higher in the hierarchy, thus with less information
content). Therefore we consider two levels of semantic description. Additional
levels could introduce many low significant words in comparisons, also increas-
ing the computation time, as we have found out empirically.

Nevertheless, other variations of the method may be explored in the future,
such as weighting differently the synonyms in Equation 2, or considering alter-
native definitions of OC(t).

4.3 Semantic Relatedness among Ontology Terms and Words

Finally, there are possible scenarios where a mixed relatedness measure, between
an ontology term t and a plain word w, is required. In that case, we use the
following to compute Levels 0 and 1:

rel0(t, w) =
∑

i relWeb(synti, w)
|Syn(t)| i = 1..|Syn(t)| (5)

rel1(t, w) =
∑

i rel0(octi , w)
|OC(t)| i = 1..|OC(t)| (6)

combining their results in this way:

rel(t, w) = w0 · rel0(t, w) + w1 · rel1(t, w) (7)

where w0 ≥ 0, w1 ≥ 0 and w0 + w1 = 1.
These previous equations provide a numerical value that indicates the relat-

edness degree between a sense, described as a term in an ontology, and a word.
It can be useful for different purposes, such as the disambiguation experiment
we describe in the following section.

Notice that the measures proposed in this section accomplish the good prop-
erties we were looking for: they use the Web as source of knowledge, they can
be applied to any ontology, and do not rely on particular lexical resources or
ontology languages.
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5 Experimental Evaluation

In this section, we discuss the experiments that we have carried out to test our
proposed relatedness measure. Firstly, we discuss the lack of gold standards to
evaluate relatedness measures, presenting our own experiment for a proper eval-
uation of word relatedness degree, with respect to human judgment. We used it
to evaluate how Cilibrasi and Vitányi’s based relatedness behaves, in comparison
with some other well-established semantic measures. Secondly, the potential of
the relatedness measure among ontology terms that we propose in Sections 4.2
and 4.3, is shown in the context of two particular tasks: disambiguation and
ontology matching.

5.1 Correlation with Relatedness Human Judgment

Shortage in gold standards to evaluate semantic relatedness measures is a well
known problem [3]. The small amount of available data is still inadequate, and it
is mainly oriented to evaluate similarity, not relatedness. Obtaining large-enough
set of pairs and their correspondent human judgments, with a solid methodol-
ogy, is still a pending task for relatedness evaluation. Meanwhile, the two more
utilized benchmark are: Miller and Charles’s data set [15], and WordSim3539.
The first one is a set of 30 pairs of nouns and their similarity degree according
to human opinion. The second is a larger set of 353 word pairs, where subjects
were asked for a relationship degree slightly broader than similarity. However,
it is still not a relatedness evaluation, and its methodology has been largely
discussed [12].

Wikipedia-based methods [21,9] include an evaluation with some of these
benchmarks. To let a direct comparison with one of these methods, we computed
Equation 1 with Miller and Charles’s similarity data sets. Our result, a linear
correlation coefficient with human opinion of 0.54, is slightly higher than the
0.46 obtained by WikiRelate [21]. However, this is only partially illustrative, as
the experiment only considers similarity, instead of the more general relatedness.

As these benchmarks are not good enough to evaluate relatedness, instead
of only similarity, we were motivated to create a new test data set, focused on
relatedness evaluation, as we describe in the following paragraphs.

The experiment we have carried out is similar to Miller and Charles’s one.
We selected 30 pairs of English nouns, where some kind of relationship are
present in most of them: similarity (such as 〈person, soul〉), meronymy (e.g.
〈hour, minute〉), frequent association (e.g. 〈penguin, Antarctica〉), and others.
There are, however, other weakly related pairs (e.g. 〈transfusion, guitar〉). A
group of 30 university graduated people (from seven different nationalities, and
high skilled in English language) were asked to assess the semantic relatedness
between those pairs, in a scale from 0.0 to 4.0 (from no relatedness at all, to
identical or strongly related words). In our survey we asked for “how much re-
lated the words are”, taking into account any possible relationship that could

9 http://www.cs.technion.ac.il/∼gabr/resources/data/wordsim353/wordsim353.html
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connect their meanings, therefore not considering only similarity but the more
general concept of relatedness. Table 1 shows the selected pairs of words, as well
as the average ratings for semantic relatedness according to human judgment.
Word pairs are shown in the table in the same order as they were shown to
human evaluators.

Table 1. Group of selected noun pairs and average relatedness according to humans.
Score ranges from 0 to 4.

Word1 Word2 Score Word1 Word2 Score

car driver 3.14 person soul 2.84

transfusion guitar 0.05 theorem wife 0.34

professional actor 2.12 mathematics theorem 3.30

person person 4.00 atom bomb 2.63

city river 1.85 pencil paper 2.90

theft house 1.99 power healing 1.25

cloud computer 0.32 hour minute 3.38

river lake 3.19 blood transfusion 3.28

blood keyboard 0.12 xenon soul 0.07

dog friend 2.51 nanometer feeling 0.11

ten twelve 3.01 penguin Antarctica 2.96

citizen city 3.24 yes no 3.00

sea salt 2.87 computer calculator 2.81

keyboard computer 3.25 car wheel 3.02

letter message 3.16 pen lamp 0.65

We computed Equation 1 to obtain semantic relatedness values for many
different search engines. Results are summarized in Table 2, where comparisons
with other WordNet-based measures [22] are provided. WordNet-based measures
were computed by using WordNet::Similarity software10. We show in Table 2
the measures that obtained the best results11. We consider that a linear corre-
lation coefficient it is not appropriate in this evaluation, because some measures
produce noticeable non-linear results (such as adapted Lesk measure), thus diffi-
culting comparisons. For this reason we use the Spearman correlation coefficient,
which compares corrected ranks of assessments rather than absolute values.

These results show a high correlation between web-based measures and hu-
man judgment, thus confirming the validity of using the Cilibrasi and Vitányi’s
distance as basis to compute relatedness among words. Most of search engines
analyzed provide higher correlation than the compared WordNet-based tradi-
tional methods, with the remarkable exception of Live Search and Clusty. A
detailed discussion of the reasons for the differences between search engines is
out of the scope of this paper.
10 See http://talisker.d.umn.edu/cgi-bin/similarity/similarity.cgi, where additional in-

formation about the used measures is available.
11 Differences with some results we obtained in [10] are due to the use of a later version

of WordNet::Similarity tool, based on WordNet3.0 instead of WordNet2.0.
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Table 2. Spearman correlation coefficients with human judgment. It ranges from -1
(total disagreement) to +1 (total agreement).

Web-based Measure Value WordNet-based Measure Value

Exalead 0.78 Vector 0.62
Yahoo! 0.74 Resnik 0.56

Altavista 0.74 Adapted Lesk 0.56
Ask 0.72 Wu & Palmer 0.47

Google 0.71 Hirst & St-Onge 0.46
Live Search 0.44 Lin 0.46

Clusty 0.41 Leacock & Chodorow 0.41

5.2 Application to Word Sense Disambiguation

In [10] we proposed a multiontology disambiguation method to discover the
intended meaning of a set of user keywords. The algorithm relies on a semantic
relatedness measure to establish comparisons among word senses, obtaining a
relevance degree for each keyword sense, to pick up the most probable one.

In this experiment we used our web-based relatedness among ontology terms
and words, computed with Equation 7, within this disambiguation algorithm12.
We chose Yahoo! as search engine in this experiment due its balance between
good correlation with human judgment (see Table 2) and fast time response (for
example, four times faster than Exalead). Other choices could be suitable also,
such as Google, the only one faster than Yahoo! in our experiments, but however
with a correlation with humans slighty worse than Yahoo!.

We illustrate the process by disambiguating the same list of highly ambigu-
ous nouns used in the experiment described in [7] (glass, earth, plant). For each
word, we have randomly selected ten sentences from SemCor2.0 corpus13 where
it appears with well defined WordNet senses. The target of the experiment is to
disambiguate each selected word within each of their ten sentences, thus running
30 different disambiguation processes. We use the other words in the sentence
as context to disambiguate, selecting a window of two significant words around
the ambiguous one. Then we apply our disambiguation algorithm, to obtain the
sense we consider most relevant, and compare it with the SemCor annotation. In
Table 3 we show the averaged ratio of successful disambiguations for each key-
word. We compare it with two baselines: one corresponding to random selection
of senses, and other corresponding to selection of senses with highest frequency
of use.

This example illustrate the usefulness of the web-based relatedness measure
when applied to disambiguation tasks: even dealing with highly ambiguous words
(e.g. earth has 6 possible senses in this experiment) we have a high probability
of picking up the most suitable one with our method (almost 40% greater than
a random selection).

12 We limited to values |Syn(x)| = 4 and |OC(x)| = 3, using also w0 = w1 = 0.5.
13 http://www.cs.unt.edu/∼rada/downloads.html
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Table 3. Disambiguation results

Ambiguous word Precision Random baseline Max. freq. baseline

glass 30% 14% 30%

earth 60% 14% 60%

plant 80% 25% 40%

AVERAGE 57% 18% 43%

5.3 Application to Ontology Matching

In this experiment we explore the behaviour of our web-based relatedness mea-
sure among ontology terms, in the context of an ontology matching experi-
ment. We used Yahoo! as search engine, for the same reasons explained in
Section 5.2.

In [18], it is described an ontology matching experiment between NALT and
AGROVOC ontologies14. The method they apply derives semantic mappings
by dynamically selecting, exploiting, and combining multiple and heterogeneous
online ontologies. Each mapping is defined by 〈a, b, r〉, where a and b are the
mapped terms form NALT and AGROVOC ontologies, respectively, and r is the
kind of relationship. To assess the quality of the inferred mappings, an extensive
manual evaluation was performed, obtaining a precision value of 70%.

We have reused the same experimental data of this ontology matching exper-
iment, but for a slightly different purpose. The goal of our test is to compare
human assessment in mappings evaluation, with an assessment based on using
our relatedness measure. We expect that, in general, a valid mapping has a
greater relatedness degree, between the involved terms, than an invalid one.

We randomly selected a set of 160 human assessed mappings, equally divided
between invalid15 and valid ones. Then, we computed semantic relatedness mea-
sures between each pair of the mapped ontology terms, by applying Equation 4.

Using a threshold of 0.19 to assess the validity of mappings according to
relatedness values16, we obtain that 79% of relatedness-based assessments are
correct according to human based judgment. This result shows that our measure
highly correlates with human assessment of mappings, even when specific domain
data are involved (both ontologies belong to agriculture domain).

6 Conclusions and Future Work

In this paper we have studied the state of the art of semantic relatedness mea-
sures, and their great interest for many applications. We have also identified
some desirables features for a semantic relatedness measure to be used on the
14 They are ontologies belonging to agriculture domain.

See http://www.few.vu.nl/∼wrvhage/oaei2006/
15 From the set tagged as “invalid due to incorrect anchoring” in [18].
16 This optimal threshold has been empirically inferred, and can be reused later in

larger experiments.
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Semantic Web: domain independence, maximum coverage and universality. In
our study we have chosen a well-founded semantic distance (the Cilibrasi and
Vitányi’s one) to compute the relatedness between two plain words by using
the Web as knowledge source. We have shown experimentally that it correlates
well with respect to human judgment (even better than some other preexisting
measures), exploring also the effect of using different search engines.

Due to the interest of computing relatedness between word senses (expressed
as ontology terms) instead on only between plain words, we have taken this word
relatedness as basis, to define a new measure with the following characteristics:

1. It computes relatedness among terms from different ontologies (even on dif-
ferent domains), by exploiting their semantic descriptions.

2. It does not depend on specific lexical resources or knowledge representation
languages. As it uses the Web as source of data, it maximizes the coverage
of possible interpretations.

3. It is general enough to be applied for many different purposes (such as word
sense disambiguation, ontology matching, or others).

We have shown that this relatedness measure behaves well when applied to
disambiguate a set of polysemous words. It also reproduces well the evaluation
of ontology mappings according to human opinion.

As future work, we plan the use of larger data sets in our experiments. More-
over, we devise new ontology matching experiments, in order to exploit the full
potential of this measure in relationship discovering tasks.

Acknowledgments. We thank Marta Sabou and Mathieu d’Aquin for pro-
viding us with the ontology matching data set we have used in our experiments.
This work is supported by the CICYT project TIN2007-68091-C02-02.
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Abstract. We propose a new classification system based on an analysis
of folksonomy data. To find valuable resources from current social book-
mark services, users need to specify search terms or tags, or to discover
people with similar interests. Our system uses semantic relationships
extracted from the co-occurrences of folksonomy data using PLSI and
allocates folksonomy tags in a directed acyclic graph. Compared to the
hierarchical allocation method of a tree, our method guarantees the num-
ber of children nodes and increases the number of available paths to an
objective node, enabling users to navigate the resources using tags.

1 Introduction

Web services like blogs and wiki have become very popular. In these services,
many entries are updated frequently and many links are generated automatically,
degrading the value of web links. There are also a lot of spam blogs, called
splogs, which also make link analysis and weighting of web pages difficult.

One method of overcoming these drawbacks, social bookmark services (SBMs)
(e.g. del.icio.us1, Hatena Bookmark2) have attracted a lot of attention. They use
a bottom-up taxonomy system called folksonomy. SBMs offer users bookmarking
functions and store bookmark entries on the server. Users can attach tags with
varying numbers of keywords to their entries and make comments on entries.
Compiling bookmark entries is a good way of ranking fresh user-chosen web
pages [15]. Users are loosely connected by bookmarking the same entries.

Folksonomy can be considered one way of classifying resources (URLs). Tags
are viewpoints selected by users and used later as clues to find resources. Almost
all net surfing users know how to bookmark URLs. In many cases, SBM interfaces
are provided as web browsers’ plug-ins, which have almost the same functions as
default bookmarking functions. Because there is only a small gap between users
and SBM systems, users can easily start using SBMs. That is the reason why
SBMs are such a popular resource annotating system.

1 http://del.icio.us
2 http://b.hatena.ne.jp

J. Bailey et al. (Eds.): WISE 2008, LNCS 5175, pp. 151–162, 2008.
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One folksonomy problem is the explosion of the number of tags. Many SBMs
offer simple tag clouds where tags are ordered in the order of syllabary or usage
frequency. However, it is difficult for users to navigate resources using tag clouds
since they have no semantic order.

We propose a new hierarchical allocation method of folksonomy tags by ex-
tracting the relationships among them. We compute the feature vectors from
co-occurrence data of folksonomy and measure and estimate the abstract dif-
ferences between tags. We also propose a tag allocation algorithm into DAG
(Directed Acyclic Graph). Our method enables users to intuitively understand
the connections among tags. Our contributions are as follows.

– We propose a new method of allocating folksonomy tags into DAG (Directed
Acyclic Graph). We calculate feature vectors using Probabilistic Latent Se-
mantic Indexing (PLSI), measure them using probabilistic vectors, and esti-
mate abstract upper or lower level differences among tags by comparing the
entropy value of the tags.

– We implement both our method and the existing hierarchical tag allocation
algorithm. We discuss the differences of between the techniques and compare
them in experiments.

– In the experiments, we compare not only the hierarchical structure but also
the vector models employed in both approaches, and show that the statistical
method (PLSI) can grasp hidden semantics from observed bookmarks.

The paper is organized as follows. In Section 2, we survey related work on
folksonomy and clarify our research problems. In Section 3 we propose our new
tag allocation method. In Section 4 we conducted qualitative experimentation.
Finally, we describe future work and conclude the paper in Section 5.

2 Related Work

The number of social web services supporting user online activities and friend-
ships continues to increase. Folksonomy is attracting a lot of attention as a way
of accumulating users’ viewpoints on resources and is expanding its role from
tagging only URLs into pictures, movies, papers, and etc. These services offer
users’ scores and comments as well as tags.

A lot of work has been done on folksonomy [11], [13]. Brooks and Montanez
[1] proposed automatic tagging based on content and discussed hierarchical al-
location of tags. Since it is possible to consider hierarchically allocated tags as
an ontology, one of their conclusions is that such a technique is useful in many
real applications. However, they also noticed that a tree structure is too strict
for users as a map.

There are a lot of case studies on folksonomy data [6], [9]. Golder and Hu-
berman [4] analyzed the distributions of tags, users, and resources in del.icio.us
and showed that different users act differently. Sen et al. [12] did a case study of
MovieLens and found that tags are organized based on user effort. Niwa et al.
[10] consider folksonomy a method of making web page recommendations. They
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Fig. 1. Heymann’s Tree (EXT Approach)

insisted that synonym and ambiguity problems can be solved by clustering tags,
but they did not evaluate applicability of tags as a classification system. Du-
binko et al. [3] visualize frequently used tags in a time series. Since SBMs keep
gathering fresh bookmark entries, users can see the history of popular URLs by
using such timeline visualizations.

To solve the problem of synonyms and ambiguity in tags, Wu et al. [14] pro-
posed a probabilistic indexing model for folksonomy triples (user, tag, resource).
One of the main advantages of their method is the ability to index all attributes
at the same time. Another method for tag disambiguation is based on bipartite
network analysis [2].

If we consider the problem is one of automatic organization of tags by com-
puters, the obvious choice is to use hierarchical clustering algorithms. However,
in such hierarchical clustering, the difficult problem is to determine the labels
for inner nodes.

Heymann et al. [5] proposed a method of allocating tags in a tree based on the
folksonomy vector model. In this model, tag vectors are composed of the number
of people who tagged each URL. The dimension of the tag vector is the number of
tagged URLs. After extracting tag vectors from folksonomy triples, their method
measures the distances among tags with cosine similarities and calculates the
centrality of each tag by considering whole tag sets as a network. The centrality
they used is betweeness centrality, which can be quickly approximated. They
proposed the extensible greedy algorithm where tags are sorted in this order of
centrality, and the algorithm starts from the most central tag and builds a tree
in top-down manner. However, their method has several problems. One is the
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problem of determining the position of a tag to another tag as a child. That is,
a node must always have one parent node. Consider real classification systems
like Open Directory3 and Google Directory4: we find it natural that several
nodes have several parents, making it easier for users to find resources. Another
problem is the sparseness of folksonomy vectors, which causes mis-allocation of
nodes near the leaf. Fig. 1 show a Heymann’s tree which rooted at “mac”5. We
see that several tags around leaves are far from the topic related to “mac”.

3 Proposed Method

We propose a new method of allocating folksonomy tags into DAG. The left
side and right side of Fig. 2 illustrate the processing flow of proposed method
and Heymann’s approach [5], respectively. Both approaches consist of two steps,
tag vectorization and hierarchical allocation of tag vectors. In the following, our
approach, the PLSI vectors and the DAG allocation algorithm, is referred to
as DAG and Heymann’s approach, the folksonomy vectors and the extensible
greedy algorithm, is referred to as EXT. At first, we calculate feature vectors
using PLSI and we call the vectors PLSI vectors. PLSI exposes hidden relation-
ships among item sets in statistical way; leading to better precision than naive
folksonomy vectors.

PLSI vectors of tags are allocated in DAG by determining children of each
PLSI vector. We find k nearest neighbors of each vector and set the them as
children if a child’s abstract level is lower than the parent. We estimate abstract
upper or lower level differences among tags by comparing the entropy value of
PLSI vectors.

We used three-mode PLSI [14] for 3-tuple co-occurrence data composed of
user, tag, and resource. Although PLSI vectors for user, tag, and resource are
calculated at the same time, we use only PLSI tag vectors.

3.1 Folksonomy Indexing Using PLSI

PLSI enables us to index co-occurrence data (a subset of the direct product of
several item sets) with given dimension feature vectors. This can be understood
as projection from each set to a semantic vector space. Another understanding of
PLSI is clustering of both documents and terms with soft membership functions
to clusters.

Although PLSI was first developed for two-mode co-occurrence data
(document×term) as a probabilistic variant of LSI [7] , it has been extended
to three-modes in several studies. By calculating distances among PLSI vectors,
we can index the closeness among items. Since PLSI uses the semantic spaces
among item sets, the closeness among PLSI vectors is based on the closeness in
the semantic space.
3 http://www.dmoz.org
4 http://directory.google.com/
5 This was drawn in the setting in Section 4.
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Fig. 2. Overall Processing Flow Fig. 3. Probabilistic Model

Fig. 3 shows the model for PLSI used in our method. U, R, and T stand for user
set, resource set, and tag set, respectively. The dimension of a semantic space is
D. Occurrence probability from α(∈ [1, 2, . . . , D]) to ui ∈ U , rj ∈ R, tk ∈ T is
denoted by p(ui|α), p(rj |α), p(tk|α). We assume that occurrence probability of α
is p(α). The equation below holds for ui, rj , tk, and the semantic space6.

p(ui, rj , tk) =
D∑

α=1

p(α)p(ui|α)p(rj |α)p(tk|α)

The left-hand side can be observed from the data set, and probabilities in the
right-hand side can be estimated using EM algorithms with initial values [14].
EM algorithm consists of E (Expectation) step and M (Maximization) step.
Both steps are alternated repeatedly until convergence. In our implementation,
tempered EM algorithms are used to avoid local optimums.

Using Bayes’ rule, we can calculate conditional probabilities from items to the
semantic space. By considering probability from an item to α dimension as a α
dimension value in a vector space, we consider all items vectors in D dimensional
vector space.

Examples of Calculated PLSI Vectors. Fig. 4 shows an example of PLSI
vectors. The horizontal and vertical axes show dimension and probability, respec-
tively. All tags in Fig. 4 related to “mac os x” have a high probability around
the 75-th dimension.

Entropy Values of PLSI Vectors. Entropy of tag tk is calculated as follows.

H(tk) = −
D∑

α=1

p(α|tk) · log(p(α|tk))

6 p(ui, rj , tk) stands for occurrence probability of a triple.
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Fig. 4. Example of PLSI Vectors Fig. 5. High Entropy PLSI Vectors

The entropy value equals 0 when the PLSI vector has only one peak and increases
as the distribution approaches normal. Entropy is considered as a measure of
ambiguity of probabilistic vectors. Fig. 5 shows example PLSI vectors which are
of high entropy values, while Fig. 4 shows low entropy vectors.

Distances among PLSI Vectors. In order to measure tag similarity we need
distance among PLSI vectors. In this study, we used JS divergence, which is a
distance between probabilistic distributions and considered to have better accu-
racy for information retrieval tasks [8]. JS divergence is calculated as follows7.

Djs(tk, tl) =
1
2
[D(tk||avg(tk, tl)) + D(tl||avg(tk, tl))]

3.2 DAG Allocation Algorithm

DAG DAG is a directed graph without a directed cycle. Any node leads to
an terminal node if the number of nodes in DAG is finite. DAG is intuitively
considered to have flow or order of nodes.

Fig. 6 shows a DAG constructed by our method.
We use the entropy value of PLSI vectors to choose this flow and allocate tags

in DAG. Table 1 shows the DAG allocation algorithm, which is quite simple. For
all nodes, we set children nodes with set children, in which, we first search
the nearest neighbors and designate the node as a child if its entropy is less than
the parent’s entropy. In the data structure constructed by our algorithm, it is
impossible to go back to the starting node when navigating directed edges from
parent to child. That means that the constructed data structure is a DAG.

One advantage of DAG is that there is no cycle when a user navigates one
direction, that is, the user never goes back to the same node while navigating in
DAG. The allocation algorithm in Table 1 chooses neighbors whose distances are
less than a certain threshold. However, sometimes no children are found. In that
case, the condition can be extended to the k nearest neighbor nodes depending on
the distribution of JS divergence values. We discuss the distribution of distances
in Section 4.
7 D(q||r) is KL divergence between q and r.
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Table 1. DAG Allocation Algorithm

input: PLSI vector list. {vi}i=m
i=1

output: DAG where PLSI vectors are allocated in.
1 for(i = 1; i < m + 1; i+ = 1)
2 set children(vi, k, n)
3 endfor

Function: set children
input: Node: v, Threshold: k, Number of Chidren: n
1 {wi}i=n

i=1 : Get all nodes near to v of the distance within k
2 for(i = 1; i < n + 1; i+ = 1)
3 if(wi.entropy < v.entropy) then
4 Set wi as a child of v.
5 endif
6 endfor

The time complexity of the DAG allocation algorithm is O(n2), which is in the
same class as the extensible greedy algorithm [5]. Though the extensible greedy
algorithm is an offline algorithm, which needs to construct the whole hierarchical
structure beforehand, our algorithm is an online algorithm that enables us to
expand children locally around the required node.

4 Evaluation

We conducted several experiments to test DAG’s performance in the following
areas.

– Correlation and difference between cosine similarity and JS divergence.
– Precision of children nodes calculated by DAG and the extensible greedy

algorithm.

We compared our method with the extensible greedy algorithm using the folk-
sonomy vector model [5]. Both approaches are described in Table 2.

We implemented folksonomy vectors, PLSI vectors, the extensible greedy al-
gorithm, and the DAG allocation algorithm in the Ruby programming language.
We first constructed both data structures, a tree and a DAG, and stored them
on disk. During the evaluation, we extracted the required sub-structure from
disk. We used graphviz8 to visualize the sub-structures.

As for the data set, we crawled popular entries at Hatena Bookmark in October
2006. We got a list of popular tags from http://b.hatena.ne.jp/tand retrieved
a set of URLs that were linked from the site. HTML files were scraped into folkson-
omy triples and stored in a RDBMS. Before PLSI, we filtered out the users, tags,
and resources that appeared less than five times, which caused us to filter triples
out too, for the purpose of noise reduction.The data set is shown in Table 3. All
8 http://graphviz.org
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Fig. 6. DAG (DAG Approach)

Table 2. DAG and EXT Approaches

DAG EXT
Vector PLSI Vector Folksonomy Vector
Distance JS Divergence Cosine Similarity
Data Structure DAG Tree

the parameters of the algorithms were chosen empirically as shown in Table 4.
EM iterations were chosen with the same setting used in [14]. We tried several
dimensions for the semantic space and chose the dimension by checking kNN of
sampled tags by users. DAG’s thresholds k and n were determined in an ad-hoc
manner since DAG has the ability to expand children locally. In the case of
EXT, we tried several thresholds and determined the threshold to avoid the
very shallow tree9.

4.1 Differences in Distances

Fig. 7 shows the distribution of distances between 300 randomly chosen tags;
the horizontal axis represents cosine similarity and the vertical axis represents
JS divergence.

Although, there is no clear association between cosine and JS divergence, we
notice that there were several points whose cosines equaled 0 but whose JS di-
vergence varied over a wide range. To verify this point, we calculated the cases

9 If we increase the threshold of EXT, many nodes become children of the root.
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Table 3. Data Set

Tags 5496

Users 11713

Resources 4019

Triples 1190504

Table 4. Parameters

DAG Dimension of Semantic Space 80
EM Iterations 80
Threshold: k 0.2
Num. of Children: n 11

EXT Threshold: k 0.00001
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Fig. 7. Distribution of Cosine and JS Divergence

where two tags become maximally distant from each other, that is, the cosine
similarity equals 0 and the JS divergence equals 1, respectively. The result is that
almost half(45%) of the folksonomy vector pairs in the data set were maximally
distant from each other. In contrast, only a few(7%) of PLSI vectors are maxi-
mally far from each other. This means that the statistical method(PLSI) enables
us to measure the tags which are furthermost in folksonomy vector model.

Revealed Connections
Table 5 shows tag pairs whose cosine similarity equals 0 and whose JS divergence
is near 0. Tag pairs are randomly chosen, and only English words are shown10.
Using EXT approach we were unable to detect the relationships shown in Table
5, and detected for our DAG approach. These trends are applicable to tags in
Japanese.

4.2 Comparison of Local Structures

We randomly sampled tags and compared children nodes rooted at the tag. For
all sampled tags, we counted the number of child nodes in both methods and
evaluated the precision of child nodes by hand. Since both DAG and EXT
approaches do not aim for the extraction of exact parent-child relationships like
is-a and part-of, the correct answers were judged from the points of relatedness
and ancestor-descendant relationship.

10 Since Hatena bookmark is Japanese bookmark service, there are many tags in
Japanese.
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Table 5. Revealed Connections. (Example pairs of tags cosine equals 0 and JS diver-
gence is near to 0. )

CRC partition
CSS3 xhtml
KDDI Softbank
attention economy nagios
mod proxy balancer rrdtool
j2ee BDD
ASP.NET Trac
Rails memcached
Winny Privacy
vim memcached
GoogleEarth google mars

recover nLite
Wii RMT
VB.NET Trac
KDDI WILLCOM
3DCG flash
prototype wysywig
WinFS foldershare
trends NAMAAN
liveup BRAVIA
Plagger LINUX
trac unison

The average number of child nodes and the average precision are shown in
Fig. 8. DAG’s average precision is 11% less than that of EXT. However, DAG’s
average number of child nodes is eight. This means that the DAG approach has
2.7 times as many child nodes for just an 11% decrease in precision compared to
EXT. Furthermore, the DAG approach’s ability of local expansion is confirmed
from Fig 9.

4.3 Summary

The PLSI vector model enables us to reveal the hidden relationships among
tags with JS divergence distance. Several software names which run on Apple’s
“mac” do not appear in Fig. 1 but appear in Fig. 6. This property is the main
advantage of applying the statistical method for indexing co-occurrence data like
folksonomy triples.

The DAG approach has 2.7 times as many child nodes as the EXT approach
with 11% less precision when parameters are statically determined. However, the
EXT approach cannot expand children locally while DAG approach enables us
to expand children with only a small drop in precision. DAG can be used in

(average) Num. of Children Precision

DAG 8.00 0.64

EXT 3.00 0.75

Fig. 8. Average Number of Chil-
dren and Precision Fig. 9. Precision-Num. of Children Curve
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applications such as user navigation tool bars to give users more navigation
choices instantly on their demand.

5 Conclusions

We proposed a new method of allocating tags in DAG and evaluated our ap-
proach qualitatively comparing to the existing hierarchical tag allocation algo-
rithm. We analyzed folksonomy triples with PLSI and allocate tags in DAG.

Experiments showed that PLSI vectors are scattered in a small dimensional
vector space compared to the naive folksonomy vector space, which leads to the
revelation of hidden relationships among tags. We found that DAG offers 2.7
times as many child nodes with 11% less precision in the statical parameter
setting. We also showed that our approach has the ability to expand children
locally with small precision degradation. These capabilities can be applied to
interactive folksonomy navigation systems.

To exploit the locally expandable tag hierarchy, threshold adjustment is an
interesting future work. Increasing the thresholds means that tag islands are
grouped into larger islands. By snapshotting DAGs with several thresholds, we
might see the hierarchical clusters above DAGs. Since folksonomy systems are
continuing to compile new entries, visualization of DAG in a time series is another
future work.
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Abstract. Database users may be frustrated by no answers returned when they 
pose a query on the database. In this paper, we study the problem of relaxing 
queries on RDF databases in order to acquire approximate answers. We address 
two problems for efficient query relaxation. First, to ensure the quality of an-
swers, we compute the similarities of relaxed queries with regard to the original 
query and use them to score the potential relevant answers. We also propose the 
algorithm to get most relevant answers as soon as possible. Second, to optimise 
query relaxation process, we characterize a type of unnecessary relaxed queries 
which do not contribute to the final results and propose the method to prune 
them from the query relaxation graph. At last, we implement and experimen-
tally evaluate our approach. 

Keywords: RDF Database, RDF Query, Query Relaxation. 

1   Introduction 

Several RDF repositories have been developed in recent years such as Jena [1], Ses-
ame [2], rdfDB [3]. Some of them can scale to million triples. With RDF databases 
growing in size and complexity, it becomes impractical to expect the users know 
enough about the contents and the structure of a database. So even when a user has a 
clear idea about the query condition, the database may still return an empty answer. In 
this case, the user has to change the query condition and try it again, which might 
become a “trial-and-error” process. Obviously, database users may be frustrated by 
this tedious process. The database system copes with it by relaxing the query condi-
tion automatically when the query fails to produce answers or enough answers the 
user expects. With query relaxation, the user can get exactly matched and non-exactly 
matched relevant answers.  

A way of retrieving approximate answers is making the query condition more gen-
eral in order to match potential answers. In RDF databases, structures do not come in 
the shape of well-defined schemas but in terms of semantic annotations that confirm 
to a schema called RDF schema (or RDFS ontology), which describes taxonomies of 
classes and properties. To enable relaxation, a query can be generalized to capture 
enough relevant answers using information provided by RDF schema.  

For example, consider that a user wants to retrieve 10 proceedings editors who 
acquired doctoral degree from for University of Queensland (UQ) and work for  
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Swinburne University (Swin) from the given RDF database. The user issues the fol-
lowing SPARQL query [4] on a database: 

PREFIX  rdf:< http://www.w3.org/1999/02/22-rdf-syntax-ns# > 
PREFIX  abc: < http://www.w3.org/abc.owl# > 
SELECT ?X  

 WHERE { 
  ?X  abc:doctoralDegreeFrom  abc:UQ. 
  ?X  abc:worksFor   abc:Swin. 
  ?X  abc:ProceedingsEditorOf  ?Y. 

   ?Y  rdf:type  abc:Proceedings. 
 }      

Fig. 1. A SPARQL Query 

The system should return the exactly matched answers of the query. If no exactly 
matched answers return or the matched answers are not enough (less than 10), the 
system might relax the query condition using information in the RDFS ontology (de-
fined in Fig.1) such as rewriting the condition (?X, doctoralDegreeFrom, UQ) to (?X, 
DegreeFrom, UQ) or (?Y, type, Proceedings) to (?Y, type, Book) for retrieving some 
potential relevant answers. Since the property “DegreeFrom” is more general than 
“doctoralDegreeFrom” and “Book” is the super class of “Proceedings” defined in the 
RDFS ontology. 

 

Fig. 2. A Sample of RDFS Ontology 

From this example, two observations are in order. First, to guarantee the quality of 
answers, it is desirable to score the possible relaxed queries. Second, since several 
ways for relaxing the query condition may be available and the number of relaxations 
is huge, it is necessary to design an efficient relaxation algorithm that controls the 
query relaxation process and get most relevant answers as soon as possible. In this 
paper, we address these problems and make the following contributions: 

(1) We measure the similarity degrees of the relaxed query with regard to the user 
query and use them to score the relevant answers. 
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(2) We design the algorithm to execute the relaxed queries according to their simi-
larity score and return their answers incrementally. 

(3) We characterize a type of unnecessary relaxed queries which do not contribute 
to the final results and propose the method to prune them from the query re-
laxation graph. 

The remainder of this paper is organized as follows. We give the overview in section 
2. We define the similarities of relaxed queries in section 3. Section 4 describes the 
relaxation algorithm and characterizes a type of unnecessary relaxed queries. Section 5 
discusses related work. Section 6 presents an experimental evaluation of our approach. 

2   Preliminary  

2.1   Data and Query Model 

A triple t(s,p,o) )()( LBIIBI ∪∪××∪∈ is called an RDF triple, where I is a set of IRIs 

(Internationalized URIs), B a set of blank nodes and L a set of literals. In a triple, s is 
called subject, p the property (or predicate), and o the object. RDF triples can be classi-
fied as schema triples (which describe the schema information) and data triples (which 
describe the instance data). In this paper, we consider data model where information is 
represented as a collection of RDF data triples stored in a relational database. 

Each triple can also be represented as a node-arc-node link. The directed arc is the 
predicate and the nodes are its subject and object. A set of such triples is called an RDF 
graph. An RDF query is referred to as an RDF graph pattern, which consists of triple 
patterns. An RDF triple pattern t )()()(),,( LVIVIVIops ∪∪×∪×∪∈ , where V is a 
set of variables disjoint from the sets I, B and L. RDF graph pattern G= (q1, q2,...,qn), 
qi∈ T, where T is a set of triple patterns. Now we define the query model as follows. 

Given a user query Q = (Atom (Q), K), where K is the number of answers that us-
ers desire and Atom (Q) = {<qi, wi>} defines the triple pattern with its weight wi 

(0<wi<1, default value of wi is 1/m, where m is the number of triple patterns). For 
example:  

                     Q= {< q1, 0.2>, < q2, 0.3>, < q3, 0.3>, < q4, 0.2>}  
                    q1= (?X, abc:phdDegreeFrom, abc:UQ) 
                    q2= (?X, abc:worksFor, abc: Swin) 
                    q3= (?X, abc:ProceedingsEditorOf, ?Y) 
                    q4= (?Y, rdf:type Proceedings) 
                   K=10   

2.2   Query Relaxation Model 

Our techniques are based on logical relaxation of query conditions. In [5], the authors 
propose two kinds of relaxation for triple pattern which exploit RDF entailment to 
relax the queries.  

Simple relaxation on triple pattern: Given RDF graphs G1,G2, a map from G1 to G2 
is a function u from the terms (IRIs ,blank nodes and literals) in G1 to the terms in G2, 
preserving IRIs and literals, such that for each triple (s1, p1, o1)∈ G1, we have   (u(s1), 
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u(p1), u(o1))∈ G2. This simple relaxation exploits the RDF simple entailment. AN 
RDF graph G1 simply entails G2, denoted by G1 simple

⇒ G2, if and only if there is a map u 

from G2 to G1:
2

1
12 :

G

G
GG u⎯→⎯ . We call triple pattern t2 the simple relaxation of 

t1, denoted by t1 simple
p t2, if t1 simple

⇒ t2 via a map u that preserves variables in t1. For exam-

ple, there is a map u from the terms of triple pattern (?X, type, ?Y) to (?X, type, Pro-
ceedings) that makes u(“?X”)= “?X”, u(“type”)= “type” and u(“?Y”)= “Proceedings”. 
So (?X, type, Proceedings) can be relaxed to (?X, type, ?Y) by replacing “Proceed-
ings” with “?Y”  and (?X, type, Proceedings)

simple
p (?X, type, ?Y). 

Ontology relaxation on triple pattern: This type of relaxation exploits RDFS en-
tailment in the context of an ontology (denoted by onto). We call G1 RDFs

⇒ G2, if G2 can 

be derived from G1 by iteratively applying rules in groups (A), (B) (sc, sp are 
rdfs:subclassOf and rdfs:subpropertyOf for short): 

 

Group A (Subproperty) (1)
),,(

),,)(,,(
cspa

cspbbspa   (2)  
),,(

),,)(,,(

ybx

yaxbspa  

Group B (Subclass)   (3)
),,(

),,)(,,(
csca

cscbbsca   (4)  
),,(

),,)(,,(

btypex

atypexbsca  

Let t1, t2 be triple patterns, where t1∉ closure (onto), t2∉ closure (onto). We call t2 
an ontology relaxation of t1, denoted by t1 onto

p t2, if t1
RDFs

onto ⇒∪ t2. It includes relax-

ing type conditions and properties such as: (1) replacing a triple pattern (a, type, b) 
with (a, type, c), where (b, sc, c)∈closure(onto). For example, given the ontology in 
Fig.2, the triple pattern (?X, type, Proceedings) can be relaxed to (?X, type, Book). (2) 
replacing a triple pattern (a, p1, b) with (a, p, b), where (p1, sp, p)∈closure(onto). For 
example, the triple pattern (?X, ProceedingsEditorOf, ?Y) can be relaxed to (?X, 
EditorOf, ?Y).  

Definition 1 (Relaxed Triple Pattern): Given a triple pattern t, t′ is a relaxed pattern 
obtained from t, denoted by t p t′, through applying a sequence of zero or more of the 
two types of relaxations: simple relaxation and ontology relaxation.  

For example, the triple pattern (?X,ProceedingsEditorOf, ?Y)p (?X, Contributer Of , ?Y) 

Definition 2 (Relaxed Query Pattern): Given a query pattern Q (t1, t2,…,tn), Q′ (t1′, 
t2′… tn′) is the relaxation of the Q, denoted by Q p Q′, if there exists at least one pair 
(ti, ti′) that we have ti p ti′. 

Definition 3 (Relevant Answers): A relevant answer to the query Q is defined as a 
match of a relaxed query of Q.   

A user query can be relaxed through replacing a term in the query by a more general 
term or replacing values to variables. For instance, a query Q (shown in Fig.1) has 
relaxed queries such as Q′={(?X, DegreeFrom, UQ),(?X, worksFor, Swin), 
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(?X, ProceedingsEditorOf, ?Y),(?Y, type, Proceedings)}. Q′′={(?X, dotoralDegree-
From, UQ),(?X, worksFor, Swin),(?X, ProceedingsEditorOf, ?Y),(?Y, type, Book)}. 
Obviously, there are many different ways to relax a query and the amount of relaxa-
tions will be large. Returning all answers of these relaxed queries is not desirable. So 
we rank the relaxed queries based on their similarities to the original query and exe-
cute the most similar relaxed queries first in order to achieve most relevant answers. 
Given the user query Q and the relaxed queries Q′, Q′′ of query Q, If Q′ is more simi-
lar to Q than Q′′, then we return the results Q′ prior to the results of Q′′. Thus, the 
query relaxations require measuring the similarities of the relaxed queries with regard 
to the original query.   

3   Similarities of Relaxed Queries 

Since the amount of possible query relaxations may be large, blindly relaxing query 
would not be helpful for getting the most relevant answers. To guarantee the quality 
of answers, it is desirable to measure the similarities of the relaxed query to the user 
query and choose the most similar one to execute on the database first. An RDF query 
is referred to as a graph pattern, which consists of triple patterns. Thus we compute 
the similarities of the relaxed triple patterns and then combine them to compute the 
similarities of the relaxed queries. 

3.1   Similarities of Triple Patterns 

Note that an RDF triple pattern can be represented as a node-arc-node link with two 
nodes (subject, object) and one arc (property). Hence we introduce the similarity 
between nodes as well as arcs and integrate them to define our similarity of the re-
laxed triple patterns. We define a finite set of class names IC and property names IP.  

Similarity between nodes: In the triple pattern q1, if one node (subject or object) is a 
class c1 IC∈ , defined in the RDFS ontology, and it is relaxed to its super class c2 

through ontology relaxation we exploit the notion of the Least Common Ancestor 
(LCA) to compute the similarity of two nodes based on the ontology. The LCA of two 
nodes c1 and c2 in the IS-A hierarchy is the node that is an ancestor of both c1 and c2, 
where depth of a concept node is the maximum length of from the concept to the root 
of the taxonomy. 

)()(
)),((2

),(
21

21
21 cdepthcdepth

ccLCAdepth
ccsim

+
×=  

For example, Sim(“Book”,”Proceedings”)=2×2/(2+3)=0.8. If the node (subject or 
object) in the triple pattern is relaxed to a variable through simple relaxation, we de-
fine the similarity of the two nodes is 0. For example, (?X, type, Proceedings) is re-
laxed by (?X, type, ?W), we have sim(“Proceedings”,“?W”)=0.   

Similarity between arcs: If the property P1∈IP in the triple pattern is relaxed to its 
super property P2 through ontology relaxation, since the hierarchy (sub property rela-
tionship) on properties is also defined in the RDFS ontology, the similarity definition 
on nodes can be transferable to arcs. We have:   
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)()(
)),((2

),(
21

21
21 pdepthpdepth

ppLCAdepth
ppsim

+
×=  

LCA(p1,p2) indicates the least common super property of p1 and p2. And the depth 
of a property node is the maximum length from the property to the root of the sub 
property taxonomy. 

For example, sim(“proceedingsEditorOf”,“EditorOf”)=2×2/(2+3)=0.8 If the predi-
cate in the triple pattern is relaxed to a variable through simple relaxation, we define 
the similarity of the two arcs as 0. For example, (?X, doctoralDegreeFrom, UQ) is 
relaxed to (?X, ?W, UQ), then we have sim(“doctoralDegreeFrom” , “?W”)=0. 

Similarity of triple patterns: Given a triple q(s, p, o) and its relaxation q′(s′, p′, o′), 
we integrate similarity between nodes and arcs to define the similarity score of the 
relaxed triple patterns as follows:  

                         score(q, q′)= sim(s, s′)+ sim(p, p′)+ sim(o, o′)                    (1) 

3.2   Similarities of Relaxed Queries and Relevant Answers 

Given a query pattern Q (q1, q2,…,qn) and its relaxation Q′ (q1′, q2′,…,qn′), we can 
compute the semantic similarity comScore between them as follows:  

                                ∑
=

×=
n

1i
i )',(w)',(c ii qqscoreQQomScore                              (2) 

Where wi is the weight of triple pattern qi in the query pattern Q. The scoring function 
comScore is monotone in the sense that if Q′ (q1′, q2′,…,qn′) and Q′′ (q1′′, q2′′,…,qn′′) 
are the relaxations of query Q and  score(qi, qi′)≥ score(qi, qi′′), then comScore(Q, 
Q′)≥ comScore(Q, Q′′). 

In general, we can define the score of a relevant answer as the similarity of relaxed 
the query it matches. However, a relevant answer may match the different relaxed 
queries, e.g., (“John”, AuthorOf, “WISE conference”) would match queries (?X, Au-
thorOf, “WISE conference”) and (?X, ContributerOf, “WISE conference”). To deal 
with this situation, we define the score of a relevant answer as follows: 

Definition 4 (Score of a relevant answer): The score of a relevant answer is the 
maximum comScore among all of the relaxed queries it matches. 

4   Query Relaxation Processing 

In this section, we focus on properly relaxing a user query that produces a sequence of 
relaxed queries based on their similarity scores. To achieve it, the query relaxation 
algorithm is presented. We also characterize a type of “unnecessary relaxed queries” 
which do not contribute to the final results and propose the method to prune them. At 
last, the execution algorithm on a database is proposed. 
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4.1   Relaxation Algorithm 

We design the relaxation algorithm that ensures the desired quality of answers. The 
relaxed queries are executed in a sequence based on their similarities with regard to the 
original query. For instance, Fig.1 shows the query Q={(?X, doctoralDegreeFrom, UQ), 
(?X, worksFor, Swin), (?X, ProceedingsEditorOf, ?Y), (?Y, type, Proceedings)} and it 
has several relaxed queries, such as: Q1={(?X, DegreeFrom, UQ), (?X, worksFor, 
Swin), (?X, ProceedingsEditorOf, ?Y), (?Y, type, Proceedings)}. Q4={(?X, dotoralDe-
greeFrom, UQ), (?X, worksFor, Swin), (?X, ProceedingsEditorOf, ?Y), (?Y, type, 
Book)}. Since comScore(Q,Q1)=0.964>comScore(Q,Q4)=0.944 (shown in Fig.3), which 
means that query Q1 is more similar to the user query and hence should be executed 
first. We now present a query relaxation strategy, which selects the next most similar 
relaxed query to execute on the database till enough results are returned. We first con-
struct the relaxation graph and then give the relaxation algorithm based on this graph. 

Ordering the relaxations of triple patterns: Given the user query denoted by Q(q1
(0) 

,q2
(0),…,qn

(0)), we compute the relaxations of each triple pattern and rank them by their 
similarity scores. qi

(0) indicates the original triple pattern and qi
(mi) indicates the mith 

relaxation of triple pattern qi
(0). An example is shown in Table 1. If the original triple 

pattern qi
(0) is relaxed to qi

(mi) , we say that the triple pattern qi
(0) goes forward mi steps. 

Obviously, if mi≤mj , then score(qi
(0),qi

(mi))≥score(qi
(0),qi

(mj)). 

Relaxation Graph: The relaxation graph is a directed graph representing the relaxed 
queries. Each node in the relaxation graph is a relaxed query. Q2 is Q1’s succeeding 
node if the corresponding triple patterns in two queries are same except only one 
triple pattern in Q1 that is relaxed one step to the corresponding triple pattern in Q2. Q1 
is also called Q2’s preceding node. .For instance, Q3(q1

(0) ,q2
(0) ,q3

(1) ,q4
(0)) is Q(q1

(0) 

 

Table 1. Ranking of the relaxed triple patterns of query Q with scores 

q1
(0):(?X,doctoralDeg-

reeFrom, UQ) ; 1 
q2

(0):(?X,worksFor,Swin
); 1 

q3
(0):(?X,Proceedings-

EditorOf, ?Y); 1 
q4

(0)(?Y,type,Proceed-
ings); 1 

q1
(1):(?X, degreeFrom, 

UQ); 0.82 
q2

(1):(?X,worksFor,?W3); 
0.55 

q3
(1):(?X,EditorOf,?Y); 

0.7 
q4

(1)(?Y,type,Book);0.
72 

q1
(2):(?X,doctoralDeg-

reFrom?W1); 0.54 
q2

(2):(?X,?W4,Swin); 0.5 q3
(2):(?X,Cotribute-

rOf,?Y); 0.6 
q4

(2)(?Y,type,Publicat-
ion); 0.65 

     …     …    …   … 
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Fig. 3. Relaxation graph of query Q 
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q2
(0) ,q3

(0) ,q4
(0))’s succeeding node. An edge from node Q1 to Q2 exists if and only if 

Q2 is Q1’s succeeding node. The relaxed queries can be categorized into different 
levels. For a relaxed query Qj(q1

(m1) ,q2
(m2) ,…,qn

(mn)), if m1+m2+…+mn=h, then Qj is in 
the level h. An example of query relaxation graph is shown in Fig.3. Note that the 
relaxation graph we consider has several interesting properties, which will serve as 
the bases for query relaxation algorithm.      

Property 1. Given a relaxed query Qj(q1
(m1) ,q2

(m2),…,qn
(mn)) and its succeeding nodes 

Qj1(q1
(m1+1),q2

(m2),…,qn
(mn)), Qj2(q1

(m1),q2
(m2+1),…,qn

(mn)),…,Qjn(q1
(m1),q2

(m2),…, qn
(mn+1)), 

we have comScore(Q,Qj)≥ comScore(Q,Qji), i∈ [1, n], and at least one relaxed query 
in level h has higher comScore than all relaxed queries in level h′>h. 

Proof. Let query Qj(q1
(m1),…,qi

(mi),…,qn
(mn)) and Qji(q1

(m1),…,qi
(mi+1),…,qn

(mn)) be the 
relaxations of query Q(q1

(0),q2
(0),…,qn

(0)) where Qji is a succeeding relaxation node of 
Qj, it holds that score(qi

(0),qi
(mi))≥score(qi

(0),qi
(mi+1)). By monotonicity of scoring func-

tion comScore, we have comScore(Q,Qj)≥comScore(Q,Qji). It shows that the com-
Score of one relaxed query is higher than its succeeding nodes. So the relaxation node 
with maximum comScore in level h must has higher comScore than all relaxed queries 
in level h′>h.                                                                                                                  □ 

Property 2. Given the original query Q(q1
(0),q2

(0),…,qn
(0)) , the relaxed query Q′ with 

the hth highest comScore must be in the level h or less.  

Proof. When x=1, the relaxed query with the highest comScore must fall in level 1 
since property 1. We assume that when x=h, it holds that the relaxed query with the 
hth highest comScore falls in level h. When x =h+1, we can find at least one relaxed 
query in level h+1 has higher comScore than all relaxations in level h′>h+1 according 
to property 1. So when x =h+1, we can get h+1 relaxed queries within h+1 level.      □ 

We exploit Property 1 and Property 2 to define the following basic relaxation algo-
rithm that generates the next most similar relaxed queries incrementally. From prop-
erty 2, the relaxed query with the highest comScore must be in the first level. Thus we 
first get the succeeding nodes of the original query and choose the query with the 
highest comScore to execute on the database. If the number of answers is not enough, 
then we choose the next relaxed query with the second highest comScore from the 
first or second level.   

Basic Relaxation Algorithm /* Input: Q(q1
(0) ,q2

(0) ,…,qn
(0)), K the number of results 

required ; Output : Result */ 
 

1      Initial Result= , Candidates= , Processed= ;
2      Insert Q’s succeeding nodes into Candidates;
3      While | Result |<K and |Candidates| >0 do  
4          Select the Qi with the highest comScore from Candiates
5          Insert Qi’s succeeding nodes into Candidates;         
6          R Execute (Qi);      
7          Result Result R;
8          Add Qi to Processed;
9          Remove Qi from Candiates ;  
10     End while 
11     Return Result;  
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For example, the user query Q{(?X, doctoralDegreeFrom, UQ), (?X, worksFor, 
Swin), (?X, ProceedingsEditorOf, ?Y), (?Y, type, Proceedings)}(in Fig.1) is executed 
and the query Q’s succeeding relaxed queries Q1-Q4 are added into Candidates. If the 
number of answers is still not enough, we choose the relaxed query Q1{(?X, Degree-
From, UQ), (?X, worksFor, Swin), (?X, ProceedingsEditorOf, ?Y), (?Y, type,  
Proceedings)} that has the highest comScore in Candidates and execute it on the da-
tabase. We also add Q1’s succeeding relaxed queries into Candidates, and remove Q1 

from Candidates. This process is repeated till enough answers are acquired or no 
more candidate is left. 

4.2   Pruning Unnecessary Relaxations  

In the basic relaxation algorithm above, when a relaxed query is selected, we add its 
succeeding nodes (relaxations) into Candidates for comparison of next round. How-
ever, the succeeding relaxations may be useless to generate new answers compared to 
the preceding relaxed query and there are unnecessary relaxations. For instance, in 
our running example, the query Q has one of its relaxation Q4{(?X, DegreeFrom, 
UQ), (?X, worksFor, Swin), (?X, ProceedingsEditorOf, ?Y), (?Y, type, Book)}, which 
replaces the term “Proceedings” in query Q to “Book” only. However, this relaxation 
Q4 will not generate new answers compared to the answers of its preceding node 
(query Q). Because the triple (?Y, type, Proceedings) has join dependency with the 
triple pattern (?X, ProceedingsEditorOf, ?Y). In the relaxed query Q4 “Proceedings” is 
relaxed to “Book”, but the domain of property “ProceedingsEditorOf ”is still “Pro-
ceedings” (according to the RDFS ontology defined in Fig.2) and this relaxation will 
generate no new answers compared to the answers previously returned by the query 
Q. The basic algorithm relaxes the classes or properties in the triple patterns of the 
query locally. It fails to consider the join dependency between the triple patterns 
through common variables. Consequently, some relaxed queries may not return new 
answers. There are two cases of unnecessary relaxations that fail to contribute new 
answers, one in generalizing the subject or object term of a triple pattern, while the 
other in generalizing the property.    

We first define the boolean operator “≤”on classes and properties. If class c1 is the 
subclass of c2, we have c1 ≤c2 . Similarly, if property p1 is the sub property of p2, we 
have p1 ≤p2 .We also define the operator “subclass(C) ” which computes the set of sub 
classes of C and “subproperty(P)”, which computes the set of sub properties of P.   

Case 1: Given a query Q {q1,…,qi(?x, type, c1),…,qj(?x, p2, o2) or (s2, p2, ?x),…,qn}, 
its succeeding relaxation Q′ {q1,…,qi′(?x, type, c),…,qj(?x, p2, o2) or (s2, p2, ?x),…,qn} 
is obtained from query Q through replacing class c1 to c, where c1≤c, p2 is a property 
and o2 )( LVI ∪∪∈ ,s2 )( VI ∪∈ . 

)()( 1csubclasscsubclass −=Δω  

If ωξ Δ∈∃  and ξ ≤domain(p2)(or range(p2)), then the relaxed query may have new 

answers generated. Otherwise, the relaxed query has no new answer generated com-
pared to query Q. 
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When generalizing the property of a triple pattern in the query, new answers could 
be obtained through matching the generalized property or its sub properties. Because 
of join dependency between triple patterns, the domain (subject) and range (object) of 
the generalized property or its sub properties may not match with other properties in 
the query. This is formalized as follows:    

Case 2: Given a query Q{q1,…,qi(?x, p1, o1) ,…,qj(?x, pc, o2),…,qn}, its succeeding 
relaxation Q′{q1,…,qi′(?x, p, o1),…,qj(?x, pc, o2),…,qn} is obtained from the query Q 

through replacing the property p1 with p, where p1≤p; pc is a property and 
o1,o2 )( LVI ∪∪∈ . After relaxation, new answers could be added through matching 

the property p or its sub properties. Notice that qi′(?x, p, o1) has join dependency with 
qj(?x, pc, o2) through variable “?x”. If D=subproperty(p)-subproperty(p1) and 

Φ=∩∪
∈

)))((())((( ci
Dp

pdomiansubclasspdomainsubclass
i

, then the relaxed query Q′ 

has no new answer generated. It is straightforward to generalize the method to the 
situation that qi and qj take the form (s1, p1, ?x) and (s2, pc, ?x).  

Now we give the optimised relaxation algorithm, which checks the usefulness of 
new relaxed query and skip those unnecessary relaxed queries. 

Optimised Relaxation Algorithm /* Input: Q(q1
(0) ,q2

(0) ,…,qn
(0)), K the number of 

results required ; Output : Result */ 

1      Initial Result= , Candidates= , Processed= ;
2      Insert Q’s succeeding nodes into Candidates;
3      While | Result |<N and Candidates| >0 do  
4         Select the Qi with the highest comScore from the Candiates;
5         Insert Qi’s succeeding nodes into Candidates;
6         For each of Qi’s preceding nodes Qj in Processed
7            If  Qi is an unnecessary relaxation of Qj then 
8              Goto step 13 
9            End if 

  10         End for 
  11         R Execute (Qi);      
  12         Result Result R;
  13         Add Qi to Processed;
  14         Remove Qi from Candiates ;  
  15     End while   
  16     Return Result

 

5   Related Work 

Hurtado et al. [5] propose an rdf query relaxation method through RDF(s) entailment 
producing more general queries for retrieving potential relevant answers. Our work 
focuses on using heuristic information based on the similarity degree of relaxed que-
ries with regard to the original query to control the relaxation process for ensuring the 
desired cardinality and quality of answers, which is not studied in [5]. 

Answering top-k selection queries is related to our work. Fagin et al. [6, 7] introduce 
a set of novel algorithms, assuming sorted access and/or random access of the objects is 
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available on each attribute. Carey and Kossmann [8] optimise top-k queries when the 
scoring is done through a traditional SQL order by clause, by limiting the cardinality of 
intermediate results. Other works [9, 10, and 11] use statistical information to map top-k 
queries into selection predicates which may require restarting query evaluation when the 
number of answers is less than K.  Natsev et al. [12] introduce the J* algorithm to join 
multiple ranked inputs to produce a global rank. These works define the semantics of 
the relevant answers based on numeric conditions in selection and join predicates, which 
can be quantified as value differences. In contrast, we relax query conditions and rank 
answers based on semantic information provided by RDF ontology.  

Cooperative query answering [13, 14, 15] are designed to automatically relax user 
queries when the selection criteria is too restrictive to retrieve enough answers. Such 
relaxation is usually based on user preferences and values. In contrast, in our work, 
we compute the semantic similarities between the relaxed queries and the original 
query. Efforts have been made to the problem of query relaxation on XML data [16]. 
Amer-Yahia et al. [16] compute approximate answers for weighted patterns by encod-
ing the relaxations in join evaluation plans. The techniques of approximate XML 
query matching are mainly based on structure relaxation and can not be used to han-
dle query relaxation on RDF data directly. 

6   Experiments  

Based on the Lehigh University Benchmark LBUM [17], we generate the dataset 
which contains 6,000k triples. The data is stored in and managed by Mysql 5.0.11. All 
algorithms are implemented using Jena SDB [18] (which provides for large scale 
storage and query of RDF datasets using conventional SQL databases) and run on a 
windows XP professional system with P4 3G CPU and with 512 M RAM. We devel-
oped 5 queries which are shown in Table 2.  

Benefits of the optimised algorithm: In this experiment, we compare the basic relaxa-
tion algorithm and optimised algorithm. We fix the number of answers K=100 and 
performed the 5 queries on the data which contains 6,000k triples. Fig.4 (a) and (b) 
show the relaxation steps and execution time for each query. We use query Q4 as an 
example to illustrate how the optimisation algorithm reduces the relaxation steps. 

Table 2. Queries for experiments 

Q1:(?x,type,TeachingAssitant)(?x,teachingAssistantOf,http://www.Department0.University0/C
ourse3)(?x,mastersDegreeFrom,http://www.Department0.University0.edu) 

Q2:(?x,teacherOf,?z)(?x,ub:worksFor,University0)(?x,type,AssistantProfessor) 

Q3:(?x,advisor,?y)(?y,type,AssistantProfessor)(?y,researchInterest',Research12')(?y,worksFor,h
ttp://www.University0.edu) 

Q4:(?x,advisor,?y)(?y,type,Professor)(?y,worksFor, http://www.University0.edu)

Q5:(?x,type,JournalAticle)(?y,publicationAuthor,?x) (?y,type,Professor) 
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                    Fig. 4. (a). Relaxation Steps                        Fig. 4. (b). Query Response Time      

Query Q4 is relaxed to its relaxation Q4′ through replacing “Professor” to “Person” 
only. In Q4′ the range of property “advisor” is still “Professor”. So only replacing 
“Professor” to “Person” will not generate new answers compared to the answers of 
query Q4 and Q4′ is a unnecessary relaxation to query Q4. Fig.4 (a) and (b) show that 
the optimisation algorithm can reduce the relaxation steps and execution time.   

Efficiency of query relaxation: Fig.4 (b) shows that the running time of 5 queries for 
K=100 relaxed answers. Q5 is the most expensive query. Because the query condition 
of Q5 is more general and with the increase of relaxation steps the relaxation process 
costs much. Q1 is the most efficient one since its query condition is more concrete. It 
takes less running time than Q5, though the relaxation steps of Q1 are less than that of 
Q5. Moreover, our relaxation algorithm can return relevant answers incrementally and 
users can stop the relaxation process at any time when they are satisfied with the an-
swers generated.  

7   Conclusion  

This paper addressed the issue of relaxing the user query on RDF databases and com-
puting most relevant answers. We measured the similarity degrees of the relaxed 
queries with regard to the user query and designed the algorithm to retrieve the most 
relevant answers as soon as possible. We characterized a type of unnecessary relaxed 
queries which do not contribute to the final results and proposed the method to prune 
them from the query relaxation graph. The experiments validated our approach. A 
further optimisation is subject to our future work such as multiple query optimisation 
on a sequence of relaxed queries by reusing the intermediate results of selection or 
join operations.  
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Abstract. Users often want to find entities instead of just documents,
i.e., finding documents entirely about specific real-world entities rather
than general documents where the entities are merely mentioned. Search-
ing for entities on Web scale repositories is still an open challenge as the
effectiveness of ranking is usually not satisfactory. Semantics can be used
in this context to improve the results leveraging on entity-driven ontolo-
gies. In this paper we propose three categories of algorithms for query
adaptation, using (1) semantic information, (2) NLP1 techniques, and
(3) link structure, to rank entities in Wikipedia. Our approaches focus
on constructing queries using not only keywords but also additional syn-
tactic information, while semantically relaxing the query relying on a
highly accurate ontology. The results show that our approaches perform
effectively, and that the combination of simple NLP, Link Analysis and
semantic techniques improves the retrieval performance of entity search.

1 Introduction

Entity search is becoming an important step over the classical document search
as it is done today on the Web. The goal is to find real-world entities (e.g.,
persons, places, events) relevant to a query more than just finding documents
(or parts of documents) which contain the searched keywords. Ranking entities
according to their relevance to a given query is crucial in scenarios where the
amount of information is too large to be managed by the end user. A correct
ranking can help systems in presenting the user only with entities of interest, and
avoiding the user having to analyze the entire set of results. As a concrete exam-
ple, suppose the user wants to find which creatures are herbivorous mammals.
The informational need, in this case, is answered by a set of instances of the
class mammals of the type herbivorous instead of pages just mentioning those
mammals. Moreover, a single document might contain several relevant entities.
Instead of the user having to aggregate different information sources, the system
should be able to present entity overview pages as results.

In this paper we present our approach to ranking entities in Wikipedia and
we investigate how semantic information influences results. In Wikipedia many,
but not all (see pages starting with “List of”, e.g., List of European countries),
1 Natural Language Processing.

J. Bailey et al. (Eds.): WISE 2008, LNCS 5175, pp. 176–188, 2008.
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are assumed to represent a real world entity. The text content of a page can be
seen as the entity description. Therefore, it is possible to evaluate entity ranking
algorithms, that make use of entity descriptions, on the Wikipedia corpus. Eval-
uation is done on the Wikipedia XML corpus provided within the INEX 2007
Initiative2. The evaluation results show that making use of Natural Language
Processing techniques and leveraging link and semantic information improve the
quality of the results enabling a better search experience.

The rest of the paper is organized as follows: In section 2 we present and com-
pare the previous approaches in entity search and ranking. In section 3 we present
the overall system architecture describing an ontology based on Wikipedia and
WordNet, that we use for improving the effectiveness of the entity ranking al-
gorithms (section 3.1), and the dataset used in the evaluation of the developed
system (section 3.2). In section 4 we formalize the ranking algorithms we propose
and in section 5 we present the evaluation results and the comparison among the
proposed algorithms. Finally, in section 6 we conclude the paper and describe
future improvements.

2 Related Work

There are only few systems that deal with entity search and ranking. ESTER[4]
is a system which combines full-text and ontology search and supports prefix
search and joins. The authors have applied their search engine to the English
Wikipedia and as supporting ontology they have used YAGO[12]3. ESTER fo-
cuses on efficiency rather than precision and recall. Another framework, pre-
sented in [5], focuses on finding different types of entities (e.g., phone numbers,
emails, etc.) on the Web. While their main accent is on scaling on Web-size
datasets for a limited number of entity types, we can better manage hetero-
geneous sets of entity types. Many approaches rely on Wikipedia as dataset
for producing important research results, allowing the extension and the se-
mantic exploitation of this knowledge base [8]. A previous approach already
used category and link information present in Wikipedia for extracting seman-
tic information [6]. They organize Wikipedia categories as a graph, and, based
on the number of links, they try to discover relations between categories. Our
approach also uses existing category linkage information present in Wikipedia
together with syntactic information and a highly accurate ontology. Other ap-
proaches focused on extracting entities from query logs [11,13]. In extension
to their approaches, we focus on how to rank entities in order to provide the
relevant ones to the end user. In the context of ranking entities the NAGA
system has been proposed [10,9]. It is a highly effective Web-based semantic
search engine which uses advanced scoring methods for ranking results from a
knowledge base of entities and relationships. The drawback of this system is
that it uses a graph-based query language which might be not self-explanatory
for the common Web surfer. In our settings we use a keyword query typed
2 http://inex.is.informatik.uni-duisburg.de/2007/
3 Presented later in section 3.1.

http://inex.is.informatik.uni-duisburg.de/2007/
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by the user together with an explicit informational need describable in free
text.

3 System Architecture

3.1 The YAGO Ontology

YAGO[12]4 is a large and extensible ontology that builds on entities and rela-
tions from Wikipedia. Facts in YAGO have been automatically extracted from
Wikipedia and unified with semantics from WordNet5, achieving an accuracy
of around 95%. All objects (e.g., cities, people, even URLs) are represented as
entities in the YAGO model. The hierarchy of classes starts with the Wikipedia
categories containing a page and relies on WordNet’s well-defined taxonomy of
homonyms to establish further subClassOf relations. We make use of these sub-
ClassOf relations in YAGO, which provide us with semantic concepts describing
Wikipedia entities. E.g, knowing from Wikipedia that Married... with Children
is in the category Sitcoms, we reason using YAGO’s WordNet knowledge that
it is of the type Situation Comedy, same as BBC Television Sitcoms, Latino
Sitcoms, Sitcoms in Canada, and 8 more.

3.2 The INEX Wikipedia Collection

The document collection used for evaluating our approaches is the Wikipedia
XML Corpus based on an XML-ified version of the English Wikipedia in early
2006 [3]. The considered Wikipedia collection contains 659,338 Wikipedia arti-
cles. On average an article contains 161 XML nodes, where the average depth of
a node in the XML tree of the document is 6.72. The original Wiki syntax has
been converted into XML, using general tags of the layout structure (like article,
section, paragraph, title, list, and item), typographical tags (like bold, emphatic),
and frequently occurring link-tags. For details see Denoyer and Gallinari [3].

The official topics have been manually assessed by the INEX 2007 participants.
The set contains adapted ad hoc topics along with entity ranking designed topics.
We report in table 1 an example of an INEX 2007 Entity Ranking Topic:

Although this task seems easy given the Wikipedia corpus, we have to retrieve
results matching the sought type. Relevant results for the example given in table
1 would thus be: “Texas Star”, “London Eye”, or “Big-O”, all of these being ferris
wheels. Irrelevant results, although they still contain some information related to
the Topic, would be: “London” (where “London Eye” is mentioned as a tourist
attraction), or even “Ferris wheel” (the page describing what a ferris wheel is).

3.3 System Integration

In this section we describe the architecture of the Entity Ranking System we
used. The architecture design is presented in figure 1. The first step is the creation
4 Available for download at http://www.mpii.mpg.de/∼suchanek/yago
5 http://wordnet.princeton.edu/

http://www.mpii.mpg.de/~suchanek/yago
http://wordnet.princeton.edu/
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Table 1. INEX Entity Ranking Topic example

Topic #67

Title Ferris and observation wheels

Description Find all the Ferris and Observation wheels in the world.

Narrative I have been to the “Roue de Paris” last Sunday and enjoyed
it. I would like to know which other wheels exist or existed
in the world, to find out the highest and what buildings you
can see from each.

Category ferris wheels

of the inverted index from the XML Wikipedia document collection. Starting
from the raw structured XML documents, we created a Lucene6 index with one
Lucene document for each Wikipedia page. We created fields for each article
element (e.g., title, text, categories, links, . . . ) which are searchable in parallel
with an integrated ranking.

After the creation of the index, the system can process the INEX Entity
Ranking 2007 Topics. Different approaches are adopted for building queries out
of INEX Topics (as shown later in detail in section 4). Four modules are used in-
terchangeably or complementary as main resources for our algorithms (see figure
1): Wikipedia Taxonomy is used for getting Wiki Category Links, Entity Link-
age Information is needed for exploring outgoing Links of Wikipedia entities,
the Lexical Analyzer performs simple Natural Language Processing tasks, while
the YAGO ontology is used as underlying knowledge base. The INEX Topic
is processed using these modules in order to create a disjunctive Lucene query
starting from Title, Description, and Narrative information, along with the spec-
ified Category from the Topic. After the generation of the query, the index can
be queried and a ranked list of retrieved entities is generated as output.

4 Algorithms

Our approaches are based on semantic techniques, Natural Language Process-
ing, Link Analysis, and combinations of those. Queries for entity retrieval are
built out of the Topics, enhanced with the different techniques, and searched
throughout the different index fields.

4.1 Näıve Approach

This is the baseline approach, where the query is constructed from both textual
and contextual information given in the Topic. For the textual part of the query
we consider the analyzed text from Title, Description, and Narrative of the Topic
which we search in the title and text fields of the indexed Wikipedia pages. In
the contextual part of the query we consider Category information from the

6 http://lucene.apache.org

http://lucene.apache.org
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Fig. 1. Architecture of the Entity Ranking System

Topic which we search in the category field of the index. We do not make this
part of the query mandatory as category information available in Wikipedia is
not always accurate or sometimes not even present. Nevertheless, the existing
entity-in-category information influences the results for the respective entities.
The retrieval is done using the default Lucene implementation, i.e., the vector
space model with cosine similarity and TFxIDF weighting. For example, for the
Topic in table 1 using the näıve approach (with stopword removal), a Lucene
query for searching in the text and in the category of Wikipedia pages, is of the
form:

text:(ferris observation wheels) text:(find ferris observation wheels world) text:
(“roue de paris” last sunday enjoyed would like know other wheels exist existed
world highest buildings) category:(ferris wheels)

4.2 Categories Based Search: Using a Supporting Ontology

While the Category contained in the Topic should contain most or all of the re-
trievable entities, this is for many Topics not the case. Wikipedia is constructed
manually by different contributors, so that category assignments are not always
consistent or accurate. Many categories are very similar and in some of these
cases the difference is very subtle. Thus, very similar entities are sometimes
placed in different categories by different contributors (e.g., hybrid powered au-
tomobiles appear inconsistently either in the Hybrid Vehicles or the Hybrid Cars
category, and very seldom are they in both).
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In the previous approach the given Category in the Topic was used to make
the query more likely to retrieve entities from within that category. The methods
described here construct an additional list of categories closely linked to the given
one in the Topic. This extended list of categories is then used instead of the
one Category in query construction. We use three types of category expansion:
Subcategories, Children, and Siblings.

Subcategories. Wikipedia itself has a hierarchical structure of categories. For
each category we are presented with a list of subcategories. This list of subcat-
egories is taken as-is and added to the query. E.g., some of the subcategories
for the Actors category are: Animal actors, Child actors, Actors with dwarfism,
Fictional actors.

Children. The Subcategories list is the initial list of candidates for Children.
We can not include all the Wikipedia subcategories in our Children list as some
of them are not semantically a subcategory, or not of the same type. As subcat-
egories for a country we might have categories about presidents, movie stars, or
other important persons for that country. This means that although we have as
a starting category a country we end up having people as subcategories. The ob-
vious solution to this is selecting only those subcategories having the same class
as the initial category. As described in Section 3.1, YAGO contains also class in-
formation about categories. We will make use of this subClassOf information to
identify suitable categories of the same kind. Thus, a Wikipedia subcategory is
included in the Children list only if the intersection between its ancestor classes
and the ancestor classes in YAGO (excluding top classes like entity) of the initial
category is not empty. The final list of Children will therefore contain only sub-
categories of the same type as the given Category in the Topic, which specifies
the type of entities the user is interested in.

Siblings. Using YAGO we can also retrieve categories of the same type as
a given category, not restricting just to the Wikipedia subcategories. We first
determine the type of the starting category using the subClassOf relation in
YAGO. Knowing this type we construct a list of all categories of the same type
and add them to the Siblings set. Siblings are thus all categories of the exact
same type as the initial category.

Constructing the query is done similar to the näıve approach setting. The
difference relies in the category matching part. In the näıve approach we had
only one Category (given with the Topic) while here we have the additional lists
of Subcategories, Children, and/or Siblings.

4.3 Using Semantics from the Topic: Extraction of Category
Information

In the INEX Topics, we had extensive data about the information need. We used
the Topic textual information (Title, Description, and Narrative) for building a
query. In addition, the main Category to be searched was given with the Topic.
But in a usual search environment people specify only a short unstructured
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textual description as their information need (i.e., without category or informa-
tion). To model such users and the lack of additional information, we created a
method for automatically extracting a possible category list given only the Title
of the Topic. As shown in Algorithm 1. we split up the Title of the Topic in a list
of words7. Based on what words would be kept in this list, we have an additional
filtering step using one of three approaches: (1) keep all words in the Title, (2)
keep only the nouns, (3) keep only nouns in plural. For each of the remaining
words in the list we then use WordNet to extract the lemma8. Each lemma is
then matched against entity types that are present in the YAGO ontology. We
use the lemma instead of the word itself, as the entity types in YAGO are also in
the form of word lemmas. Given the retrieved YAGO entity type, we retrieve all
Wikipedia categories using the subClassOf relation in YAGO, i.e. all Wikipedia
categories of the same type that the lemma is describing. All Wikipedia cate-
gories extracted from all words in the Topic Title are then aggregated to a list
of categories used for retrieval. Categories given with the Topic are ignored in
this approach to ensure an objective comparison to the näıve approach.

Algorithm 1. Algorithm for extracting categories from the query
1: Create empty set of Wikipedia categories SWC
2: for all words W in Topic Title do
3: if W does not satisfy filtering condition then
4: Get next W
5: end if
6: Get lemma L of W
7: Get entity type T from YAGO matching L
8: Get list of Wikipedia categories C of type T
9: Add C to SWC

10: end for
11: Return SWC

4.4 Using Wikipedia Links

Wikipedia, just like the Web, is highly interconnected. Search engines make
use of link information for traditional Information Retrieval document ranking.
Wikipedia pages, where each page represents an entity, has external links point-
ing to pages outside the Wikipedia corpus and internal links, which point to
other Wikipedia entities. While external links are usually presented in a sep-
arate list at the end of the entity description, internal Wikipedia links appear
inside the text. While indexing the entity pages, we have kept in the indexed text
the names of the linked entities where they appear, and we have also indexed
their titles in a separate field called WikiLinks to ensure that their importance
is not lost in the entity text. In addition to the näıve approach, the contextual
part of the query is searched also in the WikiLinks index field.

For example, some of the entities that Nicolaas Bloembergen links to are:
Dutch, physicist, American, Harvard University, 1948, University of Utrecht,
7 Stop words are not included.
8 The canonical form of a word.
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nuclear magnetic resonance, Lorentz Medal, Nobel Prize in Physics, laser spec-
trology, and others. There are many terms present in the list of linked entities.
As the information in the linked entities field is more condensed than in the text
field, linked entities matching will improve the ranking of the search results.

4.5 Using Lexical Compounds

Anick and Tipirneni [2] defined the lexical dispersion hypothesis, according to
which an expression’s lexical dispersion (i.e., the number of different compounds
it appears in within a document or group of documents) can be used to automat-
ically identify key concepts in the input document set. Although several possible
compound expressions are available, it has been shown that simple approaches
based on noun analysis are almost as good as highly complex part-of-speech pat-
tern identification algorithms [1]. Lexical Compounds have been already used in
different settings for refining web search queries [7]. We thus extract from simple
text all the Lexical Compounds of the following form: { adjective? noun+ }.
All such compounds could be easily generated for Title, Descriptions and Nar-
ratives in Topics using WordNet. Moreover, once identified, they can be further
sorted depending on their dispersion within each Topic. We then use Lexical
Compounds as search terms in the query, as they present the essential infor-
mation in a more concise manner. We consider two approaches to using Lexical
Compounds in constructing the query. The first uses only Lexical Compounds
for constructing the textual part of the query, to search over all the textual index
fields. In the second approach we use the text from the Topic to search over the
text field and the extracted Lexical Compounds to search in the wikiLinks field,
which has a structure more similar to the Lexical Compounds expression (the
content of the field is basically an enumeration of entity titles).

5 Experimental Results

5.1 Experimental Setup

We performed evaluation experiments of our system using the 28 topics, used
for the INEX 2007 Entity Ranking Track. The main evaluation metric used is
Mean Average Precision which is defined as:

MAP =
1

|Q|

|Q|∑

i=1

APi , (1)

where |Q| is the number of topics and AP is obtained averaging the Precision
values calculated at each rank where a relevant entity is retrieved [3]:

AP =
1

|Rel |

|Rel|∑

i=1

i

rank(i)
, (2)

where rank(i) is the rank of the i-th relevant entity, and |Rel | is the number of
relevant entities. A score of 0 is assumed for any not-retrieved relevant document.
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Table 2. Top 10 Results for Topic #67 (“Ferris and observation wheels”) together
with the containing Wikipedia category of each result

Rank Entity Most relevant Category
1 Ferris wheel amusement rides ferris wheels

2 Tempozan Osaka Village Ferris osaka ferris wheels

3 Sky Dream Fukuoka ferris wheels

4 Roue de Paris amusement rides ferris wheels

5 Helsinki pyörä ferris wheels

6 Riesenrad attractions in viena ferry wheels

7 Wheel bus transit mass transit in california

8 Observation wheel amusement rides

9 Singapore Flyer amusement rides

10 Observation observation

We evaluated our approaches against the näıve approach presented in section
4.1 which has a Mean Average Precision (MAP) value of 0.1049 and a Precision
for the first 10 results (P@10) of 0.1393. Table 2 shows the first 10 results for
Topic #67 (“Ferris and observation wheels”) using the näıve approach.

5.2 Results for Categories Based Search

We performed the experiments on the evaluation dataset and we compared the
algorithms which use category information (see section 4.2). The results (pre-
sented in table 3) show that using extra category information more than just
the one present in the Topic improves the effectiveness (see, for example, the
run using Subcategories). Moreover, the best performing approach, in terms of
MAP, is obtained using the Subcategories. What we observed is that the use of
Siblings did not improve the results. This result is explainable by the fact that
in the used Topics, no Siblings categories were found.

Another observation of the results we can do is that the YAGO ontology
is up-to-date and does not match some of the categories present in the XML
Wikipedia dataset, which is a crawl of 2005, used in the experiments, and thus
the evaluation assessments might not consider relevant information which is
present today in YAGO.

Table 3. Mean Average Precision and Precision over the first 10 results for Categories
Based Search

Algorithm MAP P@10
Näıve approach 0.1049 0.1393
Näıve approach + Subcategories 0.1238 0.1393
Children 0.1165 0.1321
Siblings 0.1049 0.1393
Children + Siblings 0.1165 0.1321
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Table 4. Mean Average Precision and Precision over the first 10 results for Categories
from Query

Algorithm MAP P@10
Title only search 0.0477 0.0679

Categories from whole Title 0.0278 0.0393
Categories from nouns in Title 0.0330 0.0500
Categories from plurals in Title 0.0670 0.1071

5.3 Results for Searching Using Categories from Query

Using the category information as extracted from the user keyword queries, we
performed different runs using the combinations presented in table 4. We can
see that using the information extracted from the user query as category infor-
mation is, as expected, not as good as the category information that the user
provides manually. If we compare the effectiveness with a run made using only
the keyword query (i.e., the Title part of the Topic) we can see that the extrac-
tion of category information from the entire Title and that the use of nouns as
category representative are not improving the results. Using this approach some
non relevant categories could be added to the query. For example, in the topic
Countries where I can pay with Euros the only term recognized as noun which
is a YAGO type was can which pointed to the Wikipedia category Beverage
cans which is obviously making the system retrieve non relevant entities. But
we can see that the plurals is, instead, a better choice for extracting category
information from a keyword query.

5.4 Results for Lexical Compounds and Links

In order to evaluate the approaches based on syntactic information we extracted
the Lexical Compounds from the Topic and we performed several comparisons.
The results are presented in table 5. The simple extraction of Lexical Compounds
from the Topic does not show improvements. But it is possible to see that the
combined usage of Lexical Compounds and the full Topic textual information
(Topic, Description, and Narrative) and the exploitation of the link structure
performs better than the baseline.

We also used the internal link structure within Wikipedia in order to improve
the results of the search for entities. From the results presented in table 5 we
can see that the simple search in the outgoing links of a page improves the
effectiveness by 28% in terms of MAP. Combining the most promising approaches
(i.e., searching in the outgoing links and using Lexical Compounds together with
Topic terms) improves the results even more.

5.5 Results for the Combinations of the Best Approaches

After the lesson learned from the previous experiments about which approaches
perform best, we evaluated combinations of those methods in order to see if the
effectiveness improves.
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Table 5. Mean Average Precision and Precision over the first 10 results for Lexical
Compounds and Wiki Links

Algorithm MAP P@10
Näıve approach 0.1049 0.1393
Näıve approach + Wiki Links 0.1342 0.1607
Lexical Compounds 0.0601 0.0964
Lexical Compounds + Wiki Links 0.0701 0.1000
Lexical Compounds + Full Topic text 0.0633 0.0929
Lexical Compounds + Full Topic text + Wiki Links 0.1157 0.1321

Table 6. Mean Average Precision and Precision over the first 10 results for Combina-
tions of the best approaches

Algorithm MAP P@10
Näıve approach 0.1049 0.1393
Näıve approach + Subcategories 0.1238 0.1393

Näıve approach + Lexical Compounds + Wiki Links 0.1157 0.1321
Näıve approach + Wiki Links + Subcategories 0.1545 0.1643
Näıve approach + Lexical Compounds +

Wiki Links + Subcategories 0.1492 0.2071

Fig. 2. Comparison to the baseline in terms of Mean Average Precision and Precision
over the first 10 results for Combinations of the Best Approaches

The results presented in table 6 and figure 2 show that the use of Subcate-
gories, Lexical Compounds, and internal Links can highly improve search, man-
aging to profit from all the composing algorithms. In order to evaluate the impact
on the users, we can look at the value of the P@10 which focuses on evaluating
the performances of the system at the top of the retrieved list (i.e., the part
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of the results that the user would care most about) while MAP evaluates the
overall ranking generated by the system.

6 Conclusions and Future Work

In this paper we proposed several algorithms to rank entities in Wikipedia.
Our approach uses a structured inverted index to represent the entities which
are present in Wikipedia and uses the YAGO ontology in order to rewrite the
user’s query for improving the effectiveness of the results. Moreover, we evaluate
the effectiveness of extracting category information from keyword queries. We
investigated the usage of Lexical Compounds and link structure information. We
have extracted Lexical Compounds from the Topics’ textual information which
we used in the Wikipedia link information due to their matching structure.
The evaluation experiments show that the use of a highly accurate ontology
for refining the category information in the query improves the effectiveness of
the system. The categories based search obtains a 11% improvement in MAP
over the näıve approach. In our experiments we have also shown that the most
effective way to extract category information from a keyword query, among the
tested ones, is to use plurals as category representatives. We have shown that
enhancing the query with Lexical Compounds together with links and semantic
category information gives the best results among the evaluated solutions with
an improvement in MAP of 42% over the baseline. As main results of this paper
we show that the use of simple NLP, Link Analysis and semantic techniques
improves the effectiveness of entity ranking.

A first approach worth investigating is disambiguation of the query Topic with
more advanced NLP techniques. Secondly, in the Wikipedia pages one can often
find lists of other entities. Some Wikipedia pages are entirely structured as lists
of entities (e.g., List of European countries). We could automatically enrich the
category information by using these lists. Due to differences in used language
models, Topics do not necessarily have the same vocabulary as Wikipedia. There-
fore, a further step would be to extend Wikipedia page contents with linked Web
pages. Finally, we will perform the evaluation on more extensive datasets, using
entity classification and detection approaches.
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Abstract. Service oriented modeling and deployment of biological pro-
cesses allow these processes to be published, discovered and, most impor-
tantly, invoked on the Web. This in-place invocation capability provides
the basis for simulation based validation and predictive analysis of dis-
covered pathways linking published services. We present a Web service
mining framework that enables the discovery and validation of such path-
ways. In our experiment, we model the semantic interfaces of biological
processes as WSML Web services and deploy them through the execution
environment WSMX. We show how pathways involving these processes
are discovered and simulated using our service mining approach.

1 Introduction

The Web is currently going through a transformation from a data-centric Web
to a Semantic Web consisting of both self-describable data and a new type of
first class objects called Web services. The Web service deployment of previ-
ously isolated applications allows such an application to be described and pub-
lished by one organization (i.e., service provider), and discovered and invoked
later by other independently developed applications (i.e., service consumers)
[16, 17].

One use case of this new paradigm is the service oriented process modeling and
deployment of biological processes. Biological entities such as cell, DNA, RNA
and enzyme all have attributes and processes. These attributes and processes
are currently stored in various databases (e.g., GenBank [32], DIP [37], KEGG
[28, 30], Swiss-Prot [9], and COPE [27]) using predominantly free text annota-
tions and narratives [21, 22] targeted towards human comprehension. Computer
models of biological processes, on the other hand, have also been pursued (e.g.,
[3, 4, 20, 24, 29, 36]). However, they are usually constructed to simulate enti-
ties in an isolated local environment, limited to the study of known pathways
(e.g., cell death, growth factor activated kinase in BPS [3]), and lack the abil-
ity to facilitate the discovery of new pathways. A service oriented modeling
and deployment strategy would bridge the gap between these two representa-
tion approaches, fostering better sharing (i.e., discovery as well as execution)
of biological processes originated from various sources as such sharing can now

J. Bailey et al. (Eds.): WISE 2008, LNCS 5175, pp. 189–205, 2008.
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be made possible through standard Web service interfaces. Using this strategy,
biological processes are modeled as Web service operations. An operation may
consume some input substance meeting a set of preconditions and then produce
some output substance as a result of its invocation. Some of these input and
output substances may themselves carry processes that are known to us and
thus can be also modeled and deployed as Web services. Domain ontologies con-
taining definition of various entity types would be used by these Web services
when referring to their operation inputs and outputs. This service oriented pro-
cess modeling and deployment strategy not only allows for the identification of
pathways 1 linking processes of biological entities, as do existing natural lan-
guage processing approaches (e.g., [26, 33]), but would more importantly bring
about unprecedented opportunity for validating such pathways right on the Web
through direct invocation of involved services. When enough details are captured
in these process models, this in-place invocation capability presents an inexpen-
sive and accessible alternative to existing in vitro and/or in vivo exploratory
mechanisms.

In [39], we presented a service mining framework that enables the discovery
of pathways linking service oriented models of biological processes. Due to lack
of execution environment of Semantic Web services at that time, we had to use
a database of service metadata as a starting point with the assumption that
such a database can be created by pulling information from registry of Web
services. Consequently, we were only able to demonstrate in our experiment how
biological pathways linking Web service models can be identified and partially
verified. In this paper, we adapt our mining algorithms in the framework and
apply them directly to real Semantic Web services. We show in our experiment
not only how biological pathways can be identified, but also simulated through
invocation of involved services. Such simulation allows for validation as well as
‘what-if’ analyses for testing out various hypotheses.

In the remainder of this paper, we first describe in Section 2 our mining
framework used to discover biological pathways of service oriented processes.
In Section 3, we introduce how we model biological processes as Web services
and the runtime environments used to support their deployment and execution.
In Section 4, we discuss adaptations made in our mining algorithms to work
with WSML for pathway discovery purposes. We also introduce an improved
rendering scheme using GraphML [5] and yEd [15] for displaying discovered
pathways. In Section 5, we present our simulation algorithm used to invoke Web
services involved in discovered pathways for validation and predictive analysis
purposes. We then present and discuss our simulation results from applying this
algorithm. We discuss related works in Section 6. We conclude the paper in
Section 7 with discussion on future work.

1 Pathways are represented as a network of interactions among biological entities such
as cell, DNA, RNA and enzyme. Exposure of pathways are expected to deepen our
understanding of how diseases come about and help expedite drug discovery for
treating them.
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2 Framework for Discovering Pathways of Service
Oriented Processes

Our service mining framework for pathway discovery as shown in Figure 1 starts
first with scope specification, a manual phase involving a domain expert defining
the context of mining. The domain expert would use this phase to express an
interest in mining pathways involving certain functional areas (e.g., cell enzyme
and drug functions) and locales of these functions (e.g., heart, brain, etc. where
these functions reside). Within this phase, a hierarchy of domain ontology indices
is established to speed up later phases in the mining process.

Fig. 1. Service Mining Framework

Scope specification is followed by several automatic phases. The first of these
is search space determination, where the mining context is used to define a fo-
cused library of existing Web services as the initial pool for further mining. The
next is the screening phase, where Web services in the focused library would go
through filtering algorithms for the purpose of identifying potentially interesting
leads of service compositions or pathway segments. This is achieved through
establishing linkages between Web services via only a subset of matching Web
service characteristics (e.g., operation parameters) that can be quickly processed.
These pathway segment leads are then semantically verified based on a subset of
operation pre- and post-conditions involving binary variables (e.g., whether the
input to an operation is activated) and enumerated properties (e.g., the locale of
an operation input). Finally, verified pathway segment leads are linked together
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using our link algorithms for establishing more comprehensive pathway leads.
Discovered pathways from the screening phase are then input to the evaluation
phase, where two types of evaluation take place. The first type involves the use of
an objective function. It checks whether any composition involved in a pathway
has not been previously discovered, and whether the pathway itself is established
in a surprising way (e.g., if the pathway links segments not previously known
to be related). The simulation phase, which attempts to invoke involved Web
services, is then applied to these potentially interesting pathways as identified
by the objective function. Results from the simulation phase are expected to
reveal hidden relationships among biological processes. Potentially interesting
pathways and their corresponding results from executing the simulation phase
are presented to the second portion of the evaluation phase, where the expert
may rely on additional subjective knowledge to determine the interestingness of
these pathways and devise ‘what-if’ scenarios to test out various hypotheses. At
the end, the expert may want to introduce some of the discovered pathways to
a pathway base for future references. One use of such references may be in the
area of building models for biological entities at a more complex level.

Details of scope specification, search space determination, screening and ob-
jective function evaluation are covered in [39, 40]. In this paper, we describe how
our adapted mining algorithms can be applied directly to real Semantic Web ser-
vices described in WSML and deployed via WSMX. We focus on showing the
simulation phase of our mining framework.

3 Web Service Description and Deployment of Biological
Processes

To demonstrate the potential of our service mining framework, we need to first
define biological processes, model and deploy them as Web services. We discuss
in this section how biological processes are described in WSDL/WSML and
deployed as Web services using WSMX. We start by describing the conceptual
service oriented models of these processes.

3.1 Conceptual Service Oriented Models

We compiled a list of process models based on [2], [8], [18] and [38]. In addition
to describing process models, these sources also reveal some simple relevant
pathways that can be manually put together. We show examples of process
models and corresponding simple pathways in Figure 2. Figure 2 (a) shows three
types of service sources providing the functionality of activating IKK-β, which,
once activated, provides a service as well (details not shown here). Figure 2
(b) shows that Aspirin can acetylate both COX1 and COX2, blocking their
respective services. It can also bind IKK-β, consequently disabling its service.
Figure 2 (c) shows that NF-κB/Rel when not phosphorylated can translocate
from cytoplasm to cell nucleus, where it can stimulate proinflammatory gene
transcription. This service, however, can be blocked by the IκB service if NF-
κB/Rel is bound by its corresponding operation. Figure 2 (d) shows that PLA2
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Fig. 2. Examples of Conceptual Process Model and Simple Pathway

service can liberate arachidonic acid, which can then be consumed by either
COX1 to produce PGG2 or COX2 to produce PGE2. We use process models
such as those in Figure 2 as references when developing WSDL and WSML Web
services in Section 3. We also use simple pathways manually constructed here as
references when we check the correctness of pathways automatically discovered
in Section 4 using our mining algorithms.

We expect that biological processes modeled in this fashion will initially have
incomplete details based on lab discoveries. As our knowledge increases and
the modeling techniques continue to mature, the completeness of these models
will also be increased accordingly. Instead of trying to solve the issue of model
completeness, which is by itself an active research topic, we focus on how Web
services can be used as a vehicle to describe and expose aspects of biological
processes that we already know how to model.

3.2 WSDL/WSML Description and Deployment

In this section, we present an overview of our service representation strategy
and deployment environment. Figure 3 depicts the runtime infrastructure used
to support the execution of various components in our experiment. First, we
model the actual process details for each type of biological entity as a WSDL
[11] service and deploy these services using a Jetty Web server [7] (Section 3.3).
Next, we expose the semantic interface (i.e., ontological types of operation input
and output, pre- and post-conditions) of each WSDL service using Web Service
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Fig. 3. Service Representation and Runtime Infrastructure

Modeling Language (WSML) [10] as a Semantic Web service (Section 3.4). These
WSML services are then deployed and discovered at runtime using the Web
Services Execution Environment (WSMX) [12]. A WSMX engine is used to host
the WSML services. It provides runtime interfaces to our service mining client,
which aims at the discovery of interesting pathways linking relevant WSML
services. Both lowering and lifting adapters (Section 3.5) are provided by the
mining client to convert ontological entity instances used by WSML services
to/from SOAP messages used by WSDL services.

3.3 WSDL Service Modeling of Biological Processes

We first define an XML schema (Figure 4 (a)) containing generic types such
as InputSubstance, OutputSubstance and BooleanResponse. These types are in-
tended to be used by biological process models to represent their input and out-
put substances. For example, type OutputSubstance contains information about
an output substance type, location and an generic boolean flag that can be used
for passing additional information (e.g., the output of activate IKK-β in Figure
2 (a) would have this flag set as activated). In some cases, an operation may
simply return a boolean response indicating whether the corresponding process
represented by the operation has been invoked successfully. The XML schema is
then run through an xjc [6] compiler to generate corresponding bean classes. We
define each process model with a Java class based on these bean classes. Using
Axis2 [1] running inside a Jetty Web server [7], these Java classes are exposed
as WSDL Web services at runtime.
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<?xml version="1.0"?>

<xsd:schema xmlns:xsd="http://www.w3.org/2001/

XMLSchema"

xmlns="http://servicemining.org/"

targetNamespace="http://servicemining.org/">

<xsd:complexType name="InputSubstance">

<xsd:sequence>

<xsd:element name="type" type="xsd:string" 

minOccurs="1" maxOccurs="1" />

<xsd:element name="location" type="xsd:string" 

minOccurs="1" maxOccurs="1" />

<xsd:element name="flag" type="xsd:boolean" 

minOccurs="1" maxOccurs="1" />

</xsd:sequence>

</xsd:complexType>

<xsd:complexType name="OutputSubstance">

<xsd:sequence>

<xsd:element name="type" type="xsd:string" 

minOccurs="1" maxOccurs="1" />

<xsd:element name="location" type="xsd:string" 

minOccurs="1" maxOccurs="1" />

<xsd:element name="flag" type="xsd:boolean" 

minOccurs="1" maxOccurs="1" />

</xsd:sequence>

</xsd:complexType>

<xsd:complexType name="BooleanResponse">

<xsd:sequence>

<xsd:element name="result" type="xsd:boolean" 

minOccurs="1" maxOccurs="1" />

</xsd:sequence>

</xsd:complexType>

</xsd:schema>

...
ontology AdapterOntology

concept xml2wsmlmapping
instanceMappings impliesType  (1 *) _string
valueMappings impliesType  (1 *) _string
conceptOutput impliesType  (1 1) _string
inputMessage impliesType  (1 1) _string

instance activateIKKBetaResponse memberOf 
xml2wsmlmapping

valueMappings hasValue { "//
location=locale(_string)", "//flag=activated"}

conceptOutput hasValue 
"ProteinOntology#IKK_beta"

inputMessage hasValue "//ns1:IKKBeta"

instance acetylateCOX2Response memberOf 
xml2wsmlmapping

valueMappings hasValue { "//result=result"}
conceptOutput hasValue "CommonOntology#Bool"
inputMessage hasValue "//ns1:BOOL"

instance recruitNeutrophilResponse memberOf 
xml2wsmlmapping

valueMappings hasValue { "//
location=locale(_string)", "//
flag=localeInjured"}

conceptOutput hasValue 
"CellOntology#Neutrophil"

inputMessage hasValue "//ns1:Neutrophil"
...

(a) Schema (b) Adapter Ontology

Fig. 4. Schema for WSDL Services and Adapter Ontology for Lifting Adapter

3.4 WSML Service Wrapping of WSDL Service

Although the internal details of biological processes can be modeled as WSDL
Web services, WSDL itself does not provide elaborate mechanism for express-
ing the pre- and post-conditions of service operations. WSDL also lacks the
semantics needed to unambiguously describe data types used by operation input
and output messages. We choose WSML [10] among others (e.g., OWL-S [16],
WSDL-S [14]) to fill this gap due to the availability of WSMX, which supports
the deployment of ontologies and Web services described in WSML. We catego-
rize biological entities within our mining context into several ontologies. These
include Fatty Acid, Protein, Cell, and Drug. They would all refer to a Common
ontology containing generic entity types such as Substance, the root concept of
all entity types. We use UnknownSubstance as a placeholder for process inputs
that are not fully described in the literature. For our experiment, we also create
a Miscellaneous ontology capturing definitions of entity types found in the liter-
ature that don’t seem to belong to any domain. Figure 5 lists snippets of three
of the ontologies described in WSML.

Using these ontologies, we then wrap the semantic interfaces of existing WSDL
services as WSML services. WSML supports the descriptions of pre- and post-
conditions in the capability section and the ontological type description in the
interface section. Figure 6 gives an example of each for the IκB service. The ca-
pability section states for the precondition that the input entity instance named
nfkbr should be of type NF kappaB Rel (defined in the protein ontology).
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...
Ontology CellOntology
concept Cell subConceptOf co#Substance

nfp
dc#description hasValue "concept of a cell"

endnfp
localeInjured ofType _boolean

concept Neutrophil subConceptOf Cell
nfp

dc#description hasValue "white blood cell"
endnfp

concept Stomach_Cell subConceptOf Cell
nfp

dc#description hasValue "concept of a 
StomachCell"

endnfp
coveredByMucus ofType _boolean

...
instance stomachCell memberOf Stomach_Cell

coveredByMucus hasValue false
instance neutrophil memberOf Neutrophil

localeInjured hasValue false
...

...
ontology CommonOntology
concept Substance

locale ofType _string

concept UnknownSubstance subConceptOf Substance
localeInjured ofType _boolean

concept Bool
result ofType _boolean

instance uks memberOf UnknownSubstance
locale hasValue "inflammation"
localeInjured hasValue true

...

...
ontology ProteinOntology

concept Protein subConceptOf co#Substance
nfp

dc#description hasValue "concept of a Protein"
endnfp

concept NF_kappaB_Rel subConceptOf Protein
nfp

dc#description hasValue "A heterodimer composed 
of two DNA-binding subunits: NF-kappa B1 and relA."

endnfp
phosphorylated ofType _boolean

concept I_kappaB subConceptOf Protein
nfp

dc#description hasValue "Family of inhibitory 
proteins which bind to the rel family of 
transcription factors and modulate their activity"

endnfp
phosphorylated ofType _boolean

concept Enzyme subConceptOf Protein
nfp

dc#description hasValue "concept of an Enzyme"
endnfp

concept COX subConceptOf Enzyme
nfp

dc#description hasValue "concept of a COX"
endnfp
acetylated ofType _boolean

concept COX1 subConceptOf COX
nfp

dc#description hasValue "concept of a COX1"
endnfp

concept COX2 subConceptOf COX
nfp

dc#description hasValue "concept of a COX2"
endnfp

...

CommonOntology.wsml

CellOntology.wsml ProteinOntology.wsml

Fig. 5. Example Ontologies of Entity Types

nfkbr’s locale should be cytoplasm and it should not be phosphorylated. The
interface section states that input entity NF kappaB Rel has grounding with
the translocate operation of the corresponding WSDL service. The output from
this service operation should be mapped to NF kappaB Rel as defined in the
protein ontology.

3.5 Lowering and Lifting Adapters

When a WSML service is to be invoked, a lowering adapter (right end of ser-
vice mining client at the bottom of Figure 3) is used to parse out the attribute
values of the input entity and package them into a SOAP message, which is in
turn used to invoke the corresponding WSDL service. Upon receipt of the return
SOAP message from the WSDL service after its invocation, a lifting adapter is
used to sift from it attribute values that are subsequently used to create an
instance of an ontological entity type as specified in an adapter ontology (Fig-
ure 4 (b)), which provides the mappings for how such conversion can be made.
For instance, the adapter ontology states that the IKKBeta field in the return
SOAP message of the activateIKKBeta operation of the corresponding WSDL
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capability translocate

precondition
definedBy 

?nfkbr memberOf NF_kappaB_Rel[
locale hasValue ?l,
phosphorylated hasValue ?p] and
(?l = "cytoplasm") and
(?p = false).

postcondition
definedBy 

?nfkbr memberOf NF_kappaB_Rel[
locale hasValue ?l] and
(?l = "nucleus").

interface NF_kappaB_RelServiceInterface

...
importsOntology
{

po#ProteinOntology
}

in 
concept po#NF_kappaB_Rel withGrounding _"http://

servicemining.org:8001/
NFkappaBRel?wsdl#wsdl.interfaceMessageReference(NFkappaBRel/
translocate/in0)"

out 
concept po#NF_kappaB_Rel

Fig. 6. Semantic Interface Description in WSML

service should be mapped to concept IKK beta defined in the protein ontol-
ogy. In addition, the location field should be mapped to the locale attribute,
and the flag field should be mapped to the activated field. Using this mecha-
nism, an entity instance (e.g., liberated arachidonic acid in Figure 2 (d)) cre-
ated after invoking a WSML service operation (e.g., liberateArachidonicAcid
of the PLA2 Service) can be instantiated accordingly and in turn used as an
input to another WSML service operation (e.g., producePGG2 of the COX1
Service).

4 Pathway Discovery and Representation

The screening phase of our framework contains three steps [39]. The first involves
the use of a publication and subscription based filtering algorithm to identify
pathway segments. The next is a static verification algorithm, which is used for
eliminating false segments based on binary (or boolean) variables (e.g., whether
an entity is activated) and enumerated properties (e.g., cytoplasm, nucleus for
the locale of an entity). The last is a link algorithm used to link pathway seg-
ments into pathway leads. We have made slight adaptations on these algorithms
so they can be applied directly to WSML services. First, we have added a provider
property in the non functional properties (nfp) section of each WSML service
to indicate the corresponding ontological type of an entity that can provide the
service. We use this information in our algorithms to establish the relationship
between a service providing entity and the service it provides. Second, our valida-
tion algorithm has been customized to work with the service interrogation APIs
of the WSMX runtime library (Figure 3) for determining the overlap between the
postcondition of a source operation and the precondition of a target operation.
Finally, WSML allows for the specification of pre- and post-conditions for only
an entire service, but not its individual operations. Thus we have to split services
that each originally has multiple operations into several services so that different
conditions can be individually specified for these operations. We use the name
of these services to keep track of their relationship and use that information to
merge these services towards the end of the screening phase.
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Fig. 7. Discovered Pathways Represented in GraphML and Rendered in yEd

In [39], we represented pathways discovered in the screening phase using the
tree format due to its simplicity in implementation. However, this representation
strategy has the inherent difficulty of merging potentially duplicate nodes in
these pathways. We have since extended our rendering algorithms to represent
pathways in GraphML [5], which can then be rendered and automatically
arranged using yEd [15]. In Figure 7, we show pathways discovered using our
adapted screening algorithms and then represented in the graph format. For
brevity, we display only shortened names for nodes in the graph. We keep the
full name containing either the ontological path for entity nodes or the WSML
service path for both service and operation nodes in a separate description field
(not shown in Figure 7). In addition, we omit pre- and post-condition details
of operation linking edges such as the two forming a loop between operation
coverStomachWall and entity Stomach Cell 2. However, we keep track of the
pre- and post-conditions in our algorithm as such information along with the on-
tological entity paths and WSML service paths are needed when we try to invoke
these services during simulation. To ensure the correctness of our algorithms,
we compared segments within the automatically discovered pathway network
with those constructed manually in Figure 2 and found them to be consistent
in all cases. In addition, the graph shown in Figure 7 exposes previously hidden

2 The precondition along the upper edge states that Stomach Cell is not covered by
Mucus and the postcondition along the lower edge states that Stomach Cell is cov-
ered by Mucus.
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linkages between individual services and pathway segments. For example, this
graph shows that entity Neutrophil (bottom right) provides NeutrophilService
(bottom left), which can produce COX2, an entity that in turn provides a service,
which can produce PGE2, etc. In the meantime, COX2’s service, however, can
be blocked if it is acetylated by Aspirin. Aspirin can also block the service COX1
provides (top left). Such service includes the production of PGG2, which is an
entity used in the production of PGH2. PGH2 is subsequently used in producing
PGI2, which in turn is used in the production of Mucus, which helps protect
our stomach by covering its surface. Thus it is conceivable to imagine that the
blockage of COX1 by overdose of Aspirin might lead to the reduction of mucus
protection, resulting in internal bleeding due to erosion from gastric juice.

5 Simulation of Pathways

In this section, we describe our simulation algorithm (Figure 8) used to enable
the validation and predictive analyses on a chosen pathway network.

When an operation is to be invoked, the algorithm checks two factors. First, it
examines whether all the pre-conditions of the operation are met. An operation
that does not have available input entities meeting its preconditions should
simply not be invoked. Second, it determines how many instances are available
for providing the corresponding service. This factor is needed due to the fact
that biological entities of the same type each has a discrete service process that

Input: Pathway Network PN , function f() determining initial number of instances for an entity
type, total number of iterations I, upper bound S for random number generator random with
uniform distribution
Output: Statistics Stats

Variables: entity type et, entity instance container Container(et) of type et, operation op, input
entity opin, output entity opout and precondition oppre of op

(01) For each et ∈ PN

(02) Container(et) ← create f(et) instances;

(03) EndFor

(04) Stats ← Tally entity quantities in each container;

(05) For each of the I iterations

(06) For each op ∈ PN

(07) s ← op.getProviderServce();
(08) If random.nextInt(S) < s.getProviderEntityContainer().quantity()
(09) If ∃opin ∈ Container(et) : opin matches oppre

(10) et ← opin.getEntityType();
(11) opout ← invoke(op);
(12) Container(et).remove(opin);
(13) et ← opout.getEntityType();
(14) Container(et).add(opout);
(15) EndIf

(16) EndIf

(17) EndFor

(18) Stats ← Tally entity quantities in each container;

(19) EndFor

Fig. 8. Simulation Algorithm
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deals with input and output of a finite proportion 3. The available instances of a
particular service providing entity will drive the amount of various other entities
they may consume and/or produce. For this reason, the algorithm treats each
entity node in a pathway network such as one shown in Figure 7 as a container
of entity instances of the noted ontology type.

An initial number of instances for each entity type et are first generated
based on function f(et) (lines 01-03). For simplicity, we make f(et) initially a
constant N for all entity types in our experiment. In a more realistic setting,
an expert may want to create different number of instances at the beginning
for different entity types. Next, we conduct I iterations of operation invocations
(lines 05-19). We take a snapshot of the quantities at the end of each iteration
and before the very first iteration (lines 18 and 04). We use a random num-
ber generator to determine whether an operation should be invoked within an
iteration (line 08). Using a uniform distribution, the chance of the operation
getting invoked will be proportional to the quantity of the corresponding ser-
vice providing entity. Upon invocation of the operation, we remove the input
entity instance from the corresponding entity container (line 12) and add the
output entity instance to its corresponding entity container (line 14). The sim-
ulation results are then compiled into a spreadsheet, which is used to generate
a plot.

Figure 9 shows four such plots for respective values of initial number of in-
stances N , total number of iterations I and upper bound S used in a random
number generator for determining whether an operation in the iteration should
be invoked. To reduce the overall crowdedness in these plots, we include only
those entities that are mentioned in our subsequent discussion. Plots (a) and
(b) show that the quantities of both LXA4 and 15 LO increase along iteration
as they are both produced without any consumers. The increase in the quan-
tity of PGE2 eventually plateaus as arachidonic acid, an entity needed for its
production, dwindles. The same thing happens to LTB4 as A23187 is exhausted
due to LTB4’s own production. The quantity of stomach cell starts to reduce
at the beginning due to erosion from gastric juice. That number eventually sta-
bilizes as they are all covered and protected by mucus. 4. Although no further
reduction is happening with regard to the quantity of stomach cells, the earlier
such reduction has tipped the balance of mucus production by the stomach cell
service and the depletion by the gastric juice service. As a result, the quantity
of mucus starts to decrease. In plots (c) and (d), we show how varying the quan-
tity of Aspirin may have an impact on various entities involved in the pathway.
When the quantity of Aspirin is low (plot (c)), the quantity of COX2 remains
relatively steady as its production from the neutrophil service and consumption
due to acetylation by Aspirin take place simultaneously at statistically the same

3 This differs from traditional business service processes that are often represented as
collective singletons for a given organization (e.g., credit check, loan approval).

4 Our model assumes that a mucus covered stomach cell is immune from erosion by
gastric juice. Since gastric juice can deplete mucus, such assumption may need to be
revised as the process models become more complete.
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Fig. 9. Simulation Results

pace. As the quantity of Aspirin increases (plot (d)), such balance is broken. As
a result, the quantity of COX2 quickly drops to zero. Since neither COX1 nor
IKK beta has any producer involved in this pathway, there is a significant in-
crease in the rate of their reduction. However, a lag exists between the reduction
of COX1 and the subsequent processes involved in the pathway as the earlier
build-up of corresponding entities would still sustain them for a period of time.
For example, the drop of PGH2 only starts to take place towards the end of
the simulation. Another interesting observation is that as the quantity of both
COX1 and COX2 approaches zero, the quantity of arachidonc acid starts to level
off as it no longer has any consumers.

Simulation results such as these presented in Figure 9 provide additional in-
formation to a pathway analyst who would otherwise get such information from
in vitro and/or in vivo exploratory mechanisms. The service-oriented simulation
environment allows for ‘what-if’ analyses so that analyst can ask questions such
as “what will happen if the initial quantity of a certain entity (e.g., Aspirin) is
at a certain level than what has already been chosen?” and have them answered
directory via service-oriented simulation. The interrelationships among various
entities involved in the pathway network can now be exposed in a more holis-
tic fashion than traditional text-based pathway discovery mechanisms, which
inherently lack the simulation capability.
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6 Related Work

In this section, we list several existing research areas and corresponding method-
ologies that are related to our work.

Web Service Composition. Web service composition has recently attracted
much interest in government, business and the research community. Web service
composition aims at providing value-added services through composing existing
services. Governed by standards such as WSFL [13], XLANG [35], BPEL4WS
[19], DAML-S and OWL-S [23], traditional Web service composition approaches
are usually driven by a top down strategy, which first requires a user to provide
a goal containing a fixed set of specific criteria. The strategy then uses these
criteria to search for matching component Web services. Since the goal provided
by the user already implies what type of compositions the user anticipates, the
evaluation of composition interestingness is not a major concern in these ap-
proaches. Different from these traditional Web service composition approaches,
Web service mining is driven by the desire to find any unanticipated and in-
teresting compositions of existing Web services. In the absence of a top-down
query, Web service mining techniques need to address how interestingness of ser-
vice compositions can be determined. In [40], we introduced an interestingness
measure used to evaluate composite services discovered via our service mining
algorithms.

Log-based Interaction and Process Mining. In [25], Dustdar et. al. rely
on analyzing Web service execution log data to discover potential workflow in-
stances involving these services. While this approach may work well for business
processes over time as more execution logs are expected to become available in
this area, the challenge of identifying interesting workflows in the absence of such
logs, especially at the time when component Web services are just introduced,
is still real. Our Web service mining framework as described in [40] and this
paper allows the mining of interesting composite services to be carried out in
the absence of execution logs. When applied to the field of pathway discovery,
where the expedience of such discovery is key to success, our approach enables
the proactive discovery of interesting pathways upon the availability of these
services.

Pathway Discovery via Natural Language Processing. Several natural
language processing (NLP) approaches ([26, 31, 33, 34]) have been devised for
the purpose of pathway identification. These approaches target free text an-
notations and narratives of biological entities. Since free text annotations and
narratives are used mostly for human comprehension and lack the structure and
interfaces required for a computer applications to “understand” what are being
described, these approaches are limited to only the identification of pathways
and all inherently lack the capability of verifying the validity of these pathways
and ‘what-if’ analyses through computer-based simulation. Our approach aims
at addressing all these aspects of pathway discovery.
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7 Conclusion

We presented how biological processes can be modeled as Web services using
WSDL and WSML. We introduced our service mining framework and how it
can be applied to pathway discovery involving biological processes modeled as
Web services. In particular, we described the runtime infrastructure for support-
ing the deployment and execution of such services. We presented our simulation
algorithm aiming at exposing the potential interrelationships among processes
involved in pathway networks and used to invoke these processes. The correct-
ness of our service mining framework was checked against a relatively small set
of Web service models of around 25 biological entities. We are currently work-
ing on improving the agility of our mining framework to accommodate for the
dynamic expansion and evolution of WSML services. This would not only allow
the framework to be checked against an expanding pool of Web services, but
more importantly ensure that the results of the mining process are constantly
updated to reflect the current availability and semantic description of service
capabilities.
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Abstract. We have developed a system for helping users to determine
the trustworthiness of uncertain facts based on sentiment and temporal
viewpoints by aggregating information from the Web. Our goal is not to
determine whether uncertain facts are true or false, but to provide users
with additional data on which the trustworthiness of the information can
be determined. The system shows with what sentiment and in what con-
text facts are mentioned on the Web and displays any temporal change
in the fact’s popularity. Furthermore, the system extracts counter facts
and analyzes them in the same way. The majority of 1000 users who eval-
uated our system found it to be a useful tool for helping to determine
the trustworthiness of facts from various viewpoints.

1 Introduction

Nowadays, much information is available from various types of media, such as
newspapers, magazines, and television. Furthermore, as the Web has grown and
become very popular, people have become more easily and freely able to obtain
information. However, along with this facilitated access to large amounts of
data, users encounter more and more untrustworthy information. It is especially
evident in uncontrolled environments like the Web, where information is often
created by anonymous authors. Users often encounter uncertain statements on
the Web, such as “soybeans are effective for weight loss.” or “Pluto is a planet.”
Therefore, efficient methods for checking the trustworthiness of information on
the Web are becoming necessary.

Perhaps the most common and easiest way to check the information trustwor-
thiness is to use Web search engines such as Google 1. By inputting questionable
statements into search engines, users can examine their popularity on the Web

1 Google, http://www.google.com/

J. Bailey et al. (Eds.): WISE 2008, LNCS 5175, pp. 206–220, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. System overview

and, at the same time, find out any contradictory information. However, this
process is usually time consuming. To accommodate this need to check informa-
tion, we have developed a system called “Honto? Search” (“Honto” means “is it
true?” in Japanese) that helps users to judge the trustworthiness of statements
whose reliability seems disputable [1]. When using our system, users can deter-
mine the popularity of questionable statements and their alternatives or counter
examples on the Web (Fig.1).

However, in some cases a straightforward approach for estimating fact pop-
ularity produces incorrect results. This is because the context of information is
not properly taken into account. For example, some pages may claim “soybeans
are effective for weight loss; it is a great food!” while other pages may contain
the following text “a TV station said that soybeans are effective for weight loss,
however, this is a lie...” Obviously, these are counter opinions and should not
be agglomerated in a straightforward way. Therefore, we extended our method
in order to consider the context of encountered statements and, thus, to be able
to more accurately evaluate the results. This extension involves sentiment anal-
ysis of information contained in Web pages in order to classify it as supporting
or rejecting given questionable facts input by users. Except for sentiment-type
context, there is also another important context of information that needs to be
taken into account. While some facts are valid at any time point (i.e., “Albert
Einstein was born in 1879”), many statements may be true only in certain time
frames. For example, “the president of China is Hu Jintao” is a time-sensitive
statement. In order to be able to precisely estimate the trustworthiness of such
statements, one needs to consider temporal aspect of Web content.

In general, we believe that naive frequency-based approaches are insufficient
and may judge correct facts extracted from the Web as wrong and wrong ones as
correct. This drawback is especially problematic when contradicting facts have
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similar levels of popularity on the Web. In such a case, their sentiment and
temporal analysis would provide more insight into the characteristics and trust-
worthiness of these facts. It would be possible not only to more accurately select
correct answers but also to provide additional contextual information related to
answers, sentiment to answers, and their dynamics in society.

We have thus developed an extended search system to help users more accu-
rately determine the trustworthiness of facts on the Web. Honto? Search sys-
tem has been expanded so that it considers information from sentimental and
temporal viewpoints. The system has three key factors: counter examples ex-
traction, sentiment distribution analysis, and popularity evolution analysis of
facts. Honto? Search proposes counter examples to the input fact and provides
a framework for their temporal and sentimental analysis. Sentiment analysis is
carried out in order to categorize Web pages containing information about a
doubtful fact as positive or negative about the fact and to present final senti-
ment distribution. This approach is augmented with the prior construction of
a large-scale sentiment term dictionary from the Web. A temporal approach is
also applied to analyze changes in popularity of facts over time and to visualize
them to users.

The remainder of the paper is as follows. In the next section, we discuss related
work. Section 3 provides the background description of Honto? Search system.
Sections 4 and 5 discuss sentiment and temporal analysis of information on the
Web, respectively. In the next section, we demonstrate the experimental results
conducted using our system. The last section concludes the paper and outlines
our future research directions.

2 Related Work

2.1 Trustworthiness of Web Information

The problem that users have in the evaluation of Web resources from the view-
point of trustworthiness has been recently studied by Nakamura et al. [2]. The
authors have undertaken a large-scale analysis of user behaviors and expecta-
tions by conducting an online survey of Internet users. The results indicated that
average Web users have difficulty in correctly estimating trust levels of encoun-
tered information. In addition, users often tend to trust the information without
further analysis of its credibility. A study aiming at similar objective was made
by Fogg et al. [3].

Many researchers have proposed effective ways of evaluating the trustwor-
thiness of Web pages. PageRank is a well-known algorithm for estimating the
trustworthiness of Web documents by considering their relative popularities [4].
Although the PageRank algorithm was quite effective in the past, its efficiency
has been recently undermined due to the increase in link spam on the Web.
Therefore, several approaches have been proposed to propagate trust among
Web pages with the purpose of combating Web spam [5]. In addition, with the
proliferation of user-generated content, some researchers aimed at evaluating the
trustworthiness of social content. For example, by focusing on editors’ activities,
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trust and controversy levels of Wikipedia 2 articles were estimated [6]. In this
research, we approach the problem of information trustworthiness in a more gen-
eral way by agglomerating it from the Web and by considering its temporal and
sentiment aspects.

2.2 Sentiment Analysis

Sentiment analysis of documents is an attractive, yet, at the same time, quite
challenging task [7,8]. The potential benefits that would result from an effective
opinion mining of large text collections like the Web cannot be underestimated.
For example, companies would be very interested in the feedback from users of
their products or services if it was automatically collected from large collections
of blog data. In [8], the sentiment of content related to objects is determined
using approaches borrowed from natural language processing. In [7], the authors
calculate beforehand the probability that any term appears in a given sentiment
class based on mining a large news corpus. By using the calculated informa-
tion, sentiment levels of whole documents are then determined. Although our
approach is similar to their method, it is however more general from a theoret-
ical perspective and, also, more accurate. The target of [7,8] is documents or
objects, while our system analyzes sentiments about facts.

2.3 Term Dynamics

Our system uses temporal changes in the occurrence frequency of phrases to filter
out obsolete information. Kleinberg’s “word burst” is a well known method for
examining changes in word frequencies over time [9]. It is a state-based approach
that measures term dynamics characterized by transitions between two states:
low- and high-frequency. That work, however, was intended to detect significant
bursts of terms in text streams, whereas in our system, we compare differences
between the frequencies of phrases and their duration over time on the Web. In
the area of blog mining, Mei et al. [10] proposed using a Topic-Sentiment Mixture
Model to model generation of Web users’ positive and negative opinions on a
certain subject over time.

3 Honto? Search

In this section, we describe WebQA system called Honto? Search [1] that we
developed to help users judge the trustworthiness of given information. Users
input a phrase representing a fact whose trustworthiness they doubt into the
system and indicate the suspicious part of the phrase. The system then provides
users with a popularity estimation for the fact and for alternative or counter
examples to it that occur on the Web. For example, if the user inputs “Tulips
are native to the Netherlands” as an uncertain fact and “the Netherlands” as a
verification target into Honto? Search, our system returns several facts. The basic
2 http://www.wikipedia.org/
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idea is to extract the patterns which match “tulips are native to *(wildcard)” in
snippets returned from a Web search engine. From the result ranking, the user
can find that the most popular fact is “tulips are native to Turkey (this is the
correct answer)” 3.

Fig.2 summarizes the approach in which extended Honto? Search estimates
the trustworthiness of facts. The system works as follows.

1. The user inputs a questionable fact (as a phrase) and its doubtful part into
the system.

2. The system divides the phrase given by the user into parts, and constructs
a query that is then sent to a Web search engine.

3. The system extracts alternative or counter facts to the original phrase from
the search results.

4. For sentiment analysis, the system inputs each fact into a Web search engine
and collects search results.

5. The distribution of sentiment on each fact is estimated by aggregating the
search results of each fact (Section 4).

6. The system sends the original fact and the counter facts to the Web search
engine in order to collect time information (Section 5).

7. Using the time information, the system evaluates the original fact and can-
didate facts from a temporal viewpoint (Section 5).

If the user wants to know how popular a fact is, he or she can easily check the
total number of Web pages that include it as a phrase by using a Web search
3 Some people have the wrong idea that tulips are native to the Netherlands according

to the English Wikipedia article on tulips (http://en.wikipedia.org/wiki/Tulip)
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Table 1. Estimation of simple fact popularity

“There are 15 countries
in the European Union.”
counter terms fact popularity

25 187
15 156
10 141

“The President of China
is Hu Jintao.”

counter terms fact popularity

Hu Jintao 589
Jiang Zemin 574

engine. Our system does so automatically by sending all candidate facts as a
phrase to a search engine and obtaining the total number of Web pages that
include the fact. We call this number the fact popularity. Each fact popularity
estimation is then presented to the user. By comparing the fact popularity of
the original fact with the popularity of alternative facts, the user can get an idea
of how strongly the fact is supported on the Web.

Table 1 shows the results of simple fact popularity analysis. In these examples,
we input two facts, “there are 15 countries in the European Union” (Example
1) and “the President of China is Hu Jintao” (Example 2) to Honto? Search.
Verification targets were “15” and “Hu Jintao”, respectively.

Table 1 lists the frequencies of the original and counter facts in the Web
search results. For example, for the fact ”there are 15 countries in the European
Union”, we got two counter terms,“25” and “10”. The most frequent one was
“25”, which is the correct answer. The counter term “15” also produced many
results, since it was true until 2004. Additionally, the counter term “10”, was
also frequently reported on the Web, which must have come from expressions
such as “10 new countries in the European Union”. The user can judge that
the original fact may not be trustworthy, since it is not the most frequent one.
For the fact, “the President of China is Hu Jintao”, we got an counter fact “the
President of China is Jiang Zemin”, which was actually true until 2003. From
the table, the user can judge that the fact “the President of China is Hu Jintao”
is reliable, since it is the most frequent one. These are simple estimations which
do not consider the temporal aspect.

In addition to calculating simple fact popularity, Honto? Search estimates the
sentiment behind the facts by analyzing context in the aggregated Web pages.
The system shows the ratio of positive to negative sentiment to users. Fig.3 illus-
trates an example of sentiment aggregation. In this example, the fact “soybeans
are effective for weight loss” was input into the system. The system extracted
multiple candidate facts from the Web and performed a sentiment aggregation
on them. Two interesting results are illustrated in the figure concerning two
facts: “walking is effective for weight loss” and “soybeans are effective for weight
loss”. From the result, we can find that (1) the fact “soybeans are effective for
weight loss” has more negative factors than the fact “walking is effective for
weight loss”, and (2) opinions on the fact about soybeans are not consistent and
so we should not accept the fact.
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Sentiment distribution

Fig. 3. Example of sentiment aggregation. Result no. 2 is “walking is effective for
weight loss” and result no. 7 is “soybean is effective for weight loss”. Green and orange
colors in bar graphs denote positive and negative sentiments, respectively, while purple
color means ”unspecified”.

As we have mentioned before, the extended system estimates also fact popu-
larity from the temporal aspect. Our system describes the evolution of fact popu-
larity on a graph like Fig.4. In this example, the user input “Chiba Lotte became
Pacific League champions” as a doubtful fact and compared the evolution graph
of the fact with that of the fact, “Nippon Ham became Pacific League champions”
(Chiba Lotte and Nippon Ham are Japanese baseball teams). Both facts are true,
but the result graph shows how the popularity of each team differs over time.

4 Sentiment Analysis

In this section, we describe the method to aggregate sentiment about a fact on
the Web. To analyze sentiment about a fact, the system operates as follows:

1. The system inputs a fact as a phrase query to a Web search engine, such as
Yahoo! 4 and gets top N search results.

2. It analyzes the sentiment contained in each result page and categorizes them
as one of the following: “positive”, “negative” or “unspecified”.

3. It illustrates the ratio of three groups to users as a bar graph.

4.1 Sentiment Analysis of Pages

Our method uses the Naive Bayes Classifier in order to categorize content as
“positive” or “negative”.
4 http://www.yahoo.com/
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Chiba Lotte  became Pacific League champions

Nippon Ham  became Pacific League champions

② The evolution graph

① Candidate fact

Fig. 4. Example of evolution graph. In the graph, blue line means the popularity change
of “Chiba Lotte” and pink line indicates that of “Nippon Ham”.

Naive Bayes Classifier. To statistically analyze the sentiment level of a text,
we use a well-known statistical classifier, naive bayes classifier. This classifier is
based on the Bayes theory and it can be speedily trained and applied. We use
it on a multinomial model.

In order to use this classifier, the following assumption is made: all terms that
appear in documents are independent of each other. The probability Pr(d|c)
that document d belongs to class c is formulated as follows:

Pr(c|d) =
Pr(c)Pr(d|c)∑
γ Pr(γ)Pr(d|γ)

(1)

=
Pr(c)Pr(L = ld|c)Pr(d|ld,c)∑

γ Pr(γ)Pr(d|γ)
(2)

=
Pr(c)Pr(L = ld|c)

(
ld

n(d, t)

) ∏
t∈d θ

n(d,t)
c,t

∑
γ Pr(γ)Pr(d|γ)

(3)

where
(

ld
n(d, t)

)
= ld!

n(d,t1!)n(d,t2)!...
is the multinomial coefficient. θc,t means the

probability that term t appears in a document in class c. Let term t occur n(d, t)
times in document d, which is said to have length ld =

∑
t n(d, t). Using this

formulation, we have to estimate Pr(d|c) from training sets and prior probabil-
ity. Here, class c is either “positive” or “negative”. In order to estimate Pr(d|c),
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Table 2. Parts of sentiment term seeds

Sentiment Term seeds

Positive fair, moderate, appreciate, comfortable
reliable, happy, enjoyable, honest, useful

Negative unfair, despite, useless, uncomfortable
unhappy, trivial, dishonest, unreliable

we use the training data sets that are collected using the method which is de-
scribed later. We then smooth the parameter of θc,t in order to estimate Pr(d|c)
as accurately as possible [11]. Finally, in order to classify a document into the
two classes, we evaluate the logarithmic likelihood ratio LR. LR is defined as

LR = log
Pr(pos|d)
Pr(neg|d)

(4)

= log
Pr(pos)
Pr(neg)

+
∑

t∈d n(d, t)logθpos,t∑
t∈d n(d, t)logθneg,t

(5)

If LR is much greater than 0, document d has positive sentiment, whereas
if LR is below 0, document d has negative sentiment. When the value of LR
is around 0, it means that the sentiment contained in document d cannot be
specified. When our system classifies documents, the threshold αpos/neg is used,
and if |LR| >= αpos/neg , our system classifies documents into positive/negative
sentiment.

Training data. To make training data sets, we use the following approach.
First we prepare positive term seeds and negative term seeds using 31 terms
(see Table 2). These seeds are subjectively constructed. Next, we input the
terms from each sentiment term seed as a query into a Web search engine and
obtain search results. Then, the snippets collected with positive seeds are re-
garded as positive sentiment training sets and the snippets collected with neg-
ative seeds are regarded as negative sentiment training sets. This approach is
based on the assumption that the prepared positive (or negative) seeds fre-
quently appear in positive (or negative) documents. This method is a simple
way to make training sets, and the Naive Bayes classifier, which is based on this
approach, works well, as described in Section 4.1. Therefore, we use the approach
above.

After collecting the training data sets, we count the terms’ frequencies in
positive and negative training data sets. In this step, only nouns, verbs, adjectives
and adverbs are extracted. Finally, we calculate the probability θpos,t (θneg,t)
that each extracted term t appears as positive sentiment (or negative sentiment).
Through the above procedure, we calculated θpos,t (θneg,t) of 85,776 terms using
62,000 Web search results as training data sets.
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Time

Fig. 5. Example of temporal evolution

5 Visualization of Temporal Evolution

Since a simple fact popularity does not take temporal factors into account, it
is often not appropriate to use it for trustworthiness judgement. For example,
consider the fact, “the Chinese president is Mr. Jiang Zemin”. This fact was
correct only until 2003. This example shows that the trustworthiness of a fact
is strongly dependent on time. Our system helps users to temporally judge the
trustworthiness of a fact by portraying its temporal evolution. Here, we define
the popularity of fact A, FPA, at time period t (FP is fact popularity).

Fact popularity of fact A during time period t
FPA(t) : the number of Web pages that refer to fact A and were last modified
during time period t

Using FP , we can estimate which fact out of several alternative facts is the
most reliable for a certain period of time. That is, if we want to estimate which
fact is more reliable, fact A or fact B in time period t, we only have to compare
FPA(t) with FPB(t). If FPA(t) is greater than FPB(t), we can estimate that
fact A was truer in period t than fact B. We calculate popularity for the fact,
which is the fact the user inputs into our system, and FP (t) for alternative facts,
which our system generates from the original fact. We then identify the fact for
which FP (t) has the greatest score to be the most reliable fact during period t.

To collect Web pages with timestamps, we use the Ask.jp5 search engine. This
search engine allows the use of a temporally structured query such as “keywords
between: date1, date2” for which relevant Web pages modified between date1
and date2 are returned. The time periods for which the support of facts is to be
estimated can have an arbitrary length.

5 http://ask.jp/
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Fig.5 shows that although FP for the fact “the President of China is Jiang
Zemin” is higher than that of “the President of China is Hu Jintao” at the
beginning, they reversed around 2003. In fact, Jiang Zemin was the President of
China until March 2003 and was later substituted by Hu Jintao.

6 Evaluation

In this section, we present the results of our experiment. The experiment had
two main parts. The first was to estimate the efficiency of sentiment analysis by
evaluating its precision and recall levels. The second part was a user test. The
goal of the user test was to confirm whether or not our system is useful when
users use it for checking the trustworthiness of a fact.

6.1 Precision and Recall of Sentiment Analysis

Sentiment aggregation of Web pages strongly depends on the ability to estimate
the sentiment contained in a text. In this section, we evaluated the capabil-
ity to estimate sentiment contained in a text using our system by comparing
our sentiment analysis method with the one described in [7], which uses a pre-
constructed sentiment dictionary. We made test sets from 196 randomly collected
blogs. They were manually categorized into three groups: “positive (58)”, “neg-
ative (59)”, and “unspecified (79)” (the numbers in brackets are the numbers of
blogs that were categorized into each sentiment group). We evaluated the effi-
ciency of the two sentiment analysis methods using the test sets with different
levels of threshold αpos/neg. We have found the optimum values of this threshold
to be between 8 and 17. For using a Naive Bayes Classifier, we set the prior
probability P (pos) as 0.5. That is, we assumed that positive pages and nega-
tive pages were uniformly distributed on the Web. The result is given in Table 3.
Precpos(Precneg) means the precision of positive (negative) sentiment decisions.
Recallpos(Recallneg) means the recall of positive (negative) sentiment decisions.

Table 3. Evaluation of sentiment decisions using our approach vs. the baseline method

αpos/neg Precpos Recallpos Precneg Recallneg Precpos′ Recallpos′ Precneg′ Recallneg′

8 0.464 0.224 0.455 0.612 1.000 0.542 0.732 1.000
9 0.462 0.207 0.452 0.571 1.000 0.545 0.737 1.000
10 0.478 0.190 0.441 0.531 1.000 0.550 0.743 1.000
11 0.524 0.190 0.456 0.531 1.000 0.579 0.765 1.000
12 0.556 0.172 0.434 0.469 1.000 0.556 0.742 1.000
13 0.625 0.172 0.449 0.449 1.000 0.556 0.733 1.000
14 0.615 0.138 0.455 0.408 1.000 0.533 0.741 1.000
15 0.615 0.138 0.462 0.367 1.000 0.571 0.750 1.000
16 0.667 0.138 0.457 0.327 1.000 0.571 0.727 1.000
17 0.727 0.138 0.438 0.286 1.000 0.571 0.700 1.000

Baseline 0.342 0.224 0.364 0.735 0.813 0.406 0.655 0.923
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These values are calculated using all the test sets, thus, also the ones whose sen-
timent cannot be specified (unspecified sentiment category). In order to better
gauge the performance of our method, we have also evaluated the efficiency by
removing test sets whose sentiment could not be specified. Precpos′ , Precneg′ ,
Recallpos′ and Recallneg′ mean the precision and recall of positive (negative) sen-
timents on the test datasets composed of only positive and negative categories
(i.e. blogs whose sentiment is unspecified are not taken into account).

From Table 3 we can see that our method classifies sentiment contained
in documents more accurately than the baseline method. In particular, if we
do not take unspecified sentiment into account, the performance of the Naive
Bayes classifier is very high (the precision is about 100%(positive)/74%(negative)
and the recall is about 56%(positive)/100%(negative)). That is, there were few
wrong decisions. From these results, we can notice that the problem of our sys-
tem is to correctly classify ambiguous content. Therefore, we have to (1) make
more exact and (2) larger test sets in order to evaluate the performance more
precisely. Improving the method to select sentiment term seeds and the algorithm
to estimate sentiment is a part of our future work.

6.2 User Test

In this section we report on the results of the user test we did regarding the
effectiveness of our system. The user test was online and it was done between
7th and 12th February 2008 by a group of 1000 Internet users in Japan. Subjects
were divided into four categories depending on their age: 20-29, 30-39, 40-49 and
50-59 years old. Each category consisted of 250 respondents, where half were
males and half females. We asked the users to judge the trustworthiness of facts
using Honto? Search and to give their impressions about the system in a free
form. The given uncertain fact was ”soybean is effective for weight loss”. We did
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not limit the time to make the judgement and asked the users to use the system
until they could finally confirm the trustworthiness of the fact. The survey was
done in the Japanese language (we show here translated results).

In summary, 44.1% of users had a good impression of Honto? Search, 31.1%
had a bad impression, and 24.8% had a neutral impression. Although, more users
evaluated our system as good than as bad, the number of users who evaluated
our system as good is still not enough. Fig.6 summarizes the aspects that users
evaluated as good and Fig.7 indicates the aspects that users evaluated as bad
in our system. From Fig.6, we can see that some functions that we proposed
were useful because users could judge the trustworthiness of facts quickly and
concisely and make necessary comparisons. If users do the same thing using con-
ventional Web search engines, it is time consuming. The most negative thing, on
the other hand, was that our system works very slowly. It takes about 10 seconds
to return results. Thus, we have to improve the response speed of our system.
Focusing on the answers related to the trustworthiness, we can see that some
users do not understand the results generated by the system and the mechanism
in which trustworthiness of facts is estimated. It is, thus, important to provide
users with the information that is easy to be understood. We plan to improve
the interface to make it easier and more transparent to users.

7 Conclusion

In this paper, we have proposed a method to estimate the trustworthiness of a
fact from sentimental and temporal viewpoints. We implemented a trustworthi-
ness judgment support system, Honto? Search, based on the proposed method.



Supporting Judgment of Fact Trustworthiness 219

Our approach uses (1) candidate fact extraction, which enables users to com-
pare facts, (2) sentiment aggregation, which is the summarization of sentiment
about a fact on the Web, and (3) visualization of temporal evolution about a
fact, which enables users to know how a fact’s popularity has changed over time.
With Honto? Search users can compare their query with automatically collected
similar facts in order to have more confidence in their judgment. Furthermore,
users can estimate sentimental and temporal characteristics of the fact, which
cannot be obtained using conventional naive frequency-based approaches.

Nevertheless, Honto? Search system has some problems. In the process of ex-
tracting candidate facts, a rather naive natural language technique is employed;
therefore, if a fact’s meaning is the same as another fact’s meaning and their
spellings are different, the system returns different results. Moreover, the inter-
face and the time required to generate the results are not yet satisfactory and
therefore should be optimized. In the future, we plan to work on improving the
above drawbacks and we would like also to estimate reliability of Web pages and
Web sites based on a sentiment and temporal analysis.
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Abstract. Effective ranking algorithms for mobile web search are be-
ing actively pursued. Due to the peculiar and troublesome properties of
mobile contents such as scant text, few outward links, and few input
keywords, conventional web search techniques using bag-of-words rank-
ing functions or link-based algorithms are not good enough for mobile
web search. Our solution is to use click logs; the aim is to extract only
access concentrated search results from among the many search results.
Users typically click a search result after seeing its title and snippet, so
the titles and snippets of the access concentrated sites must be good
relevance feedback sources that will greatly improve mobile web search
performance. In this paper, we introduce a new measure that is capable
of estimating the degree of access concentration and present a method
that uses the measure to precisely extract the access concentration sites
from many search results. Query expansion with terms extracted from
the access concentration sites is then performed. The effectiveness of our
proposal is verified in an experiment that uses click logs and data from
a real mobile web search site.

1 Introduction

Web access from mobile devices is increasing and the volume of accessible con-
tents is exploding. Given this background, demand for more effective retrieval of
mobile web sites is rising and studies on effective ranking techniques are being
actively pursued.

However, due to the following properties of mobile sites, good ranking is not
always assured if we simply apply conventional ranking techniques to mobile web
search.

1. For mobile devices with a small screen, mobile contents are limited to small
amounts of text. This implies that the volume of information is little,

2. The number of links is few and, unlike regular web sites, the links are to
navigate the home site, and not point at useful sites.

Characteristic 1 implies the difficulty of ranking sites by only using bag-of-words
ranking functions such as tf ·idf [1] or Okapi BM25[2]. The characteristic 2 implies
that link-based ranking such as PageRank[3][4] are not likely to work well.

J. Bailey et al. (Eds.): WISE 2008, LNCS 5175, pp. 221–234, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



222 M. Murata et al.

Table 1. The number of query keywords

One Two Three+

Ratio(mobile goo) 77.5% 20.0% 2.5%

Ratio(AlltheWeb)[5] 53% 18% 29%

Queries for mobile web search also have the special property that few query
keywords are input. In fact, our investigation of the query logs of a Japanese
mobile search service site, “mobile goo”1, showed that 80% of the queries were
uniterms(single query). This result differs considerably from the query logs anal-
ysis of a conventional web search engine, “AlltheWeb”, performed by Jansen[5].
It is very hard to find the information desired by users since the single word
queries, along with the properties of mobile web sites stated above, makes rank-
ing extremely difficult.

To solve these problems, we consider a method that uses the titles and snip-
pets of search results which gathered up many users’ clicks to clarify the user’s
intention implied in the search keywords. We define such search results as access
concentration sites(ACS) and the titles and snippets as TS of ACS. Users typically
click search results after seeing the titles and snippets, therefore it is thought that
the ACS contains expressions that users found useful. These are our basic ideas.

Consequently, the problems that should be resolved are as follows;

1. Precise extraction of ACS from many search results,
2. Effective way of applying them to improve search accuracy.

Our solution to problem 1 is analyzing the click logs for the targeted query and
plot the search result ranks vs click number. On the resulting curve, ACS must be
represented by a strong peak because they attracted many users. The degree of
ACS is thought to correspond to how steep the peak is. By estimating the degree,
we can select the top k ACS candidates from among many search results. Against
problem 2, we consider that sites that include many terms extracted and selected
from TS of ACS have a large possibility of being user-desired sites. Therefore we
adopt the query expansion method with these terms as our approach.

We summarize related works in the following chapter. In Chapter 3, we
describe preliminary experiments (Section 3.1-3), the evaluation method used
(Section 3.4) and the results of preliminary experiments(Section 3.5). We ex-
plain our new method in Chapter 4, along with the results of the experiments
in Chapter 5. Chapter 6 concludes this paper.

2 Related Works

Our proposed method aims to precisely choose only ACS candidates from many
search results. That is, we consider some search results as potential feedback
1 We used query logs of mobile goo(http://mobile.goo.ne.jp) from May 1, 2007 to June

18, 2007.
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sources. This point of view is similar to a local feedback technique(pseudo feed-
back technique) which considers the whole top K search results as feedback
information[6].

Feedback sources are often used to extract terms relevant to the input query.
Query expansion with the number of T terms is performed to offset the mis-
match between the original query and the documents. The term selection tech-
nique was first researched by Robertson who introduced the Robertson selection
value(RSV)[18][19] which is intended to rank possibly effective expansion terms
in decreasing order. Claudio et al. used the Kullback-Leibler distance to rank
and weight expansion terms instead of RSV[7]. As there are normally both rel-
evant and non-relevant sites in the top K search results, many researchers have
also focused on how to precisely extract only the relevant ones. Attar et al. used
clustering techniques to identify eligible local feedback and they found their
method to be a practical tool for improving the overall performance of a re-
trieval system[8]. Mitra et al. utilized term cooccurence information to estimate
word correlation, aiming to refine the local feedback[9]. They demonstrated that
using the refined feedback sources to query expansion effectively prevents query
drift, which is likely if local feedback is used as is.

Sakai et al. consider that the main problem is due to the use of the same
parameter values of K and/or T for all queries. Their solution is a technique,
called flexible pseudo-relevance feedback, that varies K and/or T across queries
to enhance its reliability[10]. Recently Tao et al. presented a robust method for
pseudo feedback based on statistical language models, which has no parameter
to tune such as K or relative weight of original query[11]. Their method was
tested and shown to be significantly more robust than existing language models
with regard to feedback sources.

We expect the incorporation of click logs will yield more precise selection
of the relevant search results because the clicks on each search result represent
conscious user decisions. Our proposing method utilizes relative click numbers to
rank the whole search results in a decreasing order of their access concentration
degree, not by absolute click numbers.

For an example of a research using absolute click numbers, Cui et al. con-
structed probabilistic correlations between query terms and terms in the titles
and snippets of clicked search results according to the absolute click numbers[12].
Their approach is to select expansion terms according to the correlation measures
and then perform query expansion. Tests showed a large improvement in search
precision. Another example of extracting useful information from click logs, Shen
et al. also paid attention to re-formulation processes for query expansion[13]. Ac-
cording to their paper, the series of past re-formulations are expressed as prob-
ability distributions and the current query are expanded by combining it with
the distributions. They estimated the search precision and concluded that using
clicked site was more effective than re-formulation processes in improving search
result quality.Zhuang et al. and Parikh et al. also devised similar methods[14][15].
Their techniques differed from that of Shen et al. in the point that they use query
re-formulation to re-rank search results, not to expand queries.
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As shown above, many methods using click logs are based on the assumption
that the absolute click numbers obtained from click logs are effective. However
Joachims et al. investigated the users’ decision process and concluded that clicks
are informative but somehow biased[16]. They stated that relative preferences
derived from clicks are reasonably accurate on average and utilized them as
training data to train retrieval functions[17]. Experiments showed that their
method performs well in practice and yields successful retrieval functions. Their
method is intuitive and demonstrates that the use of relative click numbers is
quite effective. However the problem is that only partial relative preferences are
derived from click logs over the whole search results, which means the whole
search results can not be ranked uniformly. We can not get enough relative
preferences usually and if there are intervals between the preferences, it becomes
impossible to connect them.

3 Preliminary Experiments

In this chapter, we tested four different methods to grasp the relative precision
scores and create baselines as follows;

– BM25 (baseline 1),
– Re-ranking search results by click number order(baseline 2),
– Query expansion by pseudo-feedback(baseline 3),
– Query expansion by click numbers from click logs(baseline 4).

Baseline 1 is a bag-of-words ranking function without any feedback, described
in Section 3.1. Section 3.2 describes baseline 2, a method to re-rank search results
in decreasing order of click numbers. Section 3.3 describes baseline 3 and 4. Both
baselines use the same query expansion technique but acquire the expansion
terms differently. The former selects expansion terms from the top k search
results and the latter uses the top k click number search results. In Section
3.4, we explain our evaluation method and show the evaluation results of each
method in 3.5.

3.1 BM25 (Baseline 1)

As the baseline 1 without any feedback, we adopted BM25, which was widely
used as a strong full-text retrieval function. If the query q consists of words ti,
(i = 1, 2, 3, · · · , n) and we express the document as d. The score of d is given by

BM25(q, d) =
n∑

i=1

wd(q) (1)

wd(q) =
(k1 + 1)tf(q, d)
K + tf(q, d)

× log(
|N | − df(q) + 0.5

df(q) + 0.5
)

K = k1(1 − b + b
dl(d)
avdl

)
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Here, BM25(q, d) represents a similarity score between q and d. tf(q, d) is a
term frequency of q in d, N is a number of total documents in our index, and
df(q) is a document frequency which includes q within N . dl(d) is a document
length of d and avdl is an average document length over our index. b and K
are parameters which are both empirically set as b = 0.75 and k1 = 1.2 The
documents are ranked in decreasing order of their scores and presented as the
search result.

3.2 Re-ranking Search Results by Click Number Order(Baseline 2)

We can order sites according to the click numbers by analyzing the click logs. The
search results were re-ranked in decreasing order of the absolute click numbers
and we examined how much this improved the precision.

3.3 Query Expansion Method

Query expansion is a method, which we first acquires words(called expansion
terms) from possible relevant documents to the input query, second adds them
to the query to offset the mismatch between the query and documents. As for
query expansion method, the important goals are to identify from where we
get the expansion terms and which words we actually use among the many
candidates.

In the following two query expansion methods, the obtained expansion terms
are ranked by the Robertson selection value (rsv)[18][19] which is widely used
as the selection criteria. The rsv is defined as,

rsv(i) = r(i) × rw(i)

rw(i) = log
(r(i) + 0.5)(N − n(i) − R + r(i) + 0.5)

(n(i) − r(i) + 0.5)(R − r(i) + 0.5)
(2)

where r(i) is the number of relevant documents containing term i, and rw(i) is
the standard Robertson/Sparck Jones relevance weight[2]. R is the total number
of relevant documents for this query and N is the total number of documents.
The selected expansion terms are only used for reranking the original search
results.

Query expansion by pseudo-feedback(baseline 3). We used the whole top
K search results of each query to acquire expansion terms. We devolved the titles
and snippets into words ti, (i = 1, 2, 3, · · · , n) and adopted expansion terms in
decreasing order of the rsv(equation 2).

In calculating rsv, we considered the top K search results as relevant doc-
uments to the query. That is to say, we set R = K and ri was the number of
documents over K, which contained term i. We then performed query expansion
and retrieved search results based on equation(1).

Query expansion by click numbers from click logs(baseline 4). Click logs
consist of query and URLs actually clicked. Therefore, by collating input query
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q against the click logs we can clarify the top K click number search results. We
used the top K click number search results to acquire expansion terms. The titles
and snippets are then devolved into words ti, (i = 1, 2, 3, · · · , n) and adopted as
expansion terms in decreasing order of the rsv(equation 2).

As well as the pseudo-feedback in calculating rsv, we set R = K and ri was
the number of documents over K, which contained term i. We then performed
query expansion and retrieval based on equation(1).

3.4 Evaluation Method

We conducted experiments using index data for each query, about 1.5 months
click logs and 45 queries from Japanese mobile search service site, “mobile goo”,
which is introduced in Chapter 1. The 45 queries in our data were randomly
chosen from common queries submitted to mobile goo.

Retrieval is performed by exact matching of the words in the query to those
in the titles and bodies. The sum of word scores is the score of the document(see
equation (1)). We display the retrieved documents in decreasing order of their
score as the search results.

The relevance judgment data was collected by judging every site of search
results retrieved by the query as correct or not by hand. The metric used to
judge the precision of search results was Mean Average Precision(MAP).

3.5 Evaluation Result

We plot the results of the preliminary experiments in Figure 1. The X axis is
the number of expansion terms and the Y axis is MAP.

As for the two query expansion, that is baseline 3 and baseline 4, we tested
them using various top K values, such as 3, 5 and 10. Since baseline 3 and
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Fig. 1. X axis is the number of expansion terms and Y axis is MAP. Straight line
plots our baseline 1, dotted line plots the method that re-ranks search results ac-
cording to their click numbers(baseline 2), line plots the query expansion by pseudo-
feedback(baseline 3) with the top 3 search results and line plots the query expansion by
the click numbers of click logs(baseline 4) with the top 3 click number sites. When the
expansion terms became insufficient, we reverted to the MAP of the previous number
of expansion terms.
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baseline 4 recorded their best performance with k = 3, only those scores are
plotted in Figure 1.

The MAP of our baseline 1 was 50.24% while that of the method that reorders
search results according to their click numbers(baseline 2) was 47.70%. This
result indicates that the re-ranking search results simply based on their click
numbers does not improve the precision. Therefore some techniques applying
the click numbers effectively are necessary.

Query expansion by pseudo-feedback(baseline 3) with the top 3 search results
achieved its highest MAP 50.08% with 1 expansion term. From this result, we
understand that query expansion by pseudo-feedback does not improve the

Query expansion by the click numbers of click logs (baseline 4) with the top 3
click number sites recorded its highest MAP 51.65% with 9 expansion terms. At
this time, the query expansion by the click numbers of click logs improved the
search precision with 2-4 and 6+ expansion terms. Although its highest MAP
was the best among other baselines, the change against BM25 was about 1.4%.

From this overall preliminary experiment, we find that some improvement
can be achieved by using click logs(absolute click numbers) as the selection
criteria for expansion terms. However there is an obvious problem in only using
absolute click numbers, that is, considering merely clicked-well sites as relevant
sites, because higher rank sites are much more clicked than lower sites[5]. In
a background, the click numbers decrease exponentially along with an increase
in search result ranks, so simply using the absolute click number includes a
significant bias. It seemed that no further improvement can be achieved until we
solve or alleviate this troublesome background problem. That consideration led
us to the idea of using relative click numbers of adjoining ranks to extract only
relevant search results.

4 Proposed Method

Considering the results of the preliminary experiment, we decided to extract
only those sites whose titles and snippets really attracted many users and as a
result, were accessed frequently. We defined such sites as access concentration
sites(ACS) and the titles and snippets as TS of ACS. It is clear that TS of
ACS are effective for improving search accuracy because users typically click a
search result after seeing the title and snippet, which implies that TS of ACS
are quite suitable for the input query. The precise extraction of ACS is realized
by analyzing click logs from a different point of view.

Our proposed method is applied to each query in two stages as detailed below;

1. ACS extraction from search results using click logs,
2. Query expansion with terms extracted from TS of ACS.

4.1 ACS Extraction from Search Results Using Click Logs

In order to precisely extract ACS from many search results, we assumed that if
we plot click number versus results rank, ACS must be represented by a strong
peak on the curve because they attracted many users.
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Fig. 2. Click number versus search result rank. Sites that yield strong peaks are taken
as ACS. The left and right angles are used for calculating ACD.

We explain this idea in detail by using Figure 2. The left part of this figure was
plotted by analyzing our click logs. The X axis is the rank of search results and
the Y axis is the click number. The solid curve drawn by analyzing click logs for a
certain query is called the specific query curve. The dotted curve yielded by ana-
lyzing click logs for all queries and normalized by the highest click number of the
specific query curve is called the average query curve. If the specific query curve
shows peaks at certain ranks whereas the average query curve shows no corre-
sponding peak, we assume that the sites there attract many more users than the
usual sites. Such curves can be measured using the angles of the peak’s triangle,
which is shown at the right part of the Figure 2. Our method identifies the subtle
difference of the left and right angles, and the sites that have large total angles are
taken as ACS candidates. Therefore, the sum of the angles is considered to express
the degree of ACS so we define it as access concentration degree(ACD).

ACD is capable of distinguishing whether a sites can become an ACS candi-
dates or not. We formulate ACD by utilizing a function arctan(x)(see Figure 2).
arctan(x) also has the good property that it rapidly saturates with an increase
in x. Note that there is a strong tendency that higher rank sites are more often
clicked than lower sites, which implies that the inclinations(that is the angles) of
higher rank sites are large. It follows that by using arctan(x) to estimate ACD
will greatly suppress the effect of the background bias.

For a certain query, we pay attention to each rank and its immediate neigh-
bors, that is r, r − 1, r + 1. Each click number is thus expressed by c(q, rd),
c(q, rd − 1), c(q, rd + 1). We first estimate the slopes of the both side curves;

slopeL = (c(q, rd) − c(q, rd − 1))/1
slopeR = (c(q, rd) − c(q, rd + 1))/1

We then define ACD as;

ACD(q, rd) = θL(q, rd) + θR(q, rd)) (3)
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θL(q, rd) =
{

arctan (α × slopeL) (if c(q, rd) − c(q, rd − 1) > 0)
0 (otherwise)

θR(q, rd) =
{

arctan (β × slopeR) (if c(q, rd) − c(q, rd + 1) > 0)
0 (otherwise)

Here, α and β determine the degree of emphasis we place on the two angles. In
the experiment, we varied α, β values to understand the role of these parameters.

However there are two problems in calculating ACD by using click logs that
we should note. First, ranks to which the sites belong change such as 3 to 2
or 9 to 10. This means that the ranks next to each other change, as a result it
becomes difficult to identify ACD in a stable manner. Thus, in calculating the
angles, we need an appropriate method that is capable of handling the change
well. Our solution is to estimate each average rank of the search result during
the movement. We use the estimated average rank to reorder the search results,
and then calculate ACD.

To precisely calculate the average ranks, we require the occupancy durations
at each rank. Therefore, we extract not only the click numbers but also the
occupancy durations from click logs. With these factors, if a certain rank belongs
to ranks rd and occupancy duration is expressed as tj(rd), the average rank is
as follows;

crd =
∑

j

(tj(rd) × rd)/
∑

j

tj(rd) (4)

We then assign integer ranks such as 1, 2, 3, ... in increasing order to the average
ranks to normalize them and yield rd. Click number c(q, rd) in equation(3) is
replaced by the total click number for the site over n days. We explain the
parameter n in next paragraph.

Second, the angles highly depend on the click numbers of both sides. This
implies if the click numbers being compared are always high, even though the
site in the center has quite good titles and snippets and is likely to become an
ACS candidate, the calculated ACD is always low. Thus we also need to devise a
method that is capable of offsetting the unfairness of the comparison sites. Our
solution is to make use of the rank changes. We calculate the average ranks crd

and the ACDi every n days by using click logs, the intention is to rate a site
against many sites, not just one site. In other words, owing to the brisk changes
in ranks, it becomes possible to rate a site against many sites.

Finally the total angles(that is, the total of ACDi) are used to calculate the
final ACD. In our experiment, we used 1.5 months of click logs and set n to 15
so that the summation was repeated 45days/15days = 3times.

ACD(q, rd) =
∑

i

ACDi(q, rd) (5)

We ordered the sites in decreasing order of their ACD. Then top K sites were
then adopted as ACS to improve the search result quality.
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4.2 Query Expansion with Terms Extracted from TS of ACS

Here, we restate our hypotheses about TS and ACS again. We believe that
when the user decides to click a search result, the user must have judged that
the document would be useful after seeing the TS. This means that the TS of
ACS are quite suitable for expanding input queries and they are expressions that
users have found useful.

Consequently, we treat the TS of ACS as highly refined local feedback and
perform query expansion with terms extracted from them. We used the top K
ACD(equation(5)) search results of each query to acquire expansion terms.

Query expansion is performed in the same with Section 3.3. In calculating the
rsv, we considered the top K ACD search results(that is top K ACS) as relevant
documents to the query. Therefore, we set R = K and ri was the number of
documents over K, which contained term i. We then performed query expansion
and retrieved search results based on equation(1).

5 Experiments and Result

We show the overall result in Figure 3. The evaluation of our method was con-
ducted using the same manner described in Section 3.4. We used 1.5 months of
click logs and set n to 15, which means we calculated the ACD every 15 days. We
varied (α, β) values in equation(3), using (1.0, 1.0), (1.0, 0.5), (1.0, 0.2), (0.5, 0.5),
(0.5, 0.25), (0.5, 0.1), and adopted top K = 3, 5, 10 ACD sites as ACS.
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Fig. 3. X axis is the number of expansion terms and Y axis is MAP. Straight line
plots our baseline 1, dotted line plots the method that re-ranks search results accord-
ing to their click numbers(baseline 2), line plots the query expansion by pseudo-
feedback(baseline 3) with the top 3 search results and line plots the query expan-
sion by the click numbers of click logs(baseline 4) with the top 3 click number sites.

line plots the query expansion with the top 3 access concentration sites. When the
expansion terms became insufficient, we reverted to the MAP of the previous number
of expansion terms.
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Fig. 4. The curves of arctan(x), arctan(0.5x), arctan(0.25x), and arctan(0.1x)

Our proposed method recorded its best performance with K = 3 and α =
0.5, β = 0.5, which is plotted in Figure 3. The highest MAP was 54.49% with
9 expansion terms. All MAP values of the expansion term number were much
higher than that of all baselines recorded in the preliminary experiments.

We further investigated the difference between the highest MAP of our pro-
posed method and the highest MAP of the preliminary experiments recorded by
query expansion based on click numbers from click logs(baseline 4). Statistically-
significant differences in performance were determined according to the two-sided
wilcoxon signed rank test(0.01 < p < 0.05). This result implies that we have suc-
ceeded in extracting more relevant feedbacks from many search results than the
baselines did.

The reason why α = 0.5, β = 0.5 yielded the best performance is consid-
ered as below. We plot the curves of arctan(x), arctan(0.5x), arctan(0.25x), and
arctan(0.1x) in Figure 4. arctan(x) rapidly increases until about 2 and then dra-
matically saturates. This means that if we use just arctan(x), we cannot attach
a large difference between very few click numbers and more click numbers. For
example, the ratio of arctan(x), x = 2 to arctan(x), x = 10 is about 0.75, which
implies that the importance is not so different. However, the change of click num-
bers such as 2 may be accidental, and it is better to drop the importance a little
more. On the other hand, arctan(0.25x) and arctan(0.1x) suppress the relative
importance too much. The each corresponding ration is about 0.39 and 0.25, which
leads to inaccurate ACD values. arctan(0.5x) provides a better assessment of rel-
ative importance. Indeed, the ratio of arctan(0.5x), x = 2 to arctan(0.5x), x = 10
is about 0.57, which implies that the importance is almost halved. Consequently
we can understand that the function arctan(0.5x) has superior in discriminating
between accidental click numbers and normal click numbers.

We present three examples of queries and the expansion terms in Table 2.
”(Daisuke Takahashi) is a famous Japanese figure skater. He won

a silver medal at the 2007 world championship and played an active part in
the Turin Olympics. Therefore, the extracted expansion terms were“

”(medal in Japan), “ ”(foreign media), “ ”(medal) and “
”(Turin). On the other hand, there is another “ ”(Daisuke Takahashi)

in Japan; he is a soccer player and his alma mater is “ ”(Fukuoka Univ.).

“

”
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Table 2. Examples of queries and the expansion terms

The overall results confirm that our technique for extracting ACS from search
results is successful and that query expansion based on the TS of ACS can
significantly improve the search accuracy. With regard to implementation con-
cerns, real search engines demand fewer expansion terms that still offer a large
improvement to lower calculation costs.

We verified that our method offered much higher precision with a few expan-
sion terms than all baselines, thus our proposed method is also promising in
terms of practicality.

6 Conclusion

In this paper, we introduced a new metric, access concentration degree(ACD),
which is capable of evaluating the degree of access concentration for each search
result. Our aim is to extract only access concentrated sites(ACS) from many
search results, with the understanding that the title and snippet(TS of ACS)
are quite suitable for expanding the input query.

query expansion terms
, , , ,

Daisuke Takahashi medal in Japan,foreign media,medal,Turin,Fukuoka Univ.

morning sickness indisposition,symptom,various,poor nutrition
, , ,

Toys”R”Us Toys”R”Us-Japan,Toys”R”Us gift card,Japan,Children’s Day

He married a graduate of the same university. So, the expansion term “
”(Fukuoka Univ.) is also related to the query “ ”(Daisuke Takahashi).

The MAP of baseline(BM25) scored 25.75%, while the query expansion with
these terms achieved 28 50%.

The extracted expansion terms for “ ”(morning sickness) were“
”(indisposition),“ ”(symptom),“ ” (various) and “ ” (poor nu-

trition). “ ”(various) is an adjective and thought to modify a terms such
as “ ”(symptom). From these expansion terms, users appear to search for
the symptoms and causes of morning sickness. Its MAP of baseline(BM25) was
43.34%, while the query expansion with these terms was 49.32%.

“ ”(Toys”R”Us) is a major global toy company.“
”(Toys”R”Us-Japan), “ ”(Toys”R”Us gift card),“
”(Japan) and “ ”(Children’s Day) were extracted for the expansion

terms. “ ”(Japan) was seen often. We considered that the reason was that
Japanese users searched sites on “ ”(Toys”R”Us-Japan), not on
U.S. Toys”R”Us and others. “ ”(Children’s Day) is a national holiday
in Japan and as the word suggests, the holiday is to wish child’s happiness.
Therefore, many parents in Japan buy toys for their children in Toys”R”US.
The MAP of baseline(BM25) was 33.23%, while the query expansion with these
terms achieved 47.94%.

”
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We tested the proposed method using the click logs and data from an actual
mobile web search site, “mobile goo”, and demonstrated that it offered much
higher precision than all baselines considered in this paper. This results support
our hypotheses of ACS and TS of ACS, and also imply the strong potential of
our proposal.

Our basic innovations are summarized below. We define ACS as the sites
that have useful titles and snippets because they attract many users to click
on the sites. These sites should show up as peaks in the curve of click number
versus result ranks. Next, we use the left and right side inclinations of the peaks
(suitably weighted) to generate ACD. Then top K ACD sites are taken as ACS.

However there are two problems in calculating ACD: rank movement and
unfairness in site comparison. To resolve these problems, we calculate the average
rank during the movement and the ACD in 15 day periods. The grand total of
ACD becomes the final ACD of the site. After extracting ACS and related TS, we
apply them to improve precision. Based on our hypotheses, TS of ACS are quite
suitable for enhancing input query through query expansion. Consequently, sites
that frequently include the same words as TS of ACS must be query candidates
that will find user-desired sites.

We intend to ascertain in more detail the problems and characteristics of mo-
bile web search and develop solutions using various data sets. Because our ACS
method is not limited to a mobile web search, we are also looking at the possi-
bility of applying this method to a web search or other tasks, such as keyword
recommendation.
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Abstract. Conventional Web image search engines can return reason-
ably accurate results for queries containing concrete terms, but the re-
sults are less accurate for queries containing only abstract terms, such
as “spring” or “peace.” To improve the recall ratio without drastically
degrading the precision ratio, we developed a method that replaces an
abstract query term given by a user with a set of concrete terms and
that uses these terms in queries input into Web image search engines.
Concrete terms are found for a given abstract term by making use of
social tagging information extracted from a social photo sharing system,
such as Flickr. This information is rich in user impressions about the
objects in the images. The extraction and replacement are done by (1)
collecting social tags that include the abstract term, (2) clustering the
tags in accordance with the term co-occurrence of images, (3) selecting
concrete terms from the clusters by using WordNet, and (4) identifying
sets of concrete terms that are associated with the target abstract term
by using a technique for association rule mining. Experimental results
show that our method improves the recall ratio of Web image searches.

1 Introduction

The continuing growth of the Internet and advances in Web search engines have
made it easy to search for documents, images, videos, and other types of media.
Most of the search engines for documents, images, and videos use keyword-
matching between the terms in the queries and the terms in documents, the terms
around images, and the terms in tags attached to videos. However, this is not
always an effective approach. For example, a user searching for springlike images
would likely input “spring” or “springlike” as a search term. The results for such
a search would likely be poor because images are generally not indexed using
abstract terms like these and because the abstract terms in text surrounding
images do not always represent the contents of the images. In contrast, the
results of an image search using concrete terms usually have more precision, as
demonstrated in section 2.

Abstract terms include terms representing concepts such as “spring,” “peace,”
and “kyoto” and sentimental terms such as “happy,” “sad,” and “gloom.” Al-
though such terms are not often used in document searches, they are frequently
used in multimedia searches. Multimedia search engines should be able to com-
prehend the search terms and return relevant images.

J. Bailey et al. (Eds.): WISE 2008, LNCS 5175, pp. 235–249, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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To improve the results of Web image searches made using abstract terms,
we have developed a method of extracting sets of concrete terms from social
tagging information and using them in queries in place of the abstract terms.
The social tagging information used for this transformation is extracted from
a system like Flickr that uses ”social tagging,” which is a form of classification
in which content posters and viewers collaborate in tagging the contents. This
method is based on the assumption that the tags attached to an image contain
information that is more relevant to the image than the text surrounding it on
the Web page and that the information is clearly related to a certain type of
content. This is helpful in discovering text-based knowledge about images. By
making use of this accumulated knowledge, we can improve Web image search.

In section 2, we evaluate current Web image search. In section 3, we describe
our approach to improving it. In section 4, we explain how we extract a set
of feature terms from Flickr1, and, in section 5, we discuss our assessment of
the effectiveness of our approach. In section 6, we discuss related work, and, in
section 7, we summarize the key points, discuss the need for improvement, and
mention other possible applications of this approach.

2 Evaluation of Current Web Image Search

Before discussing the problem with current Web image search methods, we classify
the types of image searches on the basis of the relationship between the query and
thedesired images.Wedefine the inputtermas q, the setof images theuser considers
to be relevant as I(= {i1, i2, . . . , ik, . . .}), and the set of objects in ik as Oik

.
We categorize image searches into three types.

2.1 Type 1: Search Item Often Completely Appears in Photos

When a concrete term is submitted as a query, and it represents an item that
often completely appears in a photo, such as an automobile, a bird, or a butterfly,
the relation between query q and a certain object in Oik

in relevant image ik
is “instance-of” or “itself.” This type of image search is often done when users
want to know about q visually. It generally results in relatively high precision
and recall. When a query term is the name of a class, for example, q is “apple”
and Oik

has “apple” as a object, the relation is “instance-of.” When a query
term is the name of an instance, for example, q is “Bill Gates” and Oik

has “Bill
Gates” as a object, the relation is “itself.” Example terms in this type of search
and their precisions are listed in Table 1. To determine the precisions, we used
the Google Image Search Engine2 to search for images.

2.2 Type 2: Search Item Rarely Completely Appears in a Photo

When a concrete term is submitted as a query, and it represents an item that
rarely completely appears in a photo, like a lake, a forest, or Paris, the relation
1 http://www.flickr.com/
2 http://images.google.com/
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Table 1. Precisions for each image search type

Type 1 Type 2 Type 3

Query Top 20 Top 100 Query Top 20 Top 100 Query Top 20 Top 100

moon 1.00 0.82 sea 0.95 0.45 summer 0.40 0.25
bird 0.95 0.68 sky 0.90 0.47 winter 0.90 0.54
rose 1.00 0.55 forest 0.90 0.52 justice 0.45 0.25

butterfly 0.80 0.70 lake 0.95 0.67 love 0.25 0.17
bear 0.95 0.75 tokyo 0.65 0.47 sad 0.95 0.37
cat 1.00 0.86 kyoto 0.75 0.47 powerful 0.35 0.10
dog 1.00 0.76 paris 0.70 0.41 america 0.25 0.10

pigeon 1.00 0.77 kyoto-university 0.45 0.22 japan 0.45 0.23
ipod 1.00 0.79

headphone 1.00 0.77

Avg. 0.97 0.74 Avg. 0.78 0.46 Avg. 0.50 0.25

between query q and a certain object in Oik
in relevant image ik is “part-of.”The

precision of this type is a little lower than those of “instance-of” and “itself,”
as shown in Table 1. In most cases, when an item does not completely appear
in the photo, it is because it is too large, and users consider a partial image
of the item to be sufficient. For example, when q is “Japan” and Oik

has “Mt.
Fuji” or “kinkakuji temple” as an object, the relation is “part-of.” This type of
image search task is performed when the query term represents an object that
is too large for one image, for example, names of places, the sea, and the sky.
The “part-of” relation is similar to the “instance-of” and “itself” relations in
that the set of objects in a relevant image includes a “part-of” an “instance-
of” a query. At the same time, it is also similar to a relation described below,
“associated-with,” because in the “part-of” relation, “part-of” an object in Oik

is “associated-with” the whole object.

2.3 Type 3: Search Item Cannot Directly Appear in a Photo

When an abstract term is submitted as a query, it represents an item that cannot
directly appear in a photo, and the relation between query q and a certain object
in Oik

in relevant image ik is “associated-with.” As shown in Table 1, this type
achieves lower precision than those in which the search item can appear in a
photo. For example, if q is “spring,” and Oik

has “tulip” or “crocus” as a object,
the relation between “tulip” or “crocus” and “spring” is “associated-with.” The
members of the set of objects in relevant image ik are not instances or parts of
a query; they are simply associated with the query.

This typing scheme is complicated by the fact that some query terms can be
either concrete or abstract. Consider “Japan” for example. When it is considered
to be the name of a place, it is a concrete query term and at least part of the
search item such as “Kyoto” or “Mt. Fuji”, can appear in a photo. When it is
regarded as a concept, a culture, a characteristic, etc., it is an abstract query
term and cannot appear in a photo. The search item is not “Japan” itself but
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things associated with it, such as “geisha” or “sushi”. Whether a term is concrete
or abstract depends on the user’s intention. Therefore, with only the term, it
can be difficult to determine whether it is a concrete or abstract search term
without considering the user’s intention.

2.4 Preliminary Experiment for Each Type of Image Search

In the preceding section, we compared the precisions for each type of image
search and found that the precisions for “instance-of (itself)” searches are much
higher than that for “associated-with” searches. In this section, we discuss these
differences in more detail using the results of a preliminary experiment.

The query terms used in the experiment were terms randomly selected from
headlines on Yahoo! News3 that appeared from January to February 2008. They
were categorized into “instance-of,” “itself,” “part-of,” or “associated-with” type
queries and input into Google Image Search. We evaluated the top 100 images
retrieved for each type of query. For example, if “kinkakuji temple” was selected
from the headline “Kinkakuji temple covered with snow—Snow in Kyoto,” it was
regarded as an “itself” query and, as relevant images for “kinkakuji temple,” we
selected images in which “kinkakuji temple” appears. In this paper, we exclude
the “part-of” type query and focus on the “instance-of (itself)” and “associated-
with” type queries. We used 68 queries for “instance-of,” 32 for “itself,” and 100
for “associated-with.” Figure 1 shows the (11-pt average) precision curves. The
recall ratio was calculated assuming that all relevant images appeared in the top
100 retrievals.

At each recall level, the precisions for “instance-of” and “itself” were far higher
than those for “associated-with.” When terms used as queries for “instance-of”
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or “itself” appear around Web images, they often indicate objects in the im-
ages. In contrast, terms used for “associated-with” often refer only to the image
context and are sometimes not descriptive of the images because they were sub-
jectively written by the Web page creator. Therefore, even if a query matches the
image context, it may not match the image contents. This is why “instance-of”
and “itself” queries have better precision than “associated-with” queries.

Figure 2 shows the precisions for every k, the number of images returned. For
k = 10 to 30, the slope for “associated-with” queries is steeper than those for
“instance-of” and “itself” queries. That is, the low precisions for “associated-
with” queries at k = 10 are much lower at k = 30.

These results show that the average precision of “associated-with” queries is
low. However, it is not always necessarily low. While some queries may return only
a few relevant images, others may return many relevant images. We thus grouped
“associated-with” type queries into four categories (“action,” “attribute,” “con-
dition,” and “concept”) to investigate the reason for the low precision.

For an “action” type query, relevant images should have an object performing
the action. For example, if the action is “running,” relevant images should show
runners. If it is “baseball,” relevant images should show people playing baseball
or objects associated with baseball (gloves, bats, etc.). For an “attribute” type
query, relevant images should have an object with that attribute. For example,
if the attribute is “transparent,” the relevant images should show something
transparent such as a glass. For a “condition” type query, relevant images should
have an object in that condition. We regard “condition” as a temporal feature,
while “attribute” is a characteristic that is generally well known, and these are
not always visible. Therefore, although an image may contain an object in the
condition of interest, the image may not be relevant because the condition may
not be recognized by the viewer. For a “concept” type query, relevant images
may not have clearly recognizable objects although there should be an object
representing or associated with the concept.

As shown in Figure 3, the precisions for the four categories decreased in the
order of condition > concept > action > attribute.

The differences in precision between the four categories is attributed to dif-
ferences in awareness between people who insert images into Web documents
and those who view them. For the “action” and “attribute” categories, there
is a stronger likelihood that the words placed on the page by the creator to
describe an image will be used by someone looking for such an image in his
or her query, and they would likely consider it relevant. For example, if the
page creator regards an image as a “baseball” image and thus includes the term
“baseball” in text surrounding the image, people who search with “baseball” in
their query and find that image would likely consider it relevant. For the “condi-
tion” and “concept” categories, there is less likelihood of this shared awareness
of suitable terms. This is because the words used by the page creator to describe
such images often simply indicate the context of the image, which is unknown
to viewers.
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3 Our Approach

Our goal is to improve Web image searches when abstract terms are used. As
shown by the results of our preliminary experiment, Web image search engines
work much better with concrete term queries than with abstract term queries.
Our approach is to transform an abstract term into sets of concrete terms

Input Search

User

Query
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Sets of
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Return Images

Social Tag 
Information

“spring”

Sets of Images

Abstract
Query

{“crocus”}

{“tulip”, 

“garden”}

{“blossom”}

Web

Image

Search

Engine

Fig. 4. Overview of our approach
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representing the abstract term and to search for images using these concrete
terms. The aim is to perform image searches using abstract terms that are close
in performance to those using concrete terms. This transformation from an ab-
stract term to sets of concrete terms is done using social tagging information
obtained from a photo sharing system such as Flickr. Figure 4 shows an overview
of our approach.

3.1 Definition of a Set of Feature Terms

A set of terms A for abstract term x should to be able to return results containing
images relevant to x. That is, it must satisfy two conditions:

1. A has the features of x.
2. A is associated with x.

We define such a set as a “set of feature terms.” As an example of the first con-
dition, if x is “spring,” A must have a term representing a feature of “spring”
such as “warm” or “butterfly.” As an example of the second condition, if x is
“spring,” A must have a term associated with “spring” such as “cherry blos-
som” or “crocus.” These two components are not independent: almost all of the
features are associated with an abstract concept at each level of association.

If a set of terms does not satisfy both conditions, it is not a set of feature
terms. For example, a set containing “summer,” “autumn,” and “winter” satisfies
the second condition for “spring,” but not the first, so it is not a set of feature
terms. In contrast, “strong wind” satisfies the first, but not the second. Although
strong wind is a feature of spring, it is not associated only with “spring” because
a strong wind can also blow in other seasons, so the level of the association is
relatively low. Hence, this set of terms is not a set of feature terms.

4 Extracting a Set of Feature Terms

In this paper, we extract a set of feature terms for an abstract term from social
tagging information found in Flickr. We use Flickr for two reasons. First, the
tags in Flickr indicate the objects in the tagged photo more frequently than the
text around Web images. Second, viewers as well as the poster can tag photos.
If a tag representing an abstract concept is added to a photo by a viewer, it is
reasonable to assume that the viewer associates objects in the photo with the
abstract concept. This is useful for finding sets of concrete terms corresponding
to an abstract term.

Each photo in Flickr can have several tags, so there is generally a one-to-many
relation. To extract a set of feature terms for abstract term x, we first extract
several sets of concrete terms that represent the features of x and from them
select sets of terms that are associated with x to some extent.

4.1 Extracting Feature Clusters

The first step in this process is to obtain a set of feature clusters representing
features of the given x. A feature cluster consists of feature vectors for photos.
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A feature is represented not as a term but as a set of feature vectors because
a term is not enough to identify a feature. For example, “sea” can represent
different features in some cases. Specifically, the sea in warm weather countries
may represent “vacation,” while a raging sea with dark clouds may represent
“the threat of nature.” Since a term cannot represent a specific feature, we use
feature vectors, which have several terms and values for the terms.

Flickr hosts more than 2 billion photos, and almost every photo has multiple
tags. We defined variables for the photos and tags:

P = {p1, p2, . . . , pi, . . .}: the set of all photos
T = {t1, t2, . . . , ti, . . .}: the set of all tags
Tpi : the set of tags for photo pi ∈ P
N : the total number of photos (�2,000,000,000)

A feature vector for a photo is weighted using the term frequency-inverted doc-
ument frequency (tf/idf) method in which we equate a tag with a term and a photo
with a document. The dimensions of the feature vector correspond to T .

Our aim is to create a set of concrete terms, but T contains both concrete
and abstract terms. Given only a term, we cannot be certain whether it is a
concrete one or an abstract one because of possible synonyms and various pos-
sible meanings. Therefore, we define the probability that tag tj is used for the
concrete meaning. This probability, concj , is calculated using WordNet [1], “a
lexical database for the English language.” Given a term, WordNet shows all of
the meanings for it, its inherited hypernyms, and whether each meaning is a de-
scendant of a physical entity or an abstract entity. Assuming that the meanings
are used at the same rate,

concj =
The Number of tj Meanings for a Physical Entity

The Number of tj Meanings
. (1)

This probability is used in feature vectors to give less weight to the abstract
terms in T . If it equals zero, term tj is considered to be an abstract term and is
excluded from T . In this way, separating abstract terms and concrete terms is
done automatically.

For each photo pi(i = 1, 2, 3 . . .) with x as a tag, we compute a feature vector:

Vpi = (tfpi,t1 · ipft1 · conc1, tfpi,t2 · ipft2 · conc2, . . . , tfpi,tn · ipftn
· concn),(2)

where

tfpi,tj =
{

1 (pi has a tag tj)
0 (otherwise) ,

pftj
is the number of photos that have tag tj , and

ipftj
= log

N

pftj

.

To classify the photos, we use a complete linkage method, which is a hierar-
chical clustering method. The similarity between two photos is represented by
the cosine similarity between their vectors. Centroid vectors for feature clusters
of “spring” are shown as an example in Table 2.
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Table 2. Centroid vectors for “spring”

Tag Value

peony 12.11
ant 11.26

insects 9.76
bugs 8.15

garden 4.93

Tag Value

blueberries 12.46
kiwi 11.36
salad 11.01
honey 10.72

raspberries 8.60

Tag Value

petals 10.48
daisy 10.17

centerre 7.77
sky 6.98
stem 5.96

Tag Value

branches 6.97
plants 6.36

blossoms 5.33
trees 5.02
bravo 5.02

Tag Value

flower 4.65
flowers 4.61
change 3.37
roses 3.20
world 3.09

Tag Value

tulip 10.11
bravo 5.02
garden 4.93
drops 4.65
nature 2.62

4.2 Evaluating Feature Clusters by Association Rule Mining

The feature clusters obtained by hierarchical clustering represent the features
of x, but they may not always be associated with x. Therefore, we evaluate the
terms in each feature cluster in terms of their association with x and select those
terms with a score exceeding a certain threshold. We do this using two values,
“confidence” and “support,” which are used in association rule mining [2]:

conf(A, x) =
pf(A ∪ {x})

pf(A)
(3)

sup(A, x) = pf(A ∪ {x}), (4)

where pf(A) is the number of photos that contain all the tags in A. We extract
the set of tags from the clusters and evaluate the relationship between each tag
and x. Using centroid vector mi for cluster ci, we select those tags with the k
highest values and make a power set, Ti, containing them. The power set thus
contains candidate feature terms. Centroid vector mi for cluster ci is defined as

mi =
1

nci

nci∑

k=1

vk (5)

where vk is a k-th feature vector in ci,and nci is the number of them in ci.
For each A of Ti, we evaluate the relation

A ⇒ x. (6)

There is a potential problem with this. If the value of sup(A, x) is relatively
low, i.e., the number of photos that contain objects corresponding to all the terms
in A ∪ {x} is low, it is possible that the values for sup(A, x) and conf(A, x) are
unduly high because a user has uploaded many photos with the same set of tags.
To avoid this problem, we weight the users equitably by using uf(user frequency)
instead of pf(photo frequency), where uf(A) is the number of users who have
uploaded photos that contain all the tags in A.
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4.3 Extracting Sets of Feature Terms from Feature Clusters

After we evaluate each member A of Ti that is a candidate set of feature terms, as
described above, we select the set with the highest “confidence” value that also
has a “support” value higher than min sup. The reason we select the set with
the most terms associated with x is to remove the redundancies and optimize
the size of this set of feature terms. Figure 5 diagrams the extraction from tag
clusters using association rule mining.

Ten sets of feature terms for “spring” are listed in Table 3. The number of
photos returned was 400, and min sup was 100. The value of uf was estimated
due to the tremendous number of photos in Flickr. It was obtained by using the
fraction of unique posters for the top 500 photos instead of the fraction of unique
ones for all photos.

5 Evaluation

To assess the effectiveness of our method, we compared the results between
image searches using an abstract term and ones using a set of feature terms for
the abstract term. We used 20 abstract terms: africa, cute, fly, future, gloom,
happy, heaven, hell, japan, jump, love, music, peace, powerful, scary, sing, spring,
summer, sweet, and warm.

First, for each abstract term x, we retrieved 400 photos from Flickr, clustered
them, and extracted from them 10 sets of feature terms with the highest confi-
dence values. The number of terms extracted from the feature clusters, k, was 5,
and min sup was set to 50. The sets of feature terms extracted for ”peace” and

Clustered Tags

tulip

garden

sun

grass

Make
Power Set

{tulip}

{garden}

{sun}

{grass}

{tulip, garden}

{tulip, sun}
...

Candidates for
Sets of Feature Terms

10000 0.1

20000 0.01

40000 0.005

30000 0.02

400 0.4

100 0.09

Support Confidence

Evaluate

Setof Feature Terms

{tulip, garden}...

Association Rule is
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Table 3. Sets of feature terms for “spring”

Set Support Confidence

crocus 7013 0.46
garden tulip 3269 0.35

flowers daffodils 5194 0.35
blossoms 15730 0.34
forsythia 1460 0.34
tree spain 5313 0.26

nature flower japan 1446 0.22
bluebells 5403 0.19

lilacs 3032 0.09
dandelions 3410 0.08

”sweet” are shown in Tables 4 and 5. The feature terms in each set were joined
with “AND” and used as an image search query in Yahoo! Developer Network4.

Then, for each abstract term, we searched for 500 images, and for each set of
feature terms for the term, we searched for 50 images, which were then merged
into a set of 500 images. We manually checked each of these 1000 images for
relevance to the query.

Table 4. Sets of feature terms for “peace”

Sets Sup Conf

lebanon israel palestine 267 0.13
calm 16890 0.07
iraq 48085 0.07

lebanon 23733 0.05
activists 821 0.05
buddha 70878 0.04
dove 16871 0.04
bush 73686 0.03

christian father 88 0.03
hope 31723 0.02

Table 5. Sets of feature terms for “sweet”

Sets Sup Conf

tender 4471 0.11
food dessert 12314 0.11

muffin dessert 73 0.10
blue candy 1664 0.10

dessert 29160 0.09
food chocolate 11867 0.09
baby eyes girl 1687 0.09

tart 3467 0.09
dogs baby puppies 112 0.08

face cat ears 106 0.08

Recall-precision curves with 11-pt average precision are shown in Figure 6 for
the abstract terms and the sets of feature terms. We estimated the recall by
assuming that all of the relevant images were included in the 1000 images. At
recall = 0.0, there was no difference in the precisions. From 0.1, the precision
for the sets of feature terms was higher at every recall level. Particularly from
0.1 to 0.5, the sets maintained higher precision.

The recall-precision curves for six of the abstract terms individually and the
corresponding sets of feature terms are shown in Figure 7. In almost every case,
both precision and recall were higher when the set was used.

4 http://developer.yahoo.co.jp
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Fig. 8. Screenshots of results for “spring” and “cute” queries

In short, using sets of feature terms for an abstract term results in better
identification of relevant images for the abstract term and using sets extracted
from social tagging information improves Web image search.

6 Related Work

Kuwabara et al. used not only Web image data but also Web page data to
improve Web image search [3]. They searched collections of Web pages with
various search engines dedicated to searching a particular media type, took the
intersection of the collection, and extracted images from it.

Social information has been used to improve Web search in many recent
works [4][5]. Yanbe et al. analyzed social bookmark information and proposed
a method that reranks results returned by a Web search engine by using social
bookmarks as votes for pages[6]. Semantics has also been extracted from social
tagging information in Flickr [7][8], and there have been analyses using Flickr
regarding user behavior and the number of photos and tags [9][10].

Classification of queries for images was suggested by Hollink et al [11]. They
identified a mismatch between user needs and current image search methods,
that is, perceptual term queries are not used more frequently than conceptual
queries by users. Although “content-based” image retrieval systems [12] have
been developed, it is necessary to bridge the gap between the queries users input
and the ones systems expect.

One approach to searching for images using conceptual term queries is to
separate each image into segments and index each segment using a term repre-
senting the segment [13][14]. Another approach is to create a high-dimensional
visual vocabulary that represents the image documents [15]. Even if these meth-
ods are applied, however, a problem remains: it is difficult to index images using
abstract terms simply by analyzing the image contents. Our approach towards
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discovering the relationship between an abstract term and concrete terms can
contribute to the solution of the problem.

7 Conclusion

We have described a method that improves Web image searching with abstract
term queries. It represents abstract terms with sets of concrete terms extracted
from social tagging information. These sets of concrete terms that describe fea-
tures of the abstract term and are associated with it. To extract these terms
from the social tagging information, we cluster concrete terms taken from Flickr
photo tags on the basis of image co-occurrence and evaluate them by applying
an association rule for power sets, which comprise several of the tags in each
cluster. We select as sets of feature terms those terms in each power set that
have the highest confidence value and a support value above a threshold. We as-
sessed the effectiveness of our method by comparing the results of image searches
using only an abstract term with those for searches using corresponding sets of
feature terms. The results show that our method improves the recall ratio while
maintaining the precision ratio.

Although using sets of feature terms improves performance, there is room for
further improvement. We did not consider the similarity between tags. Some
feature vectors for the images were sparse, so the similarity between the vectors
could not be calculated effectively. The dimensions could be compressed by using
a method such as latent semantic indexing. We used WordNet for filtering out
the tags with abstract terms; however, it does not work with proper names such
as “sky tower” or “kinkakuji temple.” In addition, it considers names of places to
be only concrete terms. However, names of places sometimes represent concepts
such as a culture, characteristic, or style. We plan to analyze social tags in Flickr
and develop a method that distinguishes abstract terms from concrete ones by
using social tagging information.

The sets of feature terms extracted in this work can also be used for other
purposes. We are currently considering using them for image query modification
using an abstract term. For example, users often want to modify the results of an
image search by using an intuitive term such as “more springlike.” In addition,
we will focus on multi-keyword queries such as “peace spring” or “cute cat” and
apply our approach to them.

In this work, we focused on improving Web image search by using social
tagging information. Our approach can also be applied to other types of searches
and should be especially effective for searching multimedia contents such as
videos. We found that using concrete query terms is effective for image searches;
for video and music searches, we should consider their unique properties when
applying our approach.
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Abstract. Context-awareness and adaptivity in web applications have
been gaining momentum in web engineering over the last years, and it
is nowadays recognized that, more than a mere technology aspect, they
represent a first-class design concern. This acknowledgment has led to
a revision of existing design methods and languages, finally resulting in
runtime adaptation being considered a cross-cutting aspect throughout
the whole development process. In this paper, we propose a radically new
view on context-awareness and show how a well-done component-based
development may allow the fast mashup of context-aware and adaptive
web applications. The proposed approach comes with an intuitive graph-
ical development environment, which will finally enable even end users
themselves to mash up their adaptive applications.

1 Introduction

The current technological advances are shaping up various scenarios where peo-
ple with different (dis)abilities interact with web applications through multiple
types of mobile devices and in a variety of different contexts of use. That is,
we are moving toward accessing at any time, from anywhere, and with any me-
dia customized services and contents. In such scenarios, the need for effective
methodologies for the fast development of adaptive and context-aware web ap-
plications arises.

Adaptivity is intended as the autonomous capability of the application to react
and change in response to specific events occurring during the execution of the
application, so as to better suit dynamically changing user profile data. Context-
awareness is intended as adaptivity based on generic context data, not limited
to user profile data.

Some works already addressed adaptivity and context-awareness, spanning a
number of perspectives: from the representation of context properties through
formalized context models [1,2], to the definition of high-level modeling abstrac-
tions for the conceptual design of adaptive behaviors [3,4,5,6] (in Section 2 we
discuss the cited approaches in detail). Typically, all these approaches share the
same view over context-awareness and consider it an explicit design dimension,
to be addressed with specific (sometimes complex) design artifacts.

J. Bailey et al. (Eds.): WISE 2008, LNCS 5175, pp. 250–263, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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In this paper we break with this interpretation and show how a mashup ap-
proach to the development of web applications may implicitly provide support
for context-awareness. More specifically, we propose an innovative framework
for the development of context-aware web applications, which tries to hide the
complexity of adaptivity design, also fostering reuse. In line with the current
trend supported by the recent Web 2.0 technologies [7], our approach indeed
aims at empowering the users (both developers and end users) with an easy-to-
use tool for mashing up applications by integrating ready (adaptive) services or
application components.

The framework leverages our previous results in the design of context-aware
web applications [6,8] and in the component-based development of web applica-
tions [9,10]. In particular, we exploit an event-driven paradigm, which enables the
composition of self-contained, stand-alone applications (components) equipped
with their own user interface [10,9], and show how context-aware applications
can be composed by integrating context components with generic components.
Context components are in charge of monitoring the context and generating con-
text events when the context changes [8]. Such context events are then mapped
onto operations of the generic components, which in this way are enabled to
change their internal state to adapt to context changes. Provided that context
components and generic components are respectively able to generate context
events and react to such events, the adaptivity logic simply resides in the compo-
sition logic, which defines the synchronization of components without requiring
any “ad-hoc” extension of the composition framework for the specification and
implementation of adaptive behaviors.

To further facilitate the application development, the proposed approach is
also complemented with an intuitive visual development environment, which will
eventually enable even end users to mash up their adaptive applications.

1.1 Motivating Scenario

As a reference example throughout this paper, we have implemented a location-
aware tourist guide through Trento, Italy. Trento is particularly suited to our
application, as the city center, where all the interesting sights are located, is
covered with free wireless Internet connection, providing for the necessary con-
nectivity.1 The application is a location-aware mashup of Google Maps and a
tourist information system. Besides explicit user navigations and selections, the
application also reacts to location changes tracked by means of a GPS device.
Figure 1 shows a screen shot and explanations of the application.

1.2 Contributions

Besides introducing a novel development paradigm, this paper provides an in-
novative vision on context-aware web applications. More specifically, we provide
the following contributions:
1 http://www.wilmaproject.org/

http://www.wilmaproject.org/


252 F. Daniel and M. Matera

If the user selects 
one of the sights in 
the list at the right 

hand side, the map 
displays the 

respective location. 
If the user moves,
his/her position is 

tracked on the 
map, and if the 

user gets close to 
one of the sights, 

the respective 
details are 

displayed at the 
right hand side.

List of sights the 
user may select 
from.

Details of the 
selected sight.

Map data and sight 
information are 
automatically 
synchronized.

Fig. 1. Screen shot of the location-aware tourist guide based on GPS position data

– We show how the event-driven paradigm of our component-based web ap-
plication development approach [9,10] (Section 3) nicely suits the needs of
context-aware applications. The resulting development approach (Section 4)
hides most of the complexity of adaptivity design and fosters reuse.

– Consistently with the component-based approach, we show how also the con-
text model, underlying all adaptive behaviors, can easily be mashed up, start-
ing from so-called context components, generating context events (Section 4).
Each context component is indeed in charge of monitoring and managing a
separate context domain; therefore the “global” context model, needed to
support adaptivity, is simply mashed up by composing context components.

– We equip the described approach with a Web 2.0 development and execu-
tion environment (Section 5), in order to enable also end users to mash up
context-aware web applications. More precisely, we describe our easy-to-use,
graphical editor and the light-weight, client-side execution environment.

– We finally summarize the main novelties of the proposed development
method and provide an outlook over current and future works (Section 6).

2 Current Approaches to Context-Awareness

Context-awareness has been mainly studied in the fields of ubiquitous, wearable,
or mobile computing. Several applications have been developed [11,12], and con-
text abstraction efforts have produced platforms or frameworks for rapid pro-
totyping and implementation of context-aware software solutions [13]. However,
recently some efforts have also been devoted to the Wed domain; they principally
deal (i) with the gathering of context data and their representation as proper
context models, and (ii) with the identification of modeling abstractions, able to
support the design of adaptive behaviors.
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Belotti et al. [14] address the problem of the fast and ease development of
context-aware (web) applications and propose the use of a universal context en-
gine in combination with a suitable content management system [15]. In such a
framework, context affects the actual web application indirectly by altering the
state of the database and is not able to trigger autonomously application func-
tionalities. Also, developers have to deal with a centralized context model, pos-
sibly integrating the heterogeneous data coming from different context sources.

At a more conceptual level, some well known model-driven methodologies
(such as Hera [16], UWE [5], and WebML [6]) aid developers in the design of
adaptive web information systems, by extending design models with concepts
and notations to specify adaptive behaviors. For example, Ceri et al. [6] propose
an extension of the WebML model, in which adaptive pages are associated with a
chain of operations that implement the page’s adaptivity logic and are executed
each time a context monitor [8] (which restricts the analysis of the context
model to the only properties relevant to the currently viewed page) demands
for adaptation. The modeling of adaptive actions leverages a set of adaptivity-
specific units, especially related to the acquisition and management of context
data and the enactment of adaptation actions. In [17] and [18,19], the authors
propose the use of event-condition-action rules for adaptivity specification and
management.

The modeling approaches proposed so far allow developers to reason at a high
level of abstraction. However, in all these approaches adaptivity design is strictly
coupled with application design and requires the explicit and detailed specifi-
cation of adaptivity rules and actions. The framework that we propose in this
paper goes beyond these limitations and allows developers, or even end users, to
concentrate on the global adaptive behavior of the application in an event-driven
fashion, hiding the complexity of how single adaptation actions are executed –
also fostering reuse, a typical feature of component-based development.

Finally, a family of approaches to personalization or adaptation is based on
algebraic specifications and formal reasoning. For example, in [2] the authors
extend SiteLang, a process algebra developed by the authors to express so-called
application “stories”. User preferences are specified by means of algebraic pre-
and post-conditions that act as filters over a web information system’s story
space and tailor the algebraic expression of the story space to an individual
user. Unfortunately, despite their effectiveness, such approaches make the im-
plementation less intuitive, compared to both model-driven approaches and the
component-based development proposed in this paper.

3 The Mixup Approach to Component-Based Web
Application Development

In [10,9] we have shown an approach to the fast development of web applica-
tions based on the composition of components that are equipped with own User
Interfaces (UIs), i.e., we have introduced a systematic approach to mash up web
applications. The distinguishing characteristic of the proposed approach is that
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it focuses on the integration of components at the presentation layer, leaving
application and data management logic inside components. As illustrated in the
rest of this section, component and composition models are inspired by research
in the field of web services and the service-oriented architecture (SOA).

3.1 Component Model

A so-called UI component is characterized by an abstract external interface
that enables its integration into composite applications and the setup of inter-
component communications. UI components are proper stand-alone applications,
whose state is represented by the portion of UI published by the component
and by the value of some component-specific properties. Components may gen-
erate events, which communicate to the outside world changes in the internal
state; events are component-specific and typically follow a high-level seman-
tics, e.g. a component that provides tourist information may publish an event
sightSelected to notify other components of the selection performed by the
user.2 Components may have operations, which enable the outside world to
modify the internal state of a component; operations are component-specific
and follow the semantics of events, e.g. the tourist information component may
have a showSight operation, which allows one to emulate a user selection from
the outside.

Similarly to WSDL for web services, components are abstractly described via
so-called UISDL (UI Service Description Language)descriptors. The tinfo.uisdl
file in Figure 2 shows for example the UISDL descriptor of the tourist information
component used in our case study (see Figure 1); for presentation purposes, the
example is kept simple (e.g. we omit data types and technology bindings). After
a mandatory header, the descriptor specifies the actual component: its identifier,
its location, and its operations and events with possible parameters.

3.2 Composition Model

Given the described abstract UI component model, the composition model can
be kept simple. Indeed, we propose an event-driven model, where events from
one component may be mapped to operations of one or more other components;
mappings are expressed by means of so-called listeners. In addition to the direct
mapping of events to operations, listeners also support data transformations in
form of XSLT transformations, and the specification of more complex mapping
logics via inline JavaScript. The definition of listeners represents the composition
logic, while the layout of a composite application is specified by means of a suit-
able HTML template that contains placeholders, which can be used at runtime
to embed and execute components, thereby re-using their UIs.3

2 Low-level events such as mouse clicks or keystrokes do not represent meaningful
events in the context of the proposed approach.

3 In our current implementation, we focus on web technologies, but conceptually our
framework may also span other UI technologies.
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<?xml version="1.0" encoding="utf-8" ?>
<uisdl xmlns="http://www.openxup.org/…"
       xmlns:tns="...">
  <component id="TouristInfo"
    address="http://www.elet.polimi.it/.../tinfo.js">
    <operation name="showSight" address="showSight">
       <param name="sightName"/>
    </operation>
    <event name="sightSelected">
       <param name="sightName"/>
       <param name="address"/>
    </event>
  </component>
</uisdl>

tinfo.uisdl

<?xml version="1.0" encoding="utf-8"?>
<xpil xmlns="http://www.openxup.org/..."
      xmlns:tns="...">
  <component ref="http://localhost/…/info.uisdl" id="tinfo" address="TouristInfo">
  </component>
  <component ref="http://localhost/.../gmaps.uisdl" id="gmaps" address="GoogleMaps">
  </component>
  <listener id="0" publisher="tinfo" event="sightSelected"
    subscriber="gmaps" operation="showAddress"/>
</xpil>

guide.xpil

Fig. 2. The Mixup framework with UISDL descriptor and XPIL composition

The composition logic is expressed in XPIL (eXtensible Presentation Integra-
tion Language), an XML-based language specifying how UISDL-based compo-
nents are integrated within single pages. The file guide.xpil in Figure 2 shows
a simplified XPIL composition for our reference example (we omit complex data
mappings or scripting). The composition refers to the two components in Fig-
ure 1: it references the UISDL descriptors of the tourist information component
and of the Google Maps component and assigns unique identifiers (tinfo and
gmaps). The identifiers are used in the specification of the listener that updates
the map according to the user’s selection of a sight: the sightSelected event of
tinfo is mapped to the showAddress operation of gmaps. The HTML template
corresponds to the HTML page shown in Figure 1 without the rendering of the
two components.

3.3 The Mixup Framework

The lower part of Figure 2 summarizes the overall framework. At design time,
we mash components up starting from their UISDL documents; the mashup is
stored as XPIL composition equipped with an HTML template for the layout. At
runtime, a JavaScript/AJAX environment running in the client browser parses
the XPIL file, instantiates the components, and places them into the layout for
the rendering of the composite page. As shown in the figure, UI components may
internally communicate with their own remote application logic necessary for the
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execution of the component; however, such communications are transparent to
the designer who only focuses on the composition and layout logic.

4 Mashing Up Context-Aware Web Applications

Leveraging our experience on context-aware applications [6,18,19], in this sec-
tion we show how the described mashup approach naturally lends itself to the
development of context-aware and adaptive web applications. The proposed ap-
proach is characterized by an adaptation specification logic that is very simple
and consistent with the previously described composition logic, thus elevating
the abstraction level at which developers deal with adaptivity compared to the
approaches discussed in Section 2.

4.1 Adaptivity Layers in Mixup

Context-awareness means runtime adaptation, i.e. adaptivity, in response to
changes of context data, whose structure is expressed by means of some kind
of context model. Let’s first consider the typical adaptivity features of context-
aware web applications, i.e. what we adapt. Considering the works discussed in
Section 2, we can categorize the typical adaptivity actions supported in current
adaptive/context-aware web applications into the following six features:

– Adaptation of contents : contents/data published in pages may be changed;
– Enactment of operations : external operations or services may be invoked;
– Adaptation of style: properties like colors and font sizes may be changed;
– Adaptation of layout : the arrangement of page contents may be re-organized;
– Hiding/showing of links : hyperlinks may be dynamically hidden or shown;
– Automatic navigation actions : hyperlinks may be automatically navigated

on behalf of the user.

If we now consider our mashup approach, we can easily identify two layers
at which adaptivity features may operate. The two layers are characterized by
different adaptivity features:

1. Component adaptations : Components may internally support one, more, or
all of the above features. Components are indeed small stand-alone appli-
cations, and as such they may be developed according to the approaches
discussed in Section 2 and based on own context-data. Alternatively, they
may expose operations to be invoked from the outside to trigger the sup-
ported features; in this paper we will focus on such kind of operations. Well-
developed components are key for the success of mashups in general; here
we build atop of current best practices and experience.

2. Composition adaptations : also the composite application may support one,
more, or all of the above features (a composite application may have its own
business logic, in addition to the components it integrates). But the com-
posite application may also support adaptivity features over its composition
logic, which are new with respect to the above features:
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– Hiding/showing of components : components in the composition may be
hidden or shown dynamically;

– Re-configuration of listeners : new listeners may be added or existing
listeners may be dropped at runtime;

– Selection of components : new components may be dynamically selected
(e.g. from a component registry) and added to the composition.

4.2 Enabling Context-Awareness through Context Components

But to what and when do we adapt our application? In short, we adapt to changes
of context data, typically structured according to an application-specific context
model, and we adapt as soon as such changes are registered by our application.
It is exactly the triggering of adaptivity actions where the proposed composition
approach shows its full power: instead of having a centralized context model that
captures all context data and the respective changes, we use dedicated context
components, which are in charge of observing a particular piece of context and
of generating events in response to changes thereof. Such context events are then
mapped to the operations of the components or of the composite application that
are able to trigger changes to the internal state, i.e. to adapt the component or
the whole application to changing context conditions.
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Client context

Client ctx 
component
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component

Remote 
components
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Remote 
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Fig. 3. The use of dedicated context components enables the development of context-
aware web applications

Figure 3 shows how context components seamlessly extend the Mixup frame-
work depicted in Figure 2, effectively enabling context-aware mashups. We dis-
tinguish between client-side and server-side context components. Client-side
components fully run on the customer’s device and enable the communication
of client context data sensed via dedicated sensing modules. Server-side com-
ponents run their business logic (i.e. the specific context management logic) on
the server side, thus enabling the communication of context data representing
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centrally sensed or aggregated data. There may also be remote context compo-
nents, which enable the access to context data that are outside of the control of
the developer.4 For instance, the following represent a few possible and reason-
able context components:

– Location component : a component, implemented at the client- or at the
server-side5, which may fire “low-level” position events, for example regard-
ing longitude and latitude, or “high-level” events, for example regarding
cities, streets, or countries;

– User Model component : a server-side component in charge of monitoring
changes to a user model typically stored at the server side. The component
could be used to provide advanced (e.g. adaptive) personalization features;

– Time component : a client-side component that may fire whatever event
(specified at design time) at given time instants or intervals. The compo-
nent could expose a set of configuration operations that allow the designer
to set up the events to be emulated;

– System component : a server-side component that exposes runtime data about
the health or performance of the running application;

– Shared context component : a server-side component based on context data
aggregated at the server side, which e.g. may allow the generation of events
that express the presence of other people in a same physical location;

– Weather component : a remote component that accesses weather forecasts
provided by third-party service providers and supplies users with forecast
data depending on their current GPS position.

As can be seen in the above examples, context components typically concen-
trate on one specific context domain. Therefore, we do not have any centralized
reference context model. Just like the whole application itself, also the context
model is simply “mashed up” by putting together the context components that
are needed. We are hence in presence of a modular approach to construct the con-
text model, which transparently integrates context data from disparate sources,
possibly distributed over the Web.

It is finally worth noting that context components that generate context events
are per definition active components that are able to communicate context data
without an explicit user intervention, thus solely based on the dynamics of con-
text. This therefore leads us to interpret context as an independent actor, working
on the same application as users do [8].

4 The described use of context components is fully in line with the idea of context
monitor discussed in [8].

5 The logic of this component depends on the mechanism adopted for capturing con-
text data. For example, components implementing proprietary sensing mechanisms
can be required on the client side, as it happens for GPS-equipped devices, or server-
side components can be used to communicate to the client context data collected
through centralized sensing infrastructures, such as those based on infrared signals
or RFID.
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4.3 Mashing Up Context-Aware Web Applications

As explained above, context components generate events that can easily be
mapped onto other components’ operations (just like with conventional UI com-
ponents) in order to trigger adaptivity features. When developing context-aware
composite applications, the XPIL composition therefore also reflects the adaptiv-
ity logic, which is expressed by means of the listeners that specify how context
events influence other components. The layout of context-aware applications is
instead slightly different from non context-aware applications, as context com-
ponents typically come without own UI, reason for which they are typically
invisible in the composite application. Using context components in the Mixup
framework does therefore not imply the need for any extension to the existing
runtime environment nor to the composition model.

The adaptive features that can be used when developing a context-aware
mashup very much depend on the capabilities of the components to be inte-
grated. Well-designed components come with a rich set of operations, which may
enable a wide spectrum of adaptive behaviors. As already discussed in earlier,
component adaptations depend on the internal implementation of components
(which typically is out of the control of the mashup developer), while composition
adaptations can be freely defined by the developer.

It is worth noting that from a technical perspective the distinction between
context components and conventional components is very blurred. Whether a
component is a context component or not rather depends on the overall seman-
tics of the application to be developed. As a matter of fact, each component that
generates events may be considered a context component, as its events may be
used to trigger adaptivity features in other components.

To equip our example application of Figure 1 with the necessary location-
aware behavior, we use a location context component that tracks the user’s po-
sition in terms of street name and number. Also, the operation showSight of the
tourist information component accepts addresses in input and, if a corresponding
sight can be found, publishes the respective details; otherwise, no changes are
performed. In Figure 2 we introduced the XPIL logic for the integration of the
UI components only. In order to achieve context-awareness, the following code
lines need to be added to the XPIL composition of Figure 2 (guide.xpil):

<component ref="http://localhost/.../gps.uisdl" id="location"
address="Location_Context">

</component>
<listener id="1" publisher="location" event="streetChanged"

subscriber="gmaps" operation="showAddress"/>
<listener id="2" publisher="location" event="streetChanged"

subscriber="tinfo" operation="showSight"/>

The first three lines import the location context component. The remain-
ing lines define two listeners, one that couples the streetChanged event of the
location component with the showAddress operation of the gmaps component,
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and one that couples the same event with the showSight operation of the tinfo
component. The two listeners specify the adaptivity logic of the context-aware
application.

4.4 Termination and Confluence of Adaptive Behaviors

Although in the proposed approach we allow developers to specify cyclic depen-
dencies among listeners, at runtime the execution environment does not allow
for cycles. More precisely, at runtime possible events generated by a component
in response to the invocation of one of its operations (the invocation is trig-
gered by another event) are neglected, thus effectively preventing the cascaded
or cyclic invocation of listeners. This implies that possible multiple dependen-
cies from one and the same event must be explicitly modeled through suitable
listeners (one for each dependency). Listeners reacting to the same event are ac-
tivated concurrently, and the final result of their execution depends on the order
of the invocation of the listeners. Therefore: termination of page computation
is guaranteed, as there are no cyclic runtime dependencies among listeners; and
confluence depends on the order in which events are generated and – for listeners
activated on a same event – on the order in which listeners over a same event
are specified in the XPIL composition. Consequently, there are no indeterministic
behaviors in the evaluation of listeners, and the designer has full control over
the runtime behavior of the composite context-aware application.

5 Implementing Context-Aware Mashups

The development approach described in this paper is assisted by a visual develop-
ment environment, which allows for the drag-and-drop composition of context-
aware web applications [9]. Both composition logic and layout can be easily
designed; for the layout, it is also possible to upload an own HTML template
with placeholders. Figure 4 shows the graphical composition of the logic of our
reference application: the three components (Google Maps, tourist information,
and location context component) are represented by the icons in the modeling
canvas; the listeners are represented by the connections among the components.
A double click on components and listeners allows one to set the necessary
parameters.

The editor is an AJAX application that runs in the web browser. Compositions
can be stored on our web server and executed in a hosted fashion through the
Mixup runtime environment, a JavaScript runtime library that parses the XPIL
file and sets up the necessary communication among the components.

The location context component used in the case study is based on previ-
ous work [8]: it leverages a client-side Bluetooth GPS device, interfaced via the
Chaeron GPS Library6, and is wrapped by means of Flash (to exchange posi-
tion data between the component and the GPS library) and JavaScript (to pro-
vide a UISDL-conform interface). The other two components are conventional UI
components.
6 http://www.chaeron.com/gps.html
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Fig. 4. The Mixup editor for the drag-and-drop mashup of XPIL and layout logic

6 Discussion and Outlook

Runtime adaptivity and context-awareness are relevant aspects in the design of
modern web applications. Indeed, if we consider how they have been addressed so
far by the most prominent conceptual design methods, we note that they have
been treated like an explicit, first-class design concern. The fashion in which
we develop context-aware or adaptive web applications in this paper allows us
to make the most of such approaches, but it also goes beyond what has been
done so far in this area. Provided a set of ready components, with the described
mash up approach we indeed enable developers (or even end users) to focus on
adaptive behaviors only, completely hiding the complexity of how adaptations
are actually carried out.

Adaptivity is enabled and supported by self-contained stand-alone applica-
tions, i.e. UI components. The actual adaptivity logic is represented by means
of a simple composition language, such as XPIL, interpreted during runtime
by a light-weight runtime environment.7 The simplicity of composing adaptive
web applications, however, does not come for free: complexity resides inside the
components, which provide for the necessary business logic to generate events
and enact operations. In this setting, the design of the components (both UI
and context components) becomes crucial, as the events they generate and the
operations they support build up the expressive power of the adaptivity logic,

7 Due to the highly UI- and event-based logic of our composition approach, we
have opted for UISDL/XPIL, instead of for instance standard web service languages
such as WSDL/BPEL, which do not natively support UIs. Although theoretically
WSDL/BPEL could be used for similar purposes, this would however require extend-
ing the two languages with new features, which would only get the already complex
languages more complex. We instead believe that our specific context demands for
languages that are easily intelligible and easily executable (e.g via client-side code).
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which, hence, varies from application to application, depending on the compo-
nents that are adopted. It is exactly the design of UISDL-compliant components
that benefits most from existing approaches to the development of adaptive or
context-aware web applications, since, as a matter of fact, components can be
considered “traditional” web applications equipped with a UISDL API.

The described composition model based on XPIL does not only enable the
mashing up of context-aware and adaptive applications, it also allows for the easy
introduction of adaptivity features into already existing applications. It suffices
to add a respective context component, generating suitable context events (e.g.
changes in user characteristics, preferences, locations, etc.), to the composition
and to map its events to the components of the composite application, in order
to obtain adaptive behaviors. The graphical XPIL editor described in this paper
also supports the modification of an application’s adaptivity logic during run-
time, thus paving the road (i) for fast prototyping and easy testing of otherwise
complex application features during application design and (ii) for the efficient
and consistent evolution of an application after its deployment.

When we first introduced our approach to the component-based development
of web applications [10,9] we were driven by the event-based paradigm by means
of which typically user interfaces are developed in order to achieve what we called
“presentation integration” (in analogy with data and application integration);
we did actually not focus on adaptive application features. But a close look
at the result of this effort allowed us to identify analogies with our previous
research on adaptive and context-aware web applications [6,18,19]: mashing up
context-aware web applications based on the described framework effectively
means setting up adaptation rules, the listeners. The developed framework is
thus intrinsically adaptive, a property that we heavily leverage in this paper.

In our future work we will focus on data transformations between events
and operations, on complex navigation structures spanning multiple composite
pages, on the integration of generic web services in a UISDL-compliant fashion,
as well as on classical personalization features by means of dedicated user model
components.
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Abstract. A huge amount of data is circulated and collected every day
on a regular time basis. Given a pair of such datasets, it might be possible
to reveal hidden dependencies between them since the presence of the one
dataset elements may influence the elements of the other dataset and vice
versa. Furthermore, the impact of these relations may last during a period
instead of the time point of their co-occurrence. Mining such relations
under those assumptions is a challenging problem. In this paper, we study
two time-related datasets whose elements are bilaterally affected over
time. We employ a co-clustering approach to identify groups of similar
elements on the basis of two distinct criteria: the direction and duration
of their impact. The proposed approach is evaluated using time-related
news and stock’s market real datasets.

1 Introduction

A huge amount of data is circulated and collected every day on a regular time
basis in order to understand and capture various physical and commercial phe-
nomena. Such data involve the recording of electricity demand, temperature and
percentages of humidity, fluctuations in a company’s sales and a stock’s price
etc over a specific time period. It is also true that there is a high level of de-
pendencies between such different datasets since, for example, weather changes
affect electricity consumption, news reporting influences stock prices, commercial
advertisements have impact on consumers acts etc.

A common choice is to model such datasets in the form of event time se-
ries which capture measurements describing the raw data at successive (often
uniform) time intervals. Analyzing different datasets measurements considering
time as their common feature may reveal dependencies and relevance between
datasets which otherwise might not be obvious. Considering for example a time
series that records the temperatures measured on a daily basis over the summer
period and another one recording the values of energy demands for the same
period, dependencies between temperatures and quantities of energy demands
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can be found. Such interactions may be further used in forecasting in order to
predict future outcomes. News and market datasets are a quite representative
such scenario, since, for example, news announcements would be an indication
of either the increase or decrease in specific stocks’ values. These datasets ex-
ist parallel in time and finding relationships and/or dependencies between them
will largely impact investors, traders, journalists and news agencies. Relevance
between these datasets seems to be of high interest since currently almost all
major news agencies offer market information (such as stocks rates, flow) on
their portals’ index page.

Table 1. Related Work

Datasets Representation Methodology

vectors time
series

Financial news articles, stock mar-
ket data [13]

� k-NN learning algorithm, regression
analysis, neural networks

Newsgroups articles, historical
stock market data [12]

� Natural Language Processing, Time
Delay Neural Network

Archives of news articles and stock
data [6]

� � Segmentation, Clustering, Support
Vector Machines

News headlines, quoted exchange
rate data [11]

� Classification rules

Historical data of electricity con-
sumption and weather [10]

� Regression models

Existing approaches that attempt to find dependencies between time-related
datasets combine ideas from various research areas such as data mining, engi-
neering and mathematical programming. A summarization of these approaches
is given in Table 1. According to the authors knowledge, all earlier work con-
siders that there exists a ”one-way” impact between the involved datasets. For
example, works in [13], [12], [6] and [11] study the impact of news on financial
data while in [10] electricity demands are forecasted in terms of meteorological
parameters. However, these dependencies are often bidirectional as the authors
realized from their experience in the ADAGE project 1. In financial world, for
example, a banks’ corporation announcement could trigger significant stocks’
fluctuation while a stock-market’s crash would certainly raise political state-
ments. Besides the direction, the duration of these interactions is also of high
interest since the impact of one event to another may last for a period instead
of the time point of their co-occurrence.

In this paper, we use co-clustering to simultaneously yield clusters of elements
from two different but related over time datasets. Co-clustering is proposed as a
more suitable approach, which has been used in grouping together elements from
different datasets [2], [3], [7]. We apply the proposed model on coinstantaneous
news and financial datasets to reveal dependencies between them. It was quite
1 ADAGE project: http://cgi.cse.unsw.edu.au/ soc/adage/
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challenging to deal with such distinct datasets due to their different formats and
scales and their preprocessing was carried out by proposing data structures tai-
lored to each dataset and resulting in formats that could be commonly processed.
The experimentation results show that the proposed framework manages to re-
veal relations between news and stocks with respect to their short and long term
interactions. Our main contribution is summarized in proposing a framework for
clustering mutually affected datasets, by considering the following criteria:

– duration of impact is taken into account to construct the data sources repre-
sentation structures (vectors). A time window parameter w is used to extend
original data sources vectors in a common time-aware format which will in-
volve duration in the co-clustering process.

– direction of influence is ”embedded” in the calculation of similarities between
data sources. A weight factor α ∈ [0 . . . 1], which characterizes the role of a
data source ranging from a triggering to a triggered status, is employed.

The remainder of the paper is organized as follows. Section 2 defines our problem
whereas Section 3 analyzes the proposed co-clustering approach. Section 4 pro-
vides the experimentation on both synthetic and time-related news and stocks
market data. The conclusions are presented in Section 5.

2 Problem Formulation

Consider two time-related datasets where elements of the first dataset trigger
elements belonging to the other and vice versa. We define A = {a1, . . . , an} to
be the first dataset containing n elements, B = {b1, . . . , bm} to be the second
dataset consisting of m elements and T = {1, . . . , t} to be the set of t time
points. Then, for each ai element, i = 1, . . . , n, we define the vector VA(i, :) to
track its t measurements:

VA(i, :) = (VA(i, 1), . . . ,VA(i, t)) (1)

where VA(i, l), l = 1, . . . , t, indicates the value of the element ai during the
time point l. All the VA(i, :) vectors are organized in the n x t table VA. For

Table 2. Basic symbols notation

Symbol Description

n, m Number of elements in the two datasets
t Number of time points
A = {a1, . . . , an} Set of the first dataset elements
VA nxt table of the A dataset measurements
B = {b1, . . . , bm} Set of the second dataset elements
VB mxt table of the B dataset measurements
T = {1, . . . , t} Set of time points
w Time window
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the second dataset B, we similarly define the VB two dimensional m x t table
which consists of m VB(j, :) multidimensional vectors that provide the values of
element bj, j = 1, . . . , m, over time:

VB(j, :) = (VB(j, 1), . . . ,VB(j, t)) (2)

The VB(j, l) element indicates the value of bj during the time point l.
Based on the above, we consider that a measurement of element ai (bj) on

time point l i.e. VA(i, l) (VB(j, l)) affects measurements on elements bj (ai) for
a period starting from l and lasting up to l + w − 1 (w is the so-called time
window), w = 1, . . . , t. In practice, for 1 ≤ l ≤ t − w + 1 the time duration of
impact is w, whereas for t−w + 2 ≤ l ≤ t the corresponding impact time period
may last from w − 1 down to 1.

In the proposed approach, it is important to identify the problem to be solved,
since as mentioned earlier we are dealing with two distinct criteria: the bilateral
relation between our datasets and the time period of their interaction (expressed
by w). More specifically, given the set A of n elements, the set B of m elements,
the set T of t time points, the time window w and the desired number of clusters
k we are looking for k subsets such that each subset contains both ai and bj

elements. Members of each subset should be strongly related in terms of both
the direction and duration of their impact. Thus, based on the above, we can
define the Time-Related Data Co-Clustering problem as follows:

Problem 1 (Time-Related Data Co-Clustering). Given two time-related
datasets A and B of n and m elements respectively, a set T of t time points,
the integers w and k and a Similarity function, find a set C of k subsets C =
{C1, . . . , Ck} such that

∑k
x=1

∑
ai,bj∈Cx

Similarity(ai, bj), i = 1, . . . , n and j =
1, . . . , m, is maximized.

The Similarity function should capture our two main criteria, namely the bilat-
eral influence between data elements and its duration.

3 Capturing Impact between Datasets

3.1 Measuring Similarities

A common measure used to capture similarity between two (same dimension)
vectors is the Cosine Coefficient [14] which calculates the cosine of the angle be-
tween them. The cosine coefficient CC(i, j) between two vectors VA(i, :), where
i = 1, . . . , n, and VB(j, :), where j = 1, . . . , m, of the same length t is defined as
follows:

CC(i, j)=
VA(i, :) · VB(j,:)

|VA(i, :)| · |VB(j, :)|=
∑t

l=1 VA(i, l) · VB(j, l)√∑t
l=1 VA(i, l)2 ·

∑t
l=1 VB(j, l)2

(3)

Using cosine coefficient to measure similarities between the vectors VA(i, :)
and VB(j, :), we manage to capture their relation under the assumption that
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VA(i, l) and VB(j, l) values can be related on the basis of time l. In our frame-
work, ai elements may trigger bj elements and at the same time, bj elements may
trigger ai elements for up to w successive time points after the triggering ele-
ment has occurred. However, the correlation coefficient applied on VA(i, :) and
VB(j, :) captures neither the bilateral relations nor the impact over the time
window w. Thus, we firstly extend the VA(i, :) and VB(j, :) vectors in order to
include time window w. Then, we use the correlation coefficient in conjunction
with the extended vectors and we create two n x m tables, namely the AB and
BA to represent the impact of ai elements on bj and vice versa.

Definition 1 (The extended triggering vector) . Given a t-dimensional
triggering vector VA(i, :) with measurements of a period of t time points, and a
time window w (w = 1, . . . , t), we define its extended triggering t1-dimensional
vector VAE(i, :), t1 ≥ t, which is constructed by putting up to w repetitive VA(i, l)
values, between each pair of the VA(i, l) and VA(i, l + 1) measurements.

Lemma 1. Let VAE(i, :) be the extended triggering vector of VA(i, :). Given that
the VA(i, :) consists of t measurements which will be repeated up to w successive
times and t1 represents the number of values of the VAE(i, :) vector, it holds
that:

t1 = t ∗ w − w(w − 1)
2

(4)

Proof. We split the t values of the VA(i, :) vector into two groups. The first
contains the values l, where 1 ≤ l ≤ t−w+1, which will be repeated w successive
times. The second group contains the values l, where t − w + 2 ≤ l ≤ t, which
will be repeated from w − 1 down to 1 times (i.e. the t − w + 2 value will be
repeated w − 1 times, the t − w + 3 value will be repeated w − 2 times and that
will continue until the last t value that will be presented 1 time). This second
group contains a number of elements equal to an arithmetic sequence from 1 to
w − 1. As a result:

t1 = (t − w + 1) ∗ w +
w − 1

2
∗ w = t ∗ w − w ∗ (w − 1)

2

Definition 2 (The extended triggered vector) . Given a t-dimensional
triggered vector VB(j, :) of t measurements of a period of t time points, and a
time window w (w = 1, . . . , t), we define its extended triggered t2-dimensional
vector VBE(j, :), t2 ≥ t, which is constructed by putting a group of up to w values
VB(j, l) . . .VB(j, l + w − 1) between each pair of the VB(i, l) and VB(i, l + 1)
measurements.

Lemma 2. Let VBE(j, :) be the extended triggered vector of VB(j, :). Given
that the VB(j, :) consists of t measurements which will be repeated as groups
of maximum w successive values and t2 represents the number of values of the
VBE(i, :) vector, it holds that:

t2 = t ∗ w − w(w − 1)
2

(5)
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Proof. The proof is similar to that of Lemma 1.

Example 1. Let VA(1,:)=[0.2 0.3 0.4] denote the vector with the measurements
describing data element a1 for 3 time points and VB(1,:)=[2 5 6] the vector of
element b1 for the same time period. We assume that w = 2. Considering that
a1 triggers b1, the value 0.2 of a1 that was recorded on time point 1 affects the
values 2 and 5 of b1 on time points 1 and 2. Similarly, the value 0.3 of a1 will
affect values 5 and 6 of b1 while the last value 0.4 of a1 will affect only the last
value 6 of b1. Figure 1(a) shows the extended vectors and their relation. On
the other hand, considering that b1 triggers a1 the extended vectors and their
relation are depicted in Figure 1(b). �
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Fig. 1. The extended vectors for w = 2

From Lemmas 1 and 2, it holds that t1 = t2 and thus, we can use the VAE(i, :)
and VBE(j, :) vectors, instead of VA(i, :) and VB(j, :), in Equation 3 to calculate
their similarity. Since the impact of time window w is ”embedded” into the ex-
tended vectors the cosine coefficient will capture the duration of impact between
elements. Equations 4 and 5 indicate that the cost in terms of space complexity
shifts from O(t) to O(tw) i.e. the space burden posed by the extended vectors
depends on w value chosen.

Based on the above, we create the n x m AB and BA tables in order to proceed
to the impacts’ direction criterion. The AB(i, j) element indicates the similarity
between VAE(i, :) and VBE(j, :) (evaluated by Equation 3) in case that VAE(i, :)
acts as the triggering and VBE(j, :) as the triggered vector, while the BA(i, j)
element indicates the similarity between the former vectors in case that VBE(j, :)
triggers the VAE(i, :) vector. We notice that the values of elements of the AB
and BA tables fall in the interval [−1..1] as CC(i, j) expresses the cosine of the
angle that these vectors define.

Next, we combine the information of tables AB and BA in the formula of the
Similarity(ai, bj) function via a weight factor α:

Similarity(ai, bj) = α ∗ AB(i, j) + (1 − α) ∗ BA(i, j) (6)

The values of α fall in the interval [0..1] differentiating the significance of the
bilateral relation between ai and bj data elements. More specifically, when α = 1,
Similarity(ai, bj) = AB(i, j), we consider solely the impact of ai to bj , while for
α = 0, Similarity(ai, bj) = BA(i, j), we consider that only bj affects ai. For any
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other value of α, we consider a mutual impact between ai and bj balanced by
the choice of α. Thus, the Similarity function (Equation 6) captures our two
distinct criteria, since α balances the direction of the bilateral relations between
ai and bj and duration period w is “embedded” in the construction process of
the AB and BA tables (since they are created by the extended triggering and
triggered vectors).

3.2 Dataset Representation

Applying a typical clustering algorithm on the table structured defined in pre-
vious subsection would yield clusters of elements from only one dataset. Since
our problem deals with a simultaneous clustering we need a convenient data
structure which, on one hand, will keep the information stored in vectors and
tables’ and, on the other hand, will enable the datasets co-clustering. A graph
is such a convenient structure, since it can represent relations between two sets
of elements [1] and it has been already used in co-clustering approaches [2], [7].
In our case, we use a bipartite graph with its vertices and edges indicating the
datasets’ elements and their similarities respectively. Edges relate data elements
on the basis of the direction and duration of their relations, the two criteria of
the Similarity function.

We assume an undirected bipartite graphG = (A, B; E) where A = {a1, a2, a3}
and B = {b1, b2, b3} are two sets of vertices corresponding to the time-related
datasets and E is the set of edges {{ai, bj} : ai ∈ A, bj ∈ B} connecting nodes in
A and B as depicted in Figure 2(a). In this bipartite model, the {ai, bj} edges are
undirected since the relation between ai and bj is bidirectional and is expressed by
the Similarity function (Equation 6), while there are no edges between elements
in A or between elements in B.

In practice, the Similarity(ai, bj) serves as an edge weighting function which
captures both the direction and duration of impact between ai and bj. Given the
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(b) Cut of the bipartite graph G

Fig. 2. Data representation and partitioning
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similarity values between each pair of related ai and bj vertices, we can define
the n x m symmetric table WE to express the weights of graph’s edges:

WE(ai, bj) = Similarity(ai, bj) (7)

Example 2. In Figure 2(a), WE(1, 1) = 0.8 while WE(1, 2) = 0.1 indicating that
the element a1 is more related with the element b1 than with the element b2. �

According to Problem 1 each of the k subsets C1, C2, . . . , Ck includes
elements from both datasets such that ai and bj will belong to the same Cx,
where x = 1, . . . , k, once their WE(ai, bj) contributes to the maximization of∑k

x=1

∑
ai,bj∈Cx

Similarity(ai, bj). Let us consider the graph G depicted in Fig-
ure 2(a) and assume that we want to create k = 2 clusters. It is obvious that
the 2-partitioning of Figure 2(b) should maximize the sum of similarities be-
tween elements of the same clusters (intra-clusters sum) and minimize the sum
of similarities between elements of different clusters (inter-clusters sum). The
last, inter-clusters sum is expressed by:

∑

ai∈Cx

∑

bj∈Cy

WE(ai, bj) (8)

where x, y = 1, . . . , k and x �= y, and corresponds to the cut of the graph
G. Its minimization provides a solution to the graph partitioning problem [4].
Therefore, Problem 1 is transformed into a graph k-partitioning problem.

3.3 The Co-clustering Approach

The k-partitioning of the graph G implies the creation of k groups with elements
originating from both A and B datasets which is our co-clustering approach’s
goal. Moreover, given that the edges of the graph G carry information about
the direction and duration of impact between elements (Equation 7), our co-
clustering approach considers these two criteria.

Given that our problem has been transformed into a cut minimization problem
on a weighted undirected graph, we define structures that will provide meaningful
information about the underlying data model and will contribute in the co-
clustering of ai and bj elements. Since the importance of a graph’s vertex is
characterized by its degree we define two degree tables, namely the n x n diagonal
table DA and the m x m diagonal table DB. In the weighted graph G the degree
of a vertex is the sum of the edges’ weights adjacent to it. Thus, the DA contains
the degree of the ai elements while the DB consists of the degrees of the bj

elements. Based on WE (Equation 7) we define DA and DB as follows:

DA(i, i) =
m∑

j=1

WE(ai, bj), i = 1, . . . , n

DB(j, j) =
n∑

i=1

WE(ai, bj), j = 1, . . . , m
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Inspired from spectral clustering approaches in [2] and [7] and given the DA,
DB and WE tables, we create the n x m two dimensional table WAB:

WAB = D
−1/2
A WED

−1/2
B

The D
−1/2
A , D

−1/2
B tables originate from the diagonal tables DA, DB respectively

and are used in order to result in the normalized table WAB.
As it has been proved [2], the k left and right singular vectors of WAB will

give us a k-partitioning of ai and bj elements respectively. We denote as LA the n
x k table of the left singular vectors and RB the m x k table of the right singular
vectors. In order to perform a simultaneous clustering of ai and bj elements, we
create the (n + m) x k two dimensional table SV defined as:

SV =

[
D

−1/2
A LA

D
−1/2
B RB

]

Then, we obtain the desired k clusters by running a typical clustering algo-
rithm such as k-means [9] or fuzzy c-means [5] on SV.

Algorithm 1. The Co-clustering algorithm.
Input: The A and B datasets containing n and m elements respectively over the t

time points, the integers w and k and the factor a, where α ∈ [0 . . . 1].
Ouput: A set C = {C1, . . . , Ck} of k subsets consisting of elements from both A and

B such that the sum of inter-clusters similarities defined by (8) is minimized.
1: /*Preprocessing*/
2: (VA, VB) = Preprocess(A,B)
3: /*Capturing duration of impact via w*/
4: (VAE, VBE) = ExtendedV ectors(VA,VB, w)
5: /*Capturing direction of impact*/
6: AB = CosineCoefficient(TriggeringVAE, T riggeredVBE)
7: BA = CosineCoefficient(TriggeringVBE, T riggeredVAE)
8: WE = a ∗ AB + (1 − a) ∗ BA
9: /*Co-clustering*/

10: (DA, DB) = DegreeTables(WE)

11: WAB = D
−1/2
A WED

−1/2
B

12: (LA, RB) = SingularV ectors(WAB)
13: SV = IntegratedTable(DA, DB , LA, RB)
14: C = FuzzyCmeans(SV, k)

The Algorithm 1 solves the Time-Related Data Co-Clustering problem
taking into account the two distinct criteria, namely the direction and duration
of datasets’ relations. More specifically, during the preprocessing step we build
the VA and VB tables according to the Equations 1 and 2. Considering that each
row of these tables constitutes a vector, we incorporate time window w in their
corresponding extended vectors VAE and VBE. Then, based on these extended
vectors we form the AB and BA tables indicating the direction of relations as
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described in Subsection 3.1. These relations are quantified by the similarities
recorded in the table WE (Equation 6). The factor α weights the significance of
the bilateral relations. Once the WE is created, we proceed to the co-clustering
step. We create the DA and DB degree tables and then the WAB on which
we apply a singular value decomposition in order to obtain the k left and right
singular vectors organized in tables LA and RB respectively. We integrate DA,
DB and LA, RB into SV on which we run the fuzzy c-means clustering algorithm.
The algorithm finalizes the k clusters which contain elements from both A and B
datasets. In fuzzy c-means the data elements can be assigned to all clusters with
different probability. This is preferable compared to a hard clustering approach
(e.g. k-means), since we are aiming at a flexible clustering scheme.

4 Experimentation

To evaluate the proposed approach we carried out experiments on both synthetic
and real datasets. Both types of datasets were needed in order to capture the
perspective of the proposed algorithm and its actual behavior. In case of the
synthetic data we choose not to experiment with a large-scale dataset in order
to be able to drill down on the results [7]. However, our algorithm is scalable and
applicable in larger-scale datasets as indicated by the real data experimentation.
The algorithm’s results are discussed in order to give an insight of its applicability
and importance.

4.1 Synthetic Data

We consider the datasets A and B of sizes 9 and 12 respectively over 10 time
points. To facilitate the results’ discussion we assume that A represents news
articles, B corresponds to stock market data and the time period refers to 10
days starting from Monday. Then, the news frequency and stocks’ fluctuation,
recorded on tables VA and VB respectively, are visualized on Figures 3(a) and
3(b). The size of circles ranges to denote the values of VA and VB tables. Thus,
all elements of VA exhibit some value on different days while in VB there are
no values during the days 6 and 7 because these days refer to a weekend during
which there is no ”traffic” in stocks market.

As depicted in Figure 3 we consider k = 3 groups of elements in each dataset
which are clearly separated over time. In particular, in Figure 3(a) we have
the groups {a1, a2, a3, a4}, {a5, a6} and {a7, a8, a9} while in Figure 3(b) the
elements are arranged as {b1, b2, b3, b4, b5}, {b6, b7, b8} and {b9, b10, b11, b12}. We
experimented tuning the factor α to the values 0.1, 0.5, 0.9 and fixing the time
window to the indicative value w = 3. Certainly, in practice, there are events
that their impact lasts only one to two days or, to the other extent, whole months
but these are the exception.

Due to the lack of space we present a small portion of the results in Figure 4.
According to Figures 4(a), 4(b) and 4(c), it is apparent that our co-clustering
succeeds in grouping together elements from both datasets. Moreover, we high-
light results of different α which show the behavior of our approach in terms of
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Fig. 4. Co-clustering over synthetic data for k = 3 and w = 3

the direction and duration of data interactions. More specifically, from Equa-
tion 6 it holds that when α = 0.1 our approach considers mainly the impact
of stocks fluctuation on news articles. Based on this we can explain the result
of Figure 4(a) where, for example, the news {a5, a6} and stocks {b6, b7, b8} be-
long to the same cluster (C2) indicating that stocks fluctuation at the end of
a week affects news during weekend. For α = 0.9 (Figure 4(c)) it seems that
a different co-clustering was produced where, for example, the news elements
{a5, a6, a7, a8, a9} were grouped together with stocks {b9, b10, b11, b12} (C3) de-
noting that news announcements during weekend have impact on the week stock
market’s opening. In case that α = 0.5 (Figure 4(b)), where there is a mutual
interaction between news and stocks, the co-clustering is similar to that of the
Figure 4(a) with the exception that the group {b6, b7, b8} were split in two clus-
ters. The {b6, b8} and {a5, a6} belong to the same cluster (C3) since the value
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w = 3 captures the duration of their impact. Specifically, {b6, b8} occur on Thurs-
day and Friday and influence {a5, a6} which occur on Saturday and Sunday and
vice versa. On the other hand, cluster C1 consists of {b1, b2, b3, b4, b5, b7} and
{a1, a2, a3, a4} which all present values during the first 5 days.

4.2 The News and Market Paradigm

Data Workload. The proposed approach has been applied on real news and
stock market datasets in order to find groups of related news topics and stocks.
Our news dataset was retrieved by the Reuters 2 news archives for a time period
of 6 months (June 2004 - November 2004). Codes and especially topic codes
are normally used to identify or categorize a news story. Thus, we experimented
with the news data based on their topic codes. More specifically, we handled
news topics by calculating their daily frequency, since several topic codes may
be assigned to a news story, and the idea was to recover the most interesting
topics and discard not frequent topics or outliers. The retrieved news data was
categorized in 290 topics. However, calculating the daily frequency of each topic
for the 6 months i.e. t = 183 days we conclude in keeping the 49 most popular
topics i.e. n = 49 topics (the rest refer to topics with either low i.e. 10 or high
i.e. 40000 values of frequency). Thus, the first dataset input to our algorithm is
the 49 x 183 news topics’ frequency table VA.

Our stock-market data was retrieved by the Standard & Poor 500 index (S&P)
historical data 3. The S&P 500 carries information of about 500 companies and
their stocks which fall into 119 categories according to the company’s operation
field (e.g. the AAPL stock of the Apple Computer’s company belongs to the
Computer Hardware category). The retrieved stock market data refers to the
same time period i.e. June 2004 - November 2004. The source file (raw data)
contains one record per stock and per day. The total number of stocks is m = 410
while the 6 month period consists of t = 183 days. Given the stock’s daily open
and close values (no data are given for weekends and holidays since stock markets
are closed) we can define its fluctuation which describes the stock’s behavior
adequately. We calculate absolute values of stocks daily fluctuations since our
aim was to find groups of related stocks that are strongly (either positive or
negative) affected by news topics and vice versa. Thus, we create the 410 x 183
stocks’ fluctuation VB table which is our algorithm’s second dataset input.

Real Data Experiments. We run the Co-clustering algorithm on the news
and stocks datasets tuning the factor α to the values 0.1, 0.5, and 0.9 in order to
consider three distinct scenarios where news and stocks are mutually affected,
while we initially fixed the time window to w = 3. This value of w enables
us to observe short term influences which would probably be of the interest of
small scale or occasional investors. Furthermore, we experimented with a higher
value of time window i.e. w = 10 in order to reveal long term interactions which

2 Reuters: http://www.reuters.com/
3 S&P500 historical data : http://kumo.swcp.com/stocks/
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concern long term traders, financiers or bankers. In our implementation, any
value of w in the interval w = 1, . . . , t can be given, since w is a parameter.
However, we select the above values of w, since t = 183 and, in practice, the
dependencies between news and stock markets data rarely approximate the value
of t. Finally, due to the lack of space, results are presented for k = 4 and k = 5
clusters.

Table 3 presents co-clustering results in terms of the number of members in
each cluster for k = 5 and for different values of w and α. We observe that the
obtained clusters relate elements from both datasets, since there is no cluster
consisting solely of news or stocks. Moreover, both news topics and stocks are
distributed in a balanced way to the k = 5 clusters for w = 3 and α = 0.1, 0.5, 0.9.
Increasing the time window to w = 10 the clusters’ membership changes, while
the clusters remain balanced for the same values of α. Having a greater time
window contributes to understanding the duration of impact of news to stocks
(and vice versa). This is explained by the fact that an increased (decreased)
number of stocks/news topics related to particular news topics/stocks in a cluster
shows a long (short) term impact.

Table 3. Cluster members for different values of w and a

w = 3 w = 10
a = 0.1 a = 0.5 a = 0.9 a = 0.1 a = 0.5 a = 0.9

news stocks news stocks news stocks news stocks news stocks news stocks

C1 7 78 22 90 16 95 5 69 9 82 6 90

C2 11 98 8 70 5 86 4 74 10 93 17 79

C3 6 97 6 103 6 60 20 91 6 75 8 82

C4 5 73 6 77 4 89 9 91 9 87 7 70

C5 20 64 7 70 18 80 11 85 15 73 11 89

Apart from the denoted clusters’ balance in terms of their membership it is
important to study their quality too. Thus we have proceeded to a correspon-
dence analysis [8] for visualizing the associations between news and stocks in
each of the obtained clusters. We indicatively present the algorithm’s results for
k = 4, w = 3 and a = 0.5 in Figure 5. In each subfigure, which depicts one of the
obtained clusters, the “x” marker corresponds to news while the circle marker
to stocks. It is apparent that the coclustering algorithm creates groups of closely
related news and stocks as indicated by the clusters compactness. Moreover, the
obtained clusters are well separated, while there is no overlap between them.

In addition, it would be interesting to attempt a more “conceptual” analysis
of the algorithm’s results. The algorithm succeeds in grouping news topics and
stocks that according to the their “nature” seem to be related. For example,
topics that describe news about central banks and interest rates (e.g. CENT
and INT) were assigned to the same cluster with stocks referring to regional
banks and insurance (e.g. BK, CMA and MI). Similarly, the topic DRU related
to pharmaceutical and health care and the stocks that refer to health care dis-
tributors, pharmaceutical and health care equipment (e.g. ABC, AET and CAH)
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(a) Cluster C1 (b) Cluster C2

(c) Cluster C3 (d) Cluster C4

Fig. 5. Correspondence analysis results for k = 4

were grouped together. In the last example, we observed that fixing time window
to w = 3 and tuning α to the values 0.1, 0.5, 0.9 there are specific stocks such
as ABC, AET and CAH that remain related to the topic DRU. Independently
whether the news “prevail” over stocks (α = 0.9) or stocks over news (α = 0.1),
it seems that there exists a “core” of elements that remain related. Indicatively,
for α = 0.1, 0.5, 0.9 and w = 3 there are 18, 14, 19 stocks related to the topic
DRU respectively. For the corresponding values of α and w = 10 the topic DRU
was related with 17, 15, 16 stocks. Some of these stocks are the same with those
in case that w = 3. Thus, the short term interactions of topic DRU are different
compared to the long term ones but there are also interactions which remain
stable in spite of the time period.

Studying the above results is useful to parties or individuals of different inter-
ests and perspectives, since many people are involved in recommending, trading,
publicizing and circulating of both news and market data. For example, the
proposed co-clustering would be beneficial for traders who could proceed to rec-
ommending certain stock trading acts to their clients, based on same cluster
topic codes and stocks for a preferable time interval. Also, news agencies repre-
sentatives may proceed to certain news topics announcements, based on intense
stocks traffic which under co-clustering is shown to influence news.
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5 Conclusions

This paper introduces a co-clustering approach which yields clusters consist-
ing of elements belonging to two different but related over time datasets under
two main criteria: the direction and duration of data interactions. The Co-

Clustering algorithm differentiates data similarity via α and w parameters.
The factor α balances the direction of the bilateral relations, while the time
window w shifts the duration of data impact. The proposed algorithm has been
evaluated using real workloads which correspond to news articles and stock mar-
ket data. The results showed that our approach succeeds in creating balanced
clusters whose membership varies according to α, indicating the news that af-
fect specific stocks and vice versa, as well as according to w revealing different
relations with reference to short and long term periods of interactions. Under-
standing the resulted clusters would facilitate acts of investors, traders, bankers,
journalists, news agencies etc.
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Abstract. With the Web 2.0 trend and its participation of end-users
more and more data and information services are online accessible, such
as web sites, Wikis, or web services. So-called mashups—web applica-
tions that integrate data from more than one source into an integrated
service—can be easily realized using scripting languages. Also, mobile
devices are increasingly powerful, have ubiquitous access to the Web and
feature local sensors, such as GPS. Thus, mobile applications can adapt
to the mobile user’s current situation.

We examine how context-aware mashups can be created. One chal-
lenge is the provisioning of context data to the mobile application. For
this, we discuss different ways to integrate context data, such as the user’s
position, into web applications. Moreover, we assess different data for-
mats and the overall performance. Finally, we present the Telar mashup
platform, a client-server solution for location-based mashups for mobile
devices such as the Nokia N810 Internet Tablet.

1 Introduction

The proliferation of public web services and other online data sources enables new
services and applications that combine existing information in a new manner.
So-called mashups integrate data and services from multiple sources to provide
innovative services, like the visualization of crime statistics from the Chicago Po-
lice Department on a street map1 (one of the first mashups). Mashups are mostly
realized by web pages that leverage script languages such as JavaScript, which
enables better user interactivity by locally executed functions and the dynamic
loading of data from web services. These techniques are often associated with
the Web 2.0 trend. Typically, mashups are created dynamically from existing
data sources that have no knowledge about their participation. Thus, they can
change their interfaces and data formats at any time, which adds a new flavor
to the general data integration problem.

Another trend are mobile systems that have become more and more powerful
in the last years. Soon, users expect their handheld devices to run the same ap-
plications as their desktop systems do. In addition to that, mobile devices feature
1 http://chicagocrime.org

J. Bailey et al. (Eds.): WISE 2008, LNCS 5175, pp. 280–291, 2008.
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an increasing number of built-in or easily connectable sensors, such as cameras,
GPS receivers, or acceleration sensors. One example is the Nokia N810 Internet
Tablet that possesses 128 MB of RAM, 2 GB of flash memory, an OMAP2420
microprocessor at 400 MHz as well as a small camera and a GPS receiver. This
is sufficient to run a Linux-based operating system and thus numerous Linux
applications, including context-aware software, such as car navigation.

However, mobile systems still have limitations in many resources, such as dis-
play size, communication bandwidth (due to their wireless connections), energy,
or the user’s focus. The latter imposes one of the major design issues: mobile
applications should be able to adapt to the user’s situation. Every piece of in-
formation that helps the application to detect that situation is referred to as
context. Such adaptive applications are called context-aware applications [1].

The combination of these two trends—mashups and context-aware applica-
tions on mobile devices—offers great additional value to the user. By integrating
multiple data sources into one experience, new services can be created that are
tailored to the user’s personal needs. And by using local sensor data on a mo-
bile device, this experience can be adapted to the user’s current situation. In
this paper, we examine the creation of context-aware mashups according to the
following requirements:

– Adaptation should be based on sensors which are built into the mobile device
or locally connected. Although our scenario focuses on location data gained
from a GPS receiver, the solution should allow arbitrary local sensors.

– The mashups should be user-centric, i. e., the user of a mobile device should
benefit from the mashups, rather than a remote person or service provider.

– The mashups should be viewable with the web browser of the mobile de-
vice. This prevents a native solution on the mobile device and has potential
influence on performance.

– There should be a non-adaptive version of mashups in case no context in-
formation is available. This allows viewing the mashups on sensor-equipped
mobile devices as well as on desktop computers and thus increases the use-
fulness of the mashups.

– Multiple data sources using arbitrary data formats and interfaces should be
integrated into the mashups. The user should be able add and remove data
sources at runtime, according to her current interest.

The example scenario on which we focus in this paper is a context-aware
mashup which integrates the user’s position obtained from a GPS device, a map
from an online map service, and nearby points of interest (POIs) from different
online data providers, as depicted in Figure 2. The POI metaphor is used by
a large portion of geo-mashups, so scenario covers the main use case of these
mashups. We put this scenario into practice using a three-tier system architecture
with a Nokia N810 Internet Tablet as the client device. We demonstrated this
sample scenario at the EDBT’08 conference [2].

The main contribution of this paper is a system architecture featuring a con-
text provisioning framework for utilizing local sensors in context-aware mashups.
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We give an overview on related work in Section 2. In Section 3 we identify the
requirements of a context provisioning framework for context-aware mashups,
address data integration, and describe our proposed system architecture. We
shortly give a few implementation details of the Telar mashup platform in Sec-
tion 4, discuss the performance of AJAX on mobile devices and illustrate our
optimizations. Finally we conclude the paper in Section 5.

2 Related Work

2.1 Context Provisioning

Context is any information that can be used to characterize the situation of an
entity [1], which is used to adapt the behavior of a context aware application.
In our example scenario, the entity would be the user, and context are his or
her location and interest. While the interest—i.e., which data providers should
be included in the mashup—is configured by the user, the location should be
provided automatically to the mashup system, i.e., by a sensor.

In related research, several context provisioning systems were proposed, e. g.,
the Context Toolkit [3], the context manager of Henriksen et al. [4], or the Nexus
platform [5], to name a few. Unfortunately, none of these approaches are mature
enough to build them into a running product, not to talk about standardization.
Also, they are meant to manage a complex infrastructure of installed sensors
and context services, which is not necessary for context-aware mashups.

On the web, context-aware web pages currently integrate context information
obtained from third-party web services. Today, web services locating the user’s
IP address, such as hostip.info, are able to determine the user’s country and
occasionally the town. This can be sufficient to embed advertisements into a
web page. Services like plazes.com or jaiku.com support uploading context in-
formation, such as the current location and activity. Some people embed this
information into their web page or blog in order to share it with friends. In prin-
ciple, it is possible to upload context data to a third-party service. However, this
approach cannot satisfy the time and accuracy requirements of systems such as
an electronic tour guide.

Heading towards device independent web applications several standards have
been defined for supplying context information of a kind. HTTP headers may
provide information about the client’s web browser and could be extended to con-
vey other context data [6]. However, such extended HTTP headers lack asyn-
chronous notifications, search, control and standardization. Approaches based
on profiles, such as CC/PP [7] and UAProf [8], provide only static context at-
tributes, thus lacking asynchronous notifications and mutability. The Device
Profile Evolution (DPE) [9] solves this problem, but is limited to mobile phones
and follows a server-based approach. However, to reduce latency and increase
accuracy, client-based provisioning is desirable.

The context provisioning framework that matches our requirements best is the
W3C Delivery Context Client Interfaces [10]. DCCI is a client-based framework
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to which both local sensors and remote services can be bound. DCCI repre-
sents context as a number of properties which are organized hierarchically, using
the W3C Document Object Model (DOM). Web pages can access the resulting
property tree via JavaScript. DCCI properties may be static (e. g., screen size)
or dynamic (e. g., the user’s position). The main advantage of DCCI is that it is
undergoing standardization within W3C and is (at the time of writing) expected
to reach proposed standard status soon.

2.2 Mashups

Mashups are web application hybrids that integrate data from different sources
to provide a value added service. They leverage the availability of open web
services, RSS feeds, or extract information out of regular web pages using screen
scraping. A popular combination is to display information from different sources
on a map (geo-mashups), or to enrich search results from one source (e. g., a hotel
finder) with information from others (e. g., recommendations and pictures).

The mashup portal programmableWeb.com lists 3046 mashups on May 20,
2008, with an average of 3.14 new mashups per day. Over one third are geo-
mashups, 17% are multimedia mashups (video and photo). Floyd et al. [11]
show how mashup techniques can be used for rapid prototyping in user-centered
software development processes. A study at the Human-Computer Interaction
Institute of the Carnegie Mellon University showed that mashups can be even
used for end-user programming [12]. IBM emphasizes the great benefits of so-
called Enterprise Mashups [13], information heavy applications that integrate
distributed information within an enterprise in a quick and dynamic way. Erik
Wilde [14] applied the mashup idea to the management of large knowledge bases.

Most of the existing mashups are programmed manually. However, a number
of mashup platforms exist that facilitate the development: Mash-o-matic [15] can
be used to generate geo-mashups based on so-called superimposed information.
The Openkapow platform2 realizes mashups as a combination of so-called robots,
which extract information from RSS streams, web services, or via screen scraping.
With online tools like Yahoo! pipes3 or Microsoft’s Popfly4, mashups can be built
out of predefined components and combined using interactive drag-and-drop
interfaces. IBM’s QEDWiki5 is an AJAX interface to combine user interface
components that are connected to external data providers. IBM is also working
on a data mashup service for web and enterprise information called DAMIA6.
Intel’s MashMaker [16] allows the creation of complex mashups by browsing,
rather than writing code, applying the principles of functional programming.

While these platforms are good at integrating various data sources into a new
presentation, none of them is capable of utilizing local sensors. Also, our sce-
nario focuses on independent points of interest (POIs), thus complex interaction
2 http://openkapow.com
3 http://pipes.yahoo.com
4 http://www.popfly.ms
5 http://services.alphaworks.ibm.com/qedwiki
6 http://services.alphaworks.ibm.com/damia

http://openkapow.com
http://pipes.yahoo.com
http://www.popfly.ms
http://services.alphaworks.ibm.com/qedwiki
http://services.alphaworks.ibm.com/damia
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between data providers, e. g., as supported by Yahoo! pipes or MashMaker, is
not necessary. On the other hand, our scenario may require a lot of flexibility
with respect to accessing the data providers.

3 Context-Aware Mashups

3.1 Context Provisioning

Context-aware mashups (and context-aware web-applications in general) based
on local sensors require a means of context provisioning with the following char-
acteristics:

Asynchronous Notifications. The mashup needs to be notified of changes in
the user’s context in order to react accordingly.

Mutability. As sensors may become inactive or new sensors may be connected
to the mobile device, the context model needs to be capable of reflecting
these changes.

Search. The mashup needs a means to find out, which kinds of context data
are available. This in turns requires metadata describing the context data.

Control. In order to utilize a local sensor, the mashup needs some degree of
control over the sensor, e. g., to activate it or to trigger a measurement.

Standardization. It is of utter importance to have standardized interfaces
when exposing an API to a huge multi-platform and multi-vendor system
such as the web.

Privacy. The user must be in control of what information is disclosed about
her current situation. As mashups are third-party applications, the context
provisioning system must ensure privacy before the context data reaches the
mashups. The privacy aspect of context provisioning, however, is not in the
focus of this paper.

As discussed in Section 2.1, not every context provisioning framework ful-
fills these requirements. We chose the W3C Delivery Context Client Interfaces
(DCCI) [10] as a standardized means for context provisioning, since it possesses
most of these characteristics. DCCI uses the DOM event model to provide asyn-
chronous notifications. A web page can register for events, such as the change
of a property value or the removal of a property, and is notified via the pro-
vided JavaScript event listener function. In addition to that, it is possible to add
and remove properties dynamically, thus achieving mutability. Moreover, DCCI
properties can have a metadata interface and the DCCI tree is searchable. DCCI
does not directly support control over local sensors. However, for simple notions
of control, such as activating or triggering a sensor, the event model can be used.
Assuming that the value of sensor is only needed when at least one event listener
is registered to the respective DCCI property, the property can (de)activate or
trigger the sensor accordingly.

The drawback with DCCI is that it is meant to be a consumer interface and
therefore lacks a standardized provider interface. Moreover, DCCI is meant to
be used within a wider framework with security controls and object management
that is not addressed within the current specification.
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Fig. 1. Proposed system architecture for context-aware mashups

3.2 Data Integration

Our solution to integrate the data from various different data providers is a
simple wrapper approach. Small and independent wrapper scripts impose an
abstraction layer on the data providers creating a consistent RESTful interface
to retrieve the data. The wrappers query the data providers and convert the data
into a single well-known format. As our scenario focuses on POIs, a common data
model is easy to find. The fact that the wrappers need to be programmed makes
user-programming difficult, on the other hand virtually any data source can be
accessed. However, given a sufficient amount of wrappers, one can choose which
data providers to include in a mashup. In addition, wrappers can be parametrized
giving the user or the mashup creator some control.

3.3 Architectural Overview

A graphical overview on our proposed system architecture is given in Figure 1. As
with a typical AJAX-based mashup, there are three tiers: A mashup is viewed in
the client tier. The web browser loads the mashup page and starts the JavaScript
code of the mashup client AJAX application. The mashup page is loaded from
the mashup server, which resides on the Internet and constitutes the server
tier. Data offered by third-party data providers is used, which are distributed
throughout the Internet. The map is loaded from a map service, which, together
with the data providers, makes up the data provider tier. Note that the data
provider tier is outside of the organizational boundaries of the mashup.

A mashup consists of an HTML page importing the JavaScript files of the
mashup client. The mashup client is only deployed to the mashup server and
used as-is. It needs to be configured (most notably, the data providers to use
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and the initial position of the map), but not programmed. The mashup client
asynchronously reads the configuration when the mashup page is loaded. The
mashup client then constructs the user interface. It displays a map and visualizes
POI data from the data providers. In order to cope with the heterogeneity of
data formats and interfaces used by the different data providers, a normalization
layer is required. As mentioned in Section 3.2, we used programmed wrappers
to achieve a consistent interface for data retrieval, as this approach offers the
highest degree of flexibility. For other scenarios with less diversity, other, possibly
automatic normalization approaches are applicable (e. g., data providers solely
providing RSS feeds, as used by Yahoo! pipes).

Context information, such as the user’s location, is integrated into the mashup
by extending the web browser. There are two additional components: the DCCI
module and the GPS access module. The DCCI module implements the DCCI
specification [10] and constitutes the interface for providing context data to web
pages. The mashup client registers itself as an event listener to the DCCI module
and is notified whenever the user’s location changes. The GPS access module
connects to the GPS device and ships the location information to the DCCI
module. Dividing the context provisioning framework into a client interface and
a provisioning module allows further context provisioning modules to be added
later on.

The data flow works as follows: Whenever the GPS access module obtains
a new location from the GPS device, the location information is updated in
the DCCI module. The mashup client, which is registered as an event listener to
the DCCI module, is notified about the change via DOM events. Subsequently,
the mashup client updates the user’s location on the map and centers the map
to the new location. If the area shown on the map has significantly changed, the
mashup client sends asynchronous HTTP requests to the wrappers, in order to
obtain POI data for the new map area. The wrappers translate these requests
into calls to the particular APIs of the data providers and convert the resulting
data into a unique data format understood by the mashup client. Finally, the
mashup client reads the reply sent by the wrappers and visualizes the POI data
on the map.

3.4 Mashup Application Development

In order to create a mashup using our proposed architecture, the following steps
need to be taken:

1. Select the data providers. Create the respective wrappers, if not yet available.
2. Write an HTML page, into which the map presentation should be embedded.
3. Deploy the mashup client, the wrappers, and the HTML page to a web

server.
4. Configure the mashup client defining the initial map area (center point and

zoom level) and the data provider wrappers to use.

No AJAX programming is required, as the mashup client handles all map
interaction, displays the POIs and integrates the user’s location.
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Fig. 2. Screenshot of a Telar mashup on a Nokia N810

4 The Telar Prototype

4.1 Implementation

We put our proposed architecture into practice on a Nokia N810 Internet Tablet,
as depicted in the screenshot in Figure 2. The Mozilla-based web browser of the
Nokia N810 provides a powerful extension mechanism, using which the DCCI
module and the GPS access module were implemented in C++. The two mod-
ules communicate directly via XPCOM, the component framework of the Mozilla
browser. As DCCI only defines a client interface, the DCCI module had to define
its own provider interface as the back end. Although we did not aim at imple-
menting a full-fledged provider framework, as proposed in [17], this provider
interface is generic and can be used for different kinds of context data providers.
Based on the provider interface, further browser extensions can be written, which
expose context data via one or more DCCI properties.

To implement the mashup client we used the Google Web Toolkit7. This
gave us the possibility to write the non-trivial mashup client in Java utilizing
professional development tools. Moreover, the menus and dialogs making up the
user interface of the mashup client could be easily created with the widget library
of the Google Web Toolkit.

The wrappers were implemented in PHP 5 using XSL stylesheets to convert
from XML-based data formats. The wrappers are significantly shorter than 100
lines of code and their implementation was very straight forward. Thus, ad-
ditional data providers can be added to the Telar mashup platform without
problems and changes in the interface of data providers can be easily resolved.

7 http://code.google.com/webtoolkit

http://code.google.com/webtoolkit


288 A. Brodt et al.

Fig. 3. Time for processing POIs in GeoRSS and JSON format

4.2 Performance Optimizations

When the mashup client and some wrappers were implemented, first tests showed
that performance was insufficient. Working fine on a state-of-the-art desktop PC,
it could take minutes until a mashup was completely constructed on a Nokia
Internet Tablet. A similar experience was made on a Pentium II PC. A first
analysis revealed that most of the time was spent for parsing the POI data
which the mashup client retrieved from the wrappers. It took additional time to
draw the POIs on the map. Both steps are done by JavaScript code interpreted
in the browser. In contrast to a desktop PC, the processor of the Nokia Internet
Tablet was simply not powerful enough to do this job quickly.

Our first version used an extended version of GeoRSS [18] as serialization for-
mat for the POIs. GeoRSS is a standardized, simple, and popular format based on
Atom or RSS for describing geographically annotated objects. By using GeoRSS,
existing tools and web pages supporting GeoRSS could be used for testing the
wrappers and the wrappers could even be reused for other applications.

In order to improve performance, the standardized GeoRSS format was re-
placed by a proprietary JSON format [19]. As JSON is a subset of JavaScript,
it can be parsed very efficiently using the eval() JavaScript function, which
the web browser implements in native code. Figure 3 shows the performance
measurements done with GeoRSS and JSON. For both formats two values were
measured on a Nokia Internet Tablet with various amounts of data: the time for
unmarshalling the data into objects and the time for drawing these objects on
the map. The readings show that for GeoRSS parsing takes much longer than
drawing the POIs. Parsing 100 POIs of GeoRSS data takes more than 20 sec-
onds, whereas parsing 100 POIs from JSON takes less than three seconds. As
the POIs are in any case unmarshalled to objects first, the time to draw the
POIs on the map is independent of the serialization format. Drawing 100 POIs
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Fig. 4. Query bounding boxes for reducing the number of queries

takes between eight and ten seconds. Thus, despite of using JSON to serialize
the POIs, adding the POIs to the map still takes too long.

As adding POIs to the map is expensive for devices with limited resources,
unnecessary calls to the map API should be avoided. In the scenario of a walking
user, the map changes every time the GPS access module updates the location
data in the DCCI tree, e. g., in intervals of a few seconds, but only to a small
degree. It would be sufficient to query POIs for the area which was added to the
map with the last location update. However, this is not easily feasible, as the
new area is generally not rectangular. As most data providers only support rect-
angular query areas, each query would have to be split in two separate queries,
doubling latency.

Instead, we introduced the approach of an extended query bounding box. When-
ever the mashup client needs new POI data, 25% of padding is added to the
map bounding box. Then, POI data is queried for the resulting query bounding
box. Whenever the map bounding box changes, the mashup client first tests,
whether the new map bounding box is still within the last query bounding box.
Only if this is not the case, a new query bounding box is calculated and new
data is queried.

Figure 4 illustrates the query bounding box. To display POIs for map 1, query
bounding box 1 is calculated and POIs are retrieved accordingly. As the user
moves from position p1 to p2, map 2 is displayed. But as the map bounding box
of map 2 is within query bounding box 1, no new data is required. Only when
the user walks to position p3, the map bounding box of map 3 is not entirely
within query bounding box 1 and new data must be queried. For map 4, the
POI data fetched for query bounding box 2 is available again.

As the area for which the data providers are queried is a lot larger in the
approach of the query bounding box, a larger number of POIs is retrieved and
the initial loading time of the mashup even increases. But once the mashup is
loaded, significantly fewer queries are needed. In addition to that, the approach
of the query bounding box can cope with changes of the user’s walking direction
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very well. The query bounding box is extended in all directions, so if the user
changes his direction, the POIs will be still available for a while.

5 Conclusions

In this paper, we examined user-centric context-aware mashups for mobile de-
vices on a sample scenario of location-based mashup integrating points of inter-
est (POIs) from arbitrary data providers. We formulated a list of requirements
for a context provisioning framework for context-aware mashups and found the
W3C Delivery Context Client Interfaces (DCCI) to fulfill these requirements
best. We addressed the challenge of integrating POI data from arbitrary het-
erogeneous data providers. For our scenario, we chose an approach based on
manually programmed wrappers to abstract from the various data formats and
interfaces, trading flexibility with the possibility of user programming. Proceed-
ing from these fundamental design decisions, we presented a system architecture
for context-based mashups making wide use of AJAX. Based on this architec-
ture, we implemented the Telar mashup platform, which puts our scenario into
practice on a Nokia N810 Internet Tablet.

We shared our experience with rich web applications making intensive use of
AJAX on a mobile device with limited resources: the performance can be suf-
ficient for small applications but is not yet fully satisfying. By switching from
GeoRSS to JSON as the serialization format for the POIs we could improve
performance significantly. The same holds for a caching strategy based on ex-
tended query bounding boxes. Despite these measures, the mashup is still far
from comparable to a native application or from viewing the mashup in a PC
browser. This is mainly due to the fact that AJAX applications, such as the
mashup client, use the web browser in a way for which it was not originally
designed, which leads to worse performance.

A main future challenge is implementing privacy in context provisioning frame-
works like DCCI. For the purposes of the Telar mashup platform, a simple mech-
anism similar to popup blockers would be sufficient. However in order to widely
equip web browsers with context frameworks, a general solution is required. Fur-
ther potential for future work lies in the sustainability of mashups, so that even
in the case of data providers failing or changing their interfaces mashups can con-
tinue to provide user value.
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Abstract. Many collaborative organizations require advanced semantic
interoperability tools to enable cooperation and communication across
distributed Web Information Systems (WIS). Adopting the service-orien-
ted technology, they have improved interoperability at the application
level by exporting WIS functionalities as Web services. Furthermore, in
order to support effective peer-to-peer collaboration, they require seman-
tic interoperability techniques for service discovery and sharing. In this
paper, we focus on semantic interoperability issues for distributed collab-
oration and provide techniques for building a service semantic overlay,
across heterogeneous WIS. In particular, semantic links among peers that
offer comparable services in a given domain are defined and maintained
over the time. The service semantic overlay is ontology-based for for-
mally organizing the shared services to enhance the capability of service
interchange and interoperation among the collaborative systems. The ap-
proach and a preliminary experimentation have been proposed to demon-
strate practical benefits in the framework of the ESTEEM (Emergent
Semantics and cooperaTion in multi-knowledgE EnvironMents) project.

1 Introduction

Nowadays many collaborative organizations require advanced semantic interop-
erability tools to enable cooperation and communication across distributed Web
Information Systems (WIS). Methods and tools devoted to the interconnection
of the systems according to a peer-to-peer approach have enabled collaboration
at the technological level. Adoption of service-oriented technology has improved
interoperability at the application level by exporting WIS functionalities as Web
services. In order to support effective peer-to-peer collaboration, semantic inter-
operability techniques for P2P service discovery are required [1,11].
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For service analysis and automated matchmaking, we have already proposed a
methodology [9] and the Semantic Driven Service Discovery (SDSD) approach
characterized by a novel hybrid matchmaking and discovery environment [7,8].
In this paper, we further extend the approach by proposing a service semantic
overlay built over the P2P logical network, where semantic links among ser-
vices belonging to different peers are maintained and exploited to optimize ser-
vice discovery according to different policies. Semantic links between two service
specifications are computed with respect to the service interfaces, described in
terms of the entities exchanged with the service during its execution (input and
output parameters) and the operations performed on these entities. Two ser-
vices are similar with respect to their functionality if they perform the same or
similar operations on the same or similar entities. Similarity is evaluated by ap-
plying ontology-based techniques. We consider semantic links between services
belonging either to a single peer (intra-peer semantic links) or to different peers
(inter-peer semantic links); in this way it is possible to identify possible syn-
ergic service centres over the network. Each peer maintains semantic links of
interest (preferential semantic links, selected according to threshold based cri-
teria) together with local service descriptions. When a peer receives a service
request, semantic links are exploited to optimize both local search within the
peer and distributed search of possible candidate services over the P2P network.
Furthermore, we propose a preliminary experimental evaluation that shows how
semantic link exploitation allows for effective and efficient service discovery with-
out heavily affecting the P2P network workload. The approach described in this
paper is part of the ESTEEM (Emergent Semantics and cooperaTion in multi-
knowledgE EnvironMents) approach [16], where a comprehensive framework
and platform for data and service discovery in P2P systems are proposed, with
advanced solutions for trust and quality-based data management, P2P infras-
tructure definition, query processing and dynamic service discovery in a context-
aware scenario.

The paper is organized as follows: Section 2 introduces the considered ap-
plication scenario; Section 3 describes the ontology-based framework for service
semantic overlay management; Section 4 illustrates the service discovery process
based on the semantic overlay; Section 5 presents preliminary experimental re-
sults; Section 6 discusses related work and points out some differences with our
approach; finally, Section 7 presents concluding remarks and future work.

2 Application Scenario

Consider a P2P collaboration among organizations using their WIS in a given
application domain, aiming at providing and retrieving services (WIS-NET). In
our vision, each service has an abstract description (abstract service) in terms
of service functionalities (operations) and input/output messages (parameters),
based on the WSDL standard. For each abstract service, a set of concrete im-
plementations is provided on the network. Two distinct peers could register the
same abstract service, for which different implementations could be provided, or
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they could advertise different abstract services that partially overlap. When a
peer is looking for a service, it formulates the service request by specifying the
expected functional interface and sends the request to one of the peers of the
network. According to this vision and to the service-oriented paradigm, each peer
can play three different roles: (i) it can store abstract services and references to
corresponding concrete implementations (broker); (ii) it can publish on a broker
the implementation of a service, described by its functional interface (provider);
(iii) it can look for a service (requester). When a peer joins the network, it can
act both as a broker/provider or a requester.

When a peer PX joins the WIS-NET site, it obtains the list of brokers’ IP
currently available in the network and starts to contact them. When a broker PY

replies, PX can be connected to it. If PX is a provider, it publishes its services
on broker PY . If PX is a requester, it sends a service request to the broker PY

and waits for the answer. Finally, if PX is a broker, it receives from PY a list of
brokers known by PY . The proposed application scenario is designed according
to the Service-Oriented Architecture (SOA). Brokers receive service requests and
identify suitable providers, that are sent to the requesters. When receiving the
URLs of providers whose services match their requirements, requesters directly
contact service providers to start service invocation.

Brokers are in charge of establishing and maintaining semantic links towards
other brokers on the basis of similarity between abstract services they store.
Semantic links constitute a semantic overlay over the network of collaborative
peers. In the rest of the paper, we will explain how the semantic overlay is built,
maintained and exploited for service discovery purposes.

3 Ontology-Based Model for the Service Semantic
Overlay

Broker service registry. Each broker in the network has its local: (i) UDDI
Registry, where services are registered with their URL and associated, through
tModels, to abstract services that represent their functional interface, described
using WSDL language; (ii) peer ontology, that provides a conceptualization of ab-
stract service operations (e.g., flight reservation) and I/O parameters (e.g., elec-
tronic ticket) through concepts and semantic relationships between them; (iii)
standard service categorization, denoted with Service Category Taxonomy (SCT),
extracted from available standard taxonomies (e.g., UNSPSC, NAiCS) to classify
abstract services. The peer ontology is represented using OWL-DL formalism.

The peer ontology is augmented by a thesaurus containing terms that are re-
lated by terminological relationships (as synonymy or hypernymy) to the names
of ontological concepts. By means of the thesaurus, matching capabilities based
on the peer ontology are extended. Details about the combined use of peer on-
tologies and thesaurus can be found in [7].

Broker service matchmaker. Each broker is endowed with a matchmaker.
In [7] we defined a hybrid matchmaking strategy, where a deductive matchmak-
ing model is combined with a similarity-based model to automatically compare
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services on the basis of their functional interface. The deductive matchmaking
model is applied to qualify the kind of match MatchType (S1,S2) between two
abstract services S1 and S2. According to this matchmaking model, it is pos-
sible to state if S1 and S2 provide the same functionalities (S1 Exact S2), if
S1 provides additional functionalities with respect to S2 (S1 Extends S2) or
viceversa, if there is a non empty intersection between functionalities provided
by S1 and S2 (S1 Intersects S2) or if S1 and S2 have nothing in common (S1

Mismatch S2). The deductive matchmaker first looks for in the peer ontology
to find semantic relationships between operations in S1 and operations in S2.
Then, the same procedure is applied for output and input parameters. If all op-
erations (respectively, inputs and outputs) in S1 have equivalent or more specific
operations (respectively, inputs and outputs) in S2 and there are no additional
operations (respectively, inputs and outputs) in S2, then S1 Exact S2; if at least
the operations (respectively, inputs and outputs) in S1 have equivalent or more
general operations (respectively, inputs and outputs) in S2 or S2 provides addi-
tional operations/outputs to S1, then S2 Extends S1; if there are no operations
(respectively, inputs and outputs) in S1 and S2 that are semantically related in
the peer ontology, then S1 Mismatch S2; otherwise, S1 Intersects S2.

In case of partial overlapping (Extends or Intersects), the similarity-based
matchmaking model is used to quantify service similarity Sim(S1, S2) ∈ [0, 1]
through coefficients properly defined to compare service interfaces. These coeffi-
cients evaluate similarity distance between service interfaces by exploiting termi-
nological relationships in the thesaurus. On the other hand, if S1 Exact S2 or S1

Mismatch S2, Sim(S1, S2) = 1.0 or Sim(S1, S2) = 0.0, respectively. Two ser-
vice interfaces S1 and S2 are similar (denoted with S1≈S2) if MatchType(S1,S2)
is not Mismatch and Sim(S1, S2)≥δ, where δ is a similarity threshold. A de-
tailed presentation of the hybrid matchmaking model with experimental results
about the matchmaker is given in [7], while in [9] more details about similar-
ity coefficients are provided. In this paper, we show how to exploit the service
matchmaking models to improve a semantic-driven search of services among
collaborative peers.

Example 1. Consider a broker where e-healthcare services (e.g., remote diagno-
sis, reservation of laboratory tests and hospitalizations) are published. A por-
tion of the reference peer ontology is shown in Figure 1, together with a portion
of the thesaurus. In the example, a request SR is compared with an offer S.
An Extends match between SR and S is found (S Extends SR), since: (i)
the input parameters are equivalent; (ii) the required output Disease has a
corresponding output PathologicDysfunction in S that is more general ac-
cording to the peer ontology; (iii) S provides an additional output Treatment.
To check the correspondence between Diagnosis and DiagnosticTest is more
complex, since DiagnosticTest is not present as concept in the peer ontology.
This could be a very common situation in a P2P environment, where different
reference ontologies could be adopted by distinct nodes on the network. To go
beyond this limitation, the thesaurus is exploited: in this example, Diagnosis
and DiagnosticTest are synonyms in the thesaurus and are then considered as
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Fig. 1. Example of ontology-based service matchmaking on a broker

matching concepts. Similarity Sim(SR, S) in this case is high, since SR and S
present many equivalent elements in their interfaces. Then, SR and S are con-
sidered as similar (SR≈S). A detailed explanation of how similarity coefficients
are calculated is out of the scope of this paper.

Service semantic overlay. Matchmaking information (MatchType and Sim)
are used to define semantic links among abstract services when advertised on
brokers. Semantic links constitute the service semantic overlay. Figure 2 shows
an example of service semantic overlay built on the logical network overlay as
viewed on the broker PX . A semantic link between two services S1 and S2 is
established if they are similar. If S1 and S2 are published on the same broker
P and S1≈S2, then an intra-peer semantic link is established between them,
denoted with slP (S1, S2). Semantic links are labeled with the similarity degree
and the match type.

Example 2. For example, in Figure 2 on broker PX , abstract service S1X (to ob-
tain remote diagnosis together with treatment details and suggested laboratory
tests) is connected to S3X . In particular, S1X adds treatment and laboratory
test details with respect to S3X (S1X Extends S3X). No match is found be-
tween S3X (or S1X) and S2X .

If S1 and S2 are published on two different brokers P1 and P2 and S1≈S2, an inter-
peer semantic link is established between them, denoted with islP1→P2(S1, S2). To
establish inter-peer semantic links, the broker PX sends a probe service request for
each service SiX to be shared with other brokers connected at the logical network
overlay. The probe service request contains the interface of SiX and the IP address
of PX . The broker PY that receives the probe service request, matches it against
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Fig. 2. A portion of service semantic overlay

its own abstract services SjY by applying the matchmaking techniques based on
its own peer ontology and obtains for each comparison the MatchType and the
similarity value. PY then replies to PX with the list of SjY such that SiX≈SjY ,
together with the MatchType and the similarity value. PX establishes an inter-
peer semantic link islPX→PY (SiX , SjY ) for each SjY and PY is recognized as a
semantic neighbor of PX .

Example 3. For example, in Figure 2, service S2Y on broker PY adds function-
alities with respect to service S3X on broker PX . An inter-peer semantic link is
set from S3X on PX to S2Y on PY .

Logical network overlay evolution. In the considered collaborative scenario
there is the need to guarantee the communication among peers and manage the
dynamic aspects featuring the P2P network organization. The logical network
overlay collects all the peers participating to the collaborative system: each node
represents a peer and each link is a logical connection between two peers. In order
to guarantee connection between peers an Overlay Management Protocol (OMP)
is used, which defines specific procedures to join, leave and modify the logical
network overlay. In our approach a shuffling-based OMP is chosen in order to
allow more effective information diffusion among peers [18]. This kind of OMP
arranges the logical network overlay as a graph in which each peer is directly
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connected to a small portion of the entire peer population, that is, their logical
neighbors. The shuffling protocol is quite simple: each peer continuously changes
the set of its logical neighbors by occasionally contacting a random neighbor,
then they exchange some of their neighbors. The obtained result is an inexpen-
sive overlay membership management, in the sense that any joining or leaving
of peers is quickly and efficiently managed without overloading the network.

Service semantic overlay evolution. The service semantic overlay has to
be managed with respect to changes that occur to the participating brokers:
acquisition of the IP address of a new broker in the logical network overlay,
disconnection of a semantic neighbor from WIS-NET, publication/cancellation
of a service in the broker registry.

When the IP of a new broker PY is acquired by broker PX , due to the shuffling-
based protocol at the logical network overlay, PX sends a probe service request
to PY and possibly inter-peer semantic links between PX and PY are estab-
lished based on the received answers. Probe service requests are sent according
to a Time-To-Live (TTL) mechanism with a low TTL value to avoid network
overload. Brokers that cannot be reached from PX , due to the low TTL value,
will be reached thanks to the shuffling-based protocol. Experimentation is being
performed to establish the best value of TTL.

A broker PX recognizes that a semantic neighbor PY becomes unavailable if a
given number of messages sent to PY are not answered. In this case the inter-peer
semantic links toward abstract services published on PY are removed from PX .

Finally, if a new service SiX is published on a broker PX , a probe service
request is sent to semantic neighbors of PX and inter-peer semantic links are
established on the basis of obtained answers. If a service is removed, the inter-
peer semantic links based on it are removed on the broker on which it has been
published.

4 Service Discovery Based on the Service Semantic
Overlay

A service request SR is formulated by specifying one or more service categories
and the desired functional interface. It is sent to a broker PX , to which the re-
quester is connected when joining WIS-NET, and it is matched against abstract
services published on PX (local search). Afterwards, SR is sent to the other bro-
kers that are semantic neighbors of PX , according to different forwarding policies
(distributed search). Each broker, which receives the request, applies the same
matching process. Each broker collects its local concrete implementations for the
abstract services matching SR with those received from semantic neighbors and
sends them back to the broker from which the request came, up to the requester.

Local search. When the service request SR reaches the broker PX , the broker
searches for abstract services in its own registry classified in at least one of the
categories specified for SR and applies the hybrid matchmaking model to build a
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list MS(SR) = {〈S1X , Sim1, mt1〉, . . . 〈SnX , Simn, mtn〉} of matching services
such that SR≈SiX , where Simi = Sim(SR, SiX) and mti=MatchType(SR, SiX).

Intra-peer semantic links on broker PX can be exploited to efficiently find all
available services which match locally. In fact, if SiX is found such that SR≈SiX ,
then SiX is included into MS(SR) and only abstract services SjX related with
intra-peer semantic links to SiX are considered as candidate services for the
request SR, according to the rules presented in Table 1.

After performing local search, broker PX forwards the request to its semantic
neighbors with respect to SiX ∈ MS(SR). If no matching service has been found
locally, PX selects randomly a set of brokers connected at the logical network
overlay and forwards SR to them.

Table 1. Exploitation of intra-peer semantic links during local search

matchType(SR,SiX) matchType(SiX ,SjX) �= Mismatch matchType(SR,SjX)

R1) SiX Exact SR SiX <matchType> SjX ⇒ SjX <matchType> SR

R2a) SiX Extends SR SjX Exact|Extends SiX ⇒ SjX Extends SR

R2b) SjX Intersects SiX evaluate MatchType(SjX ,SR)
R2c) SiX Extends SjX evaluate MatchType(SjX ,SR)

R3a) SR Extends SiX SjX Exact SiX ⇒ SR Extends SjX

R3b) SiX Extends SjX ⇒ SR Extends SjX

R3c) otherwise evaluate MatchType(SjX ,SR)

R4a) SiX Intersects SR SjX Exact SiX SjX Intersects SR

R4b) otherwise evaluate MatchType(SjX ,SR)

Example 4. In Figure 3, since S3X Extends SR, then also S1X Extends SR

according to rule R2a on Table 1. The kind of match between SR and S1X is
not evaluated, while S2X is not considered for SR, since no intra-peer semantic
links exist between S2X and the other abstract services (S3X and S1X), that
are relevant for SR.

Distributed search. Once matching abstract services have been found on peer
PX , two forwarding policies based on inter-peer semantic links can be applied.
Each broker which receives SR from a semantic neighbor applies one of the two
forwarding policies (minimal/exhaustive); the search stops according to a Time
To Live mechanism.

Minimal policy. Search over the semantic overlay stops when matching services
which fully satisfy the request have been found; this strategy is performed ac-
cording to the following rules:

1) if ∃SiX∈MS(SR) such that SiX Exact | Extends SR, it is not necessary
to forward the request to semantic neighbors, since concrete implementations of
SiX already satisfy completely the request; otherwise

2) for each SiX∈MS(SR) such that SR Intersects | Extends SiX , the
request is not completely satisfied by SiX and is forwarded to semantic neigh-
bors, that could add further functionalities to those already provided by SiX ;
however, broker PX does not consider semantic neighbors that provide services
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Fig. 3. An example of exploitation of intra-peer semantic links during local search

SjY such that SiX Extends | Exact SjY , because this means that SjY does
not provide additional functionalities with respect to those already provided by
SiX ;

3) if no semantic neighbors exist for any abstract service SiX ∈ MS(SR), the
request is forwarded to one of the brokers that are connected to PX in the logical
network overlay (randomly chosen).

Example 5. According to the situation depicted in Figure 4, if a request SR

reaches broker PX and S3X Intersects SR, the request is forwarded both to
broker PZ (1) and PY (2). On broker PZ , the matchmaker is applied and S1Z

Exact SR, then the search stops (3) and PZ replies to PX with the URLs of
concrete implementations associated to S1Z . On broker PY , the matchmaker
is applied and S2Y Intersects SR, then PY replies to PX with the URLs of
concrete implementations associated to S2Y , but also in this case the request is
not further forwarded to PH (4), since S5H does not add additional capabilities
with respect to S2Y .

Exhaustive policy. This policy follows the same rules of the previous one, but it
does not stop when matching services that fully satisfy the request are found;
according to this policy, also for each SiX∈MS(SR) such that SiX Exact |
Extends SR, the request SR is forwarded to semantic neighbors to find other
services that could present, for example, better non functional features (not
discussed in this paper).
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Fig. 4. An example of exploitation of inter-peer semantic links during distributed
search

Example 6. In Figure 4, the request is forwarded also from broker PZ to the
broker PT . Broker PZ collects results from PT together with results found locally
and then replies to PX , from which the request came.

5 Experimental Evaluation

In this section, we present a preliminary evaluation of performances of our ap-
proach. In particular, we are interested in evaluating experimentally the semantic
forwarding strategy. To this purpose, we performed a set of simulations based on
NeuroGrid [13], an extensible network overlay simulator in which we have im-
plemented the P2P-SDSD service semantic overlay and the minimal forwarding
policy explained in Section 4.

The simulations we have run compares P2P-SDSD forwarding policy with the
Gnutella one [10] both in terms of efficiency and scalability. Actually, Gnutella is
oriented to file discovery, but for purpose of comparison with P2P-SDSD we have
implemented in the simulations a web service discovery process that exploits the
Gnutella forwarding policy. The choice of a comparison with Gnutella is due to
the fact that both P2P-SDSD and Gnutella define an overlay network built on
top of an unstructured P2P network. Apart from the architectural similarities, we
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have considered Gnutella since its message forwarding strategy is well-known and
it is frequently considered as a reference example. Some other P2P forwarding
strategies have been also considered for a comparison with P2P-SDSD and we
plan to perform additional experiments in future work. In particular, P2P-SDSD
and Gnutella service discovery have been compared on these parameters:

– hit ratio: with respect to a submitted request it is the ratio among the num-
ber of services retrieved by the distributed search policy and the number
of services retrieved if all offered services would be available on the node
receiving the request and the local search applied; the higher the hit ratio,
the more effective the distributed search by providing an answer similar to
a local search; this parameter depends on the TTL value;

– generated messages: it is the number of overall messages generated to answer
a service request; this parameter depends on the TTL (Time To Live) value
and on the peer’s average number of connections to its neighbors; the lower
the generated messages, the better the scalability, since a lower number of
messages per request reduces the possibility of network congestion.

Simulation Parameter Description

N Total number of brokers on the network
NS Total number of available services
Initial TTL Initial TTL associated to a request message
Simulation Type P2P-SDSD or Gnutella
γ Probability that two brokers has established

semantic links (∈ (0,1))
ASP Average number of services per broker

Fig. 5. Simulation Parameters

The experiments have been performed: (i) to demonstrate the better hit ratio
results of our distributed search with respect to Gnutella search; (ii) to confirm
that the use of the P2P-SDSD request forwarding policy results in an improved
scalability. The different experimental settings for the simulation are obtained by
setting some operative parameters shown in Figure 5. These parameters deter-
mine how the simulated logical overlay network is built and run. The simulator
generates a random P2P network [13] of N peers and NS artificial services. Ser-
vices are randomly assigned to each peer according to the ASP parameter. Given
a pair of artificial services S1 and S2 the kind of match between them is estab-
lished according to the following distribution of probability: P(S1 MismatchS2)
= 50%, P(S1 Intersect S2) = 25%, P(S1 Extends S2) = P(S2 Extends S1)
= 10%, P(S1 Exact S2) = 5%.

The γ value is the probability that a pair of peers has already exchanged
probe queries and therefore have possibly established inter-peer semantic links.
The Initial TTL determines the maximum number of times a message can be
forwarded on the network and therefore the higher this value, the higher the
number of peers involved in answering the request. In particular, for the results
discussed in the following, the Initial TTL has been varied between 1 and 12.
Moreover, we have supposed a medium sized network having N=100 brokers in
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which NS=50 services are globally available and ASP=20 services are on average
available on each broker. Finally, the probability that two broker have already
exchanged probe queries and consequently established semantic links has been
set to 60% (γ = 0.60).

Figure 6 compares P2P-SDSD and Gnutella approaches with respect to the
hit ratio by setting different values for the Initial TTL parameter. The figure
shows how P2P-SDSD overperforms the Gnutella even with low TTL values. This
can be explained by the fact that inter-peer semantic links allow to selectively
reach the most of the peers that provide relevant services with a low number
of request forwardings. As TTL gets higher also the Gnutella performs better
since the request reaches the most of the peers in the network, but the network
overload increases.

The analysis of generated messages has been performed on a series of 13
simulations with Initial TTL value set to 5 and a network of 100 peers. In each
simulation we ran, a request has been submitted and we have collected the results
obtained with both P2P-SDSD and Gnutella on the same simulated network. In
these simulations the average number of generated messages for P2P-SDSD is
nearly 19.31, that is about 50% lower than the value of 38.32 obtained by the
Gnutella approach.

6 Related Work

In literature, P2P semantic-driven resource discovery has attracted much atten-
tion from Web services and Semantic Web area and relies on several efforts in
related research fields, such as data integration and emergent semantics in P2P
environments [1,6,11], to go beyond limitations of centralized service-oriented
architectures. However, in P2P environments also semantic heterogeneity and
scalability issues must be addressed. The former requires adoption of ontology-
based matchmaking techniques; several current approaches [14,17] rely on a com-
mon ontology to express service semantics. In our approach we admit different
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reference ontologies, whose semantic gap is bridged thanks to terminological re-
lationships in the thesaurus. For what concerns scalability, traditional flooding-
based approaches are affected by low performances while the network size in-
creases, since no organization of services based on semantic similarity is adopted.
Recent works proposed such a semantic organization both for structured [2,15]
and unstructured P2P network architectures. Service discovery approaches for
structured P2P architectures try to go beyond scalability limitations by organiz-
ing services through DHT (Distributed Hash Tables) structures, which require
much efforts for maintenance and are less flexible. In [12] a semantic service
discovery scheme called UbiSearch is proposed for a large-scale ubiquitous com-
puting environments, where services that are semantically close to each other are
mapped to nearby positions, efficiently confining the search space for a service
request while maintaining high accuracy with respect to a centralized scheme.

Our approach focuses on the service discovery problem applied to unstruc-
tured P2P networks. The same problem has been studied in [3,4,5,17]. In [5]
a P2P-based system to support efficient access to e-catalogs is provided, where
scalability issues are solved by organizing information space in communities that
are inter-related using peer relationships, defined as mappings between ontolo-
gies. Selection of relevant peers to which queries must be forwarded is based on
a query rewriting algorithm. METEOR-S [17] uses a centralized registry ontol-
ogy to classify peer registries. During the discovery process, registry ontology is
browsed to find the proper registry to which the request must be submitted.
ARTEMIS [3] defines a P2P network, where each peer has an ontology, based
on medical information standards, to annotate services. Peers store the services
they provide in a mediator super-peer. A peer sends a request to its reference me-
diator expressed in terms of its own ontologies; mediator uses ontology mappings
to find matching services in its local registry and forwards the request to other
mediators. WSPDS [4] describes a P2P network where peers have local DAML-S
ontologies to provide service semantics and links with other peers based on an
average similarity between services they provide. When a request is submitted
to a peer, it searches for local matching results and forwards the request to all
the linked peers, independently from the current request or the local results of
the query. In our approach a service semantic overlay is built by relating similar
services through inter-peer semantic links in a network of collaborative peers.
Like WSPDS, no common ontology is required and no super-peer is defined.
However, in our approach, combined use of intra-peer and inter-peer semantic
links allows for application of fine-grained request forwarding strategies.

7 Conclusions

In this paper, we proposed a P2P service discovery approach to enable cooper-
ation and communication across distributed Web Information Systems, where
Web Services are used to export WIS functionalities. Semantic interoperabil-
ity is based on a service semantic overlay, over the logical network overlay,
built by establishing semantic links among peers that offer comparable services.
The semantic overlay is exploited to speed up service discovery and improve its
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efficacy without affecting network overload. Preliminary experiments have been
performed to confirm the advantages derived from the exploitation of seman-
tic overlay if compared with traditional Gnutella approach. In particular, ex-
perimentation are being performed on collaborating entities that are organized
in a P2P network, where additional network overload due to service semantic
overlay management is relevant mainly during the semantic overlay contitution.
Although dynamism of P2P networks has been considered also in this paper, by
proposing evolution strategies both for the service semantic overlay and for the
logical network overlay, further experimentation will evaluate the impact of the
proposed approach on open P2P networks, where dynamism is even more accen-
tuated, and concrete applications in those kinds of networks will be investigated.
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Abstract. In this paper, we propose several filtering techniques for
rewriting XPath queries using views. The work is motivated by scenar-
ios dealing with large quantities of queries and views, such as semantic
query caching and data integration. Considerable rewriting computation
could be saved if we manage to efficiently discover that, given a query
Q and a view V , there does not exist a rewriting for Q using V . In con-
trast to O(|Q||V |) (O(|Q||V |2)) time complexity to compute an equiv-
alent rewriting (contained rewriting) for XP {/,//,[]}, we devise linear
algorithms running in O(|Q|) to filter queries for both equivalent rewrit-
ing and contained rewriting. Our filtering algorithms can be extended
to support queries and views in XP {/,//,[],∗}, where the equivalent (or
contained) rewriting existence problem is still coNP-hard.

1 Introduction

Answering queries using views (also known as rewriting queries using views) is
to utilize previously defined (possibly materialized) views to evaluate queries
in order to save the cost of accessing large real database or provide a privacy-
preserving publishing. It is a classic problem, and appears in many applica-
tions, such as query optimization, data integration, data warehouse and query
caching [1]. With the prevalence of XML technologies on the web, rewriting
XML queries using XML views has caught the attention of both researchers and
system designers, and is believed to be a promising technique in web application
development.

Two types of rewritings for XPath [2] queries have been studied in the liter-
ature, because XPath serves as the core sub-language of the major XML query
languages such as XQuery [3] and XSLT [4]. One is equivalent rewriting [5]: Given
a materialized view V of a database D, an equivalent rewriting Q′ of a query Q,
runs over the view V producing the same set of answers as evaluating Q over
D, i.e. Q′(V ) = Q(D)1. However, an equivalent rewriting may not always exist,
and moreover part of answers covered by the view are still valuable. Therefore

1 Here, we use Q(V ) and Q(D) to denote the returned query results by evaluating Q
on V and D respectively.

J. Bailey et al. (Eds.): WISE 2008, LNCS 5175, pp. 307–320, 2008.
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contained rewriting [6] is introduced and can be described as follows: Given a
view V on a database D, a contained rewriting Q′ of a query Q, runs over V
producing a subset of answers as evaluating Q over D, i.e. Q′(V ) ⊆ Q(D). In
this paper, we study filtering techniques for both types of the rewritings without
schema information. We will take schema into account in future work.

We now introduce the motivation of this work. Users may issue a large num-
ber of queries against a view V . Although to test whether a query Q can be
answered by V (i.e. whether there exists a rewriting for Q using V ) is P-TIME 2

efficient, with complexity O(|Q||V |) for equivalent rewriting [5] and O(|Q||V |2)
for contained rewriting [6], it is still of great importance if we can cheaply filter
part of (as many as possible) unanswerable queries for V . Consequently, a lot
of computation cost will be saved. Fig. 1 shows the framework of evaluating
queries using materialized view V . The shaded filtering step is the focus of this
paper. Obviously, the filtering step should possess two properties: (i) It should
not introduce false negatives, which means if we can find a rewriting for a query
using V , the query should not be rejected; (ii) It should be more efficient than
computing a rewriting for the query, otherwise we would rather directly find a
rewriting. In real applications, there may also be a large number of views, for
instance, in data integration, many sources publish their views in Local-As-View
architecture. Therefore filtering techniques play a significant role when we have
to deal with plenty of queries and views.

users �Filter

using virtual
view V to find

rewritings

queries

possibly
answerable
queries

unanswerable
queries

evaluating the queries
on database D

evaluating the
rewritings on
materialized

view V

rewritings of
answerable
queries

unanswerable
queries
(false positives)

Fig. 1. The framework of answering queries using view V

In this paper, we devise a set of O(|Q|) algorithms to filter queries. And we
study the filtering for both equivalent rewriting and contained rewriting. The
basic idea is to verify if the structural relationships in a query could be satisfied
in a view, given that label preserving and structure preserving are the key con-
ditions in discovering a homomorphism (for finding an equivalent rewriting) or a
useful embedding (for finding a contained rewriting). We use index to capture the
structural relationships in the view, and develop two algorithms for equivalent
rewriting, i.e. Lazy Algorithm and Eager Algorithm. Moreover, Eager Algorithm

2 Actually this is the result for XPath subset XP {/,//,[]}, and complexity is even worse
as coNP-hard for queries and views in XP {/,//,[],∗}.
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can be modified to support contained rewriting. We first study all of the above
for queries and views in subset XP {/,//,[]}, featuring child axes, descendant axes
and branches in XPath, and then discuss the problem for XP {/,//,[],∗} including
wildcards. Our contributions are highlighted as follows:

– We propose a novel index to capture the relationships between nodes in a
view, and the index can be utilized to filter unanswerable queries.

– We devise a set of linear algorithms to filter queries with respect to both
equivalent rewriting and contained rewriting.

– We study the problem with both queries and views in subclass XP {/,//,[],∗},
which contains most popular features in XPath.

The rest of this paper is organized as follows. In Section 2, we will give some
notations and rewriting background knowledge. Then we introduce the filtering
index serving as the base for filtering techniques in Section 3. The filtering algo-
rithms will follow in Section 4 including two algorithms for equivalent rewriting
and one for contained rewriting. In Section 5, we extend XPath queries from
XP {/,//,[]} to a larger subset XP {/,//,[],∗}. Related work is given in Section 6.
Finally, we draw a conclusion and propose some future work in Section 7.

2 Preliminaries and Problem Statement

In this section, we introduce some background knowledge and notations used in
the following sections.

2.1 XPath Query

XPath is the core subclass of XML query languages. We consider a subset of
XPath featuring child axes (/), descendant axes (//), branches ([ ]), and wild-
cards (*). It can be represented by the following grammar:

P → l| ∗ |P/P |P//P |P [/P ]|P [//P ]

where l is a label from alphabet Σ. We denote this subset as XP {/,//,[],∗}. We
will first discuss a restricted subset XP {/,//,[]} in Section 3 and Section 4, and
then add ∗ in Section 5.

Definition 1. An XPath query Q can be expressed as a tree pattern
(Nq, Eq, rq, dq, Σq), where

– Nq is the node set, and ∀n ∈ Nq, n has a label in a finite alphabet Σq, denoted
as label(n);

– Eq is the edge set, and ∀e ∈ Eq, type(e) ∈ {/, //}. We use the word “pc-
edge”(“ad-edge”) to represent the type of an edge, “/”(“//”).

– rq is the root node of the query;
– dq is the distinguished (return) node of the query, identified with a circle;
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Similarly, an XPath view V can be expressed as (Nv, Ev, rv, dv, Σv). For ease of
discussion, we introduce the following definition.

Definition 2. Given a view V = (Nv, Ev, rv, dv, Σv) and two nodes n1, n2 ∈
Nv: (I) pc(n1, n2) holds in V if n1 is the parent node of n2; (II) ad(n1, n2) holds
in V if n1 is an ancestor node of n2.

Obviously, we have the following corollaries:

– e=(n1,n2) is a pc-edge. ⇔ pc(n1, n2) is true.
– e=(n1,n2) is a ad-edge. ⇒ ad(n1, n2) is true.
– pc(n1, n2) is true. ⇒ ad(n1, n2) is true.

2.2 XPath Query Rewriting Using View

Equivalent rewriting and contained rewriting have been formulated in Section 1.
We now recall two techniques to find them, i.e. homomorphism [5] and useful
embedding [6].

Definition 3. Given two tree patterns t1 = (Nt1 , Et1 , rt1 , dt1 , Σt1) and
t2 = (Nt2 , Et2 , rt2 , dt2 , Σt2), a homomorphism is a matching h : Nt1 → Nt2 ,
satisfying:

– Root preserving: h(rt1 ) = rt2 ;
– Label preserving: ∀n ∈ Nt1 , label(n) = ∗ or label(n) = label(h(n));
– Structure preserving: ∀e = (n1, n2) ∈ Et1 , if e is pc-edge, pc(h(n1), h(n2))

holds in t2; otherwise ad(h(n1), h(n2)) holds in t2.

With the definition of homomorphism, we have: an equivalent rewriting for Q
using V exists, only if there exists a node n in Q such that two homomorphisms
exist between Qup(n) and Vup(dv), and dq is not an ancestor of node n. Here,
Qup(n) is the subpattern obtained by removing all descendants of n in Q, Vup(dv)
is the subpattern obtained by removing all descendants of dv in V . Fig. 2 shows
an example. Q′ called compensation query, is the equivalent rewriting for Q using
V . In this paper, we won’t discuss the construction of the compensation query,
and will only focus on determining the existence of a rewriting. And according
to the above, we ignore the descendants of dv and use V to represent Vup(dv) in
the rest of the paper.

Definition 4. Given two tree patterns t1 = (Nt1 , Et1 , rt1 , dt1 , Σt1) and t2 =
(Nt2 , Et2 , rt2 , dt2 , Σt2), an embedding is a partial matching f : Nt1 → Nt2 , sat-
isfying root preserving, label preserving, structure preserving as in Definition 3,
and additionally is upward closed: if node n in Nt1 is defined by f , all ancestors
of n in Nt1 are defined by f . For each path of t1, we call the last defined node
an anchor node. An embedding is a useful embedding if both of the following
hold: (i) every anchor node na in t1 satisfies:
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Fig. 2. Homomorphism and equivalent rewriting

– na is a leaf node;
– or: f(na) = dt2 ;
– or: ad(f(na), dt2) holds in t2 and ∀nb((na, nb) ∈ Et1), (na, nb) is an ad-edge.

and (ii) for the anchor node nd on the distinguished path of t1, either nd = dt1

or ad(nd, dt1) holds in t1.

A contained rewriting for Q using V exists, if there exists an useful embedding
from Q to V . The above is a brief introduction including some key ideas. We
point readers to [5,6] to see detailed discussions of finding equivalent rewritings
and contained rewritings based on homomorphism and useful embedding.

3 Building Index for Filtering

In order to illustrate how to filter an unanswerable query Q w.r.t. a view V ,
we first introduce an important index I built on V . Index I serves as the basic
structure for filtering algorithms in the next section.

Index I consists of two parts, Ipc and Iad. Each part is a matrix containing
|Σv|2 entries, where |Σv| is the number of labels in view V . Each entry is as-
sociated with a label pair (lab1, lab2) (where lab1, lab2 ∈ Σv), and has a bit
vector with length |paths(V )|. Here, |paths(V )| is the number of paths in V . We
denote the bit vector as Ipc(lab1, lab2)/Iad(lab1, lab2). We use Ipc(lab1, lab2)[i] to
represent the ith bit of Ipc(lab1, lab2), and obviously Ipc(lab1, lab2)[i] ∈ {0, 1}. If
every bit of Ipc(lab1, lab2) is “0”, we say Ipc(lab1, lab2) = 0.

We utilize index I to capture the pc(ad)-relationship between two nodes in V .
Precisely speaking, take pc-relationship as an example, if pc(n1, n2) holds on the
ith path in V , and label(n1) = lab1, label(n2) = lab2, then Ipc(lab1, lab2)[i] =
1. Similar principle can be applied on ad-relationship, i.e. if ad(n1, n2) holds,
Iad(label(n1), label(n2))[i] = 1. Note here n1, n2 do not have to be adjacent
nodes. Fig. 3 gives a view V and its corresponding index Ipc and Iad.

Find an algorithm to build I using V is not difficult. Algorithm 1 shows an
example. Line 1 takes O(|V |) time, searching for the leaf nodes and numbering
them. The number of leaf nodes Nleaf equals to |paths(V )|. Line 2 runs in O(|E|)
and finds out the corresponding path set P (n) for each node n. Each path in
P (n) runs through n. Line 3-7 assigns values to the entries in Ipc and Iad. Since
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Fig. 3. Index Ipc and Iad built on view V

Algorithm 1. Constructing Index for View V

Input: a view V = (Nv , Ev, rv, dv, Σv)
Output: an Index I

1: Find the leaf node set Nleaf ⊂ Nv and number the leaf nodes;
2: Traversing V bottom-up, find the path set P (n) for each node n;
3: for all node pair (n1, n2) in V do
4: if pc(n1, n2) holds then
5: For Ipc(label(n1), label(n2)), set bit positions in P (n1) ∩ P (n2) to 1;
6: end if
7: For Iad(label(n1), label(n2)), set bit positions in P (n1) ∩ P (n2) to 1;
8: end for
9: return I ;

we have to set values for |Σv|2 entries in I, it is not surprising that this step needs
O(|Σv|2) time, bounded by O(|V |2). Building index is not of linear complexity,
but once we have the index built, we can devise linear algorithms to filter large
part of unanswerable queries .

4 Filtering Algorithms for Two Types of Rewritings

In this section, we will first introduce a basic idea to filter an unanswerable
query Q using V . Then based on the basic idea, we will give two algorithms,
Lazy Algorithm and Eager Algorithm to detect if it is impossible to find an
equivalent rewriting for Q using V . Eager Algorithm can be modified to filter
queries w.r.t. contained rewritings.

4.1 Basic Idea

Recall in Section 2, label preserving and structure preserving are the key con-
ditions in discovering a homomorphism (for equivalent rewriting) or a useful
embedding (for contained rewriting). It is desirable if we can efficiently discover
that the structural relationships in Q could not be satisfied in V . We explain
it with an example, see Fig. 4. Assume indexes are built for V1, V2, V3 and V4,
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Fig. 4. Basic idea of filtering algorithms

Q is unanswerable w.r.t. V1, because pc(a, b) and pc(b, c) do not hold in V1; Q
is unanswerable w.r.t. V2 as well, because pc(a, b) and pc(b, c) do not hold on
the same path in V2, whereas a/b and b/c are on the same path in Q. However,
Q cannot be filtered by V3 and V4. We can answer Q with V3. But for V4, Q
is a false positive since there does not exist a rewriting for Q using V4, though
pc(a, b) and pc(b, c) hold on the same path in V4 as they are in Q.

To summarize, given a query Q and a view V , let e1 = (n1, n2), e2 = (n3, n4)
be two edges on the same path in Q (assume e1, e2 to be pc-edges without loss
of generality), it is impossible to find an equivalent rewriting for Q using V if
the following holds:

Ipc(label(n1), label(n2)) ∧ Ipc(label(n3), label(n4)) = 0

which means if label pairs, (label(n1), label(n2)) and (label(n3), label(n4)), do not
lie on the same path in V , we cannot find a rewriting for Q. Note here, if (n1, n2)
is an ad-edge, we use Iad(label(n1), label(n2)) instead of Ipc(label(n1), label(n2)).
The above observation is the key idea in our following algorithms.

Here, the complexity of the bit-And operation depends on the size of the bit
vectors (is proportional to the length of bit vectors), which is |paths(V )|, the
number of paths in the view. But in practical settings, this length is probably
limited by computer word length, or a small multiple thereof, so this may not
impact so much the actual performance. We treated this operation as O(1) in
the following paragraphs.

4.2 Equivalent Rewriting

For equivalent rewriting, the first step is to trim Q into Q′ according to Lemma
4.7 in [5]. This can be done by firstly finding a node n on the distinguished
path of Q, satisfying length(rv ,dv)=length(rq ,n), where length(n1,n2) means the
number of path steps between node n1 and node n2; and secondly removing all
the descendants of n in Q, i.e. Q′ = Qup(n). The reason to trim Q into Qup(n)
is: nodes under n do not contribute to detecting the existence of an equivalent
rewriting, since n is supposed to be mapped onto dv. This step runs in O(|V |)
and serves as the first step in both Lazy Algorithm and Eager Algorithm.
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Algorithm 2. Lazy Algorithm for Filtering Equivalent Rewriting
Input: a query Q, a view V and an index I on V
Output: a boolean value

1: Find a node n on the distinguished path of Q, such that length(rv,dv)=length(rq,n),
and Trim Q into Qup(n);

2: for each path pi ∈ Qup(n) do
3: Initiate a bit vector I0 with length |paths(Qup(n))| and every position set to 1;
4: for each edge (n1, n2) on pi do
5: if (n1, n2) is a pc-edge then
6: I0=I0 ∧ Ipc(label(n1), label(n2));
7: else
8: I0=I0 ∧ Iad(label(n1), label(n2));
9: end if

10: end for
11: if I0 = 0 then
12: return false;
13: end if
14: end for
15: return true;

Lazy Algorithm. We now introduce the main part of Lazy Algorithm (see
Algorithm 2). We will explain why we use the word “lazy” later. After trimming
Q into Qup(n), we identify, for each path pi in Qup(n), if the edge relationships
on pi can be satisfied on a single path in V . We do this by retrieving the bit
vector of each label pair (label(n1), label(n2)) that associates an edge (n1, n2) on
pi from index I, and performing bit-AND(∧) operation to the bit vectors (line 3-
10). If there doesn’t exist any bit set to “1” in the result bit vector, which means
there doesn’t exist a path in V that can accommodate all edge relationships on
pi, then Q can be filtered (line 11-13); otherwise we go on to test other paths in
Qup(n). In Fig. 5, Q is unanswerable using V1, because ad(a, e) is not satisfied
on any path in V1. For V2, Q is answerable. Later we will know, with respect to
contained rewriting, Q turns to be answerable using V1.

Lazy Algorithm runs in O(|Q||Eq |), where |Q| is the number of nodes in Q,
|Eq| is the number of edges in Q. O(|Q||Eq |) is bounded by O(|Q|2), since |Eq| =
|Q|−1. Note here, the complexity is O(|Q|2), not O(Q), because one edge may be
computed for several times, depending on how many paths are sharing the edge.
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Fig. 5. Filtering queries with respect to equivalent rewriting
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This is also one of the disadvantageous aspects of the algorithm. We will explain
right away in this paragraph. In practice, we expect the filtering algorithm could
be in O(|Q|), otherwise the filtering step may not be efficient. The reason of Lazy
Algorithm being expensive lies in two aspects: (a) Repeated computation. See
Fig. 6, for view V1, the algorithm computes I0 ∧ Ipc(a, b) ∧ Ipc(b, e) twice, once
for path a/b/e/c and once for a/b/e//f . Here, a/b/e is shared by the two paths.
(b) Useless computation. For view V2, Q can be filtered at an early stage.
Because pc(a, b) doesn’t hold in V2, whereas all paths in Q contain edge (a, b).
As a result, we can draw the conclusion right away after examining pc(a, b) in
V2. We will remedy the two drawbacks in Eager Algorithm.

Eager Algorithm. We now introduce Eager Algorithm (Algorithm 3) in detail.
After trimming query Q as in Lazy Algorithm, we push a pair (rq, I0) into a
global queue, where rq is the root of query Q, I0 is bit vector with lenghth
|paths(V )| and every position set to “1”. In each iteration of the loop, pop a
pair (n0, I0) from the global queue and detect if I0 = 0 (line 5-8). If yes, that
means relationships on path from rq to n0 cannot be fully satisfied in V , and
thus Q can be filtered out. Otherwise, if n0 is a leaf node, that means path from
rq to n0 in Q can be satisfied in V , then we go on to test other paths in Q, i.e.
pop another pair from the global queue and repeat the iteration. If n0 is not a
leaf node, for each child ni of n0, we obtain the next partial result from rq to
ni by bit-ANDing I0 with Ipc(lable(n0), label(ni)) (or Iad(lable(n0), label(ni))).
This new bit vector and node ni are afterwards pushed into the global queue as
a pair for future test.

Eager Algorithm runs in O(|Q|), and is in linear complexity. Edges in Q are
visited only once. This is achieved by utilizing a queue to record the intermediate
results. In contrast to Lazy Algorithm, Eager Algorithm will report if a query
is unanswerable as early as possible. On the other hand, the space cost of Eager
Algorithm O(|Q|) is worse than Lazy Algorithm O(1).

4.3 Contained Rewriting

For contained rewriting, we cannot do the trimming step as for equivalent rewrit-
ing, since Lemma 4.7 in [5] doesn’t hold for contained rewriting. Fig. 7 shows an
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Algorithm 3. Eager Algorithm for Filtering Equivalent Rewriting
Input: a query Q, a view V and an index I on V
Output: a boolean value

1: Find a node n on the distinguished path of Q, such that length(rv,dv)=length(rq,n),
and Trim Q into Qup(n);

2: Initiate a queue globalQueue and initiate a bit vector I0 with length
|paths(Qup(n))| and every position set to 1;

3: globalQueue.in(rq, I0);
4: while ¬globalQueue.empty() do
5: (n0, I0) = globalQueue.out();
6: if I0 = 0 then
7: return false;
8: end if
9: if n0 is not a leaf node then

10: for each child node ni of n0 in Q do
11: if e = (n0, ni) is a pc-edge then
12: globalQueue.in(ni, I0 ∧ Ipc(label(n0), label(ni)));
13: else
14: globalQueue.in(ni, I0 ∧ Iad(label(n0), label(ni)));
15: end if
16: end for
17: end if
18: end while
19: return true;

example. The reason is that finding a contained rewriting is based on finding a
useful embedding, which is a one-direction partial matching. A useful embedding
is different from a homomorphism in that, for a useful embedding f , each anchor
node na (if not a leaf node) possesses either of the following properties: (i) na is
mapped to dv; (ii) na connects its children with //. As a result, not every path
in Q needs to be fully matched, and the unembedded part of each path can be
further tested in the real (materialized) view. This brings challenges for testing
the existence of contained rewritings for Q using V . Fortunately, we are able
to modify Eager Algorithm for filtering Q w.r.t. contained rewriting, because
useful embedding is upward closed and Eager Algorithm accordingly traverses
the query tree in a top-down manner. Full algorithm is shown in Algorithm 4.
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Fig. 7. Q′ is a contained rewriting for Q using V
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Algorithm 4. Algorithm for Filtering Contained Rewriting
Input: a query Q, a view V and an index I on V
Output: a boolean value

1: Initiate a queue globalQueue and initiate a bit vector I0 with length |paths(Q))|
and every position set to 1;

2: globalQueue.in(rq, I0);
3: while ¬globalQueue.empty() do
4: (n0, I0) = globalQueue.out();
5: if I0 = 0 then
6: return false;
7: end if
8: if n0 is not a leaf node then
9: if label(n0) = label(dv) && I0[id] = 1 then

10: continue;
11: else
12: for each child node ni of n0 in Q do
13: if e = (n0, ni) is a pc-edge then
14: globalQueue.in(ni, I0 ∧ Ipc(label(n0), label(ni)));
15: else
16: if I0[id] �= 1 then
17: globalQueue.in(ni, I0 ∧ Iad(label(n0), label(ni)));
18: end if
19: end if
20: end for
21: end if
22: end if
23: end while
24: return true;

We won’t explain it detailedly, since it is similar to Algorithm 3. Here, line 9-11
and line 12-20 attempt to determine if n0 is an anchor in Q by checking the
above two properties (i)(ii) respectively. And id in line 9 and 16 means the path
number of the distinguished path in Q.

5 XPath Queries with Wildcard Nodes

We have discussed filtering techniques for subclass XP {/,//,[]}. In this section,
we extend our work to a general case XP {/,//,[],∗}, allowing ∗ to appear in both
the query and the view.

When we have wildcard nodes in view V , the alphabet turns into Σv ∪ {∗}.
However, we choose not to consider ∗ when building index I for V , because the
algorithms will introduce false negatives. Fig. 8(a) gives an example. We cannot
find a homomorphism or useful embedding from Q to V , because the ∗ node in
Q cannot be mapped to the ∗ node in V . But actually, /a/∗//c and /a//∗/c are
equivalent patterns. Rewritings do exist for Q using V . Therefore, to avoid false
negatives (corresponding the first property in Section 1), we ignore ∗ nodes when
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Fig. 8. Considering wildcard nodes in queries and views

testing structural relationships. Algorithm 1 can be reused for XP {/,//,[],∗}, with
a last step added to eliminate ∗ entries in I.

For the query Q, a wildcard node n∗ can be eliminated as follows: connect each
node in Children(n∗) to Parent(n∗) with // and then delete n∗. By repeatedly
performing this operation until there is no ∗ node in Q, we can remove all ∗
nodes without losing relationships between all the other nodes. The result query
Q′ is in XP {/,//,[]}. A simple example is given in Fig. 8(b). Thereafter we are
able to use the established method in Section 3 and Section 4 to detect if Q′ can
be filtered. Since Q′ is a relaxed form of Q (Q is contained in Q′), if Q′ can be
filtered, Q is doomed to be filtered. The filtering algorithms will not introduce
false negatives.

6 Related Work

Answering queries using views has been extensively studied for a long time.
Halevy [1] did a survey on this problem over relational databases and pointed
out its wide impact on a number of data management applications, such as
query optimization, data integration, data warehouse design and semantic query
caching. Efficient algorithms were developed as well, eg. MiniCon [7], bucket [8],
inverse-rules [9, 10], to tackle the problem in the relational context.

While in the XML context, fruitful research achievements have been made.
Containment for a fragment of XPath queries XP {/,//,[],∗}, including child axes,
descendant axes, branches and wild cards, is shown to be coNP-compelete in [11],
though for three subclasses (combining child with any two of descendant, branch
and wildcard), XP {/,[],∗}, XP {/,//,[]} and XP {/,//,∗}, the containment problem
is in PTIME. [11] also proposed a PTIME-efficient but incomplete algorithm
to determine containment in XP {/,//,[],∗}. And this homomorphism-based algo-
rithm is thereafter utilized by the works [12, 5] to evaluate equivalent rewritings
of XPath queries using materialized views. Contained rewriting is studied in [6]
with and without schema, but only for XP {/,//,[]}. Our work does not overlap
with the above works, and can be considered as a preceding step to accelerate
the performance of the state-of-the-art works. In addition, other works [13,14,15]
have considered schema information (or constraints) in reformulating queries or
determining XPath containment. The work [16] uses multiple nested views in
stead of a single view to rewrite an XQuery expression using XQuery views.



Filtering Techniques for Rewriting XPath Queries Using Views 319

7 Conclusions and Future Work

In this paper, we have developed some filtering algorithms for rewriting XPath
queries using views. These algorithms are able to discover unanswerable queries
efficiently without actually computing the rewritings using views. Filtering al-
gorithms are studied for both types of rewritings, equivalent rewriting and con-
tained rewriting. XPath queries and views are allowed in XP {/,//,[],∗}, which is
a representative subset of XPath queries including child axes, descendant axes,
branches and wildcards.

There are several promising directions for future work. One is to consider
constraints in schema if view schema is available. Another is to discuss filtering
techniques for answering queries using multiple views, i.e. combining a set of
views to answer a query. The last but not least aspect is to study the effectiveness
of the filtering algorithms. We expect the outcome as: the less false positives
produced, the better a filtering algorithm is.

Acknowledgments. We would like to thank the reviewers of this paper for their
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Research Council Discovery Project under the grant number DP0878405.
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Abstract. Efficient Query processing on deep web has been gaining great im-
portance due to large amount of deep web data sources. Nevertheless, how to 
discover the most relevant data sources on deep web is still a challenging issue. 
Inspired by observations on deep web, the paper presents a novel top-k ranking 
strategy to rank relevant data sources according to user’s requirement. First, it 
applies an attribute based dominant pattern growth (ADP-growth) algorithm to 
mine the most dominant attributes, and then employs a top-k style ranking algo-
rithm on those attributes to exploit the most relevant data sources with candi-
date pruning and early termination, which considers the probability of result 
merging. Further, it improves the algorithm by incorporating relevant attributes 
based searching strategy to find the data sources, which has been proved of 
higher efficiency. We have conducted extensive experiments on a real world 
dataset and demonstrated the efficiency and effectiveness of our approach. 

1   Introduction 

At present, the growing prevalence of data sources on deep web has drawn great at-
tention all over the world [1],[2]. The “query-only” access mode essentially distin-
guishes data sources on deep web from those on link-based surface web. Survey in 
April 2004 estimated 450,000 online databases, with 307,000 deep web sources and a 
total of over 1.2 million query interfaces [1], and much richer with web developing. 
However, information on deep web is only available as responses to dynamic queries, 
and thus users are trapped in finding the right sources for query.  

Thereby, how to select the most useful data sources is an urgent issue to be  
resolved.  

1.1   Observations and Motivation 

Deep web, featuring mostly structured data sources with a dominating ratio of 3.4:1 
versus unstructured ones[1]. Survey [1] indicates two important features of deep 
web:1) proliferating sources: as web scales, many existing data sources tend to  
                                                           
* This work is supported by the National Science Foundation (60673139, 60573090), the Na-

tional High-Tech Development Program (2008AA01Z146). 
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provide structured information in the same domain, such as car, book, paper domains; 
2) converging vocabularies: the aggregate schema vocabulary of data sources in the 
same domain tends to converge at relatively small size. Studies have observed that 
data sources under deep web conform to Zipf-like distribution[1], revealing the prop-
erty of heavy-tailed distribution[1],[3]. With this observation, we found two signifi-
cant properties. First, the heavy-ranked attributes (e.g., Title, Author, ISBN in book 
domain in Fig.1,) are extremely frequent, occurring in almost every schema of deep 
web. Consider frequencies and correlations of those attributes exclusively can greatly 
reduce time cost in data sources ranking since their scores are dominant in schema 
matching. Second, for those tail-ranked attributes (e.g., Address(Destination) in book 
domain in Fig.1), they rarely occur and thus are much less important in matching 
since their rareness indicates that very few other sources will consider them useful. 
Moreover, the rare attributes property poses some challenges in schema matching 
since rare attributes will result in an overestimated frequency, and the schema has to 
be large enough to justify its occurrence being sufficiently rare. He et al. have ad-
dressed this issue by attribute selection and rare attribute smoothing [4],[5].  

Inspired by data mining, this paper proposes another method to handle this prob-
lem, i.e., an attribute based dominant pattern growth (ADP-growth) algorithm to mine 
the dominant pattern item sets. Note here we distinguish dominant attribute from 
frequent one since the dominance of an attribute is not only characterized by its fre-
quency, but also its correlations with other attributes and the users’ preference over it 
based on their submitted queries, thus our ADP-growth algorithm is an improved 
modification of  the FP-growth algorithm[6],[7] for our scenario.  

Inspired by approximate search, based on the feature of interface attribute of deep 
web sources, a top-k data source ranking strategy is proposed to select the best-effort 
data sources on user’s requirement with candidate pruning and early termination. By 
accessing these selected data sources only, user can obtain satisfied responding results 
with lower time cost.  

For instance, four query-interfaces of deep web sources are shown in Fig. 1, where 
only parts of attributes (e.g., the dominant attributes such as Title, Author, Publisher 
and ISBN) are matched to select the best data sources to reduce the matching cost. 
Moreover, only the best-effort data sources (e.g., data sources (a) and (b) may be the 
top-2 data sources selected among them if attribute Publisher is one of constraints.) 
are accessed to meet user’s requirement. 

1.2   Problem Statement 

Given the deep web data sources 
1 2{ , ,..., }nDS ds ds ds= , and the corresponding data 

source interfaces 
1 2{ , ,..., }mDSI dsi dsi dsi= , with each dsi specifying the entrance of its 

data source ds  (note here that one data source may have a number of interfaces), and 
the user’s query to the data source interface with a set of attributes 

1 2{ , ,..., }rQA A A A= , 

where { , , }i i i iA a op val=  with 
ia  specifying the ith attribute, 

iop  specifying the ith opera-

tor (e.g., greater than, between) and 
ival  being the value of 

ia  specified by the user.  

Our goal is to find data sources that best meet user’s requirement, i.e, given the set 
of data sources DS  and user’s query QA , we want to find and rank data sources  
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(a) books.google.com (b) www.amazon.com/ 

(d) www.usedbooksearch.co.uk/ (c) www.bookfinder.com/  

Fig. 1. Interface form samples of deep web sources 

according to their relevance to QA  in descending order, 
1 2' ' ' '{ , ,..., }kDS ds ds ds= , by 

means of selecting the corresponding interface 
1 2' ' ' '{ , ,..., }kDSI dsi dsi dsi= . Note that the 

number of data sources in 'DS  and that of interfaces in 'DSI are equal since only one 
query interface of a data source is selected.  

1.3   Contributions 

The contributions of this paper are threefold: First, as preprocessing, it proposes an 
attribute based dominant pattern growth (ADP-growth) algorithm to extract the most 
dominant attributes. Second, an ADP-growth based top-k ranking algorithm (TRA) is 
employed to rank deep web data sources based on those dominant attributes, which 
considers the probability of result merging. Further, it incorporates the feature of 
relevant attributes in relevant data sources and proposes a combined strategy to im-
prove the algorithm. Third, extensive experiments are conducted to verify the effec-
tiveness and efficiency of the proposed strategy and compare it with existing work. 

The rest of this paper is organized as follows. We start by a Naïve Top-k data sources 
ranking strategy in Section 2; Section 3 proposes a ADP-growth based Top-k ranking 
approach to resolve the deficiencies of it, and Section 4 further improves the strategy 
with a combined approach. Extensive experiments are conducted in Section 5. Section 6 
describes a summary of related work, and finally Section 7 draws the conclusion.  
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2   A Naïve Top-k Data Sources Ranking 

Top-k data sources ranking is useful since retrieving too many data sources may be 
disturbing and the user is probably only interested in top-k results. Thus, given deep 
web data sources and user’s query with a set of attributes, our goal is to find the data 
sources that best satisfy the user’s query and ranking them. 

A naïve approach for top-k data sources ranking is given a user’s query, simply 
matching the attributes of each data source interface to the query, calculating the simi-
larity of each attribute with an IR-style formula and the final scores of the result data 
sources with a monotonic aggregation function (e.g., summation of the score of each 
attribute), then ranking the data sources according to the final scores. Suppose a data 
source 

kds  with m interfaces, we have formula 1 with notations defined in Section 1.2. 

1( , ) ( )m
k i iScore ds QA Score dsi==∑  . 

1
( ) * ( , )

r

i j j ij
Score dsi w Sim a dsi

=
=∑  

(1) 

Where idsi is a query interface of kds , ( , )j iSim a dsi  is a similarity function which 

evaluates the jth attribute of query QA  against the matching attribute of the data source 

interface idsi , and returns a value in the range [0,1]. Since each attribute might have a 

different factor of importance, we use a weight factor jw  ( jw  >0) that adjusts the 

significance of each attribute according to user’s preference. ( , )kScore ds QA  is the final 

score of the kth data source with respect to QA . 

Note that computing the similarity between each attribute of a query and that of 
every data source interface directly is inefficient since hardly does any data source 
interface share the same attributes for a given query and thus computing the similarity 
or these interfaces is wasteful. To improve the efficiency, an inverted list is created in 
advance. For each attribute

ja , an inverted list of format {  ,  ...,  }1 kdsi dsi  is generated 

and stored, where kdsi  is the identifier of an interface containing 
ja . In addition, a 

hash table is created to locate for each given attribute the storage location of the in-
verted list of the attribute. These two data structures, namely the inverted list and the 
hash table, permit efficient calculation of the similarities of all data source interfaces 
that have positive similarities for any query. For a query with m attributes, hash table 
is used to quickly locate the inverted lists for the attributes. The m inverted lists essen-
tially contain all the data needed to calculate the similarity between the query and 
every data source interface that contains at least one attribute of the query. 

This approach is simple but suffers from several deficiencies. First, it has to calcu-
late the similarity of every attribute of a given query, thus the CPU cost is tremendous 
in large scale integration. Second, it ignores all properties of the attributes on deep 
web, and thus the ranking result may be imprecise (see Example 1).  

Example 1. Given a query interface for hotels with a set of attributes {Address (Coun-
try, City, Street), Beds, Price, Date, Rank}, suppose user Linda wants to search for 
some information about a hotel and thus specifies and submits her query. Unfortu-
nately, she may get a list of retrieved data sources that some are completely useless 
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yet still rank high, e.g., a car rental data source may rank high if some of its attributes 
has high score though one attribute (e.g., Beds) may score zero since the aggregated 
final score is still high. 

Third, for a query with many attributes, if a source contains many attributes with low 
relevance, the summation of the final score may be still high though it is actually 
irrelevant. Therefore, without considering specific properties of attributes and their 
distribution in a certain domain on deep web, retrieving often too many irrelevant data 
sources is disturbing. Such problems are practically frequent enough and thus deserve 
our efforts to be resolved. 

3   ADP-Growth Based Top-k Ranking 

According to observations in Section 1, we know that some attributes are much more 
frequent than others, and they are dominant for the selection of data sources. We 
evaluate the importance of an attribute from three factors, respectively frequency, 
correlation and preference, and obtain its final score by assigning different weights to 
each factor, which we will elaborate soon. We call attributes with higher score as 
dominant attributes. As clarified above, we know that if a source contains many in-
significant attributes with low relevance or the scores of some dominant attributes are 
zero, though its final score may be quite high, it is probably irrelevant. To solve such 
problem, we propose an attribute based dominant pattern growth (ADP-growth) algo-
rithm to mine dominant attributes for data sources selection, and after acquiring those 
dominant attributes, we process a top-k style ranking with those attributes for the 
ranking of relevant data sources. 

3.1   ADP-Growth Algorithm 

As preliminary, we apply the following definitions similar to [7, 8], with some modi-
fications for the algorithm in our scenario. 

Definition 1. Support Degree. Let 
1 2{ , ,...,  }nAS a a a=  be the set of total attributes 

in DS , given an attribute set X AS⊆ , sup(X) is defined as the number of data 
sources containing at least one attribute of X in DS .  

For simplicity, we normalize sup(X) by dividing it to the total number of data sources 
in DS  thus sup(X) is in the range of [0, 1].  

Definition 2. Correlation. given two attributes ia  and ja , the correlation between 

ia and ja , ( , )i jcor a a , is defined as formula 2:  

( , ) ( )( ) ( 1)
i j i ji j a i a j a acor a a f a f a n σ σ= − − −∑  . 

1
i

n

i a
i

a f n
=

=∑   
(2) 
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2

1

( ) ( 1)
i i

n

a a
i

f a nσ
=

= − −∑  

Where 
iaf  is the frequency of attribute ia  in a data source kds , n is the number of 

data sources in DS , 
ia  is the mean frequency of attribute ia , while 

iaσ  is the stan-

dard variance of ia . 

For example, in Fig.1, according to the frequency and correlation of attributes on 
deep web sources, attribute Title is more important than Publisher, and Author and 
Title have nearly the same importance. While, comparing attribute Author with Title, 
users usually take more interested in Title, thus preference to an attribute is included 
for ranking the dominant attributes of deep web in this paper. 

User’s preference to an attribute 
ia  is calculated through historical information of 

user’s submitted queries to interfaces since given an interface to the deep web data 
sources, an user may only specify some of the attributes while leaving others blank. 
Those specified attributes are required or user preferred attributes. 

Definition 3. Preference. Let 
1 2{ , ,...,  }sUAS a a a=  be the set of unique attributes in 

DS , and all the attributes in a data source are mapped to ones in UAS, thus the pref-
erence, ( )ipre a , is defined as the percentage of 

ia  to all the specified attributes, 

1 1 1

( )
i k

n s n

i a a
j k j

pre a p p
= = =

=∑ ∑∑ . (3) 

Where
iap is the frequency of specified attribute 

ia in a data source, n is the number of 

data sources in DS . For higher efficiency, we update ( )ipre a  only after a certain 

period rather than compute it every time at running time, whose cost is still attributed 
to preprocessing. 

For example, attributes with specified values, such as Title and Publisher in (a) and 
(b) of Fig.1, are user’s preferred attributes. 

According to frequency, correlation and preference, the dominant attribute set are 
generated, details in the following. 

Definition 4. Dominance. For an attribute set X AS⊆ , X’s dominance ( )Dm X  is 

obtained by formula 4: 

1 2 3
,

( ) * ( ) *|| ( , ) || *|| ( ) ||
i j i

i j i
a a X a X

Dm X w Sup X w Cor a a w pre a
∈ ∈

= + +∑ ∑  . 
(4) 

where
1w ,

2w  and 
3w are different weights that we found 0.68, 0.21, 0.11 respectively 

work best in our experiments (details omitted for space limitation); 

,

|| ( , ) ||
i j

i j
a a X

Cor a a
∈
∑ , || ( ) ||

i

i
a X

pre a
∈
∑ are normalized values in the range [0,1] by dividing 

to their respective summations. 
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Definition 5. Maximal Dominant Pattern. given an attribute set X AS⊆ , we say X 
is a maximal dominant pattern if X’s dominance is no less than user predefined mini-
mum threshold min_s, i.e., Dm(X) ≥ min_s, and for any other attribute set Y satisfies 
Dm(Y)>min_s, ( )Y AS X Y∀ ⊆ ∧ ⊂ . 

Therefore, we apply Dm(X) value to our ADP-growth algorithm that integrates above 
three factors contributing to the importance of an attribute, with better precision and 
recall as verified in our experiments. Given the deep web data sources DS  and a 
minimum threshold, the problem of finding the complete close set of dominant attrib-
utes is transformed to the maximal dominant pattern mining problem. Similar to FP-
growth, we have the following two lemmas. 

Lemma 1. Any proper subset of a dominant pattern can not be a maximal dominant 
pattern. 

Lemma 2. The subset of any dominant pattern is still a dominant pattern. 

Thus, we find the most dominant attributes in DS  in two steps. First, we construct an 
attribute based dominant pattern tree (ADP-tree) as the compact data structure, which 
is an extended prefix-tree structure storing the information of dominant patterns. In 
ADP-tree, each attribute is specified as a node and the dominant items are those 
dominant attributes. Each node is composed of four parts, with node_name and 
node_count specifying the properties of a node, and node_link and node_parent the 
two pointers. It creates a dominant item head table Htable to travel the tree, including 
item_name and item_head, where the item_head points to the first node of the same 
name in ADP-tree. Details of the ADP-tree construction are as follows. 

Step1: Scan DS  once, generate dominant attribute set FA and calculate Dm(FA), 
sort FA in descending order of Dm(FA) and get dominant attribute list LFA; 

Step2: Create the root of ADP-tree T, labeled as “null”;  
Step3: For each attribute in DS , sort the attribute according to the order of LFA, 

specified as {faH; faL}, where faH is the first attribute while faL is the list of the re-
maining attributes; 

Step4: While faL is not null, call insert_tree ({faH; faL}, T), i.e., if there is a node N 
with node_name= faH, then node_count(N)+1, else create a new node N, with 
node_name=faH, node_count(N)=1, and linked to its parent node T by node_parent 
and linked to the node of the same name by node_name. 

Initially, only dominant length-1 attributes has nodes in the tree. Second, we pro-
pose ADP-growth based on the ADP-tree, which starts from a dominant length-1 
pattern as an initial suffix pattern, examines the set of dominant attributes co-
occurring with the suffix pattern, constructs its ADP-tree, and performs mining recur-
sively with such a tree. The pattern growth is achieved via concatenation of the suffix 
pattern with new ones generated from ADP-tree. Since dominant attributes in any data 
source is always encoded in corresponding path of dominant pattern trees, ADP-
growth ensures the completeness of the result, which works as follows. 
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Algorithm 1. ADPgrowth Algorithm 

Input:  ADP-tree of DS , min_s 

Output:  Maximal Dominant Attribute Set of DS , i.e., MDA( DS , min_s) 

 //  initialize dominant attribute set FA, FA ⊂ AS  

1: MDA( DS , min_s) = Φ , FA = Φ ;   
2: For all 

ia ∈AS occurring in DS , do 

3:      FA = FA ∪  {
ia } 

4: DS ′ = Φ , Htable = Φ ;    /*construct DS ′*/ 
5: For all 

ja ∈AS in DS  with j>i, do 

6: If Dm(FA ∪ {
ja }) ≥ min_s, then 

7: Htable = Htable ∪ {
ja } 

8: End if 
9:       End for 
10: For all (faH; faL)∈ DS , with faH∈FA do 
11: DS ′= DS ′∪ {FA ∩ Htable} 
12: End for 
 //  depth first  recursion 
13: Compute MDA( DS ′, min_s) 
14:     MDA( DS , min_s) = MDA( DS , min_s) ∪  MDA ( DS ′, min_s)  
15: End for 

Note here we use 
ia  instead of Ai, meaning that those attributes do not necessarily 

have to be assigned a value in this scenario. 

3.2   ADP-Growth Based Top-k Ranking Algorithm 

ADP-growth algorithm works well in finding dominant attributes. Then we work on 
those attributes to select relevant data sources. Since given a user’s query, our goal is 
to find the top-k data sources ranked according to the relevance with the query, we 
can early terminate the query processing if we find the top-k data sources, without 
exploiting accesses on all the data sources. Therefore, we propose ADP-growth based 
top-k ranking algorithm (TRA) to speed up the data sources ranking in exploiting 
large scale deep web data sources. 

From above, we obtained sorted list of dominant attributes according to their 
dominance, ', ',..., '}{ 1 2 mMDA a a a= , with scores representing the dominance of each 

attribute. To rank the data sources, we sort the data sources according to the most 
dominant attribute 'ia  in descending order of its values in each data source, and for 

each attribute 'ia  maintain an inverted list Li on data sources where we keep a list of 

ordered pairs ( ( ', )) ,j i jds fp dsa ,  

1 2( ', )= ( ', )+ ( ', )* *i j i j i jfp ds freq ds pre dsa w a w a  . (5) 



 Efficient Top-k Data Sources Ranking for Query on Deep Web 329 

( ', )
1   ( )

0   i j

ifreq ds
score dsi

a
otherwise

θ
=

≥⎧
⎨
⎩

 

Where ( ', )i jfreq dsa  is normalized frequency of attribute 'ia in data source jds , 

idsi  is a query-interface of jds , with ( )iscore dsi  defined as formula 1, θ  a speci-

fied threshold; ( ', )i jpre dsa  is the same as '( )ipre a  defined in formula 3. Thus for m 

unique attributes, n data sources, we generate a dominance matrix DM={ }ij n mfp × , 

with ( ', )ij i jfp fp dsa= . Then we process a top-k style access on these data sources, 

which does not necessarily access all the data sources and hence with higher domi-
nance and less cost. We adopt the idea of probabilistic guarantee for those unvisited 
data sources in evaluating their probabilistic scores [8],[9], i.e., if the probability of 
a data source, namely the summation of the evaluated frequency and the upper 
bound of those unvisited is below a given threshold ε  (e.g., set to 0.1), we can 
discard the data source from the candidate set, where each candidate is a data source 

ids  that has been visited in at least one list and may qualify for the final top-k re-

sult. Top-k style ranking algorithm adopts the Prob-k approach [9] and mainly con-
cerns about what attribute to probe next so that we can drop some unpromising 
candidates and minimize the query cost. However, our TRA distinguishes from 
Prob-k approach in that it considers the possibility of result merging, i.e., it both 
considers the input interface and output interface of data sources in top-k ranking 
by join operations between different ones. The join operation is induced when the 
information of one data source is not sufficient for user’s query and thus has to 
execute join operation with other data sources.  

Example 2. Consider a submitted user interface on automobile {Price, {Make, Manu-
facturer},{Brand, Model}, Year, Color, Mileage}, and there are some data sources 
with attributes not sufficient to meet the users’ requirement, but they refer to the same 
information with different type of description, ds1={ID, Price, {Make, Manufac-
turer},{Brand, Model}, Color }, ds2={ID, Price, {Brand, Model}, Mileage}, ds3={ID, 
{Brand, Model}, Year, Color, Mileage}, thus we have to merge the data sources with 
join operations to satisfy the query. 

Since join operation is expensive and tricky, we should find an optimal plan for data 
sources scheduling. We do join operation only when the number of ranked data 
sources is less than user specified k. since join operation is expensive, the time cost 
will increase. Thus, some users may prefer retrieving satisfied data sources for time 
efficiency, while others may want a better result. Thus, when the number of ranked 
data sources is less than k, we will optionally execute this step based on user’s option 
to proceed or not. When proceeding is required, we adopt a score guided join strategy 
as in [10], i.e., we first schedule the source with higher score which means it has 
higher probability to meet the query, and only do join operation if necessary. As 
verified in Section 5, TRA further improves precision and recall of ranking results. 
Details of the algorithm are as follows. 

Therefore, we find the top-k data sources in two steps. First, we apply ADP-growth 
algorithm to select the most dominant attributes for matching deep web data source 
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interfaces. For those selected dominant attributes, we process ADP-growth based top-
k ranking algorithm (TRA) to rank the relevant data sources without accessing the 
whole ones, thus the strategy proposed in this paper is quite efficient. 

Table 1. Notations and descriptions for TRA 

Notations Descriptions 
MDA Maximal Dominant Attribute Set; 

k User specified number of results; 
ε  Threshold for minimal probability bounds; 

λ  Threshold for candidates, i.e., the worst score of current kth data source; 

Algorithm 2. ADP-growth based Top-k Ranking Algorithm (TRA) 

Input:  MDA, thresholdε , DS , k 
Output:  Top-k Data Sources TDS 
1: TDS= Φ ; candidates= Φ ; λ =0; 
2: Repeat 
3:      For all attribute of MDA in index lists Lj do 
4: fp( ijds ) = Lj.getfp();  // get dominant value  

5:    E( ids ) = E( ids ) ∪ { ids }; 

6: 
ijhigh  = fp( ijds );   

7: 
( )

( ) ( )
i i

i ids E ds
worstscore ds fp ds

∈
=∑ ; 

8: 
( )

( ) ( )
i i

i ijds E dsibestscore ds worstscore ds high
∉

= +∑  

9:         If ( ( )iworstscore ds > λ ) then        

10: TDS=TDS ∪ { ids  }; 

11:       replace min( ( ')iworstscore ds | 'ids ∈TDS); 

12: remove ids  from candidates; 

13: Else if ( ( )ibestscore ds > λ ) then   

14:                candidates = candidates ∪ { ids }; 

15:                Else  
16: drop ids  from candidates if  ids ∈candidates; 

17:               End if   
18:       End if 
19: λ =min{ ( ')iworstscore ds | 'ids ∈TDS}; 

20:       For all 'ids ∈candidates do 

21:             update ( ')ibestscore ds  by current ijhigh ; 

22:         If ( ( ')ibestscore ds ≤ λ  or P[ ( ')ibestscore ds > λ ]   <ε ) then   

 //  with probabilistic pruning*/ 
23:              drop 'ids  from candidates; 

24: End if  
25: En d for  
 // less than k data sources satisfying the query 
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Table 1. (continued) 

26: If (candidates= Φ or max{ ( ')ibestscore ds | 'ids ∈candidates} ≤ λ  then    

 Table1.(Continued) 
27:           If  stop    // user option 
28:  return TDS;  //  early termination 
29: If  proceed 
30: do JoinOperation( ); 
31: End if 
32: End if 
33: End for 
34: Until ||TDS|| = k 
 

// JoinOperation( )  

For j = i..n, do  
th              If . [ ]ids attribute t  equals to . [ ']jds attribute t  

list[key++]=j; 

End if 

End for 

// join 
ids  with other data sources with greedy approach  

rank 
jds  in descending order by its [ ']attribute t  score 

ids = Join (
ids ,

jds ); 

Here we adopt round-robin schedule for sorted accesses, where E(
ids ) is the set of 

evaluated list where 
ids  has been visited, initially Φ ; ijhigh is the upper bound for the 

normalized dominant value of unvisited data sources; P[ ( ')ibestscore ds > λ ]  is the 

probability that 'ids  has global score above λ . 

4   Combined Approach 

Kabra et al.[11] observed that the semantics and relationships between deep web 
sources are self revealing through their query interfaces, that is there are two mutually 
recursive phenomena: 1) Relevant attributes occur in relevant sources; and 2) Relevant 
sources contain relevant attributes. Hence, it developed a co-occurrence based attribute 
graph for capturing the relevance and using them in ranking of the sources in the order 
of relevance to user’s requirement. Inspired by this observation, we propose another 
co-occurrence based approach to capture the relevant attributes, i.e., we employ mutual 
information to define the relevance between two attributes (see Formula 6).  

( , ) ( , ) log( ( , ) ( ( ) ( )))i j i j i j i jMI a a P a a P a a P a p a=  . 

', '
( , ) ( , ) ( ', ')

i j
i j i j i ja a

P a a C a a C a a= ∑  

'
( ) ( ) ( ')

i
i i ia

P a C a C a= ∑  

(6) 
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Where ( , )i jC a a is the frequency of co-occurrences of attributes ia and ja within a 

query interface to deep web data sources and 
', '

( ', ')
i j

i ja a
C a a∑ is that of all the 

attributes, ( )iC a is the number of occurrence of ia in the interface and 
'

( ')
i

ia
C a∑  is 

that of all the attributes. 
Therefore, we acquire mutual information of two attributes indicate their relevance. 

Then, we generate a mutual information matrix (MIM) indicating the relevance of 
every two attributes, i.e., for m dominant attributes, { }ij m mM IM M I ×= , with 

( , )ij i jMI MI a a= specifying the relevance of ia  to ja . From formula 6, 

ij jiM I M I= , thus we further improve TRA by incorporating both the relevance and 
dominance feature of attributes in deciding which attribute to probe next to find the 
relevant data sources. In TRA in Section 3, we have dominance matrix 
DM={ }ij n mfp × indicating the importance of each attribute in one data source. Now we 
develop a combined matrix { }i jCM dr= , with 

1
( * )

m

i j ikk kjdr MI fp
=

=∑ considering both 
the dominance and relevance of an attribute. Thus, we can apply

i jdr instead of 
ijfp to 

TRA (see Example 3). 

Example 3. For simplicity, we only consider three attributes 
3, , }{ 1 2a a a and three data 

sources ds1, ds2, ds3. Suppose we have already obtained dominant matrix DM and 
mutual information matrix MIM, thus we can generate combined matrix CM, see in 
the follows: 

1 0.4 0.5

0.4 1 0.2

0.5 0.2 1

1a

2
a

3
a

1a
2

a
3

a

MIM=

1.48 1.125 1.11

1.18 1.122 0.78

1.19 0.72 1.08

1a

2
a

3
a

CM=

1ds
2

ds
3

ds

0.9 0.7 0.6

0.7 0.8 0.4

0.6 0.21 0.7

1ds
2

ds
3

ds

1a

2
a

3
a

DM=

 

If DM is used in TRA algorithm, 2a is the second probed attribute then the third 

one 3a , and  ds1, ds2 are the 1th and 2th ranking results. While, CM, instead of DM, is 

applied in TRA algorithm, the dominant attribute 3a is the second probed attribute 

instead of attribute 2a , and the ranks are ds1, ds3, since the mutual information be-

tween dominant attribute 1a and 3a are higher than that between 1a and 2a  even 

though the final score of ds2 is higher then that of ds3.  
The combined approach better improves the efficiency and precision especially in 

large scale data integration for ranking top-k data sources (See Fig.3 and Fig.4). 

5   Experimental Evaluation  

For experimental evaluation, we conducted various experiments to evaluate time cost, 
the precision and recall on the results of top-k data sources with variants of the num-
ber of data sources. 



 Efficient Top-k Data Sources Ranking for Query on Deep Web 333 

5.1   Datasets and Setup  

We perform our experiment on the datasets UIUC Web Integration Repository, which 
contains 494 Web query interfaces and totally 370 attributes providing information 
about diverse domains, viz., airfares, automobiles, books, car rentals, hotels, jobs, 
movies, and music records and is available on-line [12]. 

First, we import the data sources we intended for evaluation to an Oracle 10g data-
base. Then, to implement the proposed approaches, we created inverted index lists 
stored as tables with appropriate indexes to the database. Besides, we generate a hash 
table for matching the attributes and acquiring the score. All experiments were run on 
a Pentium® 4 CPU 2.40 GHZ with 512M RAM. 

5.2   Comparisons 

To quantify the evaluation, we test on the deep web repository with different number 
of data sources. For better performance comparisons, we evaluate on three metrics, 
viz., the time cost, precision and recall, where the latter two are the criteria to measure 
the quality of retrieval. The major findings of our study are: (1) Efficiency of Prob-k 
and TRA-k approaches. (2) Better quality of ranking results for combined and TRA-k 
approaches. 

Here we distinguish TRA approach from Prob-k by measuring the case when the 
number of ranked data sources is less than k and user’s preference is proceeding for k 
data sources, thus we denote it as TRA-k in the following figures, and Relevant repre-
sents the approach which only considers the co-occurrence of attributes in [11] and 
does not adopt top-k style approach, while Combine represents the combined ap-
proach developed in Section 5. 

Fig. 2 shows the time cost of the naïve approach, Prob-k, TRA-k and Relevant. The 
time cost for TRA-k approach is much less than naïve and relevant approaches for it 
is executing on the dominant attributes only, and thus we  demonstrate that with the 
ADP-growth algorithm mining the dominant attributes, the time cost is greatly de-
creased especially when the data sources scale is large. On the other hand, TRA-k is 
slightly more expensive than Prob-k for the join operation.  
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Fig. 2. Time cost of Naïve, Prob-k, TRA-k and Relevant approaches 



334 D. Shen et al. 

Fig.3 and Fig. 4 show the precision and recall of the three approaches respectively. 
We can see that the naïve approach may perform better in precision when the number 
of data sources is small. However, as the scale of data sources increases, TRA-k ap-
proach gradually proves its effectiveness and the combined approach which considers 
both the dominance and relevance properties of the attributes is the best among five 
approaches especially the data sources scales. 
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Fig. 3. Precision of Naïve, Prob-k, TRA-k, Combined and Relevant approaches 
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Fig. 4. Recall of Naïve , Prob-k, TRA-k, Combined and Relevant approaches  

6   Related Work  

A wealth of work has been done in deep web research since the rich amount of data 
sources has gained great attentions recently. To help users find the relevant data 
sources and query over them, many ongoing research efforts, e.g., MetaQuerier [13] 
and WISE [14], have been conducted on the investigation of large scale deep Web 
data sources. Raghavan et al. [15] proposed HiWe, a task specific crawler for search-
ing deep web while Barbosa et al. [16] presented a new crawling strategy to automati-
cally build a deep web directory for locating the data sources. Ipeirotis et al. [17],[18] 
classified contents of text databases by sending probing queries to the sources and 
they developed QProber [19], a system for automatic classification of deep web  
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databases. Caverlee et al. [20] discovered interesting relationships among deep web 
databases by probing the target data sources to guide the selection of deep web databases. 
Shu et al. [21] proposed a method to model the querying capability of a query inter-
face based on the concept of atomic queries. Further, an extensive survey [1] on deep 
web was conducted to observe characteristics of the sources and study the implica-
tions of these characteristics for exploring and integrating those deep web databases.  

Besides, top-k retrieval has been gaining importance in information retrieval litera-
ture [22]. Ever since Fagin proposed top-k ranking algorithm, the top-k style algo-
rithms have been flourishing. I. F. Ilyas et al. [10] considered top-k join queries in 
relational database and Chang et al. [23] presented Mpro algorithm for interleaving 
probing on tuples with substantial cost savings. Marian et al. [24] proposed Upper 
algorithm by adopting an adaptive per-tuple probe scheduling strategy and further 
developed a Whirlpool architecture for the adaptive processing of top-k queries in 
XML. Michel et al proposed a framework for distributed top-k query algorithm-
KLEE, which achieves performance gains in terms of network bandwidth, query re-
sponse times and lighter peer loads at low result-quality penalties [25]. Theobald et al. 
[8],[9] developed a probabilistic score prediction technique for early candidate prun-
ing when approximate top-k results is acceptable by the user and further proposed a 
self-tuning incremental query expansion for top-k query processing. 

Thus, this paper studies the problems and features for deep web integration and 
employs a top-k style algorithm to find the relevant data sources.  

7   Conclusion 

This paper studied the observations on deep web and the resulting problems for data 
sources ranking. We first employed the attribute based dominant pattern growth algo-
rithm to mining the dominant attributes and proposed several strategies to rank the 
top-k data sources on deep web with a top-k style ranking algorithm. We further im-
prove our method with a combined approach by considering the relevance property of 
the attributes, which has proved higher efficiency and precision especially in large 
scale data integration. We have conducted a comprehensive experiment on the UIUC 
repository and evaluated and compared the different approaches with three metrics, 
and thus demonstrated the efficiency and better ranking quality of our approach. 

Next, we will study on providing a unified framework for top-k data sources rank-
ing on deep web.  
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Abstract. Top-k query processing is a fundamental building block for
efficient ranking in a large number of applications. Efficiency is a central
issue, especially for distributed settings, when the data is spread across
different nodes in a network. This paper introduces novel optimization
methods for top-k aggregation queries in such distributed environments
that can be applied to all algorithms that fall into the frameworks of the
prior TPUT and KLEE methods. The optimizations address 1) hierar-
chically grouping input lists into top-k operator trees and optimizing the
tree structure, and 2) computing data-adaptive scan depths for differ-
ent input sources. The paper presents comprehensive experiments with
two different real-life datasets, using the ns-2 network simulator for a
packet-level simulation of a large Internet-style network.

1 Introduction

1.1 Motivation

Top-k query processing is a fundamental cornerstone of multimedia similarity
search, ranked retrieval of documents from digital libraries and the Web, prefer-
ence queries over product catalogs, and many other modern applications. Con-
ceptually, top-k queries can be seen as operator trees that evaluate predicates
over one or more tables, perform outer joins to combine multi-table data for
the same entities or perform grouping by entities (e.g., by document ids), subse-
quently aggregate a “goodness” measure such as frequencies or IR-style scores,
and finally output the top-k results with regard to this aggregation. Ideally, an
efficient query processor would not read the entire input but should rather find
ways of early termination when the k best results can be safely determined.

These issues have been intensively researched in recent years (e.g., [7,10,11,
16,19]),and are now fairly well understood for a centralized setting. The current
state-of-the-art algorithms for distributed top-k querying [2,4,15,22] address the
peculiarities of a distributed setting (in particular communication cost), but
fall short of being a perfect solution for really large-scale distributed settings
(e.g., highly decentralized and dynamic peer-to-peer systems), where even other
performance issues become critical and require different compromises. This paper
develops novel techniques to address the peculiarities of such large-scale systems
and shows their practical viability.
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Conceptually, the data we consider resides in a (virtual) table that is hori-
zontally partitioned across many nodes in a wide-area network; partitionings are
typically along the lines of value ranges, creation dates, or creators. The queries
we evaluate on the (virtual) union of all partitions compute the top-k globally
most frequent, least frequent, or highest scoring items across the entire net-
work. Further, we assume a monotonic aggregation function such as maximum,
minimum, or (weighted) summation. This framework has important real-world
applications: (i) Network monitoring over distributed logs [9], e.g., aggregating
transferred bytes by IP address or URL; (ii) sensor networks, e.g., aggregat-
ing data about air or water pollution by time-of-day or elevation; (iii) mining
of social communities and their behavior [8], e.g., aggregating data from social
tagging or clickstreams by users.

1.2 Computational Model

Following [4,15,22], we consider a distributed system with m nodes pj, j =
1, ..., m. We assume that every node can communicate with every other node –
possibly with different network costs, but without any limitation of functionality.
This can, if necessary, be assured by means of “proxy” nodes. Each node pj owns
a fragment of an abstract relation, containing items I and their corresponding
(local) values vj(I). Such pairs are accessible at each node pj in sorted order by
descending value, i.e., in a (physically or virtually) sorted list Lj . Notice that
an item usually appears in the lists of more than one node; often, some popular
items appear in the lists of nearly all nodes.

A query q(k), initiated at a node pinit, aims at finding the k items with high-
est aggregated values V (I) = Aggrpj vj(I) over all nodes pj . We use summation
for value aggregation throughout the paper, other monotonic functions are sup-
ported analogously. Scanning the local list Lj allows each node pj to retrieve
and ship a certain number of its locally highest-value items. The receiving node
(e.g., pinit) can then employ a threshold algorithm [10,11,16] for value aggrega-
tion and determine if previously unseen result candidates potentially qualify for
the final top-k result, or if deeper scans or further probings of unknown values
are needed to safely eliminate result candidates.

This work sets aside node failures during query execution. In case of temporary
node failures or nodes leaving the system, we can adopt the method of [1], which
proposes to send partial results directly to the query initiator, or we can apply
a re-organization step for the affected portion of the query execution plan.

1.3 Contribution and Outline of the Paper

A standard way of performing distributed top-k aggregation queries is illustrated
in Fig. 1 (a), which shows 4 input lists on 4 different nodes and the message flow
to a fifth node (p0) that has posed a top-k query. The 4 lists have different sizes,
and we assume that the query processing uses a uniform value threshold of 0.3
for its scan depth. We will later contrast this execution plan with better ones
based on our methods.
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Fig. 1. Execution plans illustrating the optimization techniques

To scale up top-k query processing to hundreds of nodes, this paper con-
tributes two novel techniques:

1. The flexible formation of hierarchical groups of node subsets that are con-
sidered together. This divide-and-conquer paradigm (cf. Fig. 1 (b)) avoids
overly broad top-k aggregation queries that involve too many nodes at the
same time and could lead to (incoming) bandwidth bottlenecks at the root
of the aggregation. On the other hand, it introduces the combinatorial prob-
lem of choosing appropriate groups and forming a tree of cascaded top-k
operators (possibly with different k at different stages). We provide exact
methods and heuristic approximations for solving this optimization.

2. While previous methods have usually propagated uniform scan depth thresh-
olds to other nodes, we propose an adaptive method for choosing different
scan depth thresholds at different nodes, driven by the statistical information
about the value distributions in the local lists (cf. Fig. 1 (c)).

The paper presents an extensive evaluation, based on two different real-life
datasets and realistic workloads, to demonstrate the scalability of our approaches
and their superior performance compared to prior work. The underlying network
is simulated by the ns-2 network simulator, a highly detailed and validated model
for Internet traffic, widely used in the networking community.

2 Related Work

Top-k query processing has received much attention in a variety of settings
such as similarity search on multimedia data [11,16], ranked retrieval on text
and semi-structured documents [24,19], network and stream monitoring [4,6],
collaborative recommendation and preference queries[5,12], and ranking of SQL-
style query results on structured data sources in general [18,21]. Within this
rich body of work, the TA (threshold algorithm) family for monotonic score
aggregation [10,11,16] has proven to be an extremely efficient and highly versatile
method.

The first distributed TA-style algorithm for top-k queries over Internet data
sources has been proposed by Bruno et al. [14]. It allows both sorted and ran-
dom access to input lists but tries to avoid random accesses depending on access
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costs and limitations of the data sources. Scheduling strategies for random ac-
cesses to expensive data sources were also addressed in [5] for a setting with
centralized sorted accesses. Zhang and Suel [24] consider distributed variants of
TA with sorted accesses only, continuously sending parts of the lists between the
network nodes until the top-k answers have been found, where the number of
communication steps is limited only by the size of the shortest list.

In contrast, state-of-the-art algorithms for distributed top-k aggregation use
a fixed number of communication rounds to bound latency and aim to minimize
the total bandwidth consumption. The first algorithm in this family is TPUT
(Three-Phase Uniform Threshold) [4], where a coordinator, typically the query
initiator, executes a 3-phase distributed threshold algorithm as follows:

– Phase 1: Retrieve the top-k list entries from each of m network nodes and
compute the k-th largest aggregated value of these items (mink), assuming
a value of 0 for all unknown values.

– Phase 2: Revisit all m nodes and ask for all list items with value > mink/m,
recompute mink, and eliminate candidates which cannot qualify anymore for
the global top-k items.

– Phase 3: Retrieve all missing values for the remaining top-k candidate items
by random accesses to the input lists where the items have not yet been seen.

TPAT [22] is a modification of TPUT where the mink/m threshold is adapted
to the specifics of the value distributions; however, the authors state that their
solution may incur very high computational cost.

KLEE [15] is a framework for distributed top-k processing that utilizes a
combination of histograms and Bloom filters to reduce the communication costs
of TPUT-style algorithms. When a node is requested to return its locally best
items, it piggybacks a histogram of the local value distribution and also Bloom
filters as compact synopses of the items for each of the top-c histogram cells
or groups of consecutive cells (where c is a tunable parameter). The receiver of
these synopses can combine the Bloom filters from different network nodes for
an approximate aggregation of values. The additional information obtained from
the per-cell synopses often allows the query processor to derive a higher mink
threshold than TPUT would have; the subsequent round(s) of retrieving all list
entries with value above mink/m is more restrictive and can save communication
as well as processing costs.

Specific network topologies are considered in [2,23], leading to optimizations
for hypercube or tree topologies. Unlike these approaches, TPUT and KLEE
have been designed for general networks without any assumptions on network
topology. In a previous paper [17] we studied the hierarchical execution of top-
k queries by formulating the query using algebraic operators. This provided a
first step towards optimizing top-k queries, but was limited to TPUT queries
without threshold tuning. The optimization techniques introduced in this paper
are applicable to any algorithm of the TPUT or KLEE families.
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3 Cost Prediction

All cost-based optimizations rely on cost predictions to decide which execution
strategy is preferable. We now discuss the two prediction primitives required for
our top-k optimization. First, we must predict the number of items in a list with
a value above a threshold, or similarly the value of the item at a certain position
in a list. Second, we must predict the cost of the resulting network transfers, as
they affect the observable runtime.

3.1 Estimating Item Counts and Values

Consider a top-k query over m input lists Li, i = 1, . . . , m, spread across m
nodes. If the threshold for each list is known, we can easily estimate the number
of items in the local range scan at each node by employing data distribution
synopses (our implementation uses histograms) for the local values of each node.
Similarly, we can estimate the value of an item at position di in list Li from such
synopses. The number of distinct items read from m′ lists, 1 < m′ ≤ m, given
thresholds for each list, can be computed from the convolution of the synopses
of these lists. This assumes stochastic independence between different lists, a
postulate commonly made for tractability. Although the assumption rarely holds
in practice, models based on independence have been very successful for many
prediction tasks and applications that require such statistical reasoning.

3.2 Estimating the Network Costs

The basic network primitive used by the algorithms are 1:n transfers: one node
requests data from n other nodes, first sending the request and then collect-
ing the data. The cost of such a 1:n transfer is estimated using the latency
Latency[i, j] between two nodes, the maximum bandwidth Bandwidth[i, j] be-
tween two nodes, and the effective bandwidth EffBandwidth[n] in a 1:n com-
munication. (one node sending messages to its children or all children replying to
their parent, in a bursty manner). The last parameter models the TCP protocol
overhead, as the theoretical bandwidth is usually not achievable. These param-
eters can be estimated or determined empirically for a given network. The costs
are determined by the highest latency and the total transfer time according to
the effectively available bandwidth (see Figure 2). For entire query trees, the
total costs are computed by summing over the slowest path in the tree. In our
experiments, the predicted costs were usually within 10% of the real costs.

We determined it empirically by running repeated transfer experiments with
the ns-2 network simulator; it could be measured the same way in a real system.

4 Hierarchical Grouping and Its Optimization

TPUT and KLEE employ a flat execution strategy similar to Fig. 1 (a): all
nodes send their items directly to the query initiator. This execution model is
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networkCosts(O,T = {T1, . . . , Tn})
Input: a peer O; bytes Ti transferred between O and i
Output: the estimated network cost

1 l = 0; b = 0
2 for each Ti ∈ T
3 l = max(l, 2 ∗ Latency[O, i])

b = b + Ti
min(Bandwidth[O,i],EffBandwidth[|T |])

5 return l + b

Fig. 2. Cost Computation for 1:n Transfers

wasteful for a number of reasons. First, it incurs unnecessary communication.
For example, consider a query with one very large and several small input lists
residing on different nodes. It would be better to perform the top-k query at
the node with the large list, have the small nodes ship their items to that node,
and only send the final result to the initiator. Second, the nodes compete for
network bandwidth, as all of them send their items to the initiator forming the
top-k aggregation. If instead several nodes aggregated data from other nodes
and only sent their aggregated results to the querying node, the total bandwidth
consumption could be reduced.

We apply a hierarchical grouping of nodes in the second phase of these al-
gorithms to reduce transfer costs. Figure 1 (b) illustrates an example execution
plan for a query with m = 4 input lists L1 through L4 on 4 different nodes p1

through p4. Instead of querying all 4 nodes for their local items with value above
the threshold mink/4, the query initiator contacts only node p1, which itself
contacts p2 and p4 with a threshold of mink/3 (the last third of the threshold
remains at p1). Node p4 subsequently forwards the request to its children in
the execution plan, again dividing the threshold by the respective number of
children. For node p4, the new threshold is mink/(3 ∗ 2), as p4 has 2 children,
including the (local) list L4. Note that the threshold for the relatively large node
p2 is higher than the threshold in a flat execution, mink/4, reducing the number
of items sent. When p4 has received all items from its children, it aggregates
them with the items of its own list and sends the result to its parent in the
execution plan, p1. As some items may occur in multiple lists, the number of
items sent to p1 is typically less than in a flat execution.

Using such a hierarchical grouping can improve the query execution, but,
depending on the sizes and value distributions of the input lists, may also ad-
versely affect performance by adding latency and transfer cost (as data must
pass through more than one node). Therefore, the hierarchical grouping must be
constructed by a query optimizer that computes the cost of the candidate trees
and chooses the best alternative. The cost of a candidate tree refers to its total
execution time, which in our model is dominated by the bandwidth-delimited
data transfer times and additional network latencies.
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4.1 Dynamic Programming Approach

One way to find the optimal hierarchical structure is to employ dynamic pro-
gramming (DP). Note that we only optimize the second phase of the algorithms,
so the mink threshold is already known in advance and we only have to organize
the aggregation of items. The cost of each aggregation step is determined by the
costs of its slowest input (max) and the bandwidth limitations for getting the
input data to the aggregating node (basically a weighted sum). This allows for
the following theorem:

Theorem: The optimal solution of a hierarchical grouping problem can be con-
structed from optimal solutions for its subproblems (i.e., execution trees for
subqueries). �

Proof (sketch): Consider an optimal solution to a problem that consists of a
non-optimal solution to a subproblem. If we replaced the non-optimal solution to
the subproblem by an optimal one, the resulting solution to the overall problem
would have the same cost (in this case we do not care) or it would be cheaper
than the original solution which would contradict the assumption. �

Fig. 3 shows the optimization algorithm in pseudo-code. The algorithm ap-
plies DP in a top-down formulation with memoization. The DP table maps
(lists, mink) → (node → plan), i.e., for each combination of input lists and
mink threshold, we keep the optimal plan for each possible target node where
the subquery result could reside. In our distributed setting, the placement of
data also has to be taken into account. This leads to the following optimization
process: the algorithm always considers all possible nodes as location for the re-
sult, i.e., it operates on sets of plans – one plan for each possible node where the
final result could reside. A (sub-)problem can always be solved by using a flat ex-
ecution, i.e., aggregating the input nodes at the target (lines 3-4). If the problem
consists of more than one input node, the aggregation can instead be performed
hierarchically: the problem is split into smaller problems whose results are then
combined (lines 6-11). As it might be better to perform the entire aggregation
at one node and merely ship the results, the algorithm considers the cost of this
case (lines 12-13). For the transfer cost, the number of items transferred from a
group of nodes to their parent is estimated using the predictions of Section 3.

The DP algorithm can be implemented with an upper bound of O(m4m), but
Ω(2m) is a lower bound which makes using DP infeasible for large m. For large
m, we use a faster heuristics instead of the exact DP.

4.2 Fast Heuristics

The hierarchical structure is a divide-and-conquer strategy for the aggregation;
therefore, we want to partition the lists such that the resulting partitions exhibit
approximately equal costs. In our cost model, lists with similar cardinality will
cause similar effort; so we heuristically partition the list L of all data-item lists
as follows:
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buildHierarchy(L,mink)
Input: set L of all data-item lists; value threshold mink
Output: set of optimal execution plans, one for each node

1 if (I,mink) has already been solved then return known solution
2 b = empty plan set
3 for each p ∈ nodes
4 b[p] = flat aggregation of L at p, threshold mink
5 if |L| > 1 then
6 for each P = {Li ⊂ L}, P partitioning of L
7 L′ = {buildHierarchy(Li, mink/|P |)|Li ∈ P}
8 for each p ∈ nodes
9 Lp = {i[p]|i ∈ L′}
10 a =aggregation of Lp at p
11 if a.costs< b[p].costs then b[p] = a
12 for each p1, p2 ∈ nodes
13 if transfer(b[p1], p2).costs< b[p2].costs then b[p2] =transfer(b[p1], p2)
14 store b as solution for (L, mink) in DP table
15 return b

Fig. 3. DP Algorithm for Optimal Grouping

– SL : L sorted by cardinality of items above mink/|L|
– OL : every “odd” list of SL (L1, L3, ...) (sorted by desc. cardinality)
– EL : every “even” list of SL (L2, L4, ...) (sorted by asc. cardinality)

We expect that OL and EL are similar, so OL and EL would already be a good
partitioning, but the cardinalities can vary widely. Therefore, we consider moving
some of the shorter lists (tail of OL, head of EL) from one partition to another.
We concatenate OL and EL (which are sorted reversely), and cut the resulting
list at any position to get partitioning candidates. The resulting search space
is no longer exponential, allowing for an implementation in O(m2) using search
space pruning. This heuristics works very well in practice and allows very fast
construction of competitive execution trees even for large numbers of input lists.

5 Adaptive Thresholds

After determining an initial mink threshold, both TPUT and KLEE in their
second phase request all data items that may qualify for the top-k result. They
conservatively distribute the necessary value mass uniformly over all input lists
and request all items with a local value above mink/m (cf. Fig. 1 (a)). However,
as value distributions vary widely across lists, data-adaptive thresholds that
are specifically tuned to the individual lists (cf. Fig. 1 (c)) are promising and
were already considered in [22], but deemed computationally intractable and
not pursued much further. Our approach chooses adaptive thresholds by first
choosing scan depths and then deriving appropriate value thresholds.

We formally define this optimization problem as follows. Assume that we scan
the m input lists to depths d1, d2, . . . , dm, and the values at these list positions
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are v(d1), v(d2), . . . , v(dm), respectively. We need to ensure that we scan deep
enough so as not to miss any potential top-k candidate; this mandates the con-
straint

∑m
i=1 v(di) ≤ mink, with uniform thresholding being a special case. We

aim to minimize the total cost of shipping list entries, which is equivalent to
minimizing

∑m
i=1 di, subject to the introduced constraint. For given scan depths

di we can estimate the resulting v(di) (see Section 3).
This problem is NP-hard, as we can reduce the Knapsack problem to our

problem, so an exact solution is out of the question as we address applications
with large m. However, we can devise practically good approximations based on
the following heuristics. We optimize the maximum scan depth over the m lists
(instead of the sum of the scan depths). In a lightly loaded network with all m
scans proceeding in parallel on different nodess, this objective function would be
appropriate for minimizing the latency of this phase. For our actual objective
function, minimizing the total network costs, it is merely a heuristics, but turns
out to be a fairly good approximation. If we minimize the deepest scan, i.e.,
maxm

i=1di, we can set all di to the same maximum, so that we effectively deal
with only one free variable as d1 = d2 = ... = dm. We still need to ensure that
this choice of di satisfies the constraint. We can perform a binary search over
the possible choices to find the lowest di without violating the constraint. Note
that this approach of uniform scan depths usually results in non-uniform local
thresholds at which the scans on the individual lists stop.

6 Experiments

6.1 Setup

We have implemented all algorithms and our testbed in C++. To obtain repro-
ducible and comparable results, we simulate the network; running experiments
over multiple nodes in a real-world network such as PlanetLab would suffer
from unpredictable and unreproducible interference by other applications and
network nodes. As a simulation environment we used the ns-2 network simula-
tor [13], which is a state-of-the-art packet level network simulator. We used the
Inet-3.0 topology generator [20] to create an Internet-style topology with 3037
nodes and bandwidths ranging from 1 MBit/s in the leaves to 10 GBit/s in the
backbone. For the experiments, we assigned the individual data lists to random
nodes, and employed the network simulator to compute the execution time for
each algorithm. All results are averages over 10 random placements.

Algorithms under Comparison. Our experimental evaluation focuses on the
following combinations of our techniques with the existing algorithms: TPUT is
the three-phase uniform threshold algorithm [4]. We do not consider the variant of
TPUT that uses a compression technique based on hash array encoding to decrease
the network bandwidth consumption. We consider it an orthogonal issue to apply
compression techniques to any of the investigated algorithms. KLEE is an exten-
sionofTPUT that employs histogramsandBloomfilters [15];we setKLEE’s tuning
parameter as c = 5%. We use only the three-phase KLEE variant, and disregard
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theKLEE-4 variant of [15] as its additionalfiltering stepwouldbe orthogonal to the
issues studied here.AdaptiveTPUT is an extension of TPUT that uses our adap-
tive thresholding described in Section 5. AdaptiveKLEE is the equivalent exten-
sion of KLEE. TreeTPUT uses hierarchical query execution plans introduced in
Section 4, in addition to the adaptive-threshold technique. In the experiments, we
use the fast heuristics. TreeKLEE is the equivalent extension of KLEE.

Approximate vs. Exact Mode. KLEE has explicitly been designed as an
approximate algorithm [15]. However, it can be turned into an exact algorithm by
adding an additional random-lookup phase at the end. The resulting algorithms
can be considered as TPUT variants flavored with KLEE’s techniques plus our
optimization techniques. On the other hand TPUT has been designed as an exact
algorithm [4], but can be transformed into an approximate algorithm by skipping
the random-lookup phase at the end. In our experiments we study TPUT and
KLEE both in exact and in approximate mode.

Datasets. The WorldCup HTTP server log collection1 consists of about 1.3
billion HTTP requests recorded during the 1998 FIFA soccer world cup. The
data is provided as 249 individual access logs. We constructed 249 nodes by
converting each access log into a node. The task is to identify the top-100 clients
that caused the most traffic on a given set of nodes. The Retail Benchmark
consists of retail market basket [3]. A set of 100 nodes was generated by ran-
domly assigning each of the ∼88k transactions to exactly one node, modeling a
situation in which the transactions had occurred at distributed shopping sites.
At each node, we generated all possible triplets of basket items present in any
of the transactions, yielding a total number of 51, 788, 094 (16, 769, 821 distinct)
triplets. As for queries, we are interested in finding the globally most frequent
triplets, using only a subset of the 100 nodes (i.e., retail stores).

Metrics. We consider the following metrics: (1) Query response time, the
“wall-clock” time for the benchmarks in the network simulation, and (2) Rel-
ative recall, the overlap between the top-k results produced by approximate
algorithms and the true top-k results produced by an exact method.

6.2 Results

Fig. 4 (left) shows average response times for the Retail benchmark for different
query sizes (number of nodes queried) in exact mode. Each point in the chart
is computed by averaging over 10 independently chosen random queries. For all
queries, TPUT is improved by AdaptiveTPUT and further improved by TreeT-
PUT. Interestingly, KLEE performs worse than TPUT, and AdaptiveKLEE per-
forms slightly worse than KLEE for query size 20. This is caused by additional
random lookups in Phase 3: while KLEE retrieves less data items in Phase 2, it
requires more random lookups in Phase 3, which are quite expensive. For query
size 20, the scan depth balancing aggravates this by reading even less data items

1 http://ita.ee.lbl.gov/html/contrib/WorldCup.html
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Fig. 4. Retail results in exact (left) and approximate (right) mode

and thus requiring more random lookups. For larger query sizes 40 and 100 the
benefit of adaptive scan depths outweights the additional random lookups. The
TreeKLEE variant performs much better than KLEE and AdaptiveKLEE, but
is still slower than TreeTPUT.

Fig. 4 (right) illustrates average response times in approximate mode;
Table 1 shows relative recall for the largest queries. The differences between
TPUT and KLEE are smaller here, but still KLEE is slower due to its relative
expensive Phase 1 communication. TreeKLEE can make use of the improved
thresholds and performs better than TreeTPUT. AdaptiveKLEE is only a mi-
nor improvement over KLEE here, while TreeKLEE improves the runtime of
KLEE up to a factor of 2. For TPUT the adaptive scan depths have a much
larger impact, with AdaptiveTPUT performing nearly as good as TreeTPUT
for small queries.

Fig. 5 illustrates average response times for the WorldCup benchmark. In
exact mode (Fig. 5 (left)), AdaptiveTPUT/AdaptiveKLEE improve the average
response time only slightly over TPUT and KLEE, whereas TreeTPUT and
TreeKLEE improve the run-time up to a factor of 4. Table 1 shows relative
recall for different numbers of nodes in approximate mode. Here, the run-time
effects (Fig. 5 (right)) are similar to the exact case.
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Table 1. Recall results in approximate mode

Dataset #nodes Adaptive Tree Adaptive Tree
TPUT TPUT TPUT KLEE KLEE KLEE

Retail 40 0.98 0.97 0.97 0.92 0.90 0.90
Retail 100 0.98 0.96 0.96 0.92 0.90 0.90

Worldcup 40 0.98 0.96 0.95 0.97 0.95 0.94
Worldcup 100 0.99 0.97 0.96 0.98 0.96 0.95

6.3 Discussion

Overall, TreeTPUT/TreeKLEE are the best-performing and most robust algo-
rithms. They are superior to all competitors in all cases, and significantly outper-
form the base algorithms with run-time gains up to a factor of 4. In exact mode,
TreeTPUT is slightly preferable to TreeKLEE (which is not surprising, as KLEE
was designed as an approximate algorithm). In approximate mode, TreeKLEE
performs better than TreeTPUT and is the algorithm of choice. The optimiza-
tions themselves have a greater impact than the choice of the base algorithm:
while TPUT and KLEE perform quite differently, TreeTPUT and TreeKLEE
are much closer to each other. Optimizing only the scan depths in Adaptive-
TPUT/AdaptiveKLEE already improves the run-times, but the full cost-based
optimizations of TreeTPUT and TreeKLEE give much better results and are
essential for consistently good performance.

Although the issue of exact vs. approximate results is orthogonal to the contri-
butions of this paper, we think it is worthwhile pointing out that the approximate
variant of TreeKLEE is a particularly intriguing algorithm for many practical
applications. It is often a factor of 2 faster than its exact counterpart, but con-
sistently achieves a relative recall above 90% – an excellent result quality that
would be perfectly acceptable for most applications of top-k querying.

7 Conclusion and Future Work

This paper has developed and experimentally studied novel techniques for opti-
mizing top-k aggregation queries that involve many peers in a wide-area network.
Each of our main techniques can individually improve the performance of the
state-of-the-art algorithms, TPUT and KLEE. Together, our techniques exhibit
additional synergies and consistently outperform prior methods. Our future work
will aim to eliminate the few limitations that our methods have: i) considering
correlation information for the underlying peers and their value distributions in
the statistical predictor models, and ii) looking for better approximation tech-
niques for our hierarchical grouping and adaptive thresholding methods.
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Abstract. The Internet has become increasingly important to many
emerging application such as Blog, Wikis, podcasts, and others Web-
based communities and social-networking services, i.e. Web 2.0. Behind
the scenes, added functionalities depend on the ability of users to work
with the data stored on servers, i.e. DBMSs. However, the unpredictabil-
ity and fluctuations of requests could result in overload, which can sub-
stantially degrade the quality of service. It is a challenging task to provide
quality of service with inexpensive and scalable infrastructure. In this pa-
per, we look at a new architectural design dimension, POEMS, that is
online transformable between a single-node server and peer-based service
network architectures. POEMS operates as a conventional DBMS under
normal load conditions and transforms to peer-to-peer operation mode
for processing under heavy load. In contrast to traditional distributed
DBMSs, all nodes contribute their spare capacities for data manipula-
tion. This is achieved without the need to install any DBMS at any of
the contributing nodes. Data are partitioned online and operators are
distributed to nodes similarly. The effectiveness of query processing is
achieved by node cooperation. POEMS allows processes or operators to
be dismissed online, so a user can fully utilise his/her resources.

1 Introduction

We have observed an evolution in Web technology in the past few years. Un-
like the 1st generation Web regarding the Web as information source, Web 2.0
provides architecture of participation that encourages user contribution. Con-
sequently, companies such as YouTube and Flickr have been very successful by
providing ‘peer production’ solutions to meet the demands of today’s users. How-
ever, the quality of service has also become much more crucial. Any unpleasant
experience may push users away to those who provide better services.

There are many aspects in providing pleasant user-experiences, responsive-
ness is one of the criteria. In a typical multi-tier Web application, users’ data is
stored in a DBMS. In order to prevent a bottleneck at the data tier, many orga-
nizations and researchers are heading toward distributed database technology.
Significant advances have taken place in the development and deployment of dis-
tributed DBMSs (DDMSs). These include mechanisms to provide transparency
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in accessing data from multiple servers [19], and the support of distributed trans-
actions over fragmented and heterogeneous data sources [8,15].

In this paper, we investigate a common and practical problem: Imagine a
typical business environment where a medium-size organization operates with
hundreds of office personal computers (PCs) and a central DBMS. Most of the
office PCs are used mainly for simple word-processing and emailing, or as dumb
terminals with no DBMS facilities installed at all. The central DBMS receives
requests internally or externally through an Internet connection. The unpre-
dictability and fluctuations of the requests may overload the DBMS1. Conven-
tional DDMSs tackle overload by introducing additional servers to handle the
extra load. However, besides the additional costs, such approaches are not flex-
ible. The motivation of our work is that we can exploit the spare capacity of
resources of office PCs, in order to assist the DBMS to maintain its performance
under fluctuating overload conditions. The intuition is to distribute some of the
DBMS load to the PCs during the peak periods, while not interrupting them
when the DBMS’s workload is normal.

Peer-to-Peer (P2P) technology provides an attractive alternative for building
distributed systems. The P2P environment is dynamic and sometimes ad hoc
resulting in an evolving architecture where each peer is fully autonomous. A
considerable amount of research has been conducted on data integration [7,10],
data mapping [5,6], data discovery and query processing [13] in P2P environ-
ments. These systems assume that all participating peers have a DBMS installed
and are willing to share their data with other peers. Moreover, each peer is ex-
pected to play the role of data provider and data consumer.

In contrast to DDMSs, peer-based DBMSs offer a more cost-effective solution
where each peer has a DBMS installed and load or data is distributed in order
to maintain system performance. The main concern here is not additional costs,
but rather the complexity of maintaining the DBMS at each peer site. This
involves several difficulties especially for novice users. First, a complex DBMS
would affect the ad hoc tasks running on a typical PC. Second, there is the
issue of the complexity of inter-connectivity and integration between one DBMS
and others. Third, introducing new functions involves the upgrade of all the
participants. Furthermore, both DDMSs and peer-based DBMSs suffer from the
drawback of not being capable to handle dynamically changing user requests (due
to the initial data placement not being able to guarantee good load balancing
for different access patterns in the future).

1.1 Our Proposal

Most existing systems employ either a client-server (CS) or P2P-based architec-
ture. The former provides easy access to resources, data control, and integration
of new technology. While these features are absent in P2P systems, they provide
scalability in harnessing processing power for solving a given task.

1 Many community Web sites, in particular those with a regional focus, experience
overload during common break times and at the beginning / end of a working day.
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We propose POEMS (Peer-based OvErload Management System), a novel ap-
proach that handles the above-mentioned problems and inherits the advantages
of both CS and P2P systems. We discuss an autonomic DBMS architecture with
two operation modes: A centralized and a P2P mode. Under normal conditions,
the DBMS operates in CS mode without interrupting other peers. The admin-
istrator defines a performance threshold, e.g. based on transaction throughput.
On overloading (i.e. exceeding the given threshold), the DBMS seeks ways to
improve its performance by means of best-effort, especially when the overload is
caused by short and swiftly fluctuating requests. In such a situation, the DBMS
transforms its query processing operation into P2P mode and harnesses more
power from the peers to assist the DBMS during the peak period.

When POEMS operates in a P2P mode, it treats each peer as an autonomic
element (AE) [11] that will contribute only its processing power and mem-
ory resources as services without any DBMS capabilities (e.g. similar to the
SETI@Home project). Operators have to be shifted on demand to AEs based on
the query’s execution plan2. POEMS interacts constantly with AEs to manage
their current resource status. When the system becomes overloaded, a query
optimizer partitions the data considering the available AEs and the amount
of underutilized resources. A root operator that consists of all the optimized
sub-operators (e.g. scan, selection, join, and projection) will be generated based
on the local query execution plan and sent together with the partitioned data
to the AEs for processing. All processing to be carried out at an AE must be
main memory based in order to reduce the effects (i.e. I/O operations) of inter-
ruption on the existing tasks running at the AE. Intuitively, data shifting may
incur high communication overhead, but this concern can be easily resolved: By
moving only selected operators to remote peers to cooperate with the existing
operators, peers can process subsequent queries effectively without any further
data shifting from the DBMS (i.e. PUSH-based prefetching).

For example, let us consider 3 queries on the CUSTOMER and CART relations:

(a) SELECT CUSTOMER.name, CUSTOMER.address FROM CUSTOMER
WHERE CUSTOMER.cid > 1000

(b) SELECT CART.cartid, CART.status FROM CART
(c) SELECT CUSTOMER.cid, CUSTOMER.firstname, CUSTOMER.sex, CART.cartid,

CART.status FROM CUSTOMER, CART WHERE CUSTOMER.cid = CART.cid

Assume queries (a), (b) and (c) arrive in this sequence. Let X be a cluster
of peers, each of which receives a root operator Project(Select(CUSTOMER,
CUSTOMER > 100)) and a fraction of non-overlapped data from the CUSTOMER
relation. Similarly, let Y be another cluster of peers, each of which receives a
root operator Project(CART) and a fraction of non-overlapped data from CART.
Incorporating the operators generated from queries (a) and (c) at multiple peers
can effectively process the subsequent projection-join query that involves relation
CUSTOMER and CART without the need for any data from the DBMS.

2 It has to be acknowledged that POEMS assumes read-dominated workloads (as
common in Web environments). Managing updates is beyond the scope of this paper.
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An important property of POEMS is that peers are allowed to dismiss a
process at will during runtime when they need more resources for their local
tasks. This is in vivid contrast to traditional parallel or distributed DBMSs.

The main contributions of our proposed POEMS framework include:

– The proposal of a dynamic framework that is online transformable between
CS and P2P architectures, depending on the workload of the system;

– The introduction of operator-based query processing where there is cooper-
ation between different operators at different hosts for query answering;

– The proposal of a movable operator architecture to handle the dynamism of
peers where operators can freely move to another peer on request;

– The development of several optimization techniques that decrease data trans-
fer among nodes; and

– The evaluation of POEMS in a real environment with 26 office PCs.

The rest of this paper is organized as follows: Section 2 provides some essen-
tial background; Section 3 describes the POEMS framework and its architecture;
Section 4 analyzes the proposed techniques; Section 5 presents an extensive ex-
perimental evaluation of the system; and, finally, Section 6 concludes the paper.

2 Related Work

POEMS can be categorized as an autonomic computing system, where, according
to [11], self-management is envisioned as an intrinsic property that deals with
the complexity of modern systems. In autonomic computing, a system maintains
and adjusts its operations in order to cope with changing conditions. A similar
self-management concept has been proposed for service overlays networks [20].

The goal of overload management is to maintain the system’s performance
close to optimal under overload conditions. Conceptually, overload management
is a special case of load balancing. While overload management deals with a
special set of load conditions (i.e. overload), load balancing focuses on distribut-
ing equal loads among nodes even in underload conditions. Load balancing in
shared-nothing architectures has been well studied [1,2,17] and deployed in sev-
eral distributed computing projects such as NOW [1], Condor [4] and Beowulf
[2]. The methods can be categorized into static [3] and dynamic load-balancing
[9,18]. These systems follow a common assumption that loads are distributed to
a cluster of machines or processing elements that are fully dedicated to sharing
loads. In the case of dynamic environments such as P2P, the notion of ‘virtual
server’ has been used [16] to propose a load-balancing algorithm in distributed
hash tables. The P2P systems mentioned above support high workload by means
of increasing the number of replicas. Our approach is different in several aspects:

– Operators are distributed among peers and operators cooperate in response
to a query, compared to existing techniques that route a query to a single
source for processing. POEMS therefore offers the advantage of distributing
the query load to multiple nodes minimizing the burden of each node.
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– The granularity of data partition is finer and can be adjusted dynamically,
allowing data to be partitioned online based on the available resources.

– Peers are involved in query processing when POEMS is overloaded, in con-
trast to existing techniques in which replicated data are cached permanently
while waiting for requests, either in underloaded or overloaded conditions.

Scalability requirements for data-intensive Web applications are the driv-
ing factor behind the Database Scalability Service Provider (DSSP) approach
[12,14]. DSSP exploits Web application properties, e.g. read-dominated work-
loads. In addition to the home server, DSSP employs a dynamic number of
proxy servers to which the generation of dynamic content is offloaded. Similar
to DDMSs, this requires managed servers which is fundamentally different to
POEMS.

3 Prototype Design and Implementation

POEMS consists of two main components: The (custom-build) DBMS running
on a central server and the AE component running on AEs. Before we consider
these components in greater detail, we will define the Processor, which is a widely
used object in our system. A root operator is an operator that encapsulates all
optimized sub-operators. In order to distinguish it from operators commonly
used in the DBMS, we name the root operator Processor . The Processor plays
an important role in query processing in POEMS. It is a movable object that can
be dispatched to AEs as requested or it can replicate itself at other AEs for load
sharing. Each Processor consists of operators (all sub-optimized operators are
encapsulated in a root operator), data and a Plan. Data are subsets of relations
partitioned by the DBMS. A Plan is used to guide operators on how to process
a query and where to retrieve other partitioned data.

Figure 1 depicts the architecture of POEMS. From the network point of view,
it consists of a large number of AEs offering their spare resources and a central
DBMS facilitating user services. The solid lines denote connections among AEs
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Fig. 1. POEMS Architecture and Context Environment
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in the same cluster, e.g. [AE1, ..., AE5] and [AE6, AE7] are two distinct clusters
(say X and Y , respectively) responsible for storing different data. Considering
our sample queries from Section 1.1, each AE of X is responsible for storing
the partial data of CUSTOMER and AEs of Y store the partial data of the CART
relation. Each AE also connects directly (dashed lines) to the DBMS.

SQL requests are first directed to the central server. The DBMS has all the
features of a traditional DBMS (i.e. query parser, query optimizer, various op-
erators etc. as subsystems in the DBMS Component). In addition, the DBMS
includes Resource Inventories and a Plan and Processor Generator (PPG). The
former maintain an inventory of the location and characteristics of AEs (e.g.
how many memory pages an AE contributes), which is essential for scheduling.
A transition from the CS to the P2P mode occurs when the system is overloaded.
For each query, the PPG partitions the data, produces Processors to handle the
task, and dispatches the Processors to a set of AEs. PPG tries to partition and
assign all data to the available AEs. If there are not enough AEs to handle the
required amount of data, the remaining data are assigned to the DBMS. In such
a case, the DBMS acts as an AE that is responsible for the remaining data.

An AEi has a very simple architecture consisting of two major modules: The
Execution Engine and the Resource Monitor. The Execution Engine executes
the Processor that it receives without having to know what operators it consists
of. Other AEs can connect to AEi and request data. AEi may answer a query
by executing the operator (or part of it) locally, if it has the required data, or by
acquiring data from other AEs. All processed results will be returned directly to
the requester that initiated the query without going though the DBMS. Since
AEs are not fully dedicated to the task of load management and their load may
vary from time to time depending on the tasks that they are currently running,
a mechanism is necessary to provide the current resource status of AEs to the
DBMS. In our prototype, we implemented a Resource Monitor (RM) module
monitoring the main memory usage of its AE and calculating the number of
available pages. This information is uploaded periodically to the DBMS.

4 POEMS Query Processing

Users pose queries by means of SQL statements to a central DBMS. In our
implementation, a query q has the following form: SELECT A FROM R WHERE
C, where R is a set of relations, A is the set of target attributes and C is the set
of conditions. C in the WHERE clause supports the <expression op expression>
form, where an expression is a column name, a constant or a string expression
and op can be one of the comparison operators {<, <=, =, >=, >}.

Let vsys be a function of the system load defined as:

vsys =
Number of completed transactions per interval-t

Number of incoming transactions per interval-t
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where interval-t is a constant (e.g. 1min). Overload is interpreted as a condition
where the vsys < vadm, where vadm ∈ (0, 1] is a parameter set by the adminis-
trator. In such a case, query processing switches to P2P mode to harness more
computing power. Obviously, a large value of vadm causes the system to always
face an overloaded condition. Thus, shifting the system towards P2P processing.
In another extreme case, a very small value of vadm causes the system to retain
a CS architecture. This tunable parameter that characterizes POEMS provides
better adaptation to user needs based on different environment conditions.

4.1 Query Distribution

Assume that the DBMS notices an increase in load at an interval-t, and attempts
to solve the problem by transforming the processing mechanism to P2P mode.
Let firstQuery be the first query the central DBMS receives upon transformation
to P2P mode or a query that requires tables not requested by previous queries
while the system was in an overloaded condition. Also, let followingQuery be a
subsequent incoming request. We shall focus on join and select-join queries that
require more processing resources (simple selections are processed similarly).

The DBMS generates a set of Processors to handle each incoming query. First,
we discuss the data partition mechanism. Let RfirstQuery = {R1, ..., Rn} denote
the cross-product of relations R1 to Rn for firstQuery. For each Ri, data have
to be partitioned and distributed to a set of AEs. The data size to be assigned
to each AE has to be small enough to fit into its main memory in order to
avoid any heavy I/O operation causing serious interruption to the user’s running
tasks.

The relations in RfirstQuery are first sorted (using information from the DBMS
system catalog) on the size of each relation Ri and the total number of pages
that are needed to store all the tuples of RfirstQuery is computed. For each
AE registered in the Resource Inventories, its buffer (i.e. number of pages it can
contribute) is partitioned to n+2 segments, where n is the number of relations in
RfirstQuery . Notice, there are two additional segments: One is assigned as storage
for intermediate results; and another segment is used as the output buffer. Since
all operations are performed in the main memory, pointers instead of real values
are stored in the intermediate result buffer.
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Figure 2(a) is a graphical view of how resources in AEs are partitioned and
assigned. Assume R, S and T are three relations of RfirstQuery and Intm is
the intermediate result buffer and Out is the output buffer. The height of each
rectangle is proportional to the amount of data that has been assigned to it.
AE1 is assigned more data than the others since it contributes more resources.
No data from T has been assigned to AE3 and no data from S or T has been
assigned to AE4 (the shaded-rectangles).

Apart from assigning partitioned data to each AE, there is a need to migrate
operators. An AE produces final results solely from operators that are assigned
to it by the DBMS. Although query optimization is critical in a relational DBMS,
we concentrate on a simple local optimization approach. The optimizer can be
replaced easily in the future without affecting the general framework. For the
current prototype, we employ an iterative improvement algorithm for the ran-
domized optimization of the query plan. The output of the optimizer is an oper-
ator consisting of many sub-operators, i.e. nested-join, selection, projection, and
scan operators. For each scan operator in an AE, a pointer of a corresponding
set of partitioned data generated previously is assigned to it.

The Plan is a simple data structure. It has an n × m array, where n is the
number of relations and m is the number of AEs participating in solving the
given query. Each cell (ni, mj), 0 < i < n, 0 < j < m, in a Plan has a value of 0
or 1. A cell is set if AEj is assigned data Ri, and it is reset otherwise. Considering
Figure 2(a), the information of data distribution among the AEs is transformed
to a Plan as in Figure 2(b). The objective of a Plan is to assist query processing
by providing information on how and where a query should be processed. In the
following, we describe the mechanisms of data retrieval and processing.

Execution of firstQuery . On receiving a Processor, the AE starts processing
the query. This is divided into two sub-processes: Local processing (LP) and
remote processing (RP). LP starts producing partial results immediately by
executing the operators that are attached to the Processor if all the required
data of RfirstQuery are locally available (e.g. in Figure 2, AE1 and AE2 can
produce partial results locally since all the relations R, S and T are available).
The results are returned to the requester immediately. RP involves retrieving
data from other AEs to the peer for processing. One of the simplest ways to
determine the order of data retrieval from different AEs is the following: AEj

(0 < j < m, m is the number of AEs) retrieves the data of relation Ri from
AEj+1 if and only if the cell of (i, j + 1) in the Plan is set (e.g. in Figure 2(c),
AE1 will retrieve R2, S2 and T2 from AE2, R3 and S3 from AE3 and R4 from
AE4). Observe that AE1 performs more operations than AE2; similarly, AE2
performs more operations than AE3 and so on. The advantage of this resource-
based data and task assignment is that AEs with more resources are assigned
more operations than others. As a result, the usage of resources at each AE is
optimized and the overloading of AEs with low resources is avoided.

Note, the operators of each AE are generated based on an execution plan
produced by the DBMS query optimizer with only local information to estimate
the result size and cost. Therefore, strictly speaking, the plan is optimized if the
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query is run on the DBMS host. Taking R, S and T as an example, based on
the associative property of joins, a query optimizer may produce any of these
alternative plans: R �� (S �� T ), (R �� S) �� T or (R �� T ) �� S. Since the size
of R ≥ S ≥ T , plan R �� (S �� T ) is favored by the optimizer. However, since
each AE is assigned an equal data size for each relation, there are no indexes in
AEs and all the operations are performed in the main memory, processing costs
of any of the above-mentioned plans are similar.

However, this might not be valid in RP. RP involves retrieving data from
remote AEk, where j < k < totalAE, to AEj, where the size of Rk in AEk

is smaller than or equal to the size of Rj in AEj . In this case, assigning a
smaller set of data to the outer relation may involve higher processing cost.
Although we do not have to consider any I/O operation since all operations are
main memory-based, accessing memory entails cost-related characteristics that
are similar to disk-based I/O operations. We do not deal with main memory
optimization issues in this paper, but we need to reduce L1 and L2 cache misses
by avoiding the assignment of a larger set of data to an inner relation and a
smaller set of data to an outer relation, as such assignments might cause more
L1 and L2 cache misses since the size of the L1 and L2 caches is small compared
to the main memory. For example, consider Figure 3(a) and let R �� (S �� T )
be the plan produced by the DBMS. Assume that the right-most predicates are
inner relations and the left-most predicates are outer relations. Notice, since
R3 ≤ R2 ≤ R1, S3 ≤ S2 ≤ S1 and T2 ≤ T1, there are two possible cases
where the plan R �� (S �� T ) is inadequate for AE1. First, AE1 retrieves S2 or
S3 and replaces the local S1 with S2 or S3 for processing, R1 �� ({S2, S3} ��

T1). In this case, since the size of {S2, S3} ≤ T1 and relation S is the outer
relation, {S2, S3} �� T1 would be more costly than T1 �� {S2, S3}. Similarly, in
the second case, AE1 retrieves R2 or R3 and replaces the local R1 with R2 or R3
for processing {R2, R3} �� (S1 �� T1). In this case, the size of the intermediate
results produced by (S1 �� T1) might be larger than the size of {R2, R3} since
the size of R1 = S1 = T1 and {R2, R3} ≤ R1. Piping the larger intermediate
results as an inner relation to its parent may affect the cost significantly due to
the cache misses of L1 and L2.
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One of the solutions is to let the optimizer consider the resources at different
AEs while generating the execution plan. Different plans can then be tailored
for the various AEs. However, this method adds extra load to the DBMS, which
is especially undesirable under an overload condition. In POEMS, all AEs are
assigned a single plan, which has the advantage of simplicity and scalability.
Nonetheless, RP still suffers from the above-mentioned problem. We propose a
simple yet effective mechanism to minimize the effect of assigning smaller sets of
data to outer relations. Consider Figure 3(b) as an example. We remove S and
T from the figure and insert the additional AE5 for illustrative purposes. For
each AEi, a window Wj with a size that equals the segment size is created. The
window Wj is dispatched to AE(i+1) and is filled with the data of R(i+1). If Wj

is not full, it is dispatched to AE(i+2) and the filling process is repeated. The
process will stop if Wj is full or AEn is the last AE in the cluster participating
in storing the data of R. An exception happens when Wj is full, AEn is the last
AE and some data remain. In this case, the size of Wj is expanded to capture
the remaining data. Note, when expanding Wj , AEi would require more buffer
than the initially assigned segment to store the additional data. The extra buffer
that is needed can either be obtained from Intm buffer or Out buffer, or in the
worst case, the additional data may be put on disk. In any case, this may not
be an issue since the size of the remaining data is always small.

Execution of followingQuery . When the DBMS receives a followingQuery,
it checks the FROM predicates. There are three possible cases: (i) All the required
relations have been previously distributed to remote AEs in one cluster; (ii) The
required relations are handled by two or more clusters; and (iii) Only parts of the
required relations have been distributed to AEs. The DBMS determines the case
by referring to the Resource Inventories. In the first case, the DBMS generates
operators as usual based on its local cost information. The operators are then
attached to a new Processor. Each of the AEs involved in the processing receives
a similar Processor. Unlike the Processor of the firstQuery, no data or Plan is
assigned in the Processor of the followingQuery since all such information can
already be found at the AEs. This is desirable as the DBMS workload is reduced.

If some of the required data are not found in the AEs (i.e case (iii)), a fol-
lowingQuery will be processed in two steps. First, each part of the missing data
is obtained from the DBMS, partitioned and then distributed to a new set of
AEs. Second (this also applies to case (ii)), the major challenge is the mechanism
of joining relations from two or more clusters, each with a set of AEs. Assume
there are two clusters: Cluster (R, S) consisting of {AE1, AE2, AE3, AE4} and
Cluster (T ) consisting of {AE5, AE6, AE7}. Cluster (R, S) stores the data of R
and S, while Cluster (T ) stores the data of T . Observe that there are several
query processing issues: (i) The cluster selection problem of defining where an
execution should be performed; and (ii) The size of the to-be-fetched relation
in a cluster might be larger or smaller than the available memory resources of
the requester AE. Fetching data larger than memory size incurs I/O operations
since data have to be stored on disk. At the other end, resources are underuti-
lized when a small set of data is fetched. Given a query R �� (S �� T ), POEMS
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selects a cluster that has the maximum number of FROM predicates stored (e.g.
Cluster (R, S) has two predicates out of three of R �� (S �� T )). If there is a tie,
random selection is used. Notice, given two clusters, each of the AEs in the first
cluster has to fetch data from the AEs of the second cluster. Therefore, in order
to optimize the memory resources used, each AE in the first cluster will define
a window of the size of the segment as described in firstQuery processing.

4.2 Reducing the Network Cost

There are two points that involve data transfer: (i) When the DBMS distributes
data to a set of AEs; and (ii) During data fetching among AEs. We do not restrict
data flow from the DBMS to AEs since any data missing from the AEs will entail
references to the DBMS again. On the other hand, data transfer among AEs
should be reduced to minimize network cost. Even though the amount of data
transfer from the DBMS could not be reduced, it is worthwhile grouping similar
queries together and reducing the number of queries that will be posted to AEs
for processing. Therefore, our optimization strategy is two-fold: (i) Reduce the
number of queries posed to AEs; and (ii) Minimize data transfer among AEs.

We propose a Windowed and Grouped (WG) algorithm to reduce the number
of queries posed to AEs. WG aims to minimize total execution cost by grouping
concurrent queries that require similar resources. Let GWn be a group window
taking n incoming queries and group similar queries together. Given two queries
Q1 and Q2 (with their respective data sources R(Q1) and R(Q2)), they can be
grouped if and only if R(Q1) ⊆ R(Q2) or R(Q2) ⊆ R(Q1). Freezing queries and
grouping them later may not appear worthwhile at first glance because of the
short lifetime of the query and an additional delay of query execution. However,
there are two conditions that make WG a desirable algorithm in a situation of
overload: (i) The swiftness of requests enables a large number of candidates to
be considered for grouping in a very short period; and (ii) A slowdown in the
average query response time is unavoidable when system overload sets in.

4.3 Processor Reallocation

Recall that users are allowed to withdraw their contributed resources anytime.
When a user withdraws his/her resources, the Processor at the user’s AE has
to be reallocated. The AE interacts with the DBMS to find an available AE’ to
handle the Processor. Checking its Resource Inventories, the DBMS informs the
AE to migrate the Processor if there is (i) an AE’ that has enough resources
to take over the Processor, or (ii) a set of AEs whose aggregate resources are
enough to take over the Processor. Case (i) is simple and only involves migrating
the Processor to AE’. Case (ii) requires splitting the Processor into several sub-
Processors. Still, this is straightforward as we only need to split the data in the
Processor to several portions according to the new AE’s resources. If there is no
AE’ available, the Processor will be relocated to the DBMS. In either case, the
DBMS generates a new Plan and updates all other AEs who are members of the
same cluster as the requester on the new location of the Processor.
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Fig. 4. Resource Utilization: (a) Server Workload; (b) Naive; (c) Microeconomics

4.4 Optimizing the Utilization of Resources

Figure 4(a) presents a server workload scenario. When the query rate is more
than 100 queries per period, the server is overloaded. During such periods, it
requests resources from the peers. Figure 4(b) presents the resource utilization
of a naive algorithm, which utilizes 100% of the available peer resources and
releases them when the peak ends. This is acceptable from the peers’ perspective.
However, with a new peak, the server must retransmit all required data.

To achieve a balance among the total amount of data transmitted by the
server, the throughput of the system and the peers’ desire to avoid contributing
resources, we adopted an algorithm based on microeconomics. Each peer has a
set of blocks representing its resource. Each block can be reserved for storing
data by paying some amount of virtual currency. The block is reserved and valid
for a period of an interval-t. On expiration, the peer has the right to regain it
back if the requestor does not pay for it. In order to reserve the blocks, the
requestor has to earn profit. The server earns profit for every query it manages
to serve while exceeding its capacity. On each interval-t, the OnLoad function is
called to compute the block reservation strategy. It first pays for all the reserved
blocks if the account has enough currency, otherwise the peer will regain the
blocks. After clearing the payment, it checks if the number of reserved blocks
are enough to handle the incoming requests. If more blocks are needed and the
account has enough currency, it buys extra blocks. Otherwise, it needs to loan
extra blocks for storing the data. The loaned blocks have to be paid back once
it has earned the profit. However, the profit may not always be enough to pay
for all blocks and unpaid blocks are returned to peers (releasing cached data).

Figure 4(c) shows the behavior of the algorithm for the server workload of
Figure 4(a). It is evident that our algorithm follows closely the workload and
avoids using all available resources on the peers if not necessary. Additionally, it
keeps some resources in the peers even when the server does not need them at
the time, since these may improve query performance during the next peak.

5 Experimental Evaluation

We tested our prototype on a network with 26 Pentium IV PCs (1.6MHz,
256MB RAM) and a Sun Solaris server (two Ultra-SRARC processors, 480MHz,
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4GB RAM) serving as the central DBMS. All machines were physically con-
nected to a LAN. The server-to-AE and the AE-to-AE transfer rates were
10Mbps and 100Mbps, respectively. We used the TPC-H schema to generate
the data set for our experiments. It consists of eight separate tables with a to-
tal of about 900, 000 tuples. We defined a query set with a mixture of selection
and join queries. We used two metrics to evaluate the system performance: (i)
The number of completed transactions per interval (i.e. throughput) denoted
as CP (t); and (ii) The effectiveness of a system defined as: 100 ∗ CP (t)/Q(t),
where Q(t) is the number of incoming requests per interval-t. The default value
of t was 60min. Obviously, when the server is not overloaded, its effectiveness
is 100%.

5.1 Client-Server vs. POEMS

In the first set of experiments, we compare a centralised DBMS against POEMS.
For fairness, we do not employ any optimization strategies for POEMS. The
server is considered overloaded when the rate of incoming queries Q(t) ≥ 120.
The results are presented in Figure 5.

When Q(t) is low, both systems achieve best results. However, when Q(t)
increases to more than 120, the server can no longer handle the additional load.
Therefore CP (t) for CS becomes constant, while the effectiveness drops. PO-
EMS, on the other hand, switches into the P2P mode. For Q(t) = 120, the
server is overloaded and additionally has to pay the cost of transforming to P2P
mode. This involves data partitioning and distribution, which are expensive pro-
cesses since they involve scanning large portions of the data and preparing the
Processor objects to be distributed to the remote AEs. For this reason, POEMS’
initial performance is slightly worse than CS. After POEMS has paid the initial
cost, however, it can utilize the peers’ resources to increase its throughput. Since
the data are already in the peers, only operators are sent to AEs for subsequent
queries. Moreover the queries can be evaluated in parallel from data which re-
side in the peers’ main memory. These facts explain the performance boost of
POEMS over CS for high query rates.

40

60

80

100

120

140

160

180

200

40 60 80 100 120 140 160 180 200

C
P(

t)

Q(t)

CSDBMS
POEMS

55

60

65

70

75

80

85

90

95

100

40 60 80 100 120 140 160 180 200

E
ff

ec
tiv

en
es

s 
(%

)

Q(t)

CSDBMS
POEMS

Fig. 5. CS vs. POEMS: (a) Throughput; (b) Effectiveness



POEMS: Peer-Based Overload Management 363

0

100

200

300

400

500

600

100 200 300 400 500 600

C
P(

t)

Q(t)

Pure+Pure
FW+Pure

60

65

70

75

80

85

90

95

100

100 200 300 400 500 600

E
ff

ec
tiv

en
es

s 
(%

)

Q(t)

Pure+Pure
FW+Pure

Fig. 6. POEMS Optimizations: (a) Number of Completed Queries; (b) Effectiveness

5.2 Optimized POEMS

We evaluate the query grouping optimization as presented in Section 4.2. Set-
tings are the same as above and the results are presented in Figure 6, where
‘Pure+Pure’ represents a POEMS system with all the optimizations turned off
while ‘FW+Pure’ denotes POEMS with the query grouping optimization.

Query grouping identifies similar queries and shares the execution cost among
them. Essentially, this optimization decreases the number of distinct queries
running simultaneously; therefore it allows the system to complete more queries
in a given period. This is evident from the figures, where query grouping increases
the system’s performance by around 50%.

We tested other optimizations, e.g. Semi-joins and Bloom-filter joins. Both
methods further improved the results, which we omit due to space constraints.

5.3 Network Load Optimization

We implemented a simulator using the parameters from the prototype in order
to evaluate the effectiveness of network load optimization on a larger network.

In addition to the Microeconomics algorithm, we also tested distributed hash
joins. Results show that hash joins benefit much from an increased peer number
(due to joins being performed in parallel with negligible communication cost).

Effectiveness of Microeconomics Algorithm. We compare the network
load of a naive resource utilization algorithm with that of the microeconomics-
based resource utilization from Section 4.4. Figure 7(a) presents a scenario of
server workload. When the query rate is more than 100 queries per period,
the server is overloaded and utilises its peers’ resources. With a naive resource
utilization algorithm, the server transmits all the required data to the peer,
which discards the data once the peak ends. When a new peak starts, the server
must retransmit all the data. With the microeconomics-based method, some
amount of data is retained at the peer even when the peak is over, so that it
can be reused during the next peak. This avoids the need to retransmit all the
data at each peak reducing the network load. In the simulator, the network
transfer rate is set to 10Mbps and a simple selection query is being used. Figure
7(b) shows the results obtained. At intervals T6 and T7 the data cached at the
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Fig. 7. Microeconomics Algorithm: (a) Server Workload; (b) Network Utilization

peer is reused and, hence, no new data needs to be transmitted in the case
of microeconomics-based resource utilization, while all the data needs to be
retransmitted with the naive resource utilization algorithm. At T8 there has
been a data transfer due to the microeconomics-based utilization, because the
resources at the peer are not enough to handle the load. Over the periods T1
to T10, the naive resource utilization algorithm causes a transfer of a total of
5, 600KB of data, while the microeconomics one causes a transfer of 3, 700KB of
data. Thus, there is about 33% of savings by the latter. This confirms that the
microeconomics-based algorithm optimizes network utilization more effectively.

6 Conclusion

In this paper, we investigated the practical problem of dealing with overload
in enterprise DBMSs. Motivated by the fact that current solutions are either
too expensive or complicated to be deployed, we developed POEMS. Our sys-
tem utilizes the available resources in numerous office PCs by delegating data
manipulation in order to relieve the DBMS during peak periods. The whole pro-
cedure is transparent to the user and does not require the installation of any
DBMS software on the PCs. Furthermore, PCs contribute their resources only
when it is absolutely necessary minimizing the disturbance to the office user.

A POEMS prototype illustrates the feasibility of the proposed framework, and
the experimental results demonstrate its potential. We also showed that under
known query patterns, the system can be very scalable. We are confident that
by incorporating sophisticated optimization methods, POEMS has the potential
to achieve even better performance in a wide range of practical applications.
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Abstract. With the advent of service oriented architecture, Web services have 
gained tremendous popularity. This warrants the need to establish an effective 
and reliable process of Web service discovery. This paper presents a novel  
approach to enhance the accuracy of Web service discovery by finding semanti-
cally similar Web services for a user query using the support-based latent  
semantic kernel. The empirical evaluation confirms that the accuracy of Web 
service discovery with the proposed method shows a significant improvement 
over traditional discovery methods. 

1   Introduction 

Web Service (WS) is a buzz word of today. With corporate world moving towards 
Service Oriented Architecture (SOA), Web services are currently widely in use. In 
most service oriented architectures, business-to-business as well as business-to-
customer systems, Web services play a vital role for conducting daily transactions and 
information exchange. A Web service is a public interface of remotely invoking an 
application to perform a business function or a set of functions. 

As the number of Web services increases because of inexpensive technical resources, 
the problem of locating Web services of interest from a large pool of Web services 
becomes prominent [8, 24]. Most of the service discovery mechanism use traditional 
attribute-based matchmaking algorithms that fall short of capturing the semantics for 
service discovery [11] and/or partially satisfy the need of user search. Due to a weak 
searching mechanism, the desired service(s) is often not returned and the user may have 
to look for different search terms to achieve the result. Hence, finding the appropriate 
Web services according to the need of the users is still a challenge. 

Universal Description, Discovery and Integration (UDDI) registry, which is a 
collection of all registered Web services available on the Internet, enables discovery of 
Web service providers. Each Web service is attached to a Web Service Description 
Language (WSDL) [7] document. The WSDL document contains the information about 
the description of a Web service and how to access the service using XML tags. The 
potential to achieve dynamic, scalable and cost-effective infrastructure for electronic 
transactions in business and public administration has driven recent research efforts 
towards semantic Web services that is enriching Web services with semantics. Semantic 
information aims to enhance the integration and Web service discovery by utilizing the 
machine readable constructs of the representation. A number of ontologies like OWL-S 
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[15] and WSDL-S [4] have been proposed to address the semantic heterogeneity among 
Web resources and services. However, a majority of the Web services available over 
Internet are not annotated using any of these ontologies. This is mainly because WSDL 
is the standard language to express a service and any semantically enhanced language is 
not yet a standard that must be followed. Secondly, a number of ontologies and frame-
works have been proposed each having its own advantages and disadvantages. This 
makes hard to select one as a standard. Moreover, there exist a large number of Web 
services on the Internet that have been already created long before any of these annota-
tions were proposed.  

This warrants a need to discover the Web services accurately using smart searching 
techniques. In this paper, we propose a methodology for discovering Web services 
adapting semantic models and data mining techniques. Previous researchers have 
proposed a number of ideas to enhance the accuracy of Web service discovery by 
applying data mining approaches[16, 17], singular vector decomposition [22], graph 
based methods, various ontology based discovery frameworks and others [5, 25]. 
However, most of these approaches have not been thoroughly tested and evaluated. 

The contribution of this paper is two-fold. Firstly, a novel Web service discovery 
method based on the semantic similarity derived from the trained support-based ker-
nel is introduced. We propose the creation of latent semantic kernel with the support-
based algorithm using the concept of binning & merging, and then utilise the kernel to 
find semantically similar Web services for a user query. Secondly, a thorough practi-
cal experimentation and evaluation have been performed. The empirical analysis 
confirms that the proposed method is able to find semantic relations and thereby to 
improve the process of Web service discovery in comparison to traditional methods. 

2   Related Work 

A considerable body of research has emerged proposing different methods of improv-
ing accuracy of Web service discovery. Web service search engine-Woogle [8] util-
izes clustering and association mining to find similarity between Web services based 
on common user queries. Researchers have proposed Web service discovery frame-
works using various ontologies [6, 9, 10, 19, 21] to enhance the semantics in WSDL. 
These frameworks may enhance the semantic part but the major concern remains how 
to deal with the existing ones that already have been published. 

Recently a Web service discovery method combining semantic and statistical asso-
ciation with hyperclique pattern discovery [18] has been proposed. Algorithms using 
singular vector decomposition (SVD) [22] and probabilistic latent semantic analysis 
[14] have been proposed to find the similarity between the Web services to enhance 
the accuracy of service discovery. However none of these methods provides empirical 
and theoretical analysis showing that these methods improve the process of Web 
service discovery. Our approach is an extension of SVD [22] to support-based latent 
semantic kernel to further increase the accuracy of Web service discovery.  

A common problem with the SVD based approaches is that the computation of the 
high dimensional matrix representing the training documents is expensive. There have 
been some attempts to reduce the dimensionality of matrix prior to applying SVD. 
One such solution is using random projection [20]. In random projection, the initial 
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corpus is projected to l dimensions, for some l > k, where k is the dimension of the 
semantic kernel,  to obtain a smaller representation which is close to the original cor-
pus and then perform SVD on the reduced dimension matrix [13, 20]. The proposed 
approach of dimensionality reduction in this paper has outperformed the random pro-
jection method as shown in section 4.4. In the proposed approach we have created the 
semantic kernel on a large Wikipedia corpus. Our particular contributions are in terms 
of dimensionality reduction by introducing the concept of merging documents as well 
as using the constructed kernel on a general-purpose corpus to find semantically simi-
lar Web services for a user query. 

3   The Proposed Web Service Discovery Method 

In this paper, we propose a Web service discovery method based on semantic kernels 
to find the most relevant Web services for a user query. The use of semantic kernels 
in the Web service discovery method helps to locate semantically similar Web ser-
vices that were otherwise not found. For example, a user who is looking for Web 
services related to ‘weather’ may also be interested in Web service related to ‘climate’ 
or ‘rainfall’, since they are semantically related. 

A term-document matrix representing all training documents is used to construct 
the semantic kernel for finding different topics (related terms). The constructed se-
mantic kernel, which represents each document as a set of topics, discovers these 
hidden topics and their relationships to the term and document set. Due to the huge 
number of the terms present in the documents and the large number of training docu-
ments present in the dataset, the construction of kernel poses a problem for large data 
sets due to the large dimensionality of matrix. We propose the dimensionality reduc-
tion of the term-document matrix by binning & merging the training documents to 
create the semantic kernel which is one of the innovations in the paper. 

Fig. 1 depicts the overview of the proposed Web service discovery method. The 
similarity between the user query and Web services is calculated using the support-
based latent semantic kernel. To create the kernel, the first step is text pre-processing 
which includes extracting the content of the training documents followed by the stan-
dard processes such as stop-word removal and stemming. During the pre-processing 
stage, the words that are hybrid in nature are also processed. This is done to convert a 
hybrid word into multiple standard dictionary words wherever possible. A hybrid 
word can be a compound word (e.g. sandpaper) or a composite word (e.g. Book-
PriceCheck) or a joint word with a connected symbol such hyphen (e.g. Book_Price). 
A WSDL document may follow any of the naming conventions to name a variable 
such as Camel case, Pascal case, joining words using underscore or other available 
standard naming conventions. For example, ‘stockBroker’ or ‘StockBroker’ or 
‘stock_broker’ all being the same becomes stockbroker. 

An additional process is added for calculating the importance of documents in a 
corpus (more detail is in section 3.1.2). On the basis of document importance, the 
training documents are assigned into bins such that each bin contains equally impor-
tant documents. The documents of a bin are then merged to form a single document 
representing the content of the bin. The content of the documents from different bins 
are processed to form the term-document matrix where each row represents a unique 
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Fig. 1. Overview of Web service discovery approach 

term and each column represents a merged document. The cell represents the relative 
importance of the term in the document. A latent semantic kernel is created perform-
ing SVD on this term-document matrix.  

In order to find the similarity between the user query and the Web services, the 
first step is extracting the content from the WSDL documents followed by stop-word 
removal & stemming. The constructed support-based semantic kernel in the training 
phase is then used to find the similarity between WSDL documents and a query when 
the query is provided. The topics of WSDL documents which are most related to the 
query topics are considered to be the most relevant. Based on the similarity computed 
using the support-based semantic kernel, the WSDLs are ranked and a list of appro-
priate Web services is returned to the user. 

The selection of training corpus to build the latent semantic kernel is crucial. If the 
training corpus does not cover the WSDL topics, the results will not be satisfactory. We 
chose Wikipedia representing the world of knowledge for constructing the kernel. The 
selection of this training data corpus ensures that the WSDL data topics will be covered 
to a large extent. So it is not too specific to any particular WSDL or topic and the same 
kernel can be used for all WSDL documents.  In this way we take benefit of having a 
general-purpose training corpus independent of the nature of WSDL documents. 

3.1   Building of Support-Based Latent Semantic Kernel 

We now explain the process of creating the support-based latent semantic kernel. 

3.1.1   Background Information 
Let P be a matrix that transforms documents from the higher-order input space to a 
lower-order feature (or topic) space. To compute P, singular vector decomposition 
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(SVD) is performed on the term-document matrix A where m and n represent the 
number of documents and terms present in the training data set respectively. 

T
n m n r r r r mA U V× × × ×= ∑  (1) 

where ∑ is a rxr diagonal matrix composed of non-zero eigen values of AAT. The 

columns of U and V are orthogonal eigen matrices associated with r non-zero eigen 
values of AAT. 

The original document vectors are projected into the subspace created by the first k 
singular vectors of the reduced space. Hence, the dimension of the original space is 
reduced to k and this dimension can be controlled by varying k. By selecting a k sin-
gular value, k < r, a k-dimensional space can be defined. Using the dimensions nxk 
and mxk, matrices Uk and Vk can be redefined along with kxk diagonal matrix∑ .  

Thus  

T
k k k kA U V= ∑  (2) 

is the nearest matrix of rank k to the original matrix A, and P becomes Uk [12], the 
latent semantic kernel . 

3.1.2   Methods for Kernel Creation 
As stated earlier, due to the large number of terms and documents present in the train-
ing dataset, the dimensionality of the term-document matrix is extremely large which 
makes the matrix computations very time and space consuming. We propose a novel 
way of reducing the dimensionality of the term-document matrix by binning & merg-
ing. The proposed approach reduces the dimensionality without any information loss 
since all pre-processed terms (after stemming and stop-word removal) are used in 
building the kernel. We have used two different methods to create the semantic ker-
nel, one by random document selection and the other by support-based document 
selection. The support-based document selection aims to remove any bias which 
might have been introduced because of the random selection of documents.  

Let the training dataset be D = {D1, D2, …, Dm}. Let a document Di contains a 
maximum of n unique terms (ti1, ti2,…, tin) after the stemming and stop-word removal, 
having the corresponding frequencies (fi1, fi2,…, fin). Let Tj be a unique term in the 

dataset, the total frequency of Tj is denoted by Fj = ∑
=

m

i
ijf

1
. 

We propose the concept of computing “document importance” for merging several 
documents in order to reduce the dimensionality of term-document matrix. The 
documents are weighted according to their document importance and equally distrib-
uted across several bins. Documents of each bin are then merged to form a single 
document. This process significantly reduces the dimensionality of the term-
document matrix depending upon the required number of bins. In order to compute 
the document importance, we define weightage and support of a term. Support of a 
term denotes the relative importance of the term in the whole corpus and weightage of 
a term represents the importance of the term within the document. Inclusion of sup-
port and weightage both in calculating document importance removes the bias of a 
frequent term present only in a document. 
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The weightage Wj, of a term Tj in a document shows the relative importance of the 
term in the document. It is defined as the ratio of the frequency of the term in the 
document to the frequency of all terms present in that document, i.e. 

Wj =
∑
=

n

j
j

j

f

f

1

 
(3) 

The size of the dataset, F, is the sum of the frequencies of all terms present in the 

dataset i.e.:∑ ∑= =
n
j

m
i ijf1 1 . 

Let S = {S1, S2, …, Sn} be the collection containing the support of n unique terms 
present in the dataset. The support Sj of a term Tj in a corpus shows the relative impor-
tance of the term in the corpus. Sj of term Tj is the ratio of the total frequency of Tj to 
the size of the dataset. It is calculated as  
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Using the weightage and support of all terms, the document importance DIi is cal-
culated as:  

∑=
=

n

j
jji SWDI

1
*  (5) 

The task now is to selectively choose the documents and place them into bins and 
then merge all the documents of a bin to form a single document. The rational behind 
this is to reduce the dimensionality of the term-document matrix without having loss 
of terms. Thus the number of documents is reduced but the number of terms does not 
change. 

Let B be the collection of q bins, B = {B1, B2, …, Bq} where each bin contains 
equal number of documents, dividing the dataset D into q bins. Let BD be a collection 
of q number of documents, BD = {BD1, BD2, …, BDq}, where BDi is the result of 
merging all the documents present in the bin Bi. After merging, the frequency of the 
terms in the merged document is computed to remove very low and very high fre-
quency terms as they could be possible outliers. 

Let K be the revised term-document matrix, containing x rows and y columns 
which will be the input for constructing the latent semantic kernel. Each row repre-
sents a unique term, each column represents a merged document and each cell con-
tains the support value (equation 4) of a term in a merged document. Let Uk represent 
the semantic kernel which is the output of SVD on matrix K with a suitable value of k 
selected during experiment. 

Fig 2 describes the algorithm for creating the support-based semantic kernel using 
the concept of binning & merging. 
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Random Selection of Documents Support Based Selection of Documents 
Input: D: Training Dataset, m: Number of Documents, q: Number of Bins, K: term-
document matrix 
Output: Uk: Latent Semantic Kernel 
1. Remove the stop words and perform 

stemming for each document in D 
2. /* Binning Documents */ 
3. Divide the dataset into q bins by 

selecting equal number of documents 
at random 

4. /* Merging Documents */ 
5. for each Bq ∈B 

a. BDq = empty 
b. for each Di ∈  Bq 

i. BDq = BDq ∪Di 
c. end for 

6. end for 
7. /* Initialize the term-document matrix 

K */ 
8. for each x = 0 to Tj 

a. for each y = 0 to Di 
i. K[x][y] = 0 

b. end for 
9. end for 
10. for each BDq ∈  BD 

a. for each Tj ∈  BDq 
1. K[Tj][BDq]= 

K[Tj][ BDq]+ Sj 
b. end for 

11. end for 
12. Uk = SVD (K) 
 

1. Remove the stop words and 
perform stemming for each 
document in D 

2. Calculate weightage Wj (equation 
3) and support Sj (equation 4)  for 
each term Tj  

3. Calculate document importance 
DI (equation 5) for each document 
in D 

4. Sort DI in ascending order 
5. /* Binning Documents */ 
6. for i = 0 to q 

a. Bi = 0 
b. for j = 0 to m/q  

i. Bi = Bi∪Dj*q + i 
c. end for 

7. end for 
8. /* Merging Documents */ 
9. for each Bq ∈B 

a. BDq = empty 
b. for each Di ∈  Bq 

i. BDq = BDq 
∪Di 

c. end for 
10. end for 
11. Initialize the term-document 

matrix K 
12. for each BDq ∈  BD 

a. for each Tj ∈  BDq 
i. K[Tj][ BDq] = 

K[Tj][BDq] +Sj 
b. end for 

13. end for 
14. Uk = SVD (K) 

 

Fig. 2. Algorithms for Random & Support based document selection for semantic kernel  
creation 

Once the kernel is created, it is used in calculating the similarity between Web ser-
vices (WSDL documents) and the user query. The WSDL documents are processed to 
extract the meaningful information for further calculation.  

3.2   Finding Similarity between a Query and WSDLs with Using the Kernel 

In the proposed approach, we utilised the semantic kernels to find the similarity be-
tween the user query (Q') and a Web service (W') using the following model: 
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sim(Q',W') = cos(Q',W')= 
' '

' '

T T

T T

Q PP W

Q P P W
 (6) 

where P is the latent semantic kernel constructed on the training documents. The 
similarity between the query and all the WSDLs present in the repository are com-
puted for a query. The WSDLs are then ranked in the order of similarity value. A list 
of top-n Web services is returned to the user. 

A WSDL document is defined using Types, Message, Operation, Port Type, Bind-
ing, Port and Service [7] and thus requires processing of various components for simi-
larity calculation. The content of a WSDL document is extracted from the tags such as 
Types which contains the parameters and the data type of the operations, Port Type 
which contains the operation name, input & output messages and the documentation 
which is the description of the Web service.  The binding information is ignored since 
it deals mainly with integrating Web services and may not provide semantic informa-
tion. The extracted content is then subjected to stop word removal & stemming. Using 
equation 6, we compute the similarity between the query and the operation name (N'), 
input & output parameters (P') and description (D') of the Web service. These com-
ponent similarities are aggregated to compute the total similarity (Ssum) between the 
query and the Web service using the following equation: 

Ssum = w1*sim(Q',N')  + w2* sim(Q',P') + w3* sim(Q',D') (7) 

where, w1, w2 and w3 are the assigned weights to give different weightage to each of 
the operation name (N'), parameters (P') and description (D') components of the Web 
service respectively while calculating similarity between a query and the Web service. 
After careful consideration of various scenarios, equal weightage is assigned to each 
of the components such that:  

 
w1 = w2 = w3 and w1 + w2 + w3 = 1 

 
(8) 

Equal weightage scheme is able to pick up the difference in two Web services even 
if they are different only in some components. Consider the following example. A 
price check service from an online bookstore and a stock market service may have 
similar input and output parameters (e.g. input: name (string) & output: price (float)). 
However, the method name will be different such as BookPriceCheck and Stock-
PriceCheck. Computing the total similarity using equation 7, ( ', ')sim Q P  (similarity 

between the query and parameters) will be equal for both the services. However, 
( ', ')sim Q N (similarity between the query and operation name) and   ( ', ')sim Q D  

(similarity between the query and service description) will be different. 

4   Empirical Evaluation 

To validate the proposed approach, we have performed extensive experiments. We 
have obtained WSDL documents from the real-life Web services to perform experi-
ments. We have thoroughly evaluated our approach considering all live Web services. 
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4.1   Dataset 

A general-purpose Wikipedia dataset [1] is used in creating the semantic kernel. This 
dataset has been used since it contains varied topics from different fields like art, law, 
history, aviation, archaeology, chemistry, sports, music, literature etc. Thus, the ker-
nel represents the knowledge of many possible domains that a Web service may be-
long to.  It contains 48306 documents that are too many for any SVD based technique 
to handle on a PC of Intel Core Duo 1.86 GHz processor and 2 GB of memory. The 
original term-document matrix represented by this data set is reduced to a size utilis-
ing the method proposed in section 3.1.2 so that SVD can be performed successfully.  

The kernel constructed from this dataset is used to find the similarity between a 
query and Web services. The Web service dataset contains 873 WSDL documents 
from XMethods [2] and QWS Dataset [5] representing a variety of Web services such 
as stock market, music, literature, sms, translation, sports, geographic location etc.  

4.2   Experiment Design 

We have performed several experiments to evaluate the performance of the proposed 
support-based semantic kernel based Web service discovery method. The proposed 
method is compared with the standard keyword (tf*idf) [23] based information re-
trieval method. The proposed method is also compared with the query expansion 
based approach using Wordnet [3]. Wordnet expands the query by adding the seman-
tically similar terms in the query so that the precision of the search can be improved.  

For representing the matrix to construct the semantic kernels, two measures have 
been employed in experiments, namely the standard tf*idf values [23] and the pro-
posed support measure as shown in equation 4 of section 3.1.2.  

Experiments have also been performed to evaluate the effectiveness of dimension-
ality reduction by the proposed binning & merging according to document importance 
measure. Two types of kernels are constructed utilising the term-document matrix 
based on the merged documents using the support-based distribution and using the 
random distribution. The performance of semantic kernels constructed with the pro-
posed merged documents is compared with the semantic kernels constructed with (1) 
the support-based selection (selecting documents based on document importance as 
defined in equation (5)), (2) the arbitrary document selection (selecting documents 
arbitrarily from the dataset), (3) the document-size based selection (selecting docu-
ments having the highest content measured using document size) and (4) the random 
projection method [20]. 

Each of the experiments have been performed using 50  user-defined queries, each 
query having at least two terms and the average term size is three. 

4.3   Evaluation Measure 

To evaluate the accuracy of the proposed method, precision, recall and F-score meas-
ures are used. Precision is defined as the ability to provide the relevant Web services 
from a set of retrieved Web services. Recall is the ability to provide maximum number 
of relevant Web services from a set of relevant Web services. F-score is the harmonic 
mean of precision and recall. Mathematically, they are defined as follows: 
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Precision
dataset the from servicesWeb retrieved of number Total

retrieved servicvesebWrelevant of Number=  (9) 

Recall =
dataset the in  servicesWeb relevant of number Total

retrieved  servicesWeb relevant of Number
 (10) 

F-Score=
RecallPrecision

Recall* Precision*  2

+
 (11) 

The reported results are averaged over 50 queries. While evaluating the approach, 
top-n precision has been considered since the user is most likely to be interested in a 
list of first n Web services. The value of n has been selected as 10 & 20 for practical 
experimentation. 

4.4   Results 

We constructed several semantic kernels based on the varying size of input matrix 
(term-document) according to the methods of document size reduction as discussed in 
section 4.2. Table 1 summarises the number of documents and the number of words 
after stop-word removal, stemming and removing very high (greater than 10000) and 
very low (less than 5) frequency terms as they could be outliers in creating the seman-
tic kernels. These semantic kernels are then utilised in finding the similarity between 
the query and the WSDL documents for Web service discovery. 

Table 1. Table showing number of documents and words used in different methods 

Method Types 
No. of 

Documents 

Reduced 
No. of 
Documents 

No. of 
Words 

Random Selection 
(Merging) 48306 967 34065 

Support Based 
Selection 
(Merging) 48306 967 34082 

Support Based 
Selection 967 - 5576 
Arbitrary 
Document 
Selection 967 - 5768 

Document Size 
Based Selection 967 - 21787 

Latent Semantic 
Kernel 

Random 
Projection 2500 967 10257 
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Table 2 lists the Web service discovery results in terms of precision, recall and  
F-score. These are average results over 50 queries. This table shows the results of the 
proposed method utilising two ways of size reduction in making semantic kernels 
along with the standard information retrieval methods based on tf*idf and tf*idf with 
semantic enhancement using Wordnet [3]. Results show that the proposed Web ser-
vice discovery method utilising the semantic kernel performs significantly better in 
comparison to tf*idf as well as tf*idf with Wordnet enhancement.  

Table 2. Comparing Latent Semantic Kernel with Information Retrieval based tf*idf methods 
based on Precision, Recall and F-Score 

Precision Recall F Score 

Methods 
Types 

(Merging) 
Sub-types
(Uk=300) 

Top 
20 

Top 
10  

Top 
20 

Top 
10 

tf*idf 34.9 48.4 63.24 44.98 54.84 Support 
Based  

Selection Support 33.9 46.8 61.53 43.72 53.16 

tf*idf 34.1 48.4 61.85 43.96 54.30 

Latent  
Semantic 
Kernel Random 

Selection Support 33.8 44.2 61.08 43.52 51.29 

tf*idf (with Wordnet 
enhancement) 31.4 41.4 56.90 40.47 47.93 

Traditional 
methods 

tf*idf 30.4 40.8 54.68 39.08 46.73 

Support-based semantic kernel built with the term-document matrix representing 
tf*tdf measure seems to perform better than the kernel built with matrix using the 
support measure. This is because some words are present sparsely in the corpus and 
the support value obtained from equation 4 is too low. 

Fig 3 provides a sample of the queries used during experimentation. From the fig-
ure it is evident that support-based method is much more efficient compared to tradi-
tional keyword based methods for finding similar Web services. 

Thus, from Table 2 and Fig 3, it is clear that the support-based selection method 
outperforms random selection and any standard information retrieval method in terms 
of accuracy. 

The selection of the lower-size dimension (k) with which the semantic kernel  
is created is crucial because Web services encompass various domains, and the  
constructed kernel should be able to find the semantics variances in all WSDL docu-
ments. Experiments have performed to find out the trade-off between accuracy (preci-
sion, recall, F-score) and computation constraint (response time, disk space). 

From Table 3 it is evident that a value of k=300 performs well in terms of F-score 
as well as average response time and disk space requirement. Even though k=700, 
performs best in terms of F-Score value, the computation is too expensive considering 
the time and resource constraint.  Hence, for all the experiments, k=300 have been 
chosen for creating the semantic kernel. 
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Fig. 3. Comparing F-Score values of different methods for a set of queries 

Table 3. Response time and required disk space along with F-Score for different value of Uk 

Precision Recall F Score 

Kernel 
(Uk) Top 20 Top 10   

Top 
20 

Top 
10 

Average 
Response 

time in 
seconds 

Disk 
Space 

in 
MB 

200 29.1 37.2 66.05 40.4 47.594 57.27 63.3 

300 31 38.4 71.61 43.27 49.99 84.66 95 
400 30.2 37.6 70.72 42.33 49.10 102.13 126 

500 29.9 38 70.00 41.90 49.26 121.96 158 

600 30.1 38 70.27 42.15 49.33 146.4 189 

700 30.6 38.6 71.63 42.88 50.17 164.8 221 

One of the goals of the proposed method is to build a semantic kernel that is scal-
able and efficient for any given training documents. Semantic kernel has also been 
created without merging, by selecting a specified number of documents (Table 1) that 
a PC can handle to check whether dimensionality reduction by merging is having any 
positive effect. Table 4 compares the different types of kernels created without merg-
ing the documents but using the selective number of documents with different ap-
proaches (details in section 4.2). The best F-score value is obtained by using the 
documents with the document size based selection method. This is because it contains 
more words (Table 1) and hence is able to find semantically similar words in a better 
way. But even this result (F-Score value) is far below the results shown in Table 2. 
This shows that semantic kernels only improve the results in comparison to standard 
retrieval methods when the training documents used in constructing the kernel reflect 
the domains completely.   

1: Stock manage-
ment with news 
event 
2: Company 
information 
3: Phone number 
verification 
4: Holiday date 
service 
5: Anagram 
problem 
6: Barcode reader  
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Support-based selection which is based on finding the support of a term (equation 
4) and then calculating the importance of the document (equation 5) performs better 
than the rest, because the randomness induced by selecting documents arbitrarily is 
being removed. Reducing the dimensionality by random projection and then using 
SVD on the reduced matrix performs the worst. 

Comparing the F-Score values in Tables 2 and 4, it is evident that merging is hav-
ing a two fold positive effect: it is able to reduce the dimensionality and is able to find 
the similarity between Web services in more accurate way. 

Table 4. Comparing different ways of creating kernel without merging with their Precision, 
Recall and F-Scrore measure 

Precision Recall F Score 

Methods 

Types  
(Without 
Merging) 

Sub-
types 

Top 
20 

Top 
10   

Top 
20 

Top 
10 

tf*idf 26.7 38.6 51.10 35.07 43.98 Document Size 
Based Selection Support 27.2 38.4 51.72 35.65 44.08 

tf*idf 22.9 30.2 43.26 29.95 35.57 Support Based 
Selection Support 22.6 28.6 41.51 29.27 33.87 

tf*idf 20.56 26.48 38.75 26.87 31.46 Arbitrary 
Document 
Selection  Support 20.44 26.36 38.85 26.79 31.41 

tf*idf 2.8 3.4 6.52 3.92 4.47 

Latent 
Semantic 
Kernel 

Random Pro-
jection Support 2.8 3.8 6.78 3.96 4.87 

Based on experiments it can be said that the proposed Web service discovery 
method using support-based semantic kernel with reduced matrix size performs better 
compared to traditional retrieval methods to find most relevant services. Also the 
proposed method is very efficient in terms of scalability and thereby offering a two 
fold advantage in terms of accuracy and efficiency. 

5   Conclusion and Future Work 

In this paper, we have proposed a novel approach to find semantically similar  
Web services for a user request using the support-based semantic kernel with reduced 
matrix size. Results clearly show that the accuracy of Web service discovery has 
improved and the proposed method outperforms traditional keyword based methods 
to find most relevant Web services. The approach which is based on an innovative 
concept of dimensionality reduction by binning & merging has been evaluated  
thoroughly. Experiments ascertain that the kernels created with reduced size term-
document matrix using binning & merging are able to explore semantic relationships 
in Web services in a more efficient way in comparison to the kernel built with the 
same number of selected documents.  
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The proposed methodology can be used to enhance the search mechanism in UDDI 
registry. Existing Web service discovery process in UDDI registry is a basic key-word 
based method. Performing semantic analysis by using the proposed support based 
latent semantic kernel will help to find semantically similar Web services by explor-
ing the hidden meaning of the query terms. This approach will increase the accuracy 
of discovering semantically similar Web services to fulfill the requirement of the user.  

In future, we plan to extend this approach to link semantically similar Web services 
so that a Web service which can partially fulfil what a user is looking for can be 
linked with another Web service so as to achieve the overall objective of the user and 
thus increasing the overall accuracy of Web service discovery. 

References 

[1] INEX: INitiative for the Evaluation of XML Retrieval, 
http://inex.is.informatik.uniduisburg.de/2007/ 

[2] XMethods, http://www.xmethods.net/ve2/index.po 
[3] Wordnet, http://wordnet.princeton.edu/ 
[4] Akkiraju, R., Farrell, J., Miller, J., Nagarajan, M., Schmidt, M.-T., Amit Sheth, L.L., 

Kunal Verma, L.L.: Web Service Semantics - WSDL-S (2005) 
[5] Al-Masri, E., Mahmoud, Q.H.: QoS-based Discovery and Ranking of Web Services. In: 

IEEE 16th International Conference on Computer Communications and Networks 
(ICCCN), pp. 529–534 (2007) 

[6] Chaiyakul, S., Limapichat, K., Dixit, A., Nantajeewarawat, E.: A Framework for Seman-
tic Web Service Discovery and Planning. In: IEEE Conference on Cybernetics and Intel-
ligent Systems, p. 5 (2006) 

[7] Christensen, E., Curbera, F., Meredith, G., Weerawarana, S.: Web Services Description 
Language (WSDL) 1.1. In: World Wide Web Consortium (2001) 

[8] Dong, X., Halevy, A., Madhavan, J., Nemes, E., Zhang, J.: Similarity Search for Web 
Services. In: 30th VLDB Conference, Toronto, Canada (2004) 

[9] Fan, J., Ren, B., Xiong, L.-R.: An Approach to Web Service Discovery Based on the Se-
mantics. In: Wang, L., Jin, Y. (eds.) FSKD 2005. LNCS (LNAI), vol. 3614, pp. 1103–
1106. Springer, Heidelberg (2005) 

[10] Klusch, M., Fries, B., Sycara, K.: Automated Semantic Web Service Discovery with 
OWLS-MX. In: Fifth International Joint Conference on Autonomous Agents and Multi-
agent Systems, Hakodate, Japan, pp. 915–922 (2006) 

[11] Lamparter, S., Schnizler, B.: Trading Services in Ontology-driven Markets. In: 2006 
ACM symposium on Applied computing, Dijon, France, pp. 1679–1683 (2006) 

[12] Landauer, T.K., Foltz, P.W., Laham, D.: An Introduction to Latent Semantic Analysis. 
Discourse Processes 25, 259–284 (1998) 

[13] Lin, J., Gunopulos, D.: Dimensionality Reduction by Random Projection and Latent Se-
mantic Indexing. In: Third SIAM International Conference on Data Mining, San Fran-
cisco, CA, USA (2003) 

[14] Ma, J., Cao, J., Zhang, Y.: A Probabilistic Semantic Approach for Discovering Web Ser-
vices. In: 16th International Conference on World Wide Web, Banff, Alberta, Canada, pp. 
1221–1222 (2007) 

[15] Martin, D., Burstein, M., Hobbs, J., Lassila, O., McDermott, D., McIlraith, S., Narayanan, 
S., Paolucci, M., Parsia, B., Payne, T., Sirin, E., Srinivasan, N., Sycara, K.: OWL-S: Se-
mantic Markup for Web Services. In: W3C (2004) 



380 A. Bose, R. Nayak, and P. Bruza 

[16] Nayak, R.: Using Data Mining In Web Services Planning, Development and Mainte-
nance. International Journal of Web services Research 5, 62–80 (2008) 

[17] Nayak, R., Lee, B.: Web Service Discovery with additional Semantics and Clustering. In: 
2007 IEEE/WIC/ACM International Conference on Web Intelligence (WI 2007), Silicon 
Valley, USA (2007) 

[18] Paliwal, A.V., Adam, N.R., Xiong, H., Bornhovd, C.: Web Service Discovery via Seman-
tic Association Ranking and Hyperclique Pattern Discovery. In: 2006 IEEE/WIC/ACM 
International Conference on Web Intelligence, pp. 649–652 (2006) 

[19] Paolucci, M., Srinivasan, N., Sycara, K., Nishimura, T.: Toward a Semantic Choreogra-
phy of Web services: from WSDL to DAML-S. In: International Conference on Web 
Services (ICWS) (2003) 

[20] Papadimitriou, C.H., Raghavan, P., Tamaki, H., Vempala, S.: Latent Semantic Indexing: 
A Probabilistic Analysis. In: Seventeenth ACM SIGACT-SIGMOD-SIGART symposium 
on Principles of database systems Seattle, Washington, United States, pp. 159–168 (1998) 

[21] Pathak, J., Koul, N., Caragea, D., Honavar, V.G.: A Framework for Semantic Web Ser-
vices Discovery. In: 7th Annual ACM International Workshop on Web Information and 
Data Management, Bremen, Germany, pp. 45–50 (2005) 

[22] Sajjanhar, A., Hou, J., Zhang, Y.: Algorithm for Web Services Matching. Advanced Web 
Technologies and Applications, pp. 665–670 (2004) 

[23] Salton, G., Buckley, C.: Term-weighting approaches in automatic text retrieval. Informa-
tion Processing and Management 24, 513–523 (1988) 

[24] Sapkota, B., Roman, D., Ryszard, S., Fensel, K.D.: Distributed Web Service Discovery 
Architecture. In: Advanced International Conference on Telecommunications and Inter-
national Conference on Internet and Web Applications and Services (AICT/ICIW 2006) 
(2006) 

[25] Yu, J., Su, H., Zhou, G., Xu, K.: SNet: Skip Graph based Semantic Web Services Dis-
covery. In: 2007 ACM Symposium on Applied computing, Seoul, Korea, pp. 1393–1397 
(2007) 



BPEL4RBAC: An Authorisation Specification

for WS-BPEL

Xin Wang1, Yanchun Zhang1, Hao Shi1, and Jian Yang2

1 School of Computer Science and Mathematics
Victoria University, Australia

xin@csm.vu.edu.au, {Yanchun.Zhang,Hao.Shi}@vu.edu.au
2 Department of Computing, Macquarie University,

Sydney, NSW2109, Australia
jian@ics.mq.edu.au

Abstract. Business process management is designed to make business
activities and trade easier and more cost effective. The increasing
business integration and legal requirements raise the need for secure busi-
ness processes. However, the openness and distribution nature of inter-
organisational business processes may result in more security breaches.
As a widely accepted standard, WS-BPEL does not support for busi-
ness process security protection even if the participating organisations
already have working security policies. To address this problem, we have
developed an authorisation specification BPEL4RBAC for WS-BPEL.
Through BPEL4RBAC access control model, with an extension for WS-
BPEL, called BPEL4RBAC policy language, the secure WS-BPEL is
then achievable. The former introduces the access control capability into
business process environment while the latter is used to represent the
authorisation information in WS-BPEL.

1 Introduction

In today’s business world, with the development of globalisation and the constant
optimising of enterprise business process, organisations become more dynamic
and the underlying business process are frequently changing [1]. Automating
business services on demand and adapting market changes are main necessities to
facilitate collaboration among business partners. As Web services become widely
accepted, business process is taken as a new paradigm for business collaboration
from different organisations instead of middleware [2]. In business world, a unified
process specification language is significantly crucial in terms of collaboration.
WS-BPEL is one such language that provides the syntax for specifying business
processes behaviour based on Web services.

The security of business process is crucial for the business success as security
problems would affect companies and their stakeholders in terms of profit and
reputation. In most cases, business process management approaches and security
solutions are developed separately [3]. Existing BPM methodologies seldom con-
sider security issues while increasing business integration and legal requirements
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raise the need for secure business processes. Moreover, the security concern is
enforced with the growing integration among organisations. The openness and
distribution nature of business processes results in more security breaches [3].
The WS-BPEL language itself does not support security protection even if the
participating organisations already have working security policies.

Access control and authorisation concerns are one of the major challenges in
business systems. Role based access control (RBAC) [4] has emerged in 1990s
in order to solve this kind of problems. However, as a widely accepted security
paradigm, RBAC is not realisable to apply role based model to business pro-
cess systems directly. For instance, the inherited roles might be stored remotely
and permissions constraints will consequently require several remote invocations
[5]. In nature, the business process and Web services environment is typically
dynamic and distributed. The adaptive access control models are required to
reinforce security features of business process systems [6].

To address these problems, this paper provides a theoretical foundation for
realising effective access control in BPM systems that can adequately meet
the distinctive security challenges in Web services environment. We introduce
BPEL4RBAC, an authorisation specification, to provide access control and au-
thorisation constraints ability to existing WS-BPEL standard. The remainder
of this paper is organised as follows: Section 2 describes the related works. The
access control requirements are illustrated with a running example in Section
3. Section 4 introduces the BPEL4RBAC model and policy language in detail.
Section 5 compares other research works with BPEL4RBAC. The last section,
Section 6, summarises the contribution and discusses future works.

2 Related Works

Balancing business collaboration and system security are competing goals [7].
Business applications contain information with variable levels of sensitivity in
nature. However, in the real world, business activities are highly unpredictable
comparing with single user applications [8]. In contrast, the open access in busi-
ness process requires higher level of integrity and confidentiality.

2.1 Role Based Access Control

Access control mechanism aims at protecting information at different levels of
granularity by configuring security policies [9]. In RBAC, the security policy
does not directly grants permissions to users but assigned to appropriate roles
on the basis of specific policy [10]. The assignment of users to roles is separated
from the assignment of permissions to roles [5].

Several constraints may apply to an RBAC model. For example, Separation of
Duty (SoD) is one of the well-known security principles. By partitioning related
tasks and privileges, SoD reduces the possibility of fraud or errors. To protect
the interest of organisations, the conflicting roles must not be assigned to the
same user in a business process [11]. While in some other cases, the same user
is required to perform two different activities. This is considered as a binding



BPEL4RBAC: An Authorisation Specification for WS-BPEL 383

of duty constraint. The security policy is embodied in RBAC to specify these
access control constraints.

Although the concept of role has existed for a long time in systems security,
the work presented by Sandu in [4] described this approach in detail. RBAC
model is now adopted in many commercial products since access control is an
important requirement of information systems. RBAC was found to be the most
attractive solution for providing security characteristics in inter-organisational
business systems [12]. Moreover, it would be much easier for organisations to
enhance security protection from existing RBAC based systems.

2.2 WS-BPEL and Web Service Security

Service-oriented methodologies, associated with XML related technologies and
standards, are applied to facilitate business Service-orientated methodologies, as-
sociated with XML related technologies, are applied to facilitate business collabo-
ration with partners and customers [13]. This emerging paradigm provides loosely
coupled and distributed business services across organisational boundaries [14].

Compared with traditional business applications, Web services aggregate iso-
lated business functionalities in a standardised way to achieve a significant
reduction in development cost and easier deployment for participating business
partners [15]. Business process based collaboration is constructed by combin-
ing Web services through one of the process specification languages. WS-BPEL
2.0[16] fills this requirement gap and covers the ideas of two rivals, WSFL [17]
and XLANG [18], developed by IBM and Microsoft respectively from 2001. WS-
BPEL, initially named BPEL4WS, is built on top of several Web services and
XML standards, including SOAP[19], WSDL[20], UDDI[21], XML Schema[22]
and XPath[23].

The existing security standards for Web services should be also taken into
consideration when providing security features for WS-BPEL. A variety of se-
curity standards have been proposed for Web service architecture at different
levels. WS-Security[24] is the foundation for building secure Web services. It
aims to realise message-level security for exchanging SOAP messages. Based on
WS-Security, WS-Policy[25] provides a general purpose model and correspond-
ing syntax for expressing Web services policies. The WS-Policy is constructed
by a set of messaging-related assertions. The assertions can be defined in a
set of security policy assertions related to supporting the WS-Security specifi-
cation.Besides WS-Policy based architecture, there are some other XML-based
languages that can be used to express Web services policies, such as SAML[26]
and XACML[27]. With these languages we can specify access control rules that
protect Web services from unauthorized access and ensure integrity and confi-
dentiality of exchanged messages[11].

3 Business Process and Access Control

In this section, we illustrate WS-BPEL and RBAC model separately by run-
ning examples. For easy understanding, we use a common scenario: bank loan
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<!-- WSBPEL syntax for loan process -->
<process name = "loanApprovalProcess"

targetNamespace = "http://myloan.example.com/loanprocessing"...>
<!-- Define the partners involved in -->
<partnerLinks>

<!--Customer submit application,Agency provides credit rating,
Approver makes decision-->

<partnerLink name="customer" partnerLinkType="lns:loanPartnerLT"
myRole="loanService"/>...

</partnerLinks>
<!-- Variables -->
<variables>

<variable name="loanRequest" messageType="lns:loanRequestMessage" />...
</variables>
<!-- receive loan request from customer -->
<sequence>

<receive partnerLink = "customer" portType = "lns:loanPartnerLT"
operation="request" variable="loanRequest" createInstance="yes">

</receive>
<assign>

<copy>
<from partnerLink="customer"/><to variable="loanRequest"/>

</copy>
</assign>
<flow>

<links><link name = "receive-to-assess" /> ... </links>
<!-- creditCheck, high risk go to approver -->
<invoke partnerLink = "creditCheck" portType = "lns:creditCheckLT"

operation="checkCredit" inputVariable="loanRequest"
outputVariable="creditRequest">
<targets> <target linkName="receive-to-assess"/></targets>
<sources>

<source linkName="assess-to-approval">
<transitionCondition> $loanRisk.level='low'
</transitionCondition></source>

<source linkName="assess-to-approver">
<transitionCondition> $loanRisk.level!='low'
</transitionCondition>

</source>
</sources>

</invoke>
<!--Approver makes decision-->
<invoke partnerLink = "approver"

portType = "lns:loanApprovalLT" operation="approve"
inputVariable="creditRequest" outputVariable="loanDecision">
<targets><target linkName="approver-to-approval" /></targets>
<sources><source linkName="approval-to-reply" /></sources>

</invoke>
<!--Reply to costomer-->
<reply partnerLink="customer" portType="lns:loanPartnerLT"

operation="response" variable="loanDecision">
<targets>

<target linkName="approver-to-reply" />
<target linkName="approval-to-reply" />

</targets>
</reply>

</flow>
</sequence>

</process>

Fig. 1. BPEL Code for Bank Loan Process

application. The processes in this scenario are quite straightforward. First, a
customer applies for bank loan. Then the bank conducts credit check according
to this applicant and the risk level is also assessed comprehensively. Finally the
loan application is approved to the eligible applicant while unacceptable high
risk applications are rejected. In this scenario, the business processes are for-
malised by original WS-BPEL 2.0 code. The access control requirements and
constraints are described in plain language.
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3.1 Business Process in BPEL

WS-BPEL is designed to describe business processes in a structured way. The
business logic is expressed as a group of activities and performed by invoking web
services. The <process> element is on the top level of WS-BPEL specification.
The attributes of <process> specifies the process name and related namespace.
The <partnerLink> element indicates the external Web services to be invoked
from this process. The <variable> element defines the data variables involved in
this process. The <sequence> element contains sequentially executed activities
while the <flow> element specifies concurrently performed activities. These ele-
ments may contain one or more basic elements such as <receive> and <reply>
which define the message flows in a process. In bank loan application scenario,
we can divide the whole process into six activities:

1. The customer applies for bank loan (apBL)
2. Loan officer conducts credit check based on customer’s application (ccAP)
3. Low risk application is automatically approved (rkBL)
4. High risk application is re-assessed by loan admin or bank manager (reAP)
5. Some high risk applications are rejected while others are approved based on

reassessment result. (dcBL)
6. The application result is sent to customer by loan officer. (rtBL)

Based on this process, we can work out the WS-BPEL code for bank loan ap-
plication, as shown in Fig.1. The <partnerLinks> indicates the participators in
the bank loan application process: the customer, the credit agency who conducts
the credit check and the approver. In <sequence>, the bank loan application pro-
cess is conducted in the following order: the <receive> designates loan request
received from a customer, the credit check is invoked by <invoke> element, the
risk level is described by <transitionCondition>, the approver makes a decision
for the loan application by another <invoke>, finally the loan response is sent
back to the customer by <reply>.The flowchart of this process is shown in Fig.2.

3.2 Access Control with RBAC

Although RBAC have been implemented by varieties of applications and can be
represented in many ways, we choose to express our example in plain English

Fig. 2. Bank Loan Application Flowchart
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Fig. 3. Role Hierarchy in a Bank

to provide a universal understanding in this example. We also strictly adhere to
the original RBAC to avoid any specific problems in particular systems.

In the bank loan application process, we can set some practical permissions
and constraints according to RBAC model. Since the role is the core element in
RBAC, we first describe the role hierarchy of a bank in the Fig.3.

As we discussed above, the main idea in RBAC considers simple constraints
that can be effectively checked and implemented. We can describe the access
control requirements and constraints as follows:

1. Role assignment and permissions:

(a) Bank Manager is on top of the role hierarchy. Bank Manager governs
Loan Manager and Credit Admin. Loan Manger governs Loan Officer
while Credit Admin governs Credit Officer.

(b) Loan Manager role and Credit Admin role can only be assigned to de-
partment managers.

(c) Only Loan Officer is permitted to handle loan application.
(d) Only Credit Officer is permitted to conduct credit check.
(e) High risk loan applications must proceed to Loan Manager.
(f) Loan Officer provides final result to the applicant.

2. Mutually exclusive roles:

(a) The Loan Officer, who receives loan application from customer A, must
be the Loan Officer provides loan response to customer A.

(b) Loan Officer and Credit Officer must be assigned to different staff.
(c) Loan Officer and Loan Manager must be assigned to different staff.

3. Cardinality:

(a) There must be at least one staff assigned as Loan Officer.
(b) There must be one staff and only one assigned as Bank Manager.

4. Prerequisite roles:

(a) Assign a staff to Credit Officer only when new application received.
(b) Assign a manager to Loan Manager only when application is rated as

high risk.
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4 BPEL4RBAC Model and Policy Language

We extend from original RBAC model to provide access control and authorisa-
tion constraints ability to existing WS-BPEL. This extended RBAC model is
called BPEL4RBAC model in our proposed architecture. Moreover, in order to
provide WS-BPEL compatible access control policy specification, we facilitate
the WS-BPEL extension mechanism to build up our BPEL4RBAC policy lan-
guage. Firstly, we provide formal definition of BPEL4RBAC model. Then, the
bank loan application process is represented in this way as a running example.
The BPEL4RBAC policy language is introduced in next subsection.

4.1 BPEL4RBAC Model

We extend existing RBAC model with considerations of business process. Fig.4.
shows RBAC4BPEL model. In BPEL4RBAC, a user is human being belongs
to an organisation. A role is a named job function within the business process
context that regards the authority and responsibility. A permission is an approval
of actions granted to specific roles. A constraint regulates the relations between
different elements.

In order to provide access control capability to WS-BPEL, we add two ele-
ments to original RBAC model, namely organisation and business process. An
organisation is a group of users with structure of roles and responsibilities func-
tioning to participating business processes. A business process is ”a set of logi-
cally related tasks performed to achieve a well defined business outcome” [12].
User assignment (UA) and permission assignment (PA) are both many-to-many
relationship since a user can be assigned to many roles and a role can have one

Fig. 4. BPEL4RBAC Model
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or more users. Role hierarchy (RH) maps the nature structure of an organisa-
tion. User organisation (UO) relationship indicates which user belongs to which
organisation. Organisation business process (OBP) relationship specifies which
business process is developed or consumed by which organisation. Role business
process (RBP) relationship describes which role is involved in which business
process. We can define the RBAC4BPEL model as follows:

Definition 1. Basic Elements:

– U = {u1, u2, u3, · · · · · · , ui}, set of users;
– R = {r1, r2, r3, · · · · · · , rj}, set of roles;
– P = {p1, p2, p3, · · · · · · , pj}, set of permissions;
– UA ⊆ U × R, a many-to-many user to role assignment relation;
– PA ⊆ P × R, a many-to-many permission to role assignment relation;
– RH ⊆ R × Ra partial order on R, represents the role hierarchy.

Definition 2. BPEL4RBAC Business Process:

– BP = {bp1, bp2, bp3, · · · · · · , bpm}, set of business processes;
– BA = {ba1, ba2, ba3, · · · · · · , ban}, set of business activities;
– BPBA ⊆ BP ×BA, a many-to-many business process to business activities

assignment relation, Where bpba = {(ba, bp) ∈ BPBA | ba ∈ BA, bp ∈ BP};
– bp : BP → 2BA, a function mapping each business process (bp) to the set of

business activities;
– RBP ⊆ R × BP , a many to many role to business process, Where role :

BP → 2R is a function mapping each business process to the set of roles,
Where roles(ri) = {r | (ui, rj) ∈ UA}.

Definition 3. BPEL4RBAC Organisation:

– O = {o1, o2, o3, · · · · · · , ol}, set of organisations;
– UO ⊆ U × O , a many to one user to organisation assignment relation,

Where user : U → O is a function mapping user (ui) to organisation (ol),
Where uo = {(u, o) ∈ UO | u ∈ U, o ∈ O};

– OBP ⊆ O × BP , a many to many organisation to business process assign-
ment relation, Where o : BP → 2O is a function mapping organisation (ol)
to business process (bpm), Where obp = {(o, bp) ∈ OBP | o ∈ O, bp ∈ BP}.

4.2 BPEL4RBAC Policy Language

As an extension to WS-BPEL, BPEL4RBAC policy language is layered on
top of WS-BPEL. Its features can be aggregated with WS-BPEL features dur-
ing the business processes. The extension introduces a set of elements to pro-
vide role based access control capability. The root element in BPEL4RBAC is
<policy>. The basic elements in BPEL4RBAC language are <user>, <role>,
<permission>, <organisation>, <business process> and <constraints>. In or-
der to differentiate BPEL code and BPEL4RBAC extension, we use ”b4r” prefix
to indicate BPEL4RBAC namespace and ”bpel” prefix to designate BPEL code.
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With the extensibility of WS-BPEL, the <bpel:extensions> element imports the
BPEL4RBAC extension to BPEL code. The <b4r:policy> is the root element
of proposed extension. All other elements and activities in BPEL4RBAC are
enclosed. The overall syntax is shown in Fig. 5:

<bpel:process name = "NCName" ...
xmlns:b4r = "http://myloan.example.com/bpel4rbac"...>
<bpel:extensions
namespace = "http://myloan.example.com/bpel4rbac"
mustUnderstand = "yes">
</bpel:extensions>
<bpel:extensionActivity>
<b4r:policy>
<b4r:roles>
<b4r:role ID = "NCName">role</b4r:role>+
</b4r:roles>
<b4r:roleHierarchys>
<b4r:roleHierarchy ID = "NCName">+
<b4r:seniorRole>senior role</b4r:seniorRole>
<b4r:juniorRole>junior role</b4r:juniorRole>
</b4r:roleHierarchy>
</b4r:roleHierarchys>
<b4r:userAssignments>
<b4r:userAssignment ID = "NCName">+
<b4r:role>role</b4r:role>
<b4r:assignment>user to role assignment</b4r:assignment>
</b4r:userAssignment>
</b4r:userAssignments>
<b4r:permissions>
<b4r:permission ID = "NCName">+
<b4r:role>role</b4r:role>
<b4r:permittedActivity>permitted activity for this role
</b4r:permittedActivity>
<b4r:bpelActivity>related BPEL activity</b4r:bpelActivity>
</b4r:permission>
</b4r:permissions>
<b4r:constraints>
<b4r:constraint ID = "NCName">+
<b4r:object>object name</b4r:object>
<b4r:activity>business process activity</b4r:activity>?
<br4:bpelActivity>related BPEL activity</br4:bpelActivity>?
<b4r:consequentObject>object name</b4r:consequentObject>?
<b4r:subsequentActivity>?
business process activity
<b4r:subsequentActivity>
<br4:bpelActivity>related BPEL activity</br4:bpelActivity>?
<b4r:constraintAssertion>condition</b4r:constraintAssertion>
</b4r:constraint>
</b4r:constraints>
<b4r:businessProcesses>
<b4r:businessProcess ID ="NCName">+
<b4r:activity>business process activity</b4r:activity>
<br4:bpelActivity>related BPEL activity</b4r:bpelActivity>
<bpel:partnerLink name = "NCName"/>
</b4r:businessProcess>
</b4r:businessProcesses>
</b4r:policy>
</bpel:extensionActivity>
</bpel:process>

Fig. 5. BPEL4RBAC Code

Role Hierarchy. The <b4r:roles>, <b4r:roleHierarchys>, <b4r:userAssign-
ments>, <b4r:permissions>, <b4r:constraints> and <b4r:businessProcesses>
indicate group of roles, role hierarchy, user assignment, permissions, constraints
and business processes respectively. Table 1(a) and 1(b) illustrate the roles and
role hierarchy in the bank loan application example. The <b4r:role> element
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is used to define a role in an organisation while the <b4r:roleHierarchys> element
specifies the role hierarchy. The roles definition hierarchy can be encoded as:

<b4r:roles>
<b4r:role ID = "R1">Bank Manager</role>
...
<b4r:role ID = "R5">Loan Officer</role>

</b4r:roles>
<b4r:roleHierarchys>

<b4r:roleHierarchy ID = "RH1">
<b4r:seniorRole>Bank Manager</b4r:seniorRole>
<b4r:juniorRole>Loan Manager</b4r:juniorRole>

</b4r:roleHierarchy>
...

</b4r:roleHierarchys>

User Assignment and Permissions. The <b4r:userAssignment> element
defines user assignment in a business process while <b4r:permission> element
describes the permission imposed on specific role or activity. The user assignment

Table 1. Roles and Role Hierarchy

Role ID RH ID

R1 RH1

R2 RH2

R3 RH3

R4 RH4

R5

Pm.
 ID

Role Activity
BPEL
Activity ID

UA ID Role Position P1
Loan

Officer

handle loan

application
apBL

UA1

Loan

Manager

only to

department

manager

P2
Credit

Officer

conduct credit

check
ccAP

UA2

Credit

Manager

only to

department

manager

P3
Loan

Manager

handle high risk

loan application
reAP

P4
Loan

Officer

provide final result

to applicant
rtBL

Credit Officer

Loan Officer (b) Role Hierarchy

Role Name

Bank Manager

Loan Manager

Credit Admin

Bank Manager > Loan Manager

Bank Manager > Credit Admin

Loan Manager > Loan Officer

Hierarchy

Credit Admin > Credit Officer

(a) Roles

(c) User Assignment

(d) Permissions
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and permissions illustrated in Table 1 (c) and (d), which illustrate the user
assignment and permissions in this example, can be encoded as:

<b4r:userAssignments>
<b4r:userAssignment ID = "UA1">

<b4r:role>Loan Manager</b4r:role>
<b4r:assignment>Only to department managers</b4r:assignment>

</b4r:userAssignment>
...

</b4r:userAssignments>
<b4r:permissions>

<b4r:permission ID = "P1">
<b4r:role>Loan Officer</b4r:role>
<b4r:permittedActivity>handle loan application
</b4r:permittedActivity>
<b4r:bpelActivity>apBL</b4r:bpelActivity>

</b4r:permission>
...

</b4r:permissions>

Constraints. The <b4r:constraint> element is used to define access constraint
in business process. The <b4r:object> element and <b4r:consequentObject> el-
ement designate the role or user whom the constraint applies on. The
<b4r:activity> element and <b4r:subsequentActivity> element indicate which
activity or process is restrained by this constraint. The <b4r:bpelActivity >
element describes the association between the activity or process in WS-BPEL
with the activity in BPEL4RBAC.

The <b4r:constraintAssertion> is the assertion describes the constraint con-
dition. The <b4r:object> and <b4r:constraintAssertion> elements are compul-
sory while other elements are optional according to the constraint. The following
code illustrates the constraints in Table 2:

Table 2. Access Control Constraints

Const.
ID

Object(Activity)
Consequent Object
(Subsequent Activity)

Condition
Related BPEL
Activity ID

C1

Loan Officer

(Handles loan application

from customer A)

Loan Officer

(Provides response

to customer A )

Same User apBL, rtBL

C2 Loan Officer Credit Officer Different User apBL, ccAP

C3 Loan Officer Loan Manager Different User rkBL, reAP

C4 Loan Officer
At least one user

assigned to this role
apBL

C5 Bank Manager 
Only one user assigned

 to this role

C6
Credit Officer

(A staff assigned to this role)

Only when a new loan

application received
rkBL

C7
Loan Manager

(A staff assigned to this role)

Only when application

is rated as high risk
reAP
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<b4r:constraints>
<b4r:constraint ID = "C1">

<b4r:object>Loan Officer</b4r:object>
<b4r:activity>

Handles loan application from customer A
</b4r:activity>
<br4:bpelActivity>apBL</b4r:bpelActivity>
<b4r:consequentObject>Loan Officer</b4r:consequentObject>
<b4r:subsequentActivity>

Provides loan response to customer A
</b4r:subsequentActivity>
<br4:bpelActivity>rtBL</b4r:bpelActivity>
<b4r:constraintAssertion>Same User</b4r:constraintAssertion>

</b4r:constraint>
...
<b4r:constraint ID = "C7">

<b4r:object>Loan Manager</b4r:object>
<b4r:activity>A staff assigned to this role<b4r:activity>
<br4:bpelActivity>reAP</b4r:bpelActivity>
<b4r:constraintAssertion>

Only when loan application is rated as high risk
</b4r:constraintAssertion>
</b4r:constraint>

</b4r:constraints>

The <b4r:businessProcess> element associates the activity in WS-BPEL and
BPEL4RBAC by <b4r:activity>, <br4:bpelActivity> and <bpel:partnerLink>
elements correspondingly. The following is an illustrating example code:

<b4r:businessProcesses>
<b4r:businessProcess ID ="BP1">

<b4r:activity>Handle loan application</b4r:activity>
<br4:bpelActivity>apBL</b4r:bpelActivity>
<bpel:partnerLink name = "customer"/>

</b4r:businessProcess>
...
<b4r:businessProcess ID ="BP6">

<b4r:activity>Send application result to customer
</b4r:activity>
<br4:bpelActivity>rtBL</b4r:bpelActivity>
<bpel:partnerLink name = "customer"/>

</b4r:businessProcess>
</b4r:businessProcesses>

4.3 BPEL4RBAC System Architecture

In accordance to our proposed specification, the BPEL4RBAC-based system
architecture is illustrated in detail in this section. Since BPEL4RBAC extends
WS-BPEL, its architecture is WS-BPEL enabled and compatible with existing
Web services standards.
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Fig. 6. BPEL4RBAC System Architecture

The Access Enforcement Module (AEM) is the key component of the entire
system. It handles user request, them AEM forwards the request to Access De-
cision Module (ADM). After the response received from ADM, AEM contacts
the WS-BPEL module to get the information for requested business activities.
Then the corresponding Web services are invoked by AEM.

After received the request from AEM, ADM contacts BPEL4RBAC policy
repository and perform a check against the user who send this request. The
decision is made according to the pre-defined BPEL4RBAC policy which is rep-
resented by BPEL4RBAC model.

Based on BPEL4RBAC policies, AEM and ADM work together to ensure
the integrity and confidentiality of WS-BPEL represented business processes.
Taking the advantage of easy integration with WS-BPEL, BPEL4RBAC can
also integrated with message level security standards, such as WS-SecurityPolicy
and XACML that we have discusses in Section 3.2.

Another benefit comes from the modular design of the system architecture. The
BPEL4RBAC policy specification is separated from access decision module. The
access decision processing mechanisms for ADM are more flexible with the same
security policy. The AEM is separated from ADM as well. Thus the AEM focuses
only on coordination with Web services and access control enforcement without
touching about any change in access decision strategies and security policies.

5 Comparison of Related Works

There are many research works [4][11] focus on enhancing security features for
BPM. Some of these works addressed on access control ability to current WS-
BPEL.

Bertino, Crampton and Paci [4] developed RBAC-WS-BPEL and BPCL
languages. The RBAC-WS-BPEL is an adapted version of RBAC model with
business process element introduced within. The authorisation specification is
composed from authorisation schema, represented by XACML, and authori-
sation constraints, represented by BPCL which is an XML based language.
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However, XACML does not directly support the notation of roles, and lacks
some essential features in RBAC such as separation of duty and role hierarchy.

Liu and Chen [11] developed an extended RBAC model, WS-RBAC. Three
new elements are introduced into the original RBAC model, namely enterprise,
business process and Web services. The authorisation constraints are described
in WS-Policy and WS-PolicyAttachment. However, these two standards are de-
signed for message level security. It is difficult to express some access control
constraints on this layer such as role hierarchy and permissions. This also in-
creases the complexity of performing authorisation constraints.

Comparing with these works, BPEL4RBAC extends its ability from both
RBAC side and WS-BPEL side. BPEL4RBAC is compatibility with WS-BPEL
standard since BPEL4RBAC policy language is an extension of WS-BPEL. This
ensures the access control functions can be seamlessly integrated into WS-BPEL.
The system architecture also provides the adaptability with other security stan-
dards to enhance its security level further. BPEL4RBAC is able to be extended
with other standards as long as they are compatible with WS-BPEL.

6 Conclusion and Future Works

In this paper, we propose BEPL4RBAC authorisation specification which sup-
ports the access control capability in business process environment.

The BPEL4RBAC extends the classical RBAC model with organisation and
business process elements. These two elements are essential for representing
access control information in business process scenario. The BPEL4RBAC policy
language is also formally defined. The access control and authorisation require-
ments illustrated in BPEL4RBAC model can be mapped into this policy language.
All these information are integrated with WS-BPEL seamlessly. The system archi-
tecture investigates the feasibility of BPEL4RBAC. With the separation of AEM
and ADM modules, access decision strategies and security policies can be devel-
oped by physically isolated users or organisations. These strategies and policies
might be changed frequently according to the real worldneed. Thus, BPEL4RBAC
system ensures the availability in heavy duty business process environment.

We are extending this work in many tracks. The BPEL4RBAC policy lan-
guage can be further improved by taking consideration of more complicated
organisation behaviours. In particular, an organisation may define different roles
and permissions to the same process when cooperating with different partners.
Another direction intends to provide connectivity with message level security
standards, such as XACML and WS-Policy as we discussed above.
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Abstract. In order to let software programs access and use the information and 
services provided by web sources, wrapper programs must be built to provide a 
“machine-readable” view over them. Although research literature on web 
wrappers is vast, the problem of how to specify the internal logic of complex 
wrappers in a graphical and simple way remains mainly ignored. In this paper, 
we propose a new language for addressing this task. Our approach leverages on 
the existing work on intelligent web data extraction and automatic web 
navigation as building blocks, and uses a workflow-based approach to specify 
the wrapper control logic. The features included in the language have been 
decided from the results of a study of a wide range of real web automation 
applications from different business areas. In this paper, we also present the 
most salient results of the study. 

Keywords: web wrappers, data mining, web automation, web information 
systems. 

1   Introduction 

Most of today’s Web sources are designed to be easily used by humans, but they do 
not offer suitable interfaces to allow software programs to interact with them. During 
the last years, a growing interest has arisen in automating the interactions with web 
sites. Most previous research works in this field have focused on the concept of 
wrapper. A wrapper abstracts the complexities involved in automating a certain task 
on a web source, providing a programmatic interface to external applications. As 
related work, see [3],[4],[5],[9],[10],[11],[12],[13],[14],[15],[17],[18]. [8] provides a 
survey. Notice that, since data extraction from HTML pages is one of the key tasks 
involved in wrapper generation, some researchers use the term wrapper to mean only 
the extraction phase; in this paper we consider wrapper as a more general term 
implying all the tasks involved in web automation. 
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Most previous works on web wrappers assume a particular underlying model we 
will call ‘query wrapper’ model. Query wrappers consider a web source as a special 
kind of database where queries can be posed using a form, obtaining a result set 
composed of structured data records. The query wrapper model assumes a pre-defined 
list of execution steps: first, a navigation sequence is used to automatically fill in 
some query form. Secondly, data extraction techniques are used to obtain the list of 
results from the response HTML pages. In addition, query wrappers may also support 
paginated result listings and accessing ‘record detail’ pages to extract further 
information.  

While query wrappers are useful, they do not fit some important web automation 
applications. For instance, many tasks involve taking decisions depending on the 
retrieved data to continue the navigation in a way or another. 

The objective of this paper is to propose a graphical language for creating wrappers 
able to automate any web automation process on a given website. It is important to 
note that, in our view, a wrapper automates the interaction with a single website and 
for a single purpose. For tasks involving the combination and/or orchestration of 
several web sources, our approach consists of enabling the wrappers to participate as 
basic components in usual data and process integration architectures such as data 
mediators [16] or Business Process Management systems. Other key objective for our 
language is being simple: wrappers should be created graphically and the language 
should not include features that introduce unnecessary complexity. Programming-
skills should not be necessary in the majority of cases. 

As a source of inspiration for our model, we have studied BPM orchestration 
patterns [1] and technologies (such as BPMN [7] and WS-BPEL [6]). As in our case, 
BPM technologies are also concerned with graphically specifying complex logic.  

To base our proposal on firm roots, we have studied a wide range of real web 
automation tasks, which are being used by corporations from different business areas, 
trying to capture all the requirements needed in real applications. Some of the main 
results of the study are also reported in the paper. The language has been implemented 
in a fully functional prototype.  

The paper is structured as follows. Section 2 reports some of the most important 
results and conclusions of the motivating study. Section 3 describes the proposed 
language. Section 4 discusses related work. 

2   Motivation 

To guide the development of the language, we have studied a wide range of real web 
automation applications. We have studied 391 wrappers belonging to 24 applications. 
These applications are a sub-set of those developed by a European enterprise 
specialized in web automation applications during the last three years. We have 
chosen applications in different business areas to increase the generality of our 
approach: B2B web automation (i.e. automating repetitive operations with other 
organizations through a web interface), batch data extraction, internet metasearch 
applications, web account integration, and technology and business watch (i.e. 
monitoring web information relevant for business and/or research purposes, such as 
competitor prices).  
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As a previous step before the study, we analyzed existing workflow technologies 
for BPM (such as [1],[6],[7]) to identify some features which could apply to web 
automation applications. Then we analyzed the wrappers in the study to check if they 
required or could benefit from them. The features we found useful are: conditional 
bifurcations, error management, parallelism, asynchronous events and sub-processes. 
We also analyzed if the wrappers conformed to the query wrapper model. Now, we 
report and discuss some of the main results of the study: 

1. A first conclusion is that only the 57% of the wrappers conform to the query 
wrapper model. The percentage varies in function of the application type: 100% of 
the wrappers in metasearch applications conform to that model, while in B2B 
applications the percentage only reaches 53%. The study allows concluding that 
the query wrapper model is too simple for many real web automation applications. 

2. Regarding conditional bifurcations, 54% of the wrappers that do not conform to 
the query wrapper model require them. Therefore, the language should support 
them. 

3. Regarding error management, most of the wrappers considered require or could 
benefit from: 1) On the apparition of an error in the process, indicating which 
action to perform: either ignore it or halt the process and return the error to the 
invoking application, 2) Executing retries (e.g. when executing web navigation 
sequences). In addition, 37% of the wrappers in the B2B application area require or 
could benefit from user-defined, application-specific exceptions to return to the 
calling application. Therefore, the language includes support for these features. 

4. Regarding parallelism, we observed it is very useful in two cases: 1) When a wrapper 
needs to process a list of records extracted from a web page, and the processing of 
each record involves executing one or more navigation sequences (e.g. accessing a 
detail page). Since navigation sequences can be relatively slow, processing the records 
in parallel can greatly improve performance, and 2) We have also observed that some 
applications execute the same query wrapper multiple times using different query 
parameters and then merge the obtained results. Therefore, it is useful to include in the 
language specific support to allow specifying the parallel execution of multiple 
queries on the same web form, thus alleviating the invoking application of this task. 
84% of the studied wrappers could benefit from either one or both of these kinds of 
parallelism. On the other hand, no wrapper required other types of parallelism. Recall 
that, in our model, wrappers abstract the interactions with a single source for a given 
task. More room for parallelism would undoubtedly arise if we considered web 
automation tasks involving the combination and/or orchestration of several sources. 
Nevertheless, we follow the common approach in integration architectures of 
separating access and coordination layers. To coordinate and/or integrate several 
sources (which may or may not be web sources), our approach consists of enabling the 
wrappers to participate as components in usual data and process integration 
architectures such as data mediators [16] or Business Process Management systems. 
Therefore, we conclude the language should not include more general support for 
parallelism because it would considerably increase the complexity and its benefits 
would be unclear. 
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5. Regarding asynchronous operations, some web pages may dynamically change its 
content without requiring a full reload of the page (e.g. sources which use 
Javascript / AJAX technology to update its content). In these situations, it would be 
useful if the wrapper could be asynchronously notified of changes in the content of the 
areas of interest in the page. 6 wrappers in the study have to deal with these sources 
but, since AJAX sources are gaining prominence, we expect this feature to increase its 
importance. The wrappers we examined are not notified asynchronously. Instead, they 
access the target regions at specified intervals (i.e. “polling”). The reason is that most 
automatic navigation systems use browsers as basic components for navigating and 
hosting HTML pages, and with current browser APIs it is difficult to identify content-
change events at the desired granularity. Polling can be easily supported by including 
a wait activity in the language. 

6. Regarding subprocesses, we have detected that the most complex wrappers studied 
could be greatly simplified by using sub-processes. We have also observed there 
are several structural patterns that occur in a great number of wrappers (e.g. most 
wrappers have to deal with different types of results pagination, many wrappers 
need to poll a list of results for changes, etc.). These patterns appear many times, 
sometimes with slight variations. We conclude a desirable feature for the language 
is to allow creating reusable components to support them. 

3   Language Description 

In this section, we describe the proposed language. Section 3.1 describes the overall 
structure of a workflow in our approach. The pre-defined activities that can be used in 
the workflows are described in section 3.2. Section 3.3 describes how users can create 
reusable components. Section 3.4 presents an example. 

3.1   Workflow Model 

The data instances handled in the process flow (we will call them values) belong to a 
structured type [2]. A structured type can be atomic, a record type or a list type. The 
language specifies support for the atomic types commonly found in programming 
languages (string, int, long, double, float, date, boolean, binary, url, money) and for a 
specific type called page, which encapsulates the information needed to allow the web 
automation system to access a page: that is, an URL and the required cookies . 

Fig. 1 shows an UML diagram describing the basic structure of the language. A 
workflow receives a set of variables as input parameters and returns a single variable 
as output. The value of a variable is an instance of a valid data type. The input 
parameters can be mandatory or optional. A workflow is composed of a set of ordered 
activities. Activities can be either basic or structured. Structured activities include 
those used for loops and bifurcations and enclose one ordered sequence of activities 
(bifurcations enclose one sequence for each execution path). A workflow can be seen 
simply as a sub-class of structured activity. Basic activities perform the actions in the 
workflow. Although not shown in the diagram due to space constraints, certain 
activities require some of the variables they use to be of a certain data type.  
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Fig. 1. Basic structure of the language 

To handle error management, the language leverages on the concept of exceptions, 
that can be either pre-defined or user-defined. There exist pre-defined exceptions to 
represent generic runtime errors, typical errors produced while executing a navigation 
sequence (http error, timeout, connection error) and while extracting data records (e.g. 
a record does not match the expected type). User-defined exceptions are generated 
using the THROW activity. Each exception has assigned one in a set of pre-defined 
handlers. Handlers exist for throwing and ignoring the exception. It is also supported 
to configure retries before the error is handled. 

3.2   Pre-defined Activities 

This section describes the activities that can be used to create the workflows. We 
begin describing the basic activities and then describe the structured activities: 

 SEQUENCE: An instance of the SEQUENCE activity executes a navigation 
sequence and returns a page value representing the final web page reached. 
Optionally, it can receive the following input parameters: 1) One page value. If 
provided, the page is loaded in the automatic navigation component before 
executing the sequence. This is useful if the configured sequence needs to start 
from a given page. 2) One or more values of either atomic or record type. These 
are needed because navigation sequences are often expressed in function of 
variables. For instance, a sequence automating a query on an Internet bookshop can 
receive as input the title and author to search. Our system uses an extension of the 
techniques proposed in [14] to implement the SEQUENCE activity, but any other 
method could be used. 

 EXTRACTOR: An instance of the EXTRACTOR activity receives a page value and 
outputs a list value containing a list of records in the page. Our implementation 
uses wrapper induction techniques to generate extraction programs. 

 I/O Activities:  Set of activities for reading/writing data from/to files and databases. 
 WAIT. It causes the workflow to wait the specified number of milliseconds. 
 THROW: This activity throws user-defined exceptions. 
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 EXPRESSION: It receives zero or more values of any data type as input and 
outputs a single value. The output value is computed using an expression that can 
use constants, functions and the input values. The implementation of this activity 
supports arithmetic operations, text processing and regular expressions, date 
manipulation, textual similarity functions and functions to manage list values. 

 RECORD_CONSTRUCTOR: This is the basic activity for transforming and 
combining data records. It receives zero or more values of any data type as input 
and outputs a record. The workflow creator defines the fields that form the output 
record. For each field, she/he needs to provide an expression to compute its value, 
expressed in function of the input values. The expressions used should support the 
same operations supported by the EXPRESSION activity. 

 CREATE_LIST/ADD_RECORD_TO_LIST: The CREATE_LIST activity creates an 
empty list value. The ADD_RECORD_TO_LIST activity receives as inputs a list 
value and a record value and outputs a list value containing the result of adding the 
input record to the input list. 

 OUTPUT: This activity produces the workflow output. Although a workflow 
usually returns a list of records, the output activity allows returning each data 
record to the invoking application as soon as it is available. Since web navigations 
can be slow, the lapse between obtaining the first output record and the last can  
be big. 

 Custom Activities: It is useful to allow developers to create new activities by using 
a standard programming-language. For instance, this allows invoking external 
applications. In our implementation, custom activities are created using Javascript. 

The structured activities included in the language are: 

 SWITCH: This activity implements conditional bifurcations in the workflow. It 
receives as inputs zero or more values of any type. Each output arrow from the 
activity represents a possible execution path. Each path has an associated Boolean 
condition (expressed in function of the input values) which triggers its activation. 

 LOOP/REPEAT: These activities allow creating conditional loops. They specify an 
exit condition typically expressed in function of the input values. 

 ITERATOR: It allows specifying a non-conditional loop by iterating on a list of 
records. It receives a list value as input and, in each iteration, outputs a record 
contained in the list. It allows configuring parallel execution of its iterations. 
According to the results of the experimental study, this is very useful, for instance, 
to access in parallel detail pages of a list of extracted data records. 

 FORM_ITERATOR: According to the results of the experimental study, web 
automation tasks frequently need to execute several queries on the same web form 
using different combinations of query parameters. While this can be done with the 
basic activities, it is very useful to have a specific activity for this purpose. 

Basic and structured activities must be configured to set their specific information 
composed by: input/s of the activity (whenever is/are necessary), output of the activity 
(whenever the activity has output) and additional information based on the type of the 
activity (i.e. the SEQUENCE activity needs as additional information the sequence 
navigation to execute and the SWITCH activity needs as additional information the 
boolean condition which triggers its activation).  
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3.3   User-Defined Reusable Components 

The proposed model allows users to create reusable components of two kinds: binary-
reuse components and source-reuse components. Binary-reuse components allow 
exporting an existing workflow as an activity (we call such activities “Workflow 
Activities”) that can then be used to create new workflows. This way, sub-processes 
implementing functionality common to several wrappers can be easily reused.  

Source-reuse components allow defining reusable templates to represent frequent 
structural patterns. Templates are reused at the source level because the implementation 
of structural patterns in each wrapper may suffer slight variations that prevent reuse at the 
binary level. The remaining of this section describes the use of templates. 

At workflow creation time, workflow creators can drag and drop templates to the 
workspace and compose several templates to easily create wrappers that need to 
implement common structural patterns. A template is created in a similar way as a 
workflow, with the following differences: 

 The template creator does not need to provide configuration information for every 
activity in the template. The configuration of these activities will be “filled in” 
when the template is used to create a workflow. 

 As well as workflows, templates return an output value and can require mandatory 
and optional parameters. Nevertheless, when instantiating a template to create a 
workflow, the workflow creator may add as many new input parameters as wished. 
This is allowed because those additional parameters may be needed as inputs for 
the activities of the template left without configuration at template-creation time. 

 Templates can include special activities called “Interface Activities”. Interface 
activities specify a list of input parameters and one output result, but they do not 
specify any particular implementation. When the workflow creator uses the 
template to create a new workflow, she/he will specify an implementation for the 
Interface Activity. This implementation can be any activity or complete workflow 
having entries and outputs conforming to the ones defined by the interface activity. 
The workflow creator can also implement an Interface Activity by using another 
template. As well as with templates, at workflow creation time, the workflow 
creator may add as many new input parameters as needed to the Interface Activity. 

Now, we introduce some example templates. Fig. 2 shows a template called 
Simple_Pagination used to process the common kind of paginated result intervals, where 
the next interval is accessed by clicking on a ‘Next’ link or button (NOTE: in all 
workflow figures, the arrows connecting the activities represent the execution flow and 
the dotted lines represent the data flow: that is, how values are produced and consumed 
by the activities. Also notice the legend on the lower right corner of Fig. 2, indicating 
how the values of the different data types are represented in the figures). The template 
receives as input a page value and returns a list of records. The activities the workflow 
creator needs to configure appear in grey in the figure. The template iterates through the 
result listing pages until there are no more intervals left (this is detected by a SWITCH 
activity). The SEQUENCE activity called Go_to_Next_Interval navigates to the next 
result interval. The EXTRACTOR activity obtains the list of data records in each page. 
The workflow creator also needs to provide an implementation for the Process_Record 
Interface Activity, which is in charge of processing each record.  
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Fig. 2. Simple_Pagination template 

We consider three example implementations of Process_Record: 

 The first one is directly using the OUTPUT activity. This can be used when the 
workflow only needs to return the extracted records to the invoking application. 

 The second example implementation is built using a template called 
Filter_and_Transform (see Fig. 3) that: 1) Filters the extracted records according to a 
condition specified in the configuration of the SWITCH activity, and 2) Transforms 
the records that passed the filter according to the expressions specified in a 
RECORD_CONSTRUCTOR activity. The template also uses the Process_Record 
Interface Activity to allow further processing of the records.  

 The third example implementation is a template called Detail (see Fig. 3). This 
template allows accessing a ‘detail’ page in order to complete the data extracted for 
each item. It receives as input the record extracted from the result listing page. The 
template starts navigating to the detail page of the item (SEQUENCE activity). Then, 
it extracts the detail information (EXTRACTOR activity) and combines it with the 
input record to form a single record (RECORD_CONSTRUCTOR activity). The 
template uses a Process_Record Interface Activity to process the record containing the 
complete item. Therefore, the possible implementations for the interface activity  
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Fig. 3. Filter_and_Transform and Detail templates 

include the three discussed options. For instance, if it is needed to access several levels 
of detail pages, the Detail template can be used recursively. 

3.4   Example 

This section illustrates some of the main features of the language through a wrapper 
automating the interaction with a web portal providing information about the 
incidences reported by the clients of an Internet Service Provider. When an incidence 
requires an intervention in the user’s home, the ISP subcontracts an enterprise partner 
to perform it. The example wrapper is used by an enterprise partner of the ISP to 
automate the retrieval of the incidences data that a given worker could attend. 

The wrapper has the following inputs: the login/password to access the portal, the 
zipcode indicating the current location of the worker of the enterprise partner, the 
maximum distance the worker could travel to solve an incidence, and the type of 
incidences the worker can solve. The wrapper should perform the next steps: 

1. Authenticate in the ISP web portal using the login/password pair. 
2. Fill in a search form to obtain all the active incidences located near the input 

zipcode. The incidence listing is paginated using a ‘Next’ link. 
3. Extract all the incidences data. The data shown in the result listing includes the 

incidence type. If the incidence is of the type the worker can attend, then it is 
needed to access a detail page to obtain additional information, such as the distance 
with respect to the input zipcode. The returned incidence data must include a  
derived field indicating the deadline for attending the incidence; it is computed 
from two extracted items: the date when the incidence was open and the maximum 
number of days agreed between client and ISP. 
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Fig. 4. High-level Activities 

 

4. Return the incidences of the input type having distance less than the input 
maximum distance. In addition, the wrapper should be able of dealing with one 
error condition: the incidences search form can return a message error when the 
input zipcode is outside the area assigned to the partner.  

In addition, the wrapper should be able of dealing with one error condition: the 
incidences search form can return a message error when the input zipcode is outside 
the geographical area assigned to AcmeInstall. The process flow of the wrapper 
executes two high-level sub-processes: one workflow activity (recall section 3.3) 
called Get_Search_Page and an implementation of the Simple_Pagination template 
(see Fig. 2). Fig. 4 shows the complete wrapper.  
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END 
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END 
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END 
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END 
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Return_Result
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Detailed_Incidence

ITERATOR

EXTRACTOR
Extract_Detail

 

Fig. 6. Full wrapper using the Simple_Pagination template 
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As it is shown in Fig. 5, Get_Search_Page subprocess first performs the 
authentication process and the search using a SEQUENCE activity. The sequence 
accesses the page containing the authentication form, fills in the LOGIN and 
PASSWORD fields and submits the form. Then, it executes the incidences search by 
accessing the query form, filling in the ZIPCODE. Then, a SWITCH activity called is 
used to check if the page source code contains the text ‘Incorrect zipcode’. If the 
message is found, the Throw_Search_Error activity ends the process returning an 
exception. Notice that this sub-process could be reused by other wrappers using the 
same source and search form but processing the results differently. 

Now, we describe how to fill in the Simple_Pagination template to extract and 
process the incidences in the desired way. The input page for the activity is the page 
outputted by the Get_Search_Page subprocess. It returns a list of records of 
INCIDENCE type, containing the data from the desired incidences. 

The steps needed to fill in the template are (see Fig. 6): 

1. We need to “fill in” the template by configuring the Go_to_Next_Interval 
SEQUENCE activity with the sequence for navigating to the next result interval 
(e.g. clicking on an anchor) and the Extract_Records EXTRACTOR activity with 
the needed extraction rules to obtain the incidences list from the search result. 

2. The Process_Record Interface Activity of Simple_Pagination can be implemented 
using an instance of the Filter_and_Transform template to filter the incidences of 
the input type using the SWITCH activity. It is not needed to configure the 
RECORD_CONSTRUCTOR activity since its default settings are valid. 

3. The Process_Record Interface Activity from the Filter_and_Transform template 
used in step 2 can be implemented using the Detail template (the incidence detail 
page is accessed only for the incidences of the input type). We need to provide the 
sequence for navigating to the detail page and the extraction rules to obtain the 
detail data. We also need to configure the SWITCH activity to filter the incidences 
according to the input DISTANCE, and the RECORD_CONSTRUCTOR activity to 
add the additional field DEADLINE_DATE. 

4. The Process_Record Interface Activity from the previous Detail template can be 
implemented using again Filter_And_Transform to filter all the incidences of the 
input type verifying that its distance is less than the input maximum distance. 
Finally, the Process_Record Interface Activity from the Filter_And_Transform 
template is implemented by simply using the OUTPUT activity. 

4   Related Work 

Most previous works on wrapper generation have focused on the building blocks for 
web automation: web data extraction and automatic web navigation. The web data 
extraction problem has been addressed for instance in [4],[5],[9],[10],[11],[12],[13], 
[14],[17],[18]. [8] provides a survey. Techniques for automatic generation of web 
navigation sequences were proposed in [3] and [14]. These works do not consider the 
problem of how to specify the logic of the complete wrapper. Nevertheless, they 
provide the foundations for the SEQUENCE and EXTRACTOR activities of the 
proposed model. There are two kinds of works addressing the problem of building 
complete wrappers: 
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• Some works such as [11] define specialised languages for programming wrappers. 
Our proposal has several advantages: 1) it allows graphically specifying the 
wrapper logic: this way, wrappers are simpler to create and maintain and 
programming skills are not required; 2) it encapsulates the data extraction and 
automatic navigation tasks, leveraging on semi-automatic methods.  

• Other works such as [5],[10],[13],[15] propose techniques to create complete 
wrappers without needing programming skills. Nevertheless, these systems 
implicitly assume the query wrapper model. As it has been previously discussed, 
this model is not suitable for a substantial number of web automation applications. 

In the industrial arena, many web automation tools have appeared. QL2 
(http://www.ql2.com) and NewBie (http://www.newbielabs.com) follow the approach 
of providing specialised programming languages. Our proposal has the same 
advantages over these tools already mentioned for the research systems using the 
same approach. Another interesting tool is Dapper (http://www.dapper.net) which 
allows creating and sharing wrappers between final users. The wrappers that can be 
created using Dapper are roughly equivalent to those supported by the query wrapper 
model. As it has been already discussed, this is not enough for enterprise-class web 
automation. The Kapow Robomaker tool (http://www.openkapow.com) also uses a 
workflow approach for web automation. The approach proposed in this paper has a 
number of advantages with respect to Robomaker: 1) Robomaker does not 
encapsulate complex data extraction tasks in activities. The extraction of a list of data 
records requires an activity in the workflow to extract each record field. Optional 
attributes in the records require bifurcations in the workflow. This leads to large 
workflows even for relatively simple tasks. In addition, their model does not support 
using semi-automatic methods for extraction, 2) Robomaker does not support defining 
reusable components, 3) Robomaker does not support other functionalities such as 
user-defined exceptions. 

5   Conclusions 

This paper describes a new graphical language for designing web automation 
applications. Our approach models each task as a high-level workflow composed of 
specialized activities which leverage on the previous research work in automatic web 
navigation and web data extraction techniques, but allow for complex logic-control 
features such as branching or parallelism. 

The model also allows the easy creation of reusable components. On one hand, 
subprocesses common to several wrappers can be easily created and reused through 
workflow activities. On the other hand, it is allowed to easily create templates that 
implement structural patterns at the source-level that repeat across many applications. 
Reusable components also increase simplicity of development, since advanced users 
can create complex patterns reused by less sophisticated users. 

The proposed language has been designed from the study of real-world web 
automation tasks, to ensure it captures all the needed requirements. 
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Abstract. We revisit the problem of finding maximal contained rewrit-
ings of tree pattern queries using views, and extend previous work to the
case where both the query and the view involve *, with the restriction
that no *-node is incident on any //-edge, and there are no leaf *-nodes.
When there is no dtd, we show how to modify the approach of useful
embedding in a previous work to find the maximal contained rewriting.
When there is a dtd that is represented as an acyclic schema graph G,
we show how to efficiently transform the view V to an equivalent DAG-
pattern V ′, and reduce the problem of finding the maximal contained
rewriting of query Q using V under G to that of finding the maximal
contained rewriting of Q using V ′ without dtds.

1 Introduction

Query rewriting using views has many applications including data integration
and query optimization [3]. A view is an existing query whose answer may or
may not have been materialized. Given a new query, the problem is to find
another query using only the views that will produce correct answers to the
original query. Usually two types of rewritings are sought: equivalent rewritings
and contained rewritings. An equivalent rewriting produces all answers to the
original query, while a contained rewriting may produce only part of the answers.
Both types of rewritings have been extensively studied in the relational database
context [3].

More recently rewriting xml queries using xml views has attracted attention
because of the rising importance of xml data [8,6,5,2]. Since xpath lies in the
center of all xml languages, the problem of rewriting xpath queries using xpath

views is particularly important. Some major classes of xpath expressions can
be represented as tree patterns [1,7]. Among previous work on rewriting xpath

queries using views, [8] studied equivalent rewritings of tree patterns discussed in
[7], [6] presented results on equivalent rewritings of tree patterns when the tree
patterns are assumed to be minimized, [2] studied a different type of equivalent
rewritings of tree patterns under structural summaries, and [5] studied maximal
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contained rewritings of tree patterns where both the view and the query involve
/,// and [] only (these xpath expressions correspond to tree patterns in P {//,[]}

[7]), both in the absence and in the presence of non-recursive schema graphs - a
restricted form of dtds.

In this paper we extend the work of [5] by considering queries and views
involving *, with the following restrictions: no nodes labeled * are incident on
//-edges, and no leaf nodes are labeled *. When there is no dtd, we show how
to modify the useful embedding of [5] to find the maximal contained rewritings.
When there is a dtd that is represented as an acyclic schema graph G, we show
how to efficiently transform the view V into an equivalent DAG-pattern V ′,
and reduce the problem of finding the maximal contained rewriting of Q using
V under G to that of finding the maximal contained rewriting of Q using V ′

without G.
The rest of the paper is organized as follows. In Section 2 we provide the

background and notations. Section 3 deals with contained rewritings when there
are no dtds, and Section 4 presents the view transformation algorithms under
an acyclic dtd, as well as the algorithms for finding the maximal contained
rewriting when such a dtd exists. Finally Section 5 concludes the paper.

2 Preliminaries

2.1 DTD, XML Tree and Tree Patterns

Let Σ be an infinite set of tags. We model a non-disjunctive dtd as a connected
directed graph G such that (1) each node is labeled with a distinct tag, (2) each
edge is labeled with one of 1, ?, +, and ∗, which indicate “exactly one”, “one or
zero”, “one or many”, and “zero or many”, respectively. Here, the default edge
label is ∗, and (3) there is a unique node, called the root, which has an incoming
degree of zero. The set of tags occurring in G is denoted ΣG. Because a node in
a dtd G has a unique label, we also refer to a node by its label. In this paper we
will implicitly assume all dtds are acyclic. A dtd example is shown in Fig.1 (a).

An xml tree is an unordered tree1 with every node labeled with a tag in Σ.
A tree pattern (TP) is a tree with a unique distinguished node, and with every

a

b
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y

u

vc d
+

+
+

+

e
++

(a) G1

a

b
(b) P1

a

b

*

*

(c) P ′

1

a

b

*

**

e d

(d) P ′′

1

Fig. 1. DTD G1 and TPs P1, P ′
1, P ′′

1

1 In this work order of nodes is disregarded.
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node labeled with a symbol in Σ ∪ {∗} (here * is the wildcard which represents
any tag), every edge labeled with either / or //. The path from the root to the
distinguished node is called the distinguished path. Fig.1 (b), (c), (d) show three
TPs P1 and P ′

1 and P ′′
1 , where single and double lines are used to represent /-

edges and //-edges respectively, and a circle is used to indicate the distinguished
node. A TP corresponds to an xpath expression. The TPs in Fig.1 correspond
to the expressions a//b, a/ ∗ / ∗ /b and a/ ∗ [∗[e]/d]/ ∗ /b respectively. Let P
be a TP. We will use DNP, and DPP to denote the distinguished node and the
distinguished path of P respectively. Note: the TPs in our discussion correspond
to the fragment P {//,[],∗} defined in [7]. In this paper we are interested in the
subset of all TPs in P {//,[],∗} such that no *-node is incident on a //-edge, and
no leaf node is labeled *, and we denote this subset by P̂ {//,[],∗}.

Below, for any tree or dtd T , we will use N(T ), E(T ) and rt(T ) to denote the
node set, the edge set, and the root of T respectively. We will also use label(v)
to denote the label of node v, and call a node labeled a an a-node. An xml tree
t is said to conform to dtd G if (1) for every node v ∈ N(t), label(v) ∈ ΣG, (2)
label(rt(t)) = label(rt(G)), (3) for every edge (u, v) in t, there is a corresponding
edge (label(u), label(v)) in G, and (4) for every node v ∈ N(t), the number of
children of v labeled with τ is constrained by the label of the edge (label(v), τ)
given in G. We denote the set of all xml trees conforming to G by TG.

A matching of a TP, P , in an xml tree, t, is a mapping δ from N(P ) to N(t)
satisfying the following conditions: (1) root-preserving, i.e., δ(rt(P )) = rt(t), (2)
label-preserving, i.e., ∀v ∈ N(P ), either label(v) = ∗ or label(v) = label(δ(v)),
and (3) structure-preserving, i.e., for every edge (x, y) in P , if it is a /-edge,
then δ(y) is a child of δ(x); if it is a //-edge, then δ(y) is a descendant of δ(x),
i.e, there is a path from δ(x) to δ(y). Each matching δ produces a subtree of t
rooted at δ(DNP), denoted subt

δ(DNP), which is also known as an answer to the TP.
We use P (t) to denote the set of all answers of P over t. A tree pattern P is
said to be satisfiable under dtd G if there exists t ∈ TG such that P (t) �= ∅.

2.2 Containment and Containment Mapping

Let P and Q be TPs. P is said to be contained in Q, denoted P ⊆ Q, if for every
xml tree t, P (t) ⊆ Q(t). Let G be a dtd. P is said to be contained in Q under
G, denoted P ⊆G Q, if for every xml tree t ∈ TG, P (t) ⊆ Q(t). It is shown in [7]
that when Q has no *-nodes, or Q has no //-edges and no leaf *-nodes, P ⊆ Q
iff there is a containment mapping from Q to P . Recall: A containment mapping
(CM) from Q to P is a mapping δ from N(Q) to N(P ) that is label-preserving,
root-preserving as discussed in the last section, structure-preserving (which now
means for any /-edge (x,y) in Q, (δ(x), δ(y)) is a /-edge in P , and for any //-edge
(x, y) in Q, there is a path from δ(x) to δ(y) in P ) and is output-preserving,
which means δ(DNQ) = DNP. A closer inspection of the proof in [7] shows an
extension of the above result as follows.

Proposition 1. For any P ∈ P {//,[],∗}, Q ∈ P̂ {//,[],∗}, P ⊆ Q iff there is a CM
from Q to P .
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2.3 Rewriting TP Using Views

A view is a pre-defined TP. Let V be a view and Q be a TP. A contained rewriting
(CR) of Q using V is a TP Q′ such that when Q′ is evaluated on the subtrees
returned by V , it gives a set of correct answers to Q. More precisely, the following
two conditions hold: (1) for any xml tree t, Q′(V (t)) ⊆ Q(t), and (2) there exists
an xml tree t such that Q′(V (t)) is non-empty. The maximal contained rewriting
(MCR) of Q using V , denoted MCR(Q, V ), is the union of all CRs of Q using V .

Let Q′ be a CR of Q using V . We use Q′ ◦ V to represent the expansion of
Q′, which is the TP obtained by merging the root of Q′ and the distinguished
node of V (the merged node is labeled with label(rt(Q′)) if label(rt(Q′)) �= ∗,
otherwise it is labeled with label(DNV)). Fig.2 shows a view V , a TP Q, a CR Q′

of Q using V , and the expansion Q′ ◦ V of Q′. Note that condition (1) in the
definition of CR is equivalent to Q′ ◦ V ⊆ Q.

a

c b

d
(a) V

a

c b

x y
(b) Q

b

x y
(c) Q′

a

c b

d x y
(d) Q′ ◦ V

Fig. 2. View (a), Query (b), CR (c), and Expansion (d)

Given TP Q and view V in P {//,[]}, [5] shows that the existence of a CR of Q
using V can be characterized by the existence of a useful embedding of Q in V . In
brief, an embedding of Q in V is a partial mapping f from N(Q) to N(V ) that is
root-preserving, label-preserving, structure-preserving and upward-closed. Here,
root-preserving, label-preserving, and structure-preserving are the same as in a
containment mapping, except that they are required only for the nodes of Q on
which the function f is defined; and upward-closed means that if f(x) is defined,
then f is defined on every node from rt(Q) to node x. An embedding f of Q in
V is said to be useful if (1) for every node x in the distinguished path DPQ, if
f(x) is defined, then f(x) ∈ DPV, and if f(DNQ) is defined, then f(DNQ) = DNV;
(2) for every path p ∈ Q, either p is fully embedded, i.e., f is defined on every
node in p, or if x is the last node in p such that f(x) is defined and f(x) ∈ DPV
(x is called the anchor of p) and y the node immediately following x (called the
successor of x), then either f(x) = DNV, or the edge (x, y) is a //-edge.

Note that the condition “if f(DNQ) is defined, then f(DNQ) = DNV” in the above
definition of useful embedding is important although it appears to be missing
from [5]. Consider the two TPs in Fig.3. If we treat Q1 as V and Q2 as Q,
then the mapping {v1 → u1, v2 → u2 } is not a useful embedding according
to the definition above, because the distinguished node of Q is not mapped to
the distinguished node of V . Without the above condition it will be a useful
embedding, but obviously there is no CR of Q using V . On the other hand, if we
treat Q1 as Q and Q2 as V , then the mapping {u1 → v1, u2 → v2 } will be a
useful embedding, although the mapping {u1 → v1, u2 → v2, u3 → v3 } is not.
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Q1 Q2

Fig. 3. TPs to illustrate useful embedding

Given a useful embedding f from Q to V , a CR Qf can be constructed as
follows. The root of Qf is labeled label(DNV). For each path p ∈ Q that is not
fully embedded in V , find the anchor node x and its successor y, then connect
the subpattern of Q rooted at y to rt(Qf ) with the same type of edge as the
edge (x, y).

A contained rewriting of Q using view V under dtd G is a TP Q′ such that
(1) for any xml tree t ∈ TG, Q′(V (t)) ⊆ Q(t), (2) there exists an xml tree
t ∈ TG such that Q′(V (t)) is non-empty. A MCR of Q using V under dtd G
is the union of all CRs of Q using V under G. Given an acyclic dtd G, a view
V and a TP Q, [5] uses five types of constraints (IC, PC, SC, CC, and FC
constraints, hereafter referred to as the LWZ constraints), that are implied by
G, to chase V into another TP V ′, such that V ′ =G V (V ′ ⊆G V and V ⊆G V ′),
and V ′ can not be chased further. To find a CR of Q using V under G, it finds
a useful embedding from Q to V ′. The useful embedding satisfies all conditions
of a useful embedding when dtd G is absent with an additional condition to
ensure satisfiability of the expansion of the rewriting under G.

In what follows, we will implicitly assume the views and queries are all in
P̂ {//,[],∗}. We focus on efficient algorithms to find MCRs of queries using views
for the class P̂ {//,[],∗} of TPs.

3 Rewriting without DTDs

When there are no dtds available, the LWZ approach of [5] can be easily mod-
ified to find CRs of Q using V , for Q, V ∈ P̂ {//,[],∗}. The modification we need
is to relax the label-preserving requirement of a useful embedding to weak label-
preserving defined below, to handle the case where label(DNV) = ∗. Correspond-
ingly, if label(DNV) = ∗, and there is a useful embedding of Q in V with some
non-* node u in Q mapped to DNV, then the root of the rewriting generated by
this useful embedding should be labeled with label(u).

Definition 1. A mapping h from N(Q) to N(V ) is weak label-preserving if (1)
for every v ∈ N(Q), either label(v) = ∗, or label(v) = label(h(v)), or h(v) = DNV
and label(DNV) = ∗, (2) all non-* nodes that are mapped to DNV have the identical
label.

Example 1. Consider the view V in Fig.4 (a) and query Q in Fig.4 (b). There
are two useful embeddings of Q in V : The first maps both b-nodes in Q (as well
as the *-node) to the ∗-node in V , and the second maps only the left b-node
(and the *-node) in Q to the ∗-node in V . The corresponding CRs of Q using V
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constructed are shown as Q′
1 and Q′

2 in Fig.4 (c) and (d), respectively. One can
verify that Q′

1 ◦ V ⊆ Q and Q′
2 ◦ V ⊆ Q. The MCR is the union of the two.

Note that in the above example, there are no useful embeddings from Q to V
according to the original definition.

The correctness of the above modification is straightforward from Proposi-
tion 1 and the definition of CR: a useful embedding is part of a CM from Q to
Q′ ◦ V for some CR Q′ of Q using V . Finding all such useful embeddings can
be done in time O(|N(Q)|2 × |N(V )|2), because we can do so by “instantiat-
ing” V into a set V of views by relabeling DNV with each label which appears
in Q, and then finding all useful embeddings of Q in each view in V using the
O(|N(Q)| × |N(V )|2) algorithm of [5].

4 Rewriting under DTDs

When a dtd is available, like [5], we first transform V into another pattern, V ′,
such that V ′ =G V , and for every TP Q ∈ P̂ {//,[],∗}, V ⊆G Q iff V ′ ⊆ Q; then
we find the MCR of Q using V ′ as if there was no dtd. The main trick is how
to transform V to V ′. It turns out that this issue is quite intricate.

Our method of view transformation is divided into the following steps:

1. relabeling *-nodes. In this step we relabel the *-nodes in V according to G,
a *-node will be relabeled with c iff the resulting pattern is equivalent to V
under G.

2. merging *-nodes. In this step, we try to merge *-nodes that have a common
*-parent.

3. extending //-edges. In this step, we first try to chase the view with the IC
and PC constraints of [5], i.e., try to insert non-* nodes between the nodes
connected by the //-edge, and change //-edges to /-edges; then we check
whether a //-edge can be replaced with a *-path, here a *-path means a
/-path (a /-path is a path consisting of only /-edges) that starts and ends
with non-* nodes, but the intermediate nodes are all labeled *.

4. adding descendants to nodes having //-children. In this step, we check nodes
which have children connected to them by //-edges, and try to add descen-
dants to these nodes.
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5. adding descendants to nodes on *-paths. In this step, we try to add descen-
dant nodes to nodes (except the last node) on *-paths that existed before
Step 4.

6. expanding *-paths. In this step, we try to add an additional path, aspath(p),
from the start node to the end node of a *-path p, possibly with some
descendants of the nodes on the new path as well. This may result a pattern
that is a directed acyclic graph (DAG), which we call a DAG-pattern. If
some *-paths p1, . . . , pn share common *-nodes, we try to merge the nodes
with identical labels in aspath(p1), . . . , aspath(pn).

7. chasing using LWZ constraints. In this step we will use the CC, SC, PC,
and FC constraints of [5] to chase the view until no more change can be
obtained.

Next we explain each step in more detail. We assume the root of the view is
not labeled * (In the case label(rt(V )) = ∗, relabel rt(V ) with label(rt(G))).

4.1 Relabeling ∗-nodes

To relabel *-nodes, we make use of a procedure FindLabel(V ,G), modified from
a similar procedure in [4], which was originally used to test the satisfiability of
tree pattern V under dtd G. The procedure finds a set L(v) of possible labels
for each node v in V . For non-* nodes, L(v) = {label(v)}, and for *-nodes, L(v)
contains the label c iff every matching δ of V in any xml tree t ∈ G maps v to a
c-node, and there is at least one such t and one such δ. Due to space limit, we
omit the details, and assume such a procedure exists.

*-node relabeling: For each *-node v in V , relabel v with c if L(v) = {c}.
Similar to [4], we can show that FindLabel(V ,G), and hence the entire rela-

beling process, runs in O(|N(G)|3 + |N(G)|2 × |N(V )|).

4.2 Merging *-nodes

We explain the intuition using the following example first.
Consider the view V2 shown in Fig. 5(a) under the dtd G2 shown in Fig. 5(b).

In the figure the numbers beside the *-nodes are used as node identifiers. Using
FindLabel, we can find L(1) = {x, y, g}, L(2) = {g, c}, L(3) = {c, z}, L(4) =
L(6) = {g, v}, L(5) = L(7) = {v, u}. When the *-node 1 is replaced with a g-
node, the node 4 and node 6 must be replaced with a v-node, because there is no
edge (g, g) in G2. Similarly, when node 1 is replaced with an x-node (or y-node),
both node 4 and node 6 must be replaced with a g-node. In G2 the edges (g, v),
(x, g) and (y, g) are labeled ?. Therefore, in every possible instance2 of V , the
nodes corresponding to 4 and 6 can be merged. Therefore, we can merge node 4
and 6 to obtain the new pattern V ′

2 shown in Fig. 5(c).
Generally, if a *-node v has two ∗-children v1 and v2, then v1 and v2 can be

merged provided they satisfy the following condition: For every x ∈ L(v), there
is a unique label y in L(v1) and L(v2) such that (x, y) is an edge in G, and the
2 A possible instance of V is an xml tree in which V has a matching.
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Algorithm 1. Merging *-nodes
1: repeat
2: for each *-node v that has two children v1 and v2 such that L(v1) = L(v2) do
3: if ∀x ∈ L(v), there is a unique label y in L(v1) and in L(v2) such that (x, y)

is an edge in G, and this edge is labeled ? or 1 then
4: merge v1 and v2

5: until no more *-nodes can be merged

FC constraint x � y is implied by G. Based on this observation, we present our
algorithm for merging *-nodes in Algorithm 1.

Note it is not possible to merge two *-children of a non-*-node, because oth-
erwise the two *-children would have been relabeled in Step 4.1.
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4.3 Extending //-edges

In this step, we first use the LWZ IC constraints to chase V as in [5]. We use
an example to explain the process. Consider the dtd G3 in Fig.6. The dtd

implies the IC constraint a
y−→ b, and y

c−→ b, that is, every path from a to b
passes through y, and every path from y to b passes through c. Therefore, the
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TP a//b can be chased to a//y//b, and then to a//y//c//b. Then we try to
change each //-edge to a /-edge if there is a relevant PC constraint. After that,
we try to extend the remaining //-edges using a new type of constraints and a
corresponding chase rule, given below.

Fixed length constraints (FLC): x//y → x/ky (k ≥ 1). The constraint
means that in G, every path from x to y is of length exactly k (i.e., it has k
edges).

FLC-rule: if G |= x//y → x/ky, then in V , replace every //-edge from an
x-node x0 to an y-node y0 with a *-path from x0 to y0 with k − 1 intermediate
*-nodes.

For example, the dtd G1 in Fig.1 implies the FLC a//b → a/3b, thus the tree
pattern a//b is transformed to a/ ∗ / ∗ /b.

Finding all LWZ constraints and FLC constraints implied by G can be done
in O(|N(G)|3), therefore this step takes O(|N(G)|3 × |E(V )| × H), where H is
the length of the longest path in G.

4.4 Adding Descendants to Nodes Having //-children

In this step, we try to add descendants to nodes that have //-children. For each
//-edge e, we call the procedure HandleEdge as shown in Algorithm 2 to add
descendants to x1 (suppose e=x1//y1). There are two types of descendants we
may add: fixed length descendants and variable length descendants. The former
will be connected to x1 via a *-path, and the later by a //-edge. Before explaining
the algorithm, we need to define some terms and notations.

Let p be a path in G or V . We will use |p| to denote the length of p, namely
the number of edges in p. We also use p[i] to denote the ith node on p, for
i = 1, . . . , |p| + 1. In addition, an x//y-edge refers to a //-edge from an x-node
to a y-node.

Definition 2. Let x1//y1 be an x//y-edge. We call any path from x to y, in
G, an image of x1//y1 in G. Let p = u0/u1/ · · · /uk be a *-path in V , and
q = l0.l1. · · · .lk be a path in G such that l0 = label(u0) and lk = label(uk).
We say q is an image of p in G, and ui corresponds to li, if li ∈ L(vi) for all
i ∈ [1, k − 1].

For any *-path or //-edge e, we use image(e, G) (or image(e) for short, when G
is known) to denote the set of all images of e in G.

Definition 3. A mandatory path in G is a path of length 0, or where every
edge is labeled + or 1. Let x, y be nodes in G. If there is a mandatory path from
x to y of length K, we say y is a distance K mandatory descendant of x. A
mandatory child means a distance 1 mandatory descendant.

Note that a distance 0 mandatory descendant of x is x itself.
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Algorithm 2. HandleEdge(e, S), where e is an x//y-edge, S is a set of paths
from x to y in G

1: let l = min{|q| | q ∈ S}
2: add a distance l − 1 *-descendant s to x1, denote the path from x1 to s by p
3: for i = l − 1 to 2 do
4: let Ni =

⋂
q∈S Nq[i]

5: if there is integer d ≥ 0 and node τ in Ni, such that ∀q ∈ S, there is a derived
path from q[i] to τ of length d then

6: add a distance d τ -descendant to p[i] (provided no distance d−1 τ -descendant
of p[i + 1] has been added before)

7: suppose τ1, . . . , τk are all descendants of p[i] added above
8: for s, t ∈ [1, k] do
9: let u(q) be the last common node on the derived paths q[i] � τs and q[i] � τt

/* if there are multiple such derived paths consider each one in turn*/
10: let d′ = min{|q[i] � u(q)| | q ∈ S}
11: if d′ > 0 then
12: merge the d′th *-nodes (below p[i]) on the *-path from p[i] to τs and that

from p[i] to τt

13: remove all leaf *-nodes (and their incident edges) from V
14: for each label τ ∈ N2 do
15: if ∃τ ′ ∈ N2 such that there is a mandatory path from τ ′ to τ in G then
16: let N2 = N2 − {τ};
17: for each τ ∈ N2 do
18: add a τ -child vτ under x1 and label the edge (x1, vτ ) with //, if x1 does not have

a τ -descendant already;

Definition 4. Given a node x ∈ G, the mandatory descendant set of x, denoted
Mx, is the set of all nodes in G reachable by some mandatory path from x,
including x itself. Let q be an image of a *-path or a //-edge. For i = 1, . . . , |q|,
define

Nq[i] = Mq[i] ∪ Mq[i+1] ∪ · · · ∪ Mq[|q|].

We call every node in Nq[i] a derived descendant of q[i] (wrt q). By definition,
for every node τ ∈ Nq[i], there is a path from q[i] to τ that consists of two
segments: the first segment is the path from q[i] to q[j] (for some j ∈ [i, |q|]) on
q; the second segment is a mandatory path from q[j] to τ . Such a path will be
called a derived path from q[i] to τ , denoted q[i] � τ .

Let v′ be a descendant of v in TP V . If the path from v to v′ is of length
K, we say v′ is a distance K descendant of v (A distance 0 descendant of v is v
itself). To add a distance K descendant v′ to v, we add a path from v to v′ of
length K where all nodes between v and v′ are *-nodes.

We now explain the procedure in Algorithm 2 using the view V4 and dtd G4

in Fig. 7 (c). For every //-edge x1//y1 in V , we add a temporary *-descendant
s to x1 (note s is a leaf *-node now). The distance from x1 to s is the same
as the length of shortest image minus 1. We denote the path from x1 to s by
p (line 1-2). In our example, s is node 2. Then we check each node p[i] on p
from bottom-up to see whether any fixed length descendants can be added to
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it. For each image q, we check whether there is a derived path from q[i] to τ
of length d, for a fixed integer d ≥ 0 and τ in G (the set Ni of possible τs are
calculated first). If the condition is true, we will add a distance d τ -descendant
to p[i] provided no distance d− 1 τ -descendant of p[i+1] has been added earlier
(line 8-9). In our example, we can add a u-child under node 2. Similarly we can
add an x-child, a distance 2 y-descendant, and distance 3 z-descendant to node
1. After adding descendants τ1, . . . , τk to p[i], we need to check whether some
*-nodes on the path from p[i] to τs and that from p[i] to τt can be merged (line
10-15). In the example, we can merge the first *-nodes under node 1 on the
derived paths leading to y and z (Fig.2 (b)). If no descendant is added to the
last *-node on the temporary path q, there will be some dangling *-nodes, and
we must remove them (line 13). Finally, we add a variable length τ -descendant
to x1 for each τ ∈ N2 (line 17-18). In the example, no such descendants can be
added.

4.5 Adding Descendants to Nodes on *-paths

In this step, we try to add descendants to nodes (except the last node) on each
*-path. The descendants added to the start node of the path can be fixed-length
descendants or other descendants, while those added to the *-nodes are always
fixed-length descendants. Basically, for every *-path p that existed before Step
4.4, we consider the *-nodes on p one by one from bottom up (see the procedure
HandleStarPath in Algorithm 3). If for a fixed integer d > 0 and node τ in G,
there is a derived path from q[i] to τ of length d, for every image q ∈ image(p),
we can add a distance d τ -descendant to p[i]. If there are multiple descendants
τ1, . . . , τk added to p[i] this way, we need to check whether the corresponding
nodes on the derived paths from q[i] to τ1, . . . , τk can be merged. Finally we add
other descendants to the start node of p. For example, in G1 of Fig.1 the paths
from a to b of length 2 are a.x.y.b and a.u.v.b (which are images of a/ ∗ / ∗ /b),
and from either x or u, there is a mandatory path of length 2 to d. Therefore,
we can add a distance 2 d-descendant for the first *-node of a/ ∗ / ∗ /b, changing
it to a/ ∗ [∗/d]/ ∗ /b. We can also add a distance 2 e-node to the same *-node.
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Algorithm 3. HandleStarPath(p, S) where p is a *-path, S is a set of images
of p

1: for i = |p| − 1 to 2 do
2: let Ni =

⋂
q∈S Nq[i]

3: if ∃d > 0, τ ∈ N(G), such that ∀q ∈ S, there is a derived path from q[i] to τ of
length d then

4: add a distance d τ -descendant to p[i] (provided no such distance d− 1 descen-
dant of p[i + 1] has been added)

5: suppose τ1, . . . , τk are all descendants of p[i] added above
6: for s, t ∈ [1, k] do
7: let u(q) be the last common node on the derived paths q[i] � τs and q[i] � τt

/* if there are multiple such derived paths consider each one in turn*/
8: let d′ = min{|q[i] � u(q)| | q ∈ S)}
9: if d′ > 0 then

10: merge the d′th *-nodes (below p[i]) on the *-path from p[i] to τs and that
from p[i] to τt

11: for each label τ ∈ N2 do
12: if ∃τ ′ ∈ N2 such that there is a mandatory path from τ ′ to τ in G then
13: let N2 = N2 − {τ};
14: for each τ ∈ N2 do
15: add a τ -child vτ for u0 and label the edge (u0, vτ ) with //, if u0 does not have

a τ -descendant already;

Since the derived paths from x to e and from x to d share the node c, and the
derived paths from u to e and from u to d share the node v, we can merge the
*-node immediately above e and that immediately above d, changing the pattern
further to a/ ∗ [∗[e]/d]/ ∗ /b (See Fig.1(d)).

Similarly, for the view V3 in Fig.6, we can add a g-child to the last *-node of
the longer *-path, changing it to V ′

3 , as shown in Fig.6 (f), because the nodes
corresponding to the *-node in G, e and h, both have a mandatory child g.

4.6 Expanding *-paths

The procedure Expand(V ,G) to expand all *-paths is shown in Algorithm 4. It
works in two stages. In stage 1, it calls ExpandPath to expand each individual
*-path p = u0/u1/ · · · /uk by adding an additional path from u0 to uk, referred
to as the associate path of p and denoted aspath(p), and adding descendants
to the nodes on the associate path. The basic idea is as follows. If every image
of p passes through a sequence of nodes a1, . . . , an, then we add a new path,
aspath(p), which passes through a sequence of a1-node, . . ., an-nodes (line 1-
6). Each edge on the new path is initially labeled //, but it may be changed
to /-edge (line 8-9) or a *-path (line 12-13). After that, it calls the procedures
HandleEdge and HandleStarPath to add derived descendants to the nodes on
each //-edge or *-path in aspath(p). In the second stage, Expand tries to merge
the nodes with identical label g �= ∗, in aspath(p1), . . . , aspath(pm), if the *-
paths p1, . . . , pm share some common *-nodes. It does this by checking every
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Algorithm 4. Expand(V ,G)
1: for all *-path p in V that existed before Step 4.3 do
2: ExpandPath (p, G);
3: repeat
4: if two *-paths p1 and p2 share some common *-nodes and aspath(p1) and

aspath(p2) both have a g-node (g �= ∗) then
5: assume p1[i] = p2[i] is the last common *-node of p1 and p2

6: if Condition A or Condition B is true (see text for description of the condi-
tions) then

7: merge the g-nodes on aspath(p1) and aspath(p2);
8: until no more nodes can be merged as above

Procedure ExpandPath (p, G), where p = u0/u1/ · · · /uk is a *-path in V .

1: Find the set C of common nodes, excluding label(u0) and label(uk), on all paths
in image(p,G);

2: if C �= ∅ then
3: Suppose C = {a1, . . . , an};
4: a0 ← label(u0); an+1 ← label(uk); v0 ← u0; vn+1 ← uk;
5: Take any path from image(p,G) and check the order of occurrence of a1, . . . , an

on the path; Assume the order is a1, . . . , an.
6: Add an additional path u0//v1// · · · //vn−1//vn//uk in V , where label(vi) = ai

(for all i ∈ [1, n]);
7: for (i = n to 0, i − −) do
8: if on every path in image(p,G), ai is immediately before ai+1 then
9: change (vi, vi+1) to /-edge;

10: else
11: let S = {q[ai, ai+1] | q ∈ image(p,G)}
12: if on every path in image(p,G), the distance from ai to ai+1 is m then
13: replace (vi, vi+1) with a *-path of length m, pi, from vi to vi+1;
14: HandleStarPath(pi, S)
15: else
16: HandleEdge((vi, vi+1), S)

pair, p1 and p2, of *-paths that share some *-nodes as follows. Suppose the last
common *-node occurs at position i, that is, p1[1] = p2[1], . . . , p1[i] = p2[i] but
p1[i + 1] �= p2[i + 1], and there is a g-node on both aspath(p1) and aspath(p2).
These two g-nodes can be merged if either of the following conditions are true:

Condition A ∀q ∈ image(p1), g = p1[j] for some j ≤ i.
Condition B ∀q ∈ image(p1) such that g = p1[j] for some j > 1, there is

path q[i]. . . . .q[k].g in G such that (1) q[i]. . . . .q[k].g is on every image q′

of p1 and p2 that satisfying the condition q′[i] = q[i], and (2) the edges on
q[i]. . . . .q[k].g are all labeled ? or 1.

Note that aspath(p1) and aspath(p2) have the same start node, and merging the
g-nodes implies merging the segments from the start node to the g-nodes.

Example 2. Consider the view V ′
3 and the dtd G3 in Fig.6. The images of

the *-path from the a-node to the b-node in V ′
3 are a.x.y.c.h.b, a.z.y.c.h.b, and
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a.y.c.d.e.b. All of them have y.c, thus we can add a path from the a-node to the
b-node that passes through a y-node, followed by a c-node, and the edge between
the y-node and the c-node is changed to /-edge. We add a g-child to the c-node
because there is a mandatory path from e to g and there is a mandatory path
from h to g, and for every image the segment from c to b contains h or e. Note
that we do not need to add a descendant i to the c-node, because the i-node
can be added later using the SC constraint. The resulting view V ′′

3 is shown in
Fig.6 (d). Similarly, for the *-path from a to u, we can add a path from the
a-node to the u-node that passes through a y-node, resulting V ′′′

3 as shown in
Fig.6 (e). Because the two *-paths share some *-nodes, and their associate paths
both have a y-node, and Condition A is satisfied, we can merge the y-nodes in
the two new paths. This results the pattern V ′′′′

3 shown in Fig.6 (f).

DAG-patterns. Observe that expanding a *-path may result in an additional
path (that does not have ∗-nodes) between the first node and the last node of the
∗-path, thus make the transformed pattern a directed acyclic graph, which we
call a DAG-pattern (see V ′

2 to V ′′
2 in Fig.6). DAG-patterns are a generalization

of TPs, and the definitions of matching, containment mapping, containment, and
equivalence (of TPs) can all be trivially extended to DAG-patterns.

4.7 Chasing Using the LWZ CC, SC, PC and FC Constraints

After all the steps above, suppose we have obtained a DAG-pattern V ′. We can
now use the CC, PC, SC, and FC constraints and chase rules to further chase
V ′, until no more changes can be made. Note the *-nodes in V ′ can be ignored
during the chase. See the details in [5].

Let us denote chased(V ) the final view transformed from V . Clearly
chased(V ) =G V . Furthermore, we have

Theorem 1. Let V, Q ∈ P̂ {//,[],∗} be TPs satisfiable under G. V ⊆G Q iff
chased(V ) ⊆ Q.

Proof outline. Proof of “if” is straightforward. Proof of “only if” is outlined
below (the full proof is in extended version). A boolean pattern is a pattern
with no distinguished nodes. Given an xml tree t and a pattern P , P (t) returns
true if there is an embedding of P in t, and returns false otherwise. Let G be
a schema graph, P and Q be TPs satisfiable under G. Suppose label(DNP) = x.
We modify G into G′ by adding a node z /∈ ΣG and the edge (x, z) (label this
edge with ?, for example), and modify P by adding a z-node as a /-child of DPP.
Similarly, we modify Q by adding a z-node as a /-child of DPQ. Denote the boolean
patterns corresponding to the modified P and Q by P b and Qb respectively. Then
(1) P b, Qb are satisfiable under G′. (2) P ⊆G Q iff P b ⊆G′ Qb. Therefore, for
TP containment under schem graphs, we can focus on boolean TPs. For boolean
patterns Q and P , a homomorphism from Q to P is the same as a CM except
it does not need to be output-preserving. In this proof all patterns are boolean
patterns.
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Let Q ∈ P̂ {//,[],∗}. Given a node v in Q, the subtree of Q rooted at v, denoted
Qv, is called a node subtree of Q. Given an edge (u, v) in Q, the subtree of Q
consisting of the edge (u, v) and Qv, denoted Q(u,v), is called an edge subtree of
Q. Let x be a node in schema graph G. Denote Gx the subgraph rooted at x,
i.e, the subgraph consisting of all nodes and edges reachable from x.

Lemma 1. Let v be an x-node in P ∈ P̂ {//,[],∗}. If P is satisfiable under G,
then Pv is satisfiable under Gx. Furthermore, if P cannot be transformed under
G, then Pv cannot be transformed under Gx.

The theorem can be proved using induction on the height of Q based on the
following lemma.

Lemma 2. Let V, Q ∈ P̂ {//,[],∗} be boolean patterns, and V ′ = chased(V ).

1. For every /-child u of rt(Q), if label(u) �= ∗, then there is /-child u′ of rt(V ′)
such that label(u′) = label(u), and V ′

u′ ⊆Glabel(u) Qu.
2. For every //-child u of rt(Q), if label(u) �= ∗, then there is descendant u′ of

rt(V ′) such that label(u′) = label(u), and V ′
u′ ⊆Glabel(u) Qu.

3. For each set of *-paths p1, . . . , pn in V ′ that start from rt(Q) and share
common *-nodes, suppose u1, . . . , un are the end nodes of these paths. Then
there is an homomorphism h from tree(p1, . . . , pn), the subpattern consisting
of p1, . . . , pn, to V ′ such that V ′

h(ui)
⊆label(ui) Qui for all i ∈ [1, n].

4.8 Finding MCRs under DTDs

Let V, Q ∈ P̂ {//,[],∗} be the view and the query, respectively, under dtd G. Let
V ′ = chased(V ). We need to consider two different cases: when label(DNV′) �= ∗
and when label(DNV′) = ∗.

First consider the case label(DNV′) �= ∗. In this case, we can easily prove the
following result using Theorem 1:

Corollary 1. A CR of Q using V under G is a CR of Q using V ′ (without
dtds). A CR Q′ of Q using V ′ (without dtds) is a CR of Q using V under G
provided Q′ ◦ V is satisfiable under G.

Therefore, to find the MCR of Q using V under G, we only need to find the MCR
of Q using V ′. Note that although V ′ may be a DAG-pattern, the method of
useful embedding can still be used without change.

Next consider the case label(DNV′) = ∗. In this case, we need to find the
set L(DNV) of all possible labels for DNV, and then break the view V into the
union of V1, . . . , Vn such that each Vi is identical to V except DNVi is labeled
with a distinct label in L(DNV). We chase each Vi to V ′

i , and find the MCRs of
Q using each V ′

i as in the case where label(DNV′) �= ∗, and union all of them.
The following example demonstrates the necessity of breaking V into V1, . . . , Vn

before transforming them using G.

Example 3. Consider the dtd G1 in Fig.1. Suppose we have the view V = a/ ∗
/ ∗ [b], and the query Q = a/x[/c]/y/b. Under G1, we will transform V into
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V ′ = a/ ∗ [∗[d]/e] ∗ [b] (the tree is similar to P ′′
1 in Fig.1 except the *-node above

b, rather than the b-node, is circled). Thus we cannot find a useful embedding
of Q in V ′. However, under the dtd G1, we can break V into the union of
V1 = a/ ∗ /y[b], V2 = a/ ∗ /v[b]. Now V1 and V2 can be transformed into V ′

1 =
a/x[c/[d]/e]/y[b] and V ′

2 = a/u/v[d][e][b] respectively. Thus we can find the CR
y/b using V ′

1 , which is also a CR of Q using V under G1.

5 Conclusion

We revisited the issue of finding the maximal contained rewriting using views
for tree pattern queries, and extended the work of [5] to TPs in P̂ {//,[],∗}. As can
be seen, the additional * in the queries and views makes the rewriting process
considerably more complicated in the presence of dtds. Our algorithms also
provide a means for testing containment under acyclic dtds for TPs in P̂ {//,[],∗}.
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8. Xu, W., Özsoyoglu, Z.M.: Rewriting XPath queries using materialized views. In:
VLDB, pp. 121–132 (2005)



J. Bailey et al. (Eds.): WISE 2008, LNCS 5175, pp. 426–442, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Addressing New Concerns in Model-Driven Web 
Engineering Approaches 

Nathalie Moreno1, Santiago Meliá2, Nora Koch3,4, and Antonio Vallecillo1 

1 Universidad de Málaga, Spain 
2 Universidad de Alicante, Spain 

3 Luwig-Maximilians-Universität München, Germany 
4 Cirquent GmbH, Germany 

vergara@lcc.uma.es, santi@dlsi.ua.es,  
kochn@pst.ifi.lmu.de, av@lcc.uma.es 

Abstract. In the last few years, almost all model-driven Web Engineering 
approaches have evolved in response to the new challenges of Web systems 
design, which are due to new requirements and implementation technologies in 
the Web domain. The evolution implies the extension and adaptation of current 
approaches, in terms of new models, transformations and processes in order to 
incorporate new concerns or aspects. Such changes in a methodology are a risky 
and error-prone process. In this paper, we analyze different alternatives to 
address the evolution and in particular, the addition of a new concern in a 
Model-Driven Web Engineering approach: (a) extending the original method 
with an additional modeling concern, (b) merging the original proposal with 
another approach covering the specific concern and, (c) finally, we propose a an 
interoperable and architectural-centric approach that aims to reduce the impact 
of adding a new concern. We discuss the main advantages and drawbacks of 
each alternative.  

Keywords: Separation of Concerns, Web Engineering, Model-Driven Software 
Development, Metamodeling, Model Transformations. 

1   Introduction 

Model-driven development (MDD) is an approach to software development that uses 
models, metamodels and model transformation as key elements of the development 
process [2]. It incorporates a higher level of abstraction in the specification of systems 
guided by the separation of concerns principle and allows the (semi)-automated 
derivation of the final implementation code. In this sense, most of the existing Web 
engineering approaches match the MDD philosophy, because they address the 
development of Web applications using separate models to describe the different 
concerns that constitute Web systems. Furthermore, they provide model compilers 
that permit automatic generation of system implementations from high-level models.  

Traditionally, the majority of Web engineering proposals have considered the 
content, navigation and presentation models, as the most relevant concerns in the 
design of a Web application. However, due to new requirements and implementation 
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technologies in the Web domain, Web engineering approaches have to evolve. 
Following a model-driven approach, the evolution may imply: (a) the definition of 
new models and modeling elements that capture additional requirements; (b) the 
redefinition of the metamodel for handling these additional features; (c) the adaptation 
of the development process to incorporate the new concern and the information it 
represents; (d) the adaptation of the modeling process and code generation tools that 
support the method.  

To avoid the need for these changes, some approaches have studied the practical 
viability of merging their design methods with others [10,11]. Indeed, one of the main 
advantages of using MDD in the Web application domain is the possibility of 
establishing and exploiting the synergies existing among the approaches using simple 
model transformations. In this paper we will discuss three different alternatives for 
addressing the evolution of Web engineering methods: (1) extending the original 
method with an additional modeling concern, (2) merging the original proposal with 
another approach covering the specific concern and, (3) finally, we propose an 
interoperable and architecture-centric process that aims to reduce the impact of adding 
a new concern. For the last approach we propose to use the (Web Engineering 
Interoperability) WEI common metamodel [11,18] which encapsulates the concepts 
of almost all Web engineering approaches and the architecture models of the (Web 
Software Architecture) WebSA approach [9]. The three alternatives will be illustrated 
by introducing a new concern to model the business process operations performed 
within Web applications.  

The remainder of this document is structured as follows. Section 2 classifies the 
concerns involved in the design of a Web application based on its dependency 
relationships with other concerns and the impact that addressing these relationships 
would have on a method. Section 3 analyzes three ways to address the evolution of a 
Web engineering method. In Section 4 the main advantages and drawbacks of each 
alternative are discussed. Then, Section 5 relates our work with other similar studies. 
Finally, Section 6 draws some conclusions and outlines some future research 
activities. 

2   Classification of Concerns 

Adding a new concern to a Web engineering method, with a well known and 
structured separation of concerns, models and code generation process, is not a trivial 
task. The complexity of this process will depend largely on the nature of the concern 
considered and the relation it has with the current ones. Based on these 
considerations, we distinguish the following categories of concerns: 

Dependent concern. This concern has one or more dependency relationships with 
others. Dependency relationships establish an order relation when defining the system 
models, since they force the designer to define firstly the independent concerns and 
subsequently the other concerns that depend on these. In addition, this kind of concern 
involves managing consistency at model level between related concerns. Modifying 
some modeling elements of a concern may have a knock on effect causing changes in 
other concerns that depend on it. For example, both in the UML-based Web 
Engineering (UWE) [6] and the OO-H [7] methods the navigation model is derived in 
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part from the content or conceptual model respectively (i.e. there is a dependency 
relationship between elements of both models). Therefore, when a class of the 
content/conceptual model is deleted, all navigational classes or relations that were 
defined as a view on elements of that model must also be deleted. Nowadays, the 
addition of a dependent concern to a methodology is done by hand. This process 
involves the definition of an extension of the existing metamodel that addresses it and 
also the specification of possible relations between the new metaclasses and the 
existing ones. 

Replacement concern. This is a concern that replaces another previously defined for 
the same method but it offers a new viewpoint to address the modeling requirements. 
When the new concern represents a total change with respect to the previous one, its 
corresponding metamodel is replaced by the new one. In other cases, the original 
metamodel is only subject to certain modifications. In fact, a replacement concern 
may also be a dependent concern that has to maintain consistency with other concerns 
at the metamodel level, i.e., respecting the relations that the concern being replaced 
had with the others. Presentation is an illustrative example of replacement concern. 
The advent of the Web 2.0 has shown that existing Web methods require more 
expressive models for addressing the user interface of a system due to traditional 
mechanisms are now inadequate [8].  

Orthogonal concern. It represents a new concern that models a feature of a system 
which is completely independent of all the others. In this case an independent 
metamodel package and corresponding transformations are defined. They capture the 
aspects of the new concern without affecting the other packages of the metamodel. In 
this way, not only the design time but also the development time can be optimized 
since developers can work simultaneously, each one on a different concern. Software 
architecture is, for example, an orthogonal concern to navigation and presentation.  

3   Addressing a New Concern 

Business processes have gained a lot of importance in Web applications. Addition of 
business processes to modern Web applications entails new challenges to the 
development of Web applications. Following the previous classification, the business 
process concern can be considered a dependent concern because it has a strict 
dependency relationship with the content model. Hence, current Web engineering 
methods have to propose extensions that include appropriate modeling concepts 
specifically tailored to cope with this kind of requirements and appropriate horizontal 
and vertical transformations. Horizontal transformations are those between models at 
the same level of abstraction; vertical transformations “refine” system models, adding 
information and therefore making them closer to the technology or implementation 
platform. In this section we present three different ways to address a Web method 
extension, illustrated by a running example.  

The example models a very simple music portal Web application that allows users 
to search music albums and songs by name. The search result is presented as a list of 
matching albums/songs that provides links to a detail page for each album. The album 
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detail pages show the title of the album, the name of the artist, the list of songs and 
the album’s price. For the sake of reducing complexity, in this example each album 
has only one artist. The new concern, introducing modeling of business process 
operations, is illustrated by the functional requirement to allow registered users to buy 
albums, which then can be downloaded as archive files containing MP3s. The 
following list gives a short informal description of the requirements. 

• A user becomes a registered user by logging in. Unregistered users can register 
with a username and a freely chosen password.  

• If the user has already bought the album then a download link is shown. Otherwise, 
there will be a link for buying the album. Only full albums can be downloaded.  

• Each registered user has a credit account that is used to buy albums. The credit 
account can be recharged by credit card payment.  

• The links for logging in or out, for registering and to the user’s account page are 
always shown. This also holds for the album search box. 

3.1   Extending UWE with an Additional Modeling Concern  

Similar to other Web engineering methods, UWE [6,16] addresses the different 
concerns of a Web application by the construction of different models for the content, 
the navigation structure, and the presentation. The distinguishing feature of UWE is 
the use of standards, in particular the Unified Modeling Language (UML [15]). It is 
UML2 compliant since modeling with UWE is based on a UML2 profile, which is 
defined on a lightweight extension of the UML metamodel (see [6] for more details 
about the UWE method and notation). UWE evolves, in the same way other Web 
engineering approaches do, integrating modeling facilities for additional concerns. In 
fact, UWE recently integrated techniques for modeling business processes, which are 
driven by user actions. In the following we show UWE models by example and 
explain how the new concern is added to the UWE approach [7]. 

A content model built with UML classes models the content of Web applications in 
UWE. In our running example the content is modeled by classes such as Album, Song 
and Artist (Fig. 1). Content classes are shown in a UML class diagram together with 
their relationships (associations, composition, inheritance, etc.). 

User

-name : String
-email : String
-password : String
-credits : float

+recharge()
+buyAlbum()

Album

-name : String
-price : float
-downloadLink : String
-cover : String
-description : String

+getSongs()
+changePrice()

Song

-name : String
-length : String

+listen2samples()

Artist

-name : String

+includeArtist()

-song

1..*

-album

1

-album

*

-artist

*

 

Fig. 1. UWE content mod el for the music portal example 
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The navigation model is based on the content model and represents the navigation 
paths of the Web application. A navigation class represents a navigable node in the Web 
application and is associated to a content class containing the information of the node, 
e.g. navigation classes Album and Song. Navigation paths representing direct links 
between two navigation nodes are represented by associations called navigation links 
(for simplicity the corresponding stereotype is omitted in Fig. 2). Additional 
navigation nodes are access primitives used to reach multiple navigation nodes (index 

and guided tour) or a selection of items (query). Menus model alternative navigation 
paths. Examples of access primitives in the navigation model of the music portal are 
AlbumQuery and AlbumIndex; example of menu is the MainMenu. 

<<navigationClass>>
Album

<<navigationProperty>>-artistName : String

<<navigationClass>>
Song

<<index>>
SongsInAlbumIndex

<<navigationClass>>
Home

{isHome}

<<query>>
AlbumQuery

<<index>>
SongIndex

<<query>>
SongQuery

<<index>>
AlbumIndex

<<menu>>
MainMenu

<<navigation property>>
selectionExpression=
"self.artist.name"

*

* *

 

Fig. 2. UWE navigation model for the music portal example 

The presentation model is used to sketch the layout of Web pages associated to the 
navigation nodes. For an example of a presentation model the reader is referred to [6]. 

Web applications are no longer built for browsing information, they are instead 
required to offer to the user more and more functionalities, such as search facilities 
and business process operations. This kind of operations constitutes therefore a new 
concern that needs to be modeled for certain Web applications. UWE is extended to 
cover this new concern as follows:  

• A process model is added. It includes the process classes which contains the 
required data for the process, such as Login, BuyAlbum, BuyAlbumConfirmation, and 
InsufficentCreditMessage (see Fig. 3)[12]. 

• A navigation model is enriched with process classes indicating entry and exit 
points of the processes, e.g. process classes Register, Login, BuyAlbum, etc. Process 
classes and process links are shown in Fig. 4. 
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<<processClass>>
InsufficientCreditsMessage

-message : String

<<processClass>>
BuyAlbumConfirmation

-message : String

<<processClass>>
Login

-userName : String
-password : String
-errorMessage : String

+setLoginError()

<<processClass>>
BuyAlbum

CONTEXT Login::setLoginError()
POST: self.errorMessage = 'Login Error'

 

Fig. 3. Excerpt of the UWE process model of the music portal example 

<<navigationClass>>
Album

<<navigationProperty>>-artistName : String

<<index>>
SongsInAlbumIndex

<<index>>
UserAlbumIndex

<<navigationClass>>
User

<<menu>>
UserMenu

<<navigationClass>>
Home

{isHome}

<<navigationClass>>
Song

<<processClass>>
Logout

<<processClass>>
Login

<<processClass>>
BuyAlbum

<<processClass>>
Recharge

<<processClass>>
Register

<<menu>>
MainMenu

<<query>>
AlbumQuery

<<menu>>
AlbumMenu

<<index>>
AlbumIndex

<<navigation property>>
selectionExpression =
"self.artist.name"

<<processLink>>

<<processLink>>

<<processLink>>

-ownedAlbums

*

*

*

 

Fig. 4. Extended UWE navigation model of music portal example 

• A workflow is specified which models the activities of the business process logic, 
e.g. describing the Login and Logout processes, the registration or the download of 
an album (not shown here due to space limitations). 

Adding a concern in UWE means that new elements and relationships have to be 
defined and included in the UWE metamodel. Fig. 5 illustrates how the Navigation 
package of the UWE metamodel is extended with ProcessClass and ProcessLink. 

The UWE approach defines in addition to the UML profile and the UWE 
metamodel, a model-driven process for the development of Web systems. The process 
relies on models and model transformations following the MDA principles and using 
several other standards [13]. A set of design model types is used in UWE to model the 
different concerns of the Web applications. The transformations for refining the design 
models comprise mappings from the content to the navigation model, refinements of 
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the navigation model, and from the navigation into the presentation model. In UWE, an 
initial navigation model is generated based on classes of a stereotyped content model. 
This generation step can be rendered as a transformation Content2Navigation. From a 
single content model different navigation views can be obtained, e.g., for different 
stakeholders of the Web system.  

Starting with this basic navigation model, it can be further refined by a set of 
vertical transformation rules that can be applied fully automatically. These rules 
include for example the insertion of indexes and menus. Similarly, presentation 
elements are generated from navigation elements. For example, for each link in the 
navigation model an appropriate anchor is required in the presentation model. So far, 
look and feel aspects have to be added manually. Transformations are defined as OCL 
constraints (by preconditions and postconditions) in UWE and are implemented either 
in Java in plug-ins for CASE tools such as MagicDraw and ArgoUML, or in the 
model transformation language ATL [1]. 

NavigationProperty

-selectionExpression : String [0..1]

Query

-filterExpression : String [0..1]

GuidedTour

-sortExpression : String [0..1]

NavigationClass

Node

-isLandmark : Boolean
-isHome : Boolean

Link

-isAutomatic : Boolean

AccessPrimitive

ProcessClass
(Process)

ProcessLink
(Process)

Index

NavigationLink

Menu

-inLinks

*

-target

1..*

-outLinks

*

-source

1

-menus

* 0..1

{subsets target}

1..*

{subsets inLinks}

*

{subsets ownedAttribute}*

1

-accessedAttributes

*

*

 

Fig. 5. Excerpt of the UWE metamodel (metaclasses for new concern are colored) 

The UWE MDD process comprises also an integration step. The aim is the creation 
of a single model for validating the correctness of the functional models. This “big 
picture” model is a UML state machine, representing the content, navigation 
structure, and the business processes of the Web application as a whole. A model 
checker like Hugo/RT [6] can check this state machine. In order to transform platform 
independent to platform specific models additional information of the platform is 
required. It can be provided as an additional model or it is implicitly contained in the 
transformations. For mappings from design models to code UWE also uses vertical 
transformation rules written in ATL that generate Java Beans and JSPs. 
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The activities required for the extension of the UWE approach with the new 
concern business processes are detailed in the following indicating which is the 
expertise required for such an extension. This extension process is shown in Fig. 6. 
The UWE expert has to extend the profile and the metamodel. Model-to-model and 
model-to-code transformations need to be defined by the transformation expert. 
Finally, the tool builder has to introduce the corresponding changes in the UWE tool 
to support modeling and generation of Web applications including business processes. 
The steps outlined previously would be more complex and costly to implement if the 
separation of concerns is not previously established as it is in UWE (i.e., where 
concerns are grouped in a single model). In these cases it may even be necessary to 
reorganize the models and transformations defined initially for the approach in order 
to be able to carry out the required extension.  

 

Fig. 6. The UWE extension process for adding the business process concern 

3.2   Merging UWE Models with a Model of Another Approach 

Instead of extending the UWE approach with new modeling constructs, an alternative 
is to use modeling features of another approach covering the new concern, i.e. the 
business process in our example. We choose OOWS [14] to illustrate the merging 
process. OOWS models business processes in BPMN [3] notation, which is used to 
generate WS-BPEL code. For OOWS, the business process is a concern depending on 
their functional and structural models (this is the most complex case of the three types 
of concerns we looked at in the classification presented in Section 2).  

Thus, merging the OOWS business process with UWE requires firstly identifying 
those UWE models with direct correspondences to OOWS models. Identifying those 
models is strictly necessary for generating the process model in OOWS and requires 
the definition of a set of horizontal transformation rules from the UWE content and 
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requirements models to the OOWS business process model in order to implement the 
correspondences. Once these transformations are defined, OOWS can generate the 
code corresponding to the business logic that has been modeled.  

However, the objective of merging UWE and OOWS does not end there. It is 
required in some way to integrate the information of the process model with the other 
UWE concerns (i.e., to link the business logic with the other views of the UWE 
system models). To do this, the next step is to determine what relation the new 
concern has with those already considered by the method. These dependencies must 
be identified and dealt with at the modeling level. In the case of UWE, it was decided 
that the process model would provide input for the navigation and presentation 
models. In order to keep those dependencies, it is necessary to define transformation 
rules from the OOWS business process model to the UWE navigation and 
presentation models as well as to establish some links between the code generated 
using UWE that relates the user interface with the implementation of the business 
logic generated with OOWS.  

 

Fig. 7. The Merge UWEOOWS extension process for adding the business process concern 

Fig. 7 illustrates these tasks and the experts responsible for them. Essentially, 
merging the UWE approach with a different one, such as for example OOWS, for 
modeling processes, means that the UWE expert must combine the UWE metamodel 
with the subset of the OOWS metamodel that deals with modeling Business Process. 
The resulting combination requires that a certain graphical notation must be 
incorporated into the new modeling elements of the UWE metamodel dealing with the 
processes. If the merge is done at the graphic design level, the transformations 
previously referred to would still need to be defined so that the UWE modeling 
elements correspond to the OOWS modeling elements and viceversa: in Fig. 7, the 
“transformation expert” is in charge of this task. Finally, the tool builder may 
construct a new code generation tool for UWE and the OOWS process model added, 
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using the original tool and the newly defined notation and set of transformations as 
the basis. Obviously, all this process is simplified considerably if instead of 
addressing a dependent concern we address an independent concern since the first one 
requires working with at least two tools. 

3.3   Adding the Process Concern Using the WEISA Approach 

As an alternative to extending UWE and merging UWE and OOWS, this section 
presents a new model-driven Web approach called WEISA that aims at obtaining 
interoperability and extensibility through a common metamodel (defined by WEI [18, 
11]) based on the consensus of the most important Web methodologies regarding 
functional concerns; (2) WEISA also proposes a model-driven development process 
that provides the necessary extensibility able to incorporate a new concern with the 
lowest possible cost. Moreover, this process introduces an early representation of the 
software architecture guided by WebSA [9] which permits to reduce the complexity 
of the Web design with a small set of models and provides a closer match between the 
system modeled and the final implementation.  

Fig. 8 presents the WEISA extension process which permits to add a new concern 
that comes from any MOF-compliant methodology in two different ways: (1) if 
WEISA contemplates the mechanisms for modeling this concern, it only requires the 
definition of horizontal transformations from the models that the initial method does 
contemplate; (2) If WEISA does not contemplate the requested concern, it is 
necessary extending their metamodel and studying the extension with a third model 
proposal that defines this concern. The last step consists on establishing the vertical 
transformations for introducing the new concern into the different types of WEISA 
components.  

 

Fig. 8. The WEISA extension process for adding the business process concern 
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In the case study of this paper, we can apply the first possibility, in which WEISA 
represents the new process concern with its own process models, and obtains the rest 
of models (i.e. presentation, navigation and domain models) from UWE through a set 
of horizontal model transformations called UWE2WEISA. These transformations are 
defined in ATL. In fact, one of the major advantages of our proposal is its ability to 
design and implement Web applications reusing existing models from other Web 
engineering methods. 

WEISA represents the process concern using the BusinessLogicStructure Model of 
WEI shown in Fig. 9. This model is a UML2 [12] stereotyped class diagram that 
establishes the main classes and operations that implement the business logic from 
our application. From here, we describe the behavior of each method by means of an 
stereotyped activity diagram, where the new stereotypes model the operations invoked 
from the user interfaces and the structure data returned by the business logic and 
visualized in the interface. Here we describe the structural business aspects, without 
delving into the behavioral business aspects. However, the interest reader in WEI 
profiles may refer to [12] for more details.  

At the same time, the WEISA designer defines the software architectural model 
(called Configuration Model, CM) which uses the Web component as architectural 
unit, and defines around it a set of specific type of components of the Web application 
family (e.g. Controller, ServerPage, ProcessComponent, etc.). These kinds of 
components allow structuring the functionality of a Web application according to a 
given architectural style. Thus, this model provides a representation of the software 
architecture of the system, orthogonally to its functionality, thereby allowing for its 
reuse in different Web applications. 

<<InternalBIUnit>>
Album

-name : String
-price : float
-downloadLink : String
-cover : String
-description : String

+getSongs()
+changePrice()

<<InternalBIUnit>>
User

-name : String
-email : String
-password : String
-credits : float

+recharge()
+buyAlbum()

<<InternalBIUnit>>
Artist

-name : String

+includeArtist()

<<InternalBIUnit>>
Song

-name : String
-length : String

+listen2sample()

-album

1

-song

1..*

-album

*

-artist
1

 

Fig. 9. The Business Logic Structure model of music portal example 

Fig. 10 depicts the CM of the case study. The front-end part of the model shows a 
ServerPage component which receives the user’s requests and renders the response in 
a PC browser. The ServerPage also has a reference to EntityData in order to represent 
the functionality and is responsible for sending messages to the Controller. At this 
point, each ProcessComponent PC receives the requests through the BusinessFaçade 
ServiceInterface from the Controller, and re-sends them to the Entity. Finally, the Entity 
references to a DataAccessComponent called DAC in order to store and to recover data 
from a database.  

After the models defined by the WEISA designers are completed, these become the 
entry point of the Merge2Design transformation which converts the functional and 
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architectural models into a detailed design model represented by the WEISA 
Integration Model. 

This complex and extensible transformation is based on the concatenation of a  
set of smaller transformations associating each type of component with a concern 
(e.g. the data model is related to the data access component, the ServerPage to the 
model presentation, the EntityWeb to the domain model, the ProcessComponent to the 
process model, etc.). This provides us with the integration model representing the 
design components that constitute the Web application where we have introduced  
the functional content from the functional models. Finally, this process establishes  
a model-to-text transformation called Integration2Platform that allows us to obtain  
the final implementation. This is a model-to-text transformation that obtains the  
code from the integration model and the functional models requested by different 
concerns. 

<<EntityData>>
Model

<<ProcessUserComponent>>
Controller

<<EntityWeb>>
EN

<<ProcessComponent>>
PC

<<ServiceInterface>>
BusinessFacade

<<ServerPage>>
WebPages

<<DataAccessComponent>>
DAC

<<ServiceAgent>>
RequiredServices

<<ProcessComponeent>>
isDistributed=true
isTransactional=true
hasState=false
typeServices=business

<<Entinty>>
hasState=true
typeAttribute=domain
is distributed=false

<<EntityData>>
hasState=true
typeAttribute=navigation

<<ServiceInterface>>
isRemote=true

<<ServiceAgent>>
isRemote=true

<<Server Page>>
device=PC

-controller

1

-model

1..*

<<use>>
-model

1

-webpage
*

<<use>>

-dac
1

-entity
1

 

Fig. 10. The Configuration Model of the music portal example 

In the case study, we focus on the Merge2Design Tranformation part in charge of 
introducing the process concern into the design model. More specifically, the 
ProcessComponent and the EntityWeb are the only ones which obtain the data from the 
process concern. Fig. 11 shows a fragment of integration model that represents the 
ProcessComponent and EntityWeb components obtained from the BusinessLogicStructure 
classes such as Artist, Album and Song. 

Finally, this process establishes a model-to-text transformation called Integration2Platform 
that allows us to obtain the final implementation. This transformation obtains the code 
from the integration model and the functional models requested by different functional 
concerns. 
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+getSongs()
+changePrices()
+setAttributes()
+etAttributes()

<<EntityWeb>>
ENAlbum

-downloadlink : String
-name : String
-price : float
-cover : String
-description : String

<<ServiceInterface>>
ArtistBusinessFacade

+includeArtist()

<<ProcessComponent>>
PCArtist

+includeArtist()

<<ProcessComponent>>
PCAlbum

+getSongs()
+changePrices()

<<ServiceInterface>>
CDBusinessFacade

+getSongs()
+changePrices()

<<EntityWeb>>
ENArtist

-/name : String

+includeArtist()
+getName()
+setName()

<<EntityWeb>>
ENSong

-name : String
-length : String

+listen2examples()
+getAttributes()
+setAttributes()

<<use>>

-song

1

-enalbum

1
-enalbum

*

-enartist

1

<<use>>

<<use>>

 

Fig. 11. A fragment of the Integration Model of the music portal example 

Table 1. Comparing alternatives for adding a new concern 

Criteria Proprietary Method 
(UWE) 

Merging 2 Methods WEISA 

Abstract syntax  Adding modeling 
elements to original 
metamodel.  

Putting both metamodels 
in relation (when it is 
possible) maybe by means 
of a third one. 

Defining an independent 
metamodel and putting it 
in relation with the others. 

Notation Extending UML profile 
with new artifacts.  

Two options: (a) Using, 
notations of each method 
for modeling the concerns 
(b) defining a new nota-
tion for modeling element 
results of the merge. 

Extending UML profile 
with new artifacts. 

Transformations Vertical transformations 
for the concern added 
and modifying the 
others in order to 
guaranty the 
consistency between all 
concerns.  

Defining vertical 
transformations for the 
concern added; one 
transformation for each 
method. 

Defining vertical 
transformations for 
concern added without 
modifying previous one. 
Other methods will benefit 
of new trans-formation 
without change.  

Tool Extending graphical 
interface and 
transformation engine 
of CASE tool to include 
modified vertical 
transformations. 

Importing ad-hoc of all 
the models in a new 
environment The total set 
of transformations rules 
also have to be included 
in the merging 
environment.  

Extending graphical 
interface and adding only 
one transformation to the 
transformation engine of 
the CASE tool.  

Interoperability/ 
Extensibility 

Representing different 
concerns with its own 
models.  

Representing the concerns 
with both methods. 

Representing different 
concerns with WEISA or 
with any approach with a 
MOF metamodel. 

4   Analyzing and Comparing the Three Alternatives 

Like most design decisions, the choice of any of the previous alternatives may have 
far-reaching consequences for a Web engineering method. We can indeed find 
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arguments for and against each way proposed. In this sense, we hope this study will 
not only make it easier to understand the relative strengths or weakness of each 
strategy, but will also serve as a basis for analyzing the obstacles to evolve or 
maintain a method. As a summary, Table 1 identifies the most relevant features of a 
model-driven Web engineering approach, which can be affected as a consequence of 
the evolution process when addressing a new concern. Although there are other 
evaluation criteria, the following may provide a good basis for comparing the three 
alternatives: 

Abstract syntax. The abstract syntax of a modeling language describes the 
vocabulary of concepts provided by the language, the definition of such concepts and 
the relationships that exist between them. It also establishes how the concepts may be 
correctly combined to create models by means of a metamodel definition. Therefore, 
adding a new concern may involve a review of the current syntax in order to identify 
if the new concern added requires specific modeling concepts. Furthermore, the 
method must decide where the new artefacts are going to appear within a system 
description, (i.e, as a part of an existing concern, in a new model, etc.).  

Notation. All methodologies provide a notation that facilitates the presentation and 
construction of models in their associated languages. There are two main types of 
concrete syntax or notation: textual and visual. In any case, when the abstract syntax 
is affected by a change then normally this change will carry out notation changes. 

Development process. In model-driven Web development methods, changes to 
abstract syntax must be also mapped into changes to the development through the 
definition of transformation rules: (a) on the one hand, it may imply the definition of 
vertical transformations that convert models from a higher to a lower level of 
abstraction and (2) on the other hand, it may suppose the definition of horizontal 
transformations which describe mappings between models of the same level of 
abstraction.  

Tool. New transformation rules must be integrated into the CASE tool that supports 
the Web engineering method. However, not only the code generation engine requires 
changes but also the model editor of the same tool. This task may be more complex 
and time-consuming than we expect, especially when the CASE tool design was not 
prepared to assume the evolution. 

Interoperability/Extensibility. The ability to extend a system and the level of effort 
required to implement the extension is a measure of its extensibility. The central 
theme is to provide for current and future changes while minimizing the impact to the 
existing proposal. 

All three alternatives have their own advantages and disadvantages, and therefore it 
is particularly difficult to offer general guidelines on when a designer should opt for 
one or for another. At first sight it could be considered, for example, that in those 
cases in which we deal with an orthogonal concern the least expensive decision at the 
implementation level is the merging or the WEISA approach. On the contrary, in the 
cases where we deal with the dependent concern, it may be more appropriate to 
directly extend the methodology.  
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Although the influence of the type of concern is extremely relevant for 
implementing the method extension, other factors such as the semantic distance 
between the source and target metamodels may be equally relevant. This semantic 
distance would determine the complexity of the transformations to be implemented.  

5   Related Work 

As far as we know, there are not studies in the Web engineering domain that analyze 
the real impact of extending a design method with an additional concern. However, 
we have found proposals in other research areas that address relevant and related 
issues to the proposed research topic of this article.  

In the product-line context, released products are built on various versions of core 
assets and glued together with product specific code. Thus, the domain evolution 
problem (i.e., the metamodel evolution in our case) arises when existing product-line 
must be extended and/or refactored to handle unanticipated requirements. Clements 
and Northrop list in [4] a set of metrics to measure the opportunities for future asset or 
infrastructure of a certain product-line. These metrics can be adapted and applied on 
the three alternatives we propose here.  

In [5] we find an interesting classification of the changes that may occur in a 
metamodel. According to the authors, changes can be grouped into three categories: 
(a) changes that preserve the semantics of the metamodel, (b) changes that introduce 
new classes and/or properties to the metamodel, (c) changes that remove/destroy 
elements of the metamodel. Adding a new concern has always effects on a 
metamodel. In particular, orthogonal and dependent concerns introduce new artefacts 
and extend the semantic of the original metamodel. On the contrary, replacement 
concerns may modify it by removing key elements of the metamodel so they require 
especial attention. 

On the problem of synchronizing models with evolving metamodels, [17] 
introduces and outline an approach to addressing it efficiently. The authors aim to 
minimize the effort required to perform model migration in face of metamodel 
changes (some of them are shown in Table 1).  

6   Conclusions and Future Work 

Model-driven development (MDD) is being adopted due to its advantages of 
portability and facilities for the integration of models produced by different 
approaches, which is supported by model transformations. In particular, MDD is 
applicable in the Web application domain as a very clear separation of concerns is one 
of the main characteristics of almost all Web engineering methods.  

Another advantage of MDD is the flexibility when introducing a new concern that 
is part of the evolution of Web methodologies. Including a new concern may be more 
or less difficult depending on the type.  

This paper presents a classification of concerns and a discussion on three different 
alternatives for addressing the evolution of Web engineering methods. The more 
traditional way is the adaptation of the own method extending it with an additional 
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modeling concerns. Another alternative is merging the original proposal with another 
approach covering the specific concern. Finally, we propose a new approach called 
WEISA based on an interoperable and architecture-centric process that aims to reduce 
the impact of adding a new concern. A table comparing the three alternatives is 
presented as well.  

We will continue working on the variants detailed, completing the models with 
dynamic aspects and we will define the complete set of transformations required for 
the MDD process. In addition, adding a new concern to a Web engineering approach 
may in general affect three different dimensions: the way of modeling, the way of 
working (i.e., the associated methodology), and the supporting environment and tools. 
The approach presented here has focused on the way of modeling first, because the 
changes to other two dimensions depend on the alternative selected to incorporate the 
new concern at the modeling level. Once we have identified the alternatives, the next 
step is to study their potential impact on the other two dimensions.  
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Abstract. This paper describes our newly developed Automated Industry and 
Occupation Coding System (AIOCS). The main function of the system is to 
classify natural language responses of survey questionnaires into equivalent 
numeric codes according to the standard code book from the Korean National 
Statistics Office (KNSO). We implemented the system using a range of auto-
mated classification techniques, including hand-crafted rules, a maximum en-
tropy model, and information retrieval techniques, to enhance the performance 
of automated industry/occupation coding task. The result is a Web-based 
AIOCS available for public services via the Web site of KNSO. Compared with 
the previous system developed in 2005, the new Web-based system decreases 
coding cost with a higher speed and shows significant performance enhance-
ment in production rate and accuracy. Furthermore, it facilitates practical uses 
through an easy Web user interface. 

Keywords: Automated Industry and Occupation Coding System, Web-based 
System, Classification, Hand-crafted Rule, Maximum Entropy. 

1   Introduction 

Industry and occupation information is important for national statistics in order to 
grasp life trends or distributions of people. In census surveys, data samples on indus-
try and occupation are collected with specially designed multiple questionnaires. 
Based on the responses including “company name”, “business category”, “depart-
ment”, “position”, and “job description”, each respondent is classified into one of the 
442 industry categories and 450 occupation categories in South Korea. However, 
respondents are not supposed to choose an industry (or occupation) code directly, 
because they do not have enough background knowledge about the code hierarchy or 
the categories. As a result, the classification task had been done manually by experts 
before the development of automated coding systems. However, manual industry and 
occupation coding has two major problems. First, the task is very time-consuming and 
complicated when the coding data size is large. Second, the results fail in maintaining 
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consistency when not well-trained coders or a number of coders who have different 
criteria are employed.  

To solve these problems, there have been several approaches to computerized, 
automated coding systems since the early 1980s in U.S., France, Canada, Japan, and 
Korea [1], [2], [3], [4]. Although the implementation of the Automated Industry and 
Occupation Coding System (AIOCS) of each country follows its own code definition 
and hierarchy, the techniques used fall into hand-crafted rules, machine learning ap-
proaches, information retrieval methods, and their combinations. 

To analyze public Census data efficiently, the Korea National Statistics Office 
(KNSO) has had grave concerns about the Automated Industry and Occupation Coding 
System for the Koreans (AIOCSK) for several years, and has built a hybrid classifica-
tion system that combines a rule-based coding technique and an information retrieval 
technique [4]. However, it suffered from relatively low accuracy and production rate as 
a fully automated coding system and did not support public access because it ran on a 
UNIX shell environment that permits only registered internal users. 

KNSO launched a new project to establish a highly stabilized, Web-based 
AIOCSK (i.e., AIOCSK 2008) that ensures high performance in terms of production 
rate and accuracy and low maintenance cost. For robust classifications over Industry 
and Occupation coding, it combines three different automated coding methods (hand-
crafted rules, a maximum entropy model, and a set of information retrieval tech-
niques) selectively. The system achieves almost 98% accuracy with 83% production 
rate in industry coding and 73% in occupation coding. In addition, AIOCSK 2008 
supports basic management functionalities that can assist system administrators not 
only in handling several administrative tasks, but also in performance related tasks 
(e.g. updating hand-crafted rules and a domain-specific thesaurus, re-learning a 
maximum entropy model with the new training data, and re-building an index DB 
with refined training data). 

With the newly developed Web-based AIOCSK, industry and occupation coding 
and an easy access control by KNSO Web site visitors will be available. Anyone can 
try industry and occupation coding with his or her own records, such as a company 
name or job descriptions. The system supports three different types of access rights: 
as an anonymous user, an authorized user, or an administrator. A one-stop and on-the-
spot coding service is supported through the Web-based user interface. The coding 
status can be checked with a graphical progress bar. This will greatly improve the 
level of convenience for users, compared with a simple text display.  

This paper is composed of related works (Section 2), a description of the industry 
and occupation code for the Koreans (Section 3), the system architecture (Section 4), 
our experiments (Section 5), our application (Section 6), the key payoffs (Section 7), 
and the conclusions (Section 8). 

2   Related Works 

Many government agencies around the world use rule engines, case-based reasoning, 
incremental decision trees, and others to assist their decision making ([5], [6]). Artifi-
cial intelligence (AI) techniques have been used to provide highly intelligent and 
accurate assessment capabilities and to assist a good number of automated services. 
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Compared with the rule-based method, machine learning methods do not require 
manual labors to create and/or maintain rules. There exist various kinds of machine 
learning techniques such as Decision Tree, Hidden Markov Model (HMM), Maxi-
mum Entropy Model (MEM), and Supporting Vector Machine (SVM). 

Applying or combining those machine learning methods should consider the char-
acteristics of the target data and the system resources available. Although SVM is 
superior to the other methods in accuracy in many tasks including document classifi-
cation [7], we rejected it because of the problems of large memory and CPU time 
requirements when a computer is trained on large samples with more than 400 classes 
in our case. Among several machine learning techniques we considered in order to 
assign a code to a census record, we chose to use a maximum entropy model (MEM) 
based classifier and linguistically-motivated features to model the MEM based classi-
fier because MEM offers a clear way to combine diverse pieces of contextual evi-
dence (or clues) to estimate the probability of a certain linguistic class occurring in 
the context ([8], [9]) requiring reasonable memory consumption and processing time. 

3   Overview of Code Hierarchy 

The standard code book ([10], [11]) made by KNSO defines each classification code 
with a code name, a short description of the code, several examples, and exceptional 
cases. The descriptions mostly consist of “company name”, “business category”, 
“department”, “position”, and “job description”. The classification codes are organ-
ized hierarchically into four levels as shown in Table 1, and there are 442 codes in the 
industry code book and 450 codes in the occupation code book.  

Table 1. Structure of Industry (Occupation) Classification Codes (Excerpted from [4]) 

Code Sections 
(level1) 

Divisions 
(level2) 

Groups 
(level3) 

Classes 
(level4) 

Digits 1 2 3 4 
Type alphabetic numeric numeric Numeric 

Example A 01 012 0121 
# of Industry  

(occupation) codes 
17 

(11) 
63 

(46) 
194 

(162) 
442 

(450) 

4   System Architecture 

The newly developed system is a part of an on-going project by the Information Sys-
tem Division at KNSO. It aims at offering common architecture for various kinds of 
automated coding systems, equipped with Artificial Intelligence (AI) techniques, 
which use prior domain knowledge, machine learning, and keyword-based search 
techniques, to respond efficiently to continuously required analysis of census data.  

The system supports two key roles. One is Automated Industry and Occupation 
Coding (AIOC), performed three different automated coding modules (i.e., Hand-
crafted rule based coding, Maximum entropy model based coding, and Information 
retrieval technique based coding). Each coding module has its own customized  
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cut-off value (or threshold) [1] to achieve high performance in terms of production 
rate and error rate. We combined these different modules sequentially with applying 
the most trustable module first. More detailed coding steps are shown in Figure 1. 

With the newly developed Web-based automated coding system, users can submit 
their data in a file or by manually entering the data. After submission, stepwise pre-
processing is done to quickly prepare acceptable data formats needed by the three 
different automated coding modules. The system then starts automated industry (or 
occupation) coding adhering to the already scheduled procedure if the user selects 
HCR+MEM+IRT as a coding option (See Fig. 1). Finally, the user can check the 
coding results in the same page. 

 

Fig. 1. General coding procedure 

The other is the resource management functionality that includes insertion and  
deletion and modification of language resources, which are composed by a domain 
specific thesaurus and hand-crafted rules and the index data, related to industry and 
occupation codes as in Figure 2. 

4.1   Hand-Crafted Rules (HCR) 

The first rule-based coding was developed using a part of industry and occupation 
data of Census 2002 in 2005 and was manually improved several times until 2007. 
Rules for a code are prioritized, and every code has more than one rule in its rule If 
the highest priority rule does not satisfy the given input record, next priority rules are 
called sequentially (1st priority rule 2nd priority rule  …). As in the following 
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Fig. 2. Overall system framework 

set.example, every record will be checked whether the discriminative words appeared 
in the given rule exist or not. If an appropriate rule is found, the industry (or occupa-
tion) code is assigned to the record. If no rule matches the input until the final rule of 
the rule set, “undetermined” is assigned.  
 

Structure: 
<company_name ^ business_category ^ department ^ position ^ job_description ^ exclusion_words> 

 industry code, priority 
Example: 
<business_category = "벼농사(rice farming);벼재배(rice growing);쌀농사(rice farming);쌀재배(rice growing)", 
job_description = "농사(farming)", exclusion_words = "제조(making);제작(manufacture);조립(assembling); 
가공(processing);음식(food);식당(restaurant);...">  inductry code=0111, priority=1 
<company_name = "대학(college);대학(university);대학원(graduate school);전문대학(2-year college); 사관 
학교(military academy)", position="대학(college);교수(professor);시간강사(part-time instructor);조교(teaching 
assistant), exclusion_words="우체국(post office);병원(hospital);유치원(kindergarten);어린이집(nursery);초등 
학교(elementary school);중학교(middle school);고등학교(high school);..."> industry code=8030, priority=0 

 
Currently, there exist 5,386 rules for the industry coding and 3,800 rules for the 

occupation coding. Because those rules have been evaluated several times by domain 
experts of KNSO with previous Census data, we can trust coding quality by these 
rules. The high (approximately, 98~99%) accuracy are verified using Census 2005 
data and newly collected human resource data. 

However, in the rule-based approach, it is important to enrich both the rule set and 
its subordinate keyword set to keep good performance with future Census data. It is 
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necessary to make a constant effort to maintain the rules, because new words or ex-
pressions appear as new jobs are frequently created. 

4.2   Maximum Entropy Model (MEM) 

MEM utilizes contextual information (or evidence) in census data and can handle 
undiscovered or missed patterns automatically. Because domain experts can miss 
some patterns about all records, HCR may show low production rate when making 
hand-crafted rules. In order to overcome the pitfalls of HCR, MEM is selected, espe-
cially, as a classifier that guarantees stable production rate when accuracy is fixed at 
98 or 99%. 

The main idea of MEM is that the most uniform distribution among the probability 
distributions that satisfies the given constraints is ideal. The object of this modeling is 
to find y that maximizes the conditional probability p(y|x), which is expressed as p. In 
our model of MEM-based AIOCSK, x is the context of a sentence and y is the value 
of pre-defined slot (industry code or job code) in the sentence. Given k-feature con-
straints, the conditional probability is 

pሺy|xሻ ൌ 1Z exp ሺ λ୩f୩ሺy, xሻሻ
୩ୀଵ  

where k is the number of features, ݂  denotes the features, λ୩  means the weighted 
parameters for features in the ME model and Z is a normalization factor to ensure that ∑ሺݔ|ݕሻ ൌ 1. 

MEM has been applied to various NLP tasks such as sentence boundary detection, 
POS tagging, and parsing. Also, the ME classifier is good for integrating information 
from many heterogeneous information sources. For automated industry and occupa-
tion coding tasks that employ the MEM, we use company name, business category, 
department, position, and job description as the linguistic and contextual features to 
assign industry and occupation codes.  

On the other hand, the variability of the terms and expressions among many re-
spondents is also a serious problem: the same occupation can be described in many 
ways with many different terms, but the standard code description book ([10], [11]) 
contains a very small number of fixed terms. Experts obviously use their prior knowl-
edge and experience to classify the descriptions into codes, in addition to the help of 
the coding guidelines provided. This fact also imposes a burden on MEM by requiring 
too big a feature space. It can result in memory overflow or system failure. 

To alleviate the problem caused by the limited information available in the stan-
dard code book and to overcome the memory space problem, we decided to build a 
domain specific thesaurus in Korean, which had not been available previously. This 
method is to build a large-scale value (expression) mapping table by adding syn-
onymous nouns and phrases that collected from the Census 2005 data. It includes a 
specially designed stepwise expression normalization procedure based on textual 
similarity computed by edit-distance [12] among expressions used in the census data. 
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The following example shows how synonymous expressions (or noisy expres-
sions) frequently appearing in raw census data can be mapped with their normalized 
expressions. 

 
Example: 

Normalized 
Expression 
[i.e., entry] 

Synonymous expressions  
(plus some broken expressions) 

[i.e., element] 
여행서비스 

[Tour service] 
여행서비스업무[Tour service affairs] 
여행서비스제공[Supporting tour service affairs] 내국인관광알선여행서비스업[Tour 
service for domestic people] 
운송업여행서비스 [Transport and tour services] 
여행서비스업여행상품개발및여행객모집[Tour service including developing trip 
package and recruiting tourists] 
관광여행서비스[Sightseeing & Tour services]  
여행서비스업[Tour services]  
여행서비스업항공권여권비자등[Tour services including plane reservation and visa] … 

회계과 
[Accounting 
department] 

세무회계과[Tax & Accounting Department] 
회계과경리계[Accounting Department] 
경리계회계과[Accounting Department] 
경영회계과[Management & Accounting Department] 
기획행정국회계과[Accounting Department of Planning & Administrative Bureau] 
재무회계과[Financial & Accounting Department] 
금융회계과[Money & Accounting Department] 
ㅎ회계과[Accounting Department] 
PX회계과[Post Exchange Accounting Department] 
회계과ㅣ[Accounting Department] 
강남회계과[Accounting Department of Gangnam] 
재경회계과[Accounting Department of Seoul] … 

Table 2. Domain-specific Thesaurus 

Field Name 
 

Industry 
(entry/element) 

Occupation 
(entry/element) 

Company Name 9393 / 338446 6154 / 361102 

Business Category 7412 / 679798 5805 / 748758 

Department 5714 / 279720 5322 / 374907 

Position 2090 / 108909 2336 / 171444 

Job Description 6911 / 539309 7759 / 616939 

Table 2 shows the statistics of the domain specific thesaurus. An entry slot and an 
element slot mean the number of distinct normalized expressions and the total sum of 
each entry’s synonymous expressions. With the help of the thesaurus, we could make 
a manageable size of ME training model (about 30MB) by reducing the number of 
distinct expressions in each field. ME training model also contributed to enhancing 
the classification performance by identifying normalized representation of each fea-
ture and avoiding noisy expression (mostly broken or ill-formed words caused by 
spacing and spelling problems). 

4.3   Information Retrieval Techniques (IRT) 

Before the employment of MEM, IRT was used with HCR [4]. Since Korean is an 
agglutinative language and has quite unique linguistic characteristics, there were 
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many difficulties in adopting other countries’ cases. IRT contributed to increasing 
production rate but produced unsatisfactory results in accuracy.  

Our experiments show that the combination of HCR and MEM performs very well 
for the data including already known rules and patterns. However, there are some 
unknown cases where users’ data are non-dominant and somewhat ambiguous. To 
handle these remaining cases, we added IRT as an automated coding option. It helped 
obtaining high production rate by sacrificing accuracy. 

IRT utilizes the vector space model (VSM) based on term frequency (TF) and in-
verse document frequency (IDF) information [14]. Through indexing and weighting 
terms, each industry (or occupation) code is represented as a vector in the n-
dimensional term space. When a record is coded (i.e. classified), it is also represented 
as a vector. The distance between the two vectors is calculated to compute similarity. 
A set of candidate codes are ranked by the cosine similarity in descending order, and 
the highest ranked code is assigned as a result of IRT. We used the Apache Lucene 
[15] as the core engine of IRT rather than re-implementing the information retrieval 
model to ensure cost-effectiveness in terms of speed and reliability. 

5   Experiments 

We evaluated our system with the Korean Census 2005 data (which is composed  
by about 2 million records), which have five fields:  “company name”, “business 
category”, “department”, “position”, and “job description”. The data were manually 
annotated with their industry/occupation codes by KNSO experts. All experiments 
were implemented in Java and tested on Microsoft Windows XP with Core2Duo 
2.66GHz processor and 2.0GB of main memory. The cut-off value (or threshold)  
of MEM is the confidence score of Java MaxEnt [16], and that of IRT is the  
relevance score of the Apache Lucene. In our experiments, production rate ሺ# ୭ ୰ୣୡ୭୰ୢୱ ୲୦ୟ୲ ୡୟ୬ ୣ୬ୣ୰ୟ୲ୣ ୟ ୡ୭ୢୣ# ୭ ୧୬୮୳୲୲ୣୢ ୰ୣୡ୭୰ୢୱ ሻ , accuracy ( (

# ୭ ୡ୭୰୰ୣୡ୲୪୷ ୟୱୱ୧୬ୣୢ ୡୟୱୣୱ# ୭ ୰ୣୡ୭୰ୢୱ ୲୦ୟ୲ ୡୟ୬ ୣ୬ୣ୰ୟ୲ୣ ୟ ୡ୭ୢୣሻ , and 

processing time were used as measurement factors. 

5.1   Single Mode Experiment 

Hand-crafted Rule (HCR) based Coding: Hand-crafted rule based coding shows 
persistently high accuracy, but the production rate is not satisfactory. Among 2 mil-
lion records of Census 2005, HCR module generated industry codes about 1.18 mil-
lion records. However, the accuracy of the generated codes amount to almost 98.8%. 
In terms of processing time, it takes about three hours on average because it recur-
sively checks and evaluates several thousands of hand-crafted rules for each input 
record. 
 
Maximum Entropy Model (MEM) based Coding: The performance of the MEM-
based coding is close to 99% accuracy even though the production rate of industry 
and occupation coding was improved by 15% compared with that of HCR when we 
set the threshold at 0.85. The MEM part of Table 3 gives the result verified by 10-fold 
cross-evaluation. In terms of processing time, it takes only approximately 10 minutes 
when expression normalization time is ignored.  
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Information Retrieval Technique (IRT) based Coding: The IRT-based coding 
module using 5-field information has insufficient discrimination power to be a robust 
classifier, mainly due to potential ambiguities among frequently occurring keywords 
in the index. Thus, the production rate and the accuracy of IRT are not as high as 
those of HCR and MEM. In case of IRT, the accuracy of occupation coding hardly 
reaches 85% even if we adjust the cut-off values. Now, the production rate is lower 
than 30%. 

Table 3. Experiments on Census 2005: HCR, MEM, and IRT 

Type 
HCR 

(No threshold) 
MEM 

(Threshold=0.85) 
IRT 

(Threshold=0.6) 

Category Industry Occupation Industry Occupation Industry Occupation 

# of Records (A) 2031072 2031072 2020699 2023732 2020699 2023732 

# of Production (B) 1181907 812118 1503499 1341851 565995 587193 

# of Correct (C) 1168120 802108 1491851 1335575 485763 475140 

Production Rate (B/A) 58.5% 40.1% 74.40% 66.31% 28.01% 29.02% 

Accuracy (C/B) 98.83% 98.77% 99.23% 99.53% 85.82% 80.92% 

Processing Time 188 minutes 188 minutes 10 minutes 11 minutes 60 minutes 63 minutes 

5.2   Hybrid Mode Experiments 

The purpose of hybrid-mode experiments is almost the same as that of single-mode 
experiments, but we tried several promising combinations using the three modules. 
We are going to skip a detailed analysis of HCR+IRT because the experiment on this 
combination did not show meaningful improvement in the production rate and the 
accuracy. 
 
HCR+MEM based Coding: The following table and figure show that one of the best 
experiments, the combination of HCR and MEM, outperforms the MEM based coding 
module in both production rate and accuracy [Table 4]. It proves our assumption that 
MEM could enhance the production rate when we fixed the accuracy at 98%. 

Table 4. Experiments on Census 2005: HCR + MEM 

Type HCR+MEM (Threshold=0.85) 

Category Industry Occupation 

# of Records (A) 2031072 2031072 

# of Production (B) 1699980 1480668 

# of Correct (C) 1678693 1457117 

Production Rate (B/A) 83.70% 72.90% 

Accuracy (C/B) 98.75% 98.41% 

Processing Time 193 minutes 194 minutes 
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Fig. 3. Distribution of production rate and accuaracy for (HCR+MEM) when thersholds are 
varied 

When we adjusted the threshold of MEM, the production rate and the accuracy 
changed as in Figure 3. Based on our experiments, the optimal thresholds for the 
combination of HCR+MEM were identified from 0.75 to 0.85. If we consider that the 
Census 2005 data themselves may have more than 10% potential errors arisen from 
the manual annotation process, the performance of HCR+MEM is quite impressive. 

HCR+MEM+IRT based Coding: The combination of the three different automated 
coding modules did not outperform the performance of HCR+MEM [Table 5, 6]. 
Patterns discovered in the hand-crafted rules and the classification model driven by 
MEM handled approximately 80% of industry coding and 70% of occupation coding 
 

Table 5. Step-wise analysis of Performance: Industry 

Type 
HCR 

(No threshold) 
MEM  

(Threshold=0.85) 
IRT 

(Threshold=0.6) 
Accumulated 

Total 

# of Records (A) 2031072 832212 288203 2031072 

# of Production (B) 1181907 544009 56098 1798967 

# of Correct (C) 1168120 533056 28278 1746167 

Production Rate (B/A) 58.5% 65.38% 19.46% 88.57% 

Accuracy (C/B) 98.83% 97.99% 50.41% 97.06% 

Processing Time 188 min 5 min 5 min 198 min 
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Table 6. Step-wise analysis of Performance: Occupation 

Type 
HCR 

(No threshold) 
MEM  

(Threshold=0.85) 
IRT 

(Threshold=0.6) 
Accumulated 

Total 

# of Records (A) 2031072 1213274 485698 2031072 

# of Production (B) 812118 727576 86691 1632065 

# of Correct (C) 802108 707614 42828 1558099 

Production Rate (B/A) 40.1% 59.97% 17.85% 80.35% 

Accuracy (C/B) 98.77% 97.26% 50.56% 95.53% 

Processing Time 188 min 6 min 9 min 203 min 

with 98% accuracy. However, when we applied IRT after HCR+MEM, we observed 
that IRT did not discriminate effectively the remaining records in terms of production 
rate and accuracy. 

Comparison among Different Combinations: The effectiveness levels that our 
hybrid techniques (especially, HCR+MEM) have achieved in the above experiments 
are quite stable and satisfactory. Although AIOCSK 2005 was successfully used as a 

 

 

 
  

 

Fig. 4. Production rate vs. Accuracy 
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computer-clerical system that generates several candidate codes in a fixed size of 
candidate set [4], AIOCSK 2008 shows more satisfactory performance as a fully 
automated system that assigns the best code without any residual code. Actually, 
AIOCSK 2005 (which combines HCR and IRT) performed slightly better than HCR 
in every case, that is, it helped increase the production rate. It suggested the second 
best code and third best code according to term similarity, but the accuracy was main-
tained at lower than 98%. As shown in Figure 4, there is a trade-off relationship be-
tween production rate and accuracy. Thus, maintaining a certain level of performance 
in industry and occupation coding is very important when we combine different types 
of classification modules. If the user wants to adhere to high accuracy, MEM is pre-
ferred (See the lower part of Fig. 4). However, when the goal is highest production 
rate, HCR+MEM+IRT will be a good choice (See the upper part of Fig. 4). As men-
tioned before, our experiments conclude that HCR+MEM is the best combination in 
maintaining the optimal level of production rate and accuracy in industry and occupa-
tion coding. 

6   Application 

The first version of AIOCSK system applying hand-crafted rule and information re-
trieval technique was released in mid-January 2005 just for internal usage (i.e., 
AIOCSK 2005). This was followed by the development of new AIOCSK in mid-Dec. 
2007. Employment of maximum entropy model based automated coding module and 
a domain-specific thesaurus are distinguishing characteristics compared with the 
AIOCSK 2005. 

User testing began in Oct. 2007 with the first rollout to the official launch which is 
scheduled as June 2008. Before the public release, the system has been undergoing 
extensive testing until now. In parallel, the each automated coding modules will be 
optimized with fine-tuning features and more stable performances. 

The Web platform for the AIOCSK 2008 is Java Server Page (JSP). Most core 
modules are therefore also Java-based and packaged and deployed as Java jar files. 
The front-end to AIOCSK 2008 is a Web-based thin client operated by KNSO. The 
layout and design of the Web client is typical form-based systems. For each coding 
option (HCR only, MEM only, IRT only, HCR+MEM, and HCR+MEM+IRT) pro-
vided, there are several radio buttons that allow a user to select a coding option that he 
or she wants (See Fig. 5). Basically, everything related to automated coding (includ-
ing required linguistic and computational resources) is all consolidated in back of an 
integrated UI for the users. Figure 5 shows a screen shot of the Web-based AIOCSK 
when accessed as an anonymous user. 

Although users can access AIOCSK 2008 as anonymous users, more detailed func-
tions such as large-scale coding and system resource management require higher level 
of access rights. A series of coding procedure operates in near real-time within a few 
seconds to assign a code. Other maintenance-related modules that are not perform-
ance-critical, such as updating index DB or domain-specific thesaurus, are done be-
hind the scene as asynchronous processes. 
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Fig. 5. Web-based automated coding screen shot 

7   Key Payoffs 

Quality of Services: The hybrid approach enhances the quality of automated coding. 
Employing MEM achieves more discriminative, powerful automated coding with a 
higher production ratio and a lower error rate than AIOCSK 2005. With the Web-
based AIOCSK, one-stop service is available, regardless of the access location as long 
as Internet connection is available. It provides immediate coding using basic functions 
as shown Figure 5. In addition, the graphical progress bar that represents a progress 
status in terms of the percent of the given coding task allows users to recognize the 
completion ratio.  
 
Increased Productivity: With the newly updated AIOCSK 2008, the most relevant 
code can be assigned without further effort by a KNSO expert or additional guide-
lines. After users’ uploading the target file or entering the data manually, just their 
clicking on the “Execute Coding” button will show the results of automated coding. 
Table 4 and Figure 3 show the enhanced productivity of AIOCSK 2008 when com-
pared with other coding modules and their combinations. It shows 83% in industry 
production rate and 73% in occupation production rate when we fix their accuracy 
at 98%. 
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Improved Agility: The new system’s tuning is parameter-driven: for example, chang-
ing in the cut-off values (i.e., thresholds) or the number of recommendation codes, 
and any other urgent changes in policies can be made promptly without any changes 
in the underlying software modules. With the help of the fully automated architecture 
that permits user’s further modifications, the system adapts itself, reflecting recent 
changes in rules, thesaurus, and index data from domain experts and administrators. 
 
Maintenance: Just like any other mission critical software, there will inevitable be 
changes and upgrades to modules in AIOCS 2008 after deployment to reflect legisla-
tive or functional changes followed by KNSO. The design of the self-evolving 
framework is such that these types of change are very easy to deal with. 

First, all linguistic resource related changes can be done without any java coding 
and simply by updating thesauri and clicking “update” button. Then, embedded mod-
ules trigger required procedures correspondingly.  

Second, in case of parameter tuning, needed behaviors of user is selecting a thresh-
old value as an automated coding constraints (e.g. T=0.85). Packaging the automated 
coding modules as a decoupled component from the other parts of the system helps 
reducing cost of supplementary maintenance and integration. 

Third, by adhering object oriented program (OOP) paradigm, all source codes writ-
ten in Java class can be easily adapted and modified on demand.  

For support, the prime development team of KNSO provides front-line technical 
and end-user support while we provide additional assistance on the automated coding 
technologies and algorithm changes when needed. 

8   Conclusion 

This paper describes a successful realistic case of developing a high-performance 
Automated Industry and Occupation Coding System for the Koreans (AIOCSK) that 
combines different types of automated classification techniques (hand-crafted rules, 
maximum entropy model, and information retrieval technique). This is most likely the 
first serious attempt in the world that utilizes the chain of artificial intelligence meth-
odologies in automated industry and occupation coding and starts public services on a 
web environment. 

The hybrid approach of Web-based AIOCSK results in delivering higher quality 
and faster services to users, including both novice users and experts of KNSO. Our 
experiments verified the fact that the combination of hand-crafted rules and maximum 
entropy model achieves 83% in industry production rate and 73% in occupation pro-
duction rate when we fix their accuracy at 98%. 

Although the results are promising, we think that further research is necessary in a 
number of directions for improvements. 

- Self-evolving framework: It is clear to upgrade the existing system without a 
drastic change in the near future. 

- Weighted voting based on content-analysis: Currently, different types of 
classification methods are combined almost sequentially, but we could expect 
a more synergistic combination of different classifiers if the system could iden-
tify a content-preferred classifier according to inputted records.  
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- Semantic value mapping to domain-specific thesaurus: Generating a domain-
specific thesaurus based on textual similarity was quite useful for dealing with 
synonyms having syntactic similarity and broken words, but we need to develop 
a more advanced value mapping algorithm to cover semanticsimilarity. 
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