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Preface

Networking 2006 was organized by the University of Coimbra, Portugal, and it was
the fifth event in a series of International Conferences on Networking sponsored by
the IFIP Technical Committee on Communication Systems (TC 6). Previous events
were held in Paris (France) in 2000, Pisa (Italy) in 2002, Athens (Greece) in 2004,
and Waterloo (Canada) in 2005.

Networking 2006 brought together active and proficient members of the
networking community, from both academia and industry, thus contributing to
scientific, strategic, and practical advances in the broad and fast-evolving field of
communications.

The conference comprised highly technical sessions organized thematically,
keynote talks, tutorials offered by experts, as well as workshops and panel discussions
on topical themes. Plenary sessions with keynote talks opened the daily sessions,
which covered Networking Technologies, Services and Protocols, Performance of
Computer and Communication Networks, and Mobile and Wireless Communications
Systems.

The Networking 2006 call for papers attracted 440 submissions from 44 different
countries in Asia, Australia, Europe, North America, and South America. These were
subject to thorough review work by the Program Committee members and additional
reviewers. The selection process was finalized in a Technical Program Committee
meeting held in Lisbon on January 23, 2006.

A high-quality selection of 88 full papers and 31 posters, organized into 24 regular
sessions and 1 poster session, made up the Networking 2006 main technical program,
which covered wireless networks, mobile ad-hoc networks, sensor networks, optical
networks, peer-to-peer topology and location awareness, mobility, traffic engineering,
routing, transport protocols, monitoring and measurements, resource management,
quality of service, multimedia, and caching and content management. The technical
program was complemented by three keynote speeches, by Monique Morrow (Cisco
Systems, USA), Costas Courcoubetis (Athens University of Economics and Business,
Greece) and Muriel Médard (MIT, USA), on next-generation networking, peer-to-
peer systems, and network coding, respectively,

In addition to the main technical program, the day preceding the conference was
dedicated to six excellent tutorials on BGP - Interdomain Routing and Virtual Private
Networks, IP-Oriented QoS in the Next Generation Networks: Application to
Wireless Networks, Extensible IP Signaling: Architecture, Protocols and Practice,
Roadmap to Cross-Layer and Cross-System Optimization for B3G, Peer-to-Peer
Networking, and User-Directed and QoS-Driven Routing: Theoretical and
Experimental Considerations, respectively given by Olivier Bonaventure (Catholic
University of Louvain, Belgium), Pascal Lorenz (University of Haute-Alsace,
France), Xiaoming Fu and Hannes Tschofenig (University of Goettingen and
Siemens, Germany), George Kormentzas and Charalabos Skianis (University of the
Aegean Karlovassi and NCSR 'D’, Greece), Raouf Boutaba (University of Waterloo,
Canada), and Erol Gelenbe (University of Central Florida, Orlando, USA).



VI Preface

The final day of Networking 2006 was dedicated to five one-day workshops on
the following topics: Security and Privacy in Mobile and Wireless Networking,
Content Caching and Distribution Networks, Performance Control in Wireless Sensor
Networks, Towards the QoS Internet, and Next-Generation Networking Middleware.

We wish to record our appreciation of the efforts of many people in bringing about
the Networking 2006 conference: to all the authors that submitted their papers to the
conference, regretting that it was not possible to accept more papers; to the Program
Committee and to all associated reviewers; to our sponsors and supporting
institutions. Finally, we would like to thank all the people that helped us at the
University of Coimbra, namely, Marcia Espirito Santo, Paula Mano, and all the
volunteers from the Laboratory of Communications and Telematics.

May 2006 Fernando Boavida
Thomas Plagemann

Burkhard Stiller

Cedric Westphal

Edmundo Monteiro
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Abstract. This paper proposes a scheme to provide in a CSMA/CA based multi-
hop wireless ad hoc network, a consistent and accurate proportional differentia-
tion in average end-to-end packet delay. The proposed scheme, called PDMED
uses a cross-layer approach that requires a distributed scheduler to adapt to the
information from a QoS monitor, a route monitor and a channel monitor. Con-
ceptually, the distributed scheduler dynamically adjusts the backoff duration of a
flow based on its instantaneous deviation from the maximum average end-to-end
packet delay. This is done such that a flow with a larger deviation from the max-
imum is given a longer backoff duration to give way to transmissions from other
flows with smaller deviations. PDMED has been extensively evaluated through
random event simulations using OPNET. The results confirm that it is capable of
providing a consistent and accurate proportional differentiation, which is other-
wise not achievable under various traffic conditions.

Keywords: Proportional Differentiation, Multi-hop, Ad Hoc, End-to-end QoS.

1 Introduction

Wireless multi-hop ad hoc networks can be used to inter-connect various types of sen-
sors without any pre-existing infrastructure. As a result of not relying on any exist-
ing infrastructure, multi-hop ad hoc networks have several salient and unique features.
First, the network topologies are dynamic and changed often rapidly because of unpre-
dictable and arbitrary movement of nodes. Also, the shared medium nature makes the
availability of resource at one node being affected by its contending neighbors. Thus,
node interconnectivity and link properties such as capacity and bit error rate cannot be
pre-determined. Second, distance between the two ends of a link, obstacles in the envi-
ronment, externally generated noise and interference caused by other transmissions will
make the capacity of a wireless link reduced and apt to be highly variable. Therefore,
the wireless link has a bandwidth-constrained and variable capacity. Third, multi-hop
ad hoc networks are power-constrained because of lightweight batteries. The limited
power supply limits the transmission range, date rate, communication activity and pro-
cessing speed of the devices. Forth, the multi-hop networks need not have a centralized
administration and thus, only local but not global information is available to any node
in the network. This implies distributed operations on every node are required.

F. Boavida et al. (Eds.): NETWORKING 2006, LNCS 3976, pp. 1121 2006.
(© IFIP International Federation for Information Processing 2006
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Given the features presented above, multi-hop ad hoc networks suffer from resource
constraints and operation vulnerability and therefore, quality of service (QoS) support
in the network becomes a very demanding task [1]. Despite difficult, QoS provisioning
in a multi-hop ad hoc network is unavoidable because sensor data do need timely deliv-
ery. For example, packets from an image sensor must be delivered real-time so that any
illegal intruder can be detected immediately. Also, different types of sensor will require
different QoS levels. For instance, packets from a temperature sensor that captures data
once every 5 minutes should not be dropped in the presence of an instantaneous re-
source constrain compared to packets from an image sensor that generates a continuous
stream of data.

IEEE 802.11 working group has taken the effort to define a standard mechanism
to collectively adjust backoff duration and distributed inter-frame spacing (DIFS) to
achieve efficient QoS differentiations [2]. The effort yields CSMA/CA based 802.11e
protocol which has been extensively studied in the literatures [3]], [4]. From the stud-
ies, controlling backoff duration is effective in introducing throughput differentiation
while adjusting DIFS duration amplifies the differentiation. The studies also show that
802.11e can provide differentiation when there is a fixed number of active nodes within
aradio range in an idealistic channel even though the traffic load is at a saturated level.
However, the differentiation is vulnerable to changes in the number of nodes and traffic
load. This vulnerability is partly due to the definition of its differentiation where a flow
can choose one amongst a small number of service classes (or priorities) that best meet
its QoS requirement, based on the assurance that the perceived QoS of higher classes
will be better, or at least no worse than that of lower classes. This type of differentiation
is called relative differentiation compared to proportional differentiation which offers
predictable and controllable differentiations between different service classes [J3]].

For accurate proportional differentiation in terms of throughput, there exist various
methods to map the virtual clock of a fair queuing model into the backoff duration of a
CSMA/CA MAC protocol [6]], [7]. Unfortunately, all these works can only achieve pro-
portional differentiation locally or globally between two nodes over one hop. With mul-
tiple hops, the proportional differentiation should be achieved in an end-to-end manner
across all hops but not limited to a concatenation of local proportional differentiations
at each hop.

In order to provide QoS across multiple hops, [8] has proposed a distributed packet
scheduling algorithm for CSMA/CA based MAC protocols to achieve an accurate trans-
mission order as if in a centralized scheduler that provides QoS differentiation. Based
on the desired transmission order, the scheduling algorithm assigns to every packet
an appropriate priority. With the priority of a head packet, each node can rank itself
against all its neighboring nodes after overhearing their head packets’ priorities which
are piggybacked on other transmissions. According to the rank, a node will determine
its backoff duration to achieve the desired transmission order. Although the algorithm
is capable of ensuring an accurate transmission order in a multi-hop setting, it is for
packet and not flow. Further, there is no end-to-end performance objective.

For different QoS to different flows across multiple hops, [9] proposes a coordinated
multi-hop packet scheduling algorithm that requires some modifications to and co-
operations from the CSMA/CA MAC protocol. In [9]], the end-to-end QoS requirement
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of a flow is transformed into an instantaneous priority by the packet scheduling algo-
rithm. Here, a packet that has not been offered sufficient service in the previous hop will
be given a higher priority in the future hops and vice versa. The priority of the current and
the next packets will be piggybacked onto RTS/CTS and DATA/ACK packets, respec-
tively. Hence, all nodes within a hop know each other’s instantaneous priorities and only
the node with the highest relative priority will contend for the channel while the other
nodes defer their own transmissions. It is the mechanism of adjusting a packet’s priority
at a hop based on its experience in previous hops that enables end-to-end QoS across
multiple hops. The similar service compensation mechanism has been adopted by [10]]
for the same goal. More aggressively, [10] intends to provide a guarantee in end-to-end
packet delay through admission control. Since there is no intuitive way to compute the
capacity of a multi-hop ad hoc network, the admission control is done using an admit-
then-test method. Specifically, a flow with end-to-end delay requirement is first admitted
and then, its impact on the channel idle time is monitored. If the idle time becomes too
short as a result of the new flow, another flow that has no end-to-end delay requirement
is selected for rejection. Thus, an admitted flow may be dropped. Also, none of these
schemes is capable of supporting the end-to-end proportional differentiations which are
more controllable and predictable compared to other QoS offerings in a multi-hop ad
hoc network.

We have learnt that there are numerous mechanisms across the protocol layers and
time scales for QoS delivery in multi-hop ad hoc networks. Among these mechanisms
are QoS routing protocols, admission control policies, resource reservation schemes,
packet scheduling algorithms, QoS capable MAC protocols, etc. Unfortunately, none
of these existing mechanisms is alone capable of providing satisfactory end-to-end pro-
portional differentiations. Logically, a combination of these mechanisms have to work
collaboratively to achieve the goal. For example, we may need a packet scheduling al-
gorithm that transforms the QoS requirements into medium access priorities and works
with a MAC protocol that provides the multiple priorities. Therefore, this paper con-
tributes in developing a cross-layer scheme to provide proportional differentiation in
end-to-end packet delay in wireless multi-hop ad hoc networks.

The remainder of this paper is organized as follows. Section 2 presents in details the
proposed cross-layer scheme called Proportionally Differentiated Multi-hop End-to-
end Delay (PDMED). The PDMED scheme has been evaluated through random event
simulation using OPNET and simulation results are discussed in Section 3. The paper
ends with concluding remarks in Section 4.

2 The PDMED Scheme

As illustrated in Fig. [l PDMED consists of a traffic police, a routing algorithm, a
centralized scheduler and a distributed scheduler. These are in turn assisted by a QoS
monitor, a route monitor and a channel monitor. In this paper, we assume that all the
traffic flows are self-disciplined such that no traffic policing is required. We further
assume that all the nodes are not mobile and have a deterministic route quality so that
the static shortest path routing protocol can be adopted. We also assume the use of
CSMA/CA MAC protocol. This implies the collision avoidance function consists of
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Fig. 1. The cross-layer PDMED scheme

RTS/CTS exchange and carrier sensing. Also, the collision resolution function is based
on the paradigm that each flow has its own contention window size. Thus, collisions
can be resolved by dynamically adjusting the contention window size based on which
the backoff duration of a flow is determined. Let W; be the contention window size
of a flow 7. Then, the backoff duration of a flow i, A; in terms of number of discrete
intervals is decided as follows:

A, = U[0,W; — 1], (1)

where Uz, y| is a function that generates random integer numbers within the range
[#,y]. In @D, W; is adjusted depending on the number of retransmissions, m the cur-
rent flow ¢’s packet has experienced such that W; = 2™ x Wi, where W, is the
minimum contention window size of all flows. While W, increases with the number of
retransmissions, it is upper bounded by W,,,4... The adoption of CSMA/CA also means
that the centralized scheduler is implicit. Specifically, with CSMA/CA, only the local
flow that has finished first counting down its backoff duration can contend for medium
access with the other flows from neighboring nodes.

With the assumptions given above, the task of providing an accurate end-to-end pro-
portional differentiation falls mainly on a distributed scheduler which is presented next.
We let the QoS be defined in terms of average end-to-end packet delay. Thus, the target
end-to-end QoS of the QoS monitor in Fig. [l can be written as follows:

di(t)  d;(?)
bi oy

=0; Vi, jt, 2
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where ¢; is the proportional differentiation parameter and d;(¢) is the actual average
end-to-end packet delay for flow ¢ at time ¢. In practice, d;(t) must be measured at the
destination node of flow 7. From the expression above, the target QoS can be interpreted
as achieving among all flows an equality in their normalized end-to-end packet delays
and the deviation of a flow ¢ from the target QoS at time ¢ can be quantified by 3;(t) as
follows:

ﬁi(t)Zglja;g{%g)}—djT(? 3)

From the equation, (;(t) is a positive real number where the smaller its value means
closer it is to the QoS target, i.e., 5;(t) = 0. Thus, ;(t) is also used as the measurement
for the actual QoS of flow ¢ at time .

In order to make [3;(t) as close as possible to its target value 0, we propose to dynam-
ically adjust the backoff duration of a flow based on its instantaneous deviation from
the equality such that a flow with a relatively smaller 3;(¢) is given a shorter backoff
duration to reduce its end-to-end packet delay. On the other hand, a flow with a rela-
tively larger 3;(t) is given a longer backoff duration to give way to transmissions from
other flows with a smaller j3;(¢). However, there is no intuitive best known method to
perform the adjustment because of the following two problems: (a) The average end-to-
end packet delay, d;(t) that is measured at the destination node is not readily available
to the intermediate nodes and source node of the flow, and (b) The normalized end-to-
end packet delay of a flow is only known to the flow itself but the computation of [3;(t)
requires the normalized delays of other contending flows.

Solving the two problems are the functions of the QoS monitor and channel monitor
(refer to Fig.[D), respectively. In the QoS monitor, a backward propagation scheme is
proposed so that d;(t)/¢; computed at the destination node will be known by the flow’s
intermediate and source nodes. According to the backward propagation scheme, when
a packet arrives at a flow ’s destination node at time ¢, its average end-to-end delay is
updated as follows:

/
di(t) = 7i(t) + (n(t) — 1) x d;(t )’ @
n(t)

where 7;(t) is the end-to-end delay of the packet that arrives at time ¢, n(t) is the
total number of packets including the newly arrived one up to time ¢, and d;(t') is
the previous average packet delay. Through the updating process, the destination node
always has the latest value of normalized average end-to-end packet delay, i.e., d; (t)/ @;.
The latest value together with its respective flow identity will be piggybacked onto
the MAC ACK frames that are transmitted in response to each successfully received
MAC DATA frame of the flow. At the intermediate nodes, the piggybacked information
will be extracted from the received MAC ACK frames and stored locally before being
similarly piggybacked onto the upcoming MAC ACK frames of the flow. As such, the
actual normalized end-to-end packet delay of each flow can be propagated from the
destination node to the source node. We notice that there will be a time lag between the
computation of an instantaneous normalized average end-to-end delay and its arrival at
the intermediate and source nodes. In practice, the extension of the time lag depends on
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the number of hops and its impact on the QoS target will be extensively studied through
simulation in the next section.

In the channel monitor, a sniffer is proposed to read all the transmitted MAC ACK
frames within a broadcast region. With the sniffer, each node can maintain a table con-
taining the identities of all neighboring flows and their respective latest normalized av-
erage end-to-end delays. The table is updated each time a MAC ACK frame is received.
With the up-to-date table, 3; 1 (t), i.e., the value of 3;(t) (refer to (3)) at the k-th hop of
flow 7 can be computed as follows:

Bir(t) = max {%@}_dﬁ) 5)

T Vel /i | b ¢i

where Z; i, is the set of flow 4’s neighboring flows at its k-th hop. Based on the computed
Bi.k(t), flow i can rank itself among all its neighboring flows. Specifically, the flow will
be given the rank ¢ if its 3; 1, (¢) is the ¢-th highest among all the neighboring flows.

Let r; , be the rank of flow ¢ at its k-th hop when it has a packet to transmit there but
sense a busy channel. In case no ranking can be performed, the default value for r; ;, is
unity. Also, let W ,, = 2™+ X W4, be the flow’s contention window size at its k-th
hop when the packet is making the m; ;-th retransmission attempting and m; ; = 0
for a fresh packet. Then, instead of using the original CSMA/CA method in (1), the
distributed scheduler will decide a flow’s backoff duration, A; j, as follows:

U[07 Wmin - 1] + Iri,k22 X Vi k X Wmin
if m; =0,
Aik = U[0, 2ot Wi x (22 +rip — 1) ©
otherwise,

where h; is the total number of hops for flow ¢ and it is provided to the distributed
scheduler by the route monitor in Fig.[Il In (6), the term I is an indicator function

defined as follows:
1if A,
Ia = { 0 otherwise, @

and v; j, is a dynamic control parameter for flow ¢ at its k-th hop. The control parameter
has an initial value of unity and it is dynamically adjusted only for a fresh packet at
time ¢ based on the actual normalized average end-to-end delay as follows:

’yé,k +1if0 < ﬁi)k(t/) < ﬁi’k(t)
Yik = Vip — Lif Bix(t) =0and v, > 1 (8)
Yik otherwise,

where (3; (') and 7; . are the previous values of 3; ;. (t) and ~; ., respectively.
Compare (@) to (1), we notice that PDMED scheme gives priority to a flow that ex-
periences excessive normalized average end-to-end delay by allowing a smaller backoff
duration. In order to ensure a high responsiveness, ; ,, provides an additional degree of
freedom when ranking and prioritization alone are not sufficient to quickly bring down a
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high excessive normalized delay. Also, PDMED gives priority to a retransmitted packet
compared to a fresh packet. This is to avoid the situation where multiple packets from a
same flow are contending with each other arbitrarily. Among all the retransmitted pack-
ets, based on the heuristic disclosed in [[L1]], the packet that is closer to the destination
node will be given the priority to transmit so that the overall end-to-end delay can be
reduced.

3 Performance Evaluation

We have evaluated PDMED using OPNET. For the purpose of simulation, the general
network topology as illustrated in Fig. 2] is used. In the network, there are only two
flows, namely Flow 1 (S1-D1) and Flow 2 (S2-D2). From the figure, Flow 1 and Flow
2 have 3 and 2 hops, respectively. For the flows, their differentiation parameters are
denoted by ¢, and ¢, respectively.

Fig. 2. Network topology

In the simulations, traffic for each flow is generated using a Poisson arrival process
with a fixed packet size, L,, and a packet arrival rate, A. Hence, the packet inter-arrival
time is exponentially distributed with mean A~'. Hereafter, L,, is fixed at 500 bytes
unless specified otherwise. In the evaluation, the raw bit rate of communication channel
is 1 Mbps. Also, Wi, and W4, are fixed at 16 and 1024 time slots, respectively.
Here, the duration of each time slot, T;,; = 504 second.

First of all, we perform simulations to study the usefulness of the backward prop-
agation scheme adopted by the QoS monitor to inform the nodes of a flow’s instanta-
neous normalized end-to-end delay. Recall that the backward propagation is achieved by
piggybacking the latest normalized average delay value onto the MAC ACK frames.
We disable the piggybacking in some simulations and compare the results with those of
PDMED. The comparison is depicted in Fig. 3l which shows the performance in terms
of average end-to-end packet delay. The delay of a packet is the time elapsed since the
packet’s arrival at the MAC layer of its source node until the packet’s subsequent ar-
rival at the MAC layer of its destination node. These packets from their respective traffic
sources are queued above but not in the MAC layer to avoid distortion in packet delay
at high traffic rate, A\~ when the delays of all flows increase exponentially making any
difference in their values not noticeable. In Fig.[3] different ¢ /¢, ratios are achieved
by fixing ¢; at 1 while varying ¢». The results show that PDMED can indeed provide
a proportional differentiation in average end-to-end packet delay despite that the flows
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Flow 2 (without backward propagation)

0.20 Flow: 1" (without backward propagatian)

015 Flow 2 (PDMED)

Flow 1 (PDMED)

Average End-to—-end Packet Delay (sec)

0.035 Selre Y 5
0.030 N N
. . ' 3
Packet Inter-arrival Time (sec) 9 g25 o ¢2/¢1

Fig. 3. Average end-to-end packet delay with and without the backward propagation scheme

are going through different numbers of hops. When there is an increase in ¢2/¢1, the
proportional differentiation is indicated by a rapid increase in Flow 2’s end-to-end de-
lay and a slow decrease in Flow 1’s end-to-end packet delay although Flow 2 has fewer
hops compared to Flow 1. Also, the delays of Flow 1 and Flow 2 increase and keep a
fixed differentiation ratio with respect to an decrease in A~ ".

Fig. Bl has confirmed the importance of the backward propagation scheme because,
without it, the difference between the two flow’s delays is not obvious at various ¢z /@1
ratios. This is further verified in Fig. [4] where the difference between the two flow’s
normalized average end-to-end packet delay is plotted. Ideally, the difference should

0.06
0.05
0.04
0.03
0.02
0.01
0
-0.01

0.025

Difference Between Normalized Delays (sec)

0,/0, 0.040

2 0.045 Packet Inter-arrival Time (sec)

Fig. 4. Difference in normalized end-to-end packet delays with and without the backward propa-
gation scheme
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x 10

o8 without backward propagation

idealized backward propagation<>

1.6
0.045

Total End-to—end Throughput (bits/sec)

4
3

Packet Inter-arrival Time (sec) g 025 o ¢2/¢1

Fig. 5. Total end-to-end throughput as measured at the respective destination nodes, with and

without the backward propagation scheme

be zero because, as stated in (@), the performance goal is to achieve equality in the
normalized delays. From Fig.[d PDMED can indeed approximate the performance goal
regardless of the traffic rate and ¢2/¢; ratio. On the other hand, the performance goal
is not achievable when there is no backward propagation. This happens because, in the
absence of the backward propagation, the intermediate nodes do not know the actual
end-to-end delay and thus, cannot adjust its backoff duration appropriately to meet the
performance goal.

In the evaluation above, the backward propagation scheme is disabled by simply not
piggybacking the computed normalized delay on ACK frames. While this leads to a
failure in accurate proportional differentiation, there is a noticeable gain in total end-
to-end throughput of the two flows as depicted in Fig. [3l This is because, without the
instantaneous normalized delay, an intermediate node cannot correctly compute [3; 1 (¢)
according to () and consequently, will not perform the ranking mechanism and adjust
i,k according to (8). Without the ranking and adjustment, r; 5, and ~; . stay at their
default values of unity. Thus, the backoff duration will always be selected from a range
upper bounded by W,,;,, — 1 compared to a potentially much larger range adjusted
by ranking and +; 5, according to (). The smaller backoff duration is the cause of the
better end-to-end throughput when there is no backward propagation. In the presence
of backward propagation, we treat the reduction in throughput as the cost to pay for the
accurate proportional differentiation.

The ranking in PDMED may not always based on the latest instantaneous normal-
ized delay because the backward propagation scheme takes time to distribute the delay
across multiple hops after it is computed at the destination node. Specifically, there
is always a time lag before the latest normalized delay is available at an intermedi-
ate node. Fortunately, this time lag has no significant impact in achieving an accurate
proportional differentiation in average end-to-end delay as illustrated in Fig. [l In the
figure, there is no obvious difference in performance when PDMED is equipped with an
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0.025

Difference Between Normalized Delays (sec)

/
¢2 ¢1 2 0045 packet Inter-arrival Time (sec)

Fig. 6. Difference in normalized end-to-end packet delay with and without the -; ; adjustment
and the dynamic retransmission

idealized backward propagation scheme. Compared to the original scheme, the ideal-
ized scheme does not require piggybacking of the latest delay on ACK frames. Instead,
the simulation program makes the delay known to all the intermediate nodes as soon
as it is computed. Without piggybacking, the idealized propagation scheme consumes
less bandwidth. However, as shown in Fig.[3] there is no obvious throughput difference
between the original and idealized back propagation schemes. This implies the backoff
propagation scheme is efficient as it introduces only very small overhead.

without y adjustment

2.8 without. dynamic retransmissk)n

2.6

ONL L, T

1.6
0.045

Total End—to—end Throughput (bits/sec)

4
0,/0,

Packet Inter-arrival Time (sec) ¢ 025 o

Fig. 7. Total end-to-end throughput as measured at the respective destination node with and with-
out the v; 5 adjustment and the dynamic retransmission
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Thus far, we have shown the importance and effectiveness of the backward prop-
agation scheme in PDMED. In short, the backward propagation is needed so that in-
termediate nodes can obtain the instantaneous normalized delay for ranking and -; j
adjustment to achieve an accurate proportional differentiation. Next, we want to show
that the ranking itself, without ; ;, adjustment is not sufficient. For this purpose, we
have repeated the simulations after disabling the adjustment algorithm in (). Fig.
shows the difference between the two flow’s normalized average end-to-end packet de-
lay. Compared to PDMED, the larger difference indicates a less accurate proportional
differentiation when there is no -y; 5, adjustment. This means the ranking mechanism
alone is not enough in the channel monitor.

Flow 1 (without dynamic retransmission)

Flow 2 (without dynamic retransmission)

Flow 2 (without y adjustment) Flow 1 (PDME!

Flow 2 (PDMED) Flow 2 (PDMED)

0.3
Flow 1 (PDMED)
0.2

0.1

0
0.045

Average End-to—end Packet Delay (sec)
o
3
Average End-to—end Packet Delay (sec)

0.035

4
0.030 Y . 0030 Y
Packet Inter-arrival Time (sec) g 025~ » ¢2 ¢1 Packet Inter-arrival Time (sec) g oo5 5 ¢2 ¢1

(a) With and without the ; ; adjustment  (b) With and without the dynamic retransmission

Fig. 8. Average end-to-end packet delay

Although the absence of +; ;, adjustment cannot produce an accurate proportional
differentiation, it results in a higher total end-to-end throughput as illustrated in Fig.[7l
Refer to (@), this is because the backoff duration tends to be smaller when ; j is not
dynamically adjusted but fixed at its initial value of unity. The better throughput without
7i. adjustment also leads to a lower end-to-end packet delay as illustrated in Fig.[8)(a).
Despite a lower delay, when there is no ; ; adjustment, the difference in delay does
not follow the ¢ /1 ratio and thus does not constitute an accurate proportional differ-
entiation. This is not the case in Fig. [B(b) where we show the impact of the dynamic
retransmission scheme in PDMED. As given in (6), a retransmission is indicated by
m; > 0 and the dynamic retransmission scheme gives higher priority to transmis-
sions from a node closer to a flow’s destination node. As such, PDMED can deliver
a smaller end-to-end delay compared to the case without the dynamic retransmission
scheme. The simulations without the retransmission scheme have been performed by
simply selecting the backoff duration, i.e., A; ) in (@) from the range [0, W, ; — 1]
when capable of reducing end-to-end delay, it does not compromise the accuracy of
proportional differentiation and total throughput as illustrated in Fig. [l and Fig.[Z re-
spectively.

We have evaluated PDMED under various other conditions and benchmarked against
IEEE 802.11e using video traces. However, these results are not presented here due to
space limitation.
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Conclusions

Noticing the lack of support in providing proportional differentiation in end-to-end
packet delay in a wireless multi-hop ad hoc network, this paper proposes PDMED to do
so. PDMED consists of a few mechanisms and monitors which operate across different
protocol layers and time scales. PDMED has been extensively evaluated through ran-
dom event simulation. The results indicate that an accurate and consistent proportional
differentiation in end-to-end packet delay which cannot be achieved otherwise, can now
be achieved.
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Abstract. A gateway discovery mechanism is necessary to allow wireless nodes
in an ad hoc network to route their packets towards a fixed network. Real-time
applications have quality of service parameters and require a gateway discovery
mechanism that helps them to maintain their requirements. Therefore we pro-
pose in this work a new adaptive gateway discovery scheme that adjusts the fre-
quency of the gateway advertisements dynamically. This protocol is able to dif-
ferentiate services between applications and it cooperates with real-time flows
to maintain the desired quality of service. Simulation results investigate the per-
formance of the proposed adaptive scheme and show its effectiveness in com-
parison with the hybrid mechanism in the simulated scenarios.

1 Introduction

Ad hoc networks [1] have been designed as wireless mobile devices that are able to
communicate without having to resort to a pre-existing network infrastructure and
without the intervention of a system administrator.

Originally, the investigation was centered in developing isolated and independent
ad hoc networks to cooperate in military operations or natural catastrophes like hurri-
canes. However, this kind of networks is restricted to certain particular environments.
Therefore, more recently, the attention has been focused in studying the interaction
between ad hoc networks and other types of networks like cellular networks, infra-
structure-based WLANSs (Wireless Local Area Networks) [2] or wired networks.

The communication between wireless ad hoc networks and infrastructure-based
networks is essential to extend Internet beyond its traditional scope, to remote inac-
cessible areas, making Web services available anytime, anywhere. In addition, ad hoc
networks can be seen as an easy way to reduce the congestion in hotspot areas, allow-
ing users to communicate themselves directly without the presence of an access point
like in infrastructure-based IEEE 802.11 WLANS; besides, ad hoc networks are able
to access Internet via a gateway as well.

The mobile nodes in a wireless ad hoc network must be able to detect available
gateways and select one of them if they want to have Internet access.

Real-time applications have special quality of service requirements that must be
satisfied to function properly.

F. Boavida et al. (Eds.): NETWORKING 2006, LNCS 3976, pp. 13 —[4] 2006.
© IFIP International Federation for Information Processing 2006



14 M.C. Domingo

We argue that new gateway discovery mechanisms should be designed thinking
over the requirements of real-time flows because the selected gateway discovery
mechanism will affect the overall performance of the ad hoc network.

Our objective will be to design a new gateway discovery protocol that helps real-
time flows to maintain their quality of service parameters. Some different approaches
have been developed in literature that propose different gateway discovery schemes,
but none of them is related to service differentiation and quality of service improve-
ment for real-time flows. This is the main contribution of this paper.

The paper is organized as follows: Section 2 describes related work about Internet
gateway discovery methods. Section 3 remarks the importance of quality of service
provision in wireless ad hoc networks. The proposed adaptive gateway discovery
scheme is presented in Section 4. Section 5 shows our simulation results and finally
Section 6 concludes this paper.

2 Related Work

In order to communicate the ad hoc and the Internet network packets must be trans-
mitted to a gateway as it is illustrated in Fig. 1. This device implements the protocol
stack of the ad hoc as well as the fixed network, routing the packets from one network
to the other. The protocol stack used by mobile nodes, gateways and Internet nodes is
shown in Fig. 2.

The Internet Draft “Global Connectivity for IPv6 Mobile Ad Hoc Networks” [3]
describes how to provide Internet connectivity to mobile ad hoc networks modifying
an existing routing protocol (like AODV [4] in the example) so that it is able to dis-
cover gateways.

AD HOC NETWORK
Mobile Nodes . .
[ ]

Fig. 1. Interworking scenario

Three main approaches have been developed to detect gateways:

e Proactive gateway discovery [5] [6]: The gateways periodically broadcast ad-
vertisement messages that contain information about the global prefix length
and the IPv6 address from the gateway. These messages are flooded through-
out the entire network. The mobile nodes use this information to autoconfigure
a new routable IPv6 address and select the address of one of the gateways as
default route. The mobile nodes select the best Internet-gateway by its dis-
tance in hops or by other parameters.
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e Reactive gateway discovery [7]: A mobile node that wants to send packets to-
wards Internet broadcasts a message to the group of gateways within the ad
hoc network. The gateways receive this message and reply to it accordingly.
The mobile node selects the gateway which offers the best route towards
Internet in terms of number of hops or other parameters.

e Hybrid gateway discovery [8] [9]: This method combines the reactive and
proactive approaches; it defines a transmission range where the gateways pe-
riodically send advertisement messages and they are propagated around a lim-
ited zone (a certain number of hops away from the gateway). A mobile node
receiving these messages can obtain information about the global prefix length
and the IPv6 address from the gateways carried in this message to discover the
global prefix. Afterwards, this mobile node autoconfigures a new routable
IPv6 address and selects the address of one of the gateways as default route.
The mobile nodes select the gateway that is either closer in terms of number of
hops or that is more appropriate because of other parameters. If a mobile node
wants Internet connectivity and it is outside the gateways transmission range
and the propagation zone of the gateways advertisements, it broadcasts a mes-
sage to the group of gateways in the ad hoc network. If another mobile node
receives this message, it rebroadcasts it until it arrives to a gateway that re-
sponds sending back a reply. The mobile node selects the reply of the gateway
which offers the best route towards Internet in terms of number of hops or due
to other parameters.

Ad Hoc Node Internet Host
Higher layers Higher layers
Gateway
1P 1P
P P
- |

1 Data link layer Data link layer | Data link layer Data link layer
[ I
( I
1 Physical layer Physical layer | Physical layer Physical layer
! I
I

wireless link

Fig. 2. Protocols architecture

From here on the different approaches that have been proposed in the literature are
modifications of the already mentioned gateway discovery strategies.

However, these existing approaches are methods to discover gateways that treat all
the traffic in the same way and do not consider differences between real-time and
best-effort applications. In the next sections we will remark the importance of provid-
ing quality of service to real-time applications in wireless ad hoc networks and of in-
troducing gateway discovery mechanisms that differentiate service levels between
best-effort and real-time traffic.
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3 Quality of Service Provision in Wireless Ad Hoc Networks

Quality of Service (QoS) can be defined as the ability of the network to offer a re-
quired service demanded by a particular application, establishing some type of control
over its end-to-end delay, jitter, traffic loss or bandwidth.

It is a very challenging topic to provide QoS in wireless ad hoc networks [10] due
to the intrinsic properties of this kind of networks: variable capacity of the links, to-
pologies that change dynamically, etc; furthermore, in wireless networks the packet
loss rate and the jitter of the applications are higher in comparison with wired net-
works due to the existence of fading, interference between neighbouring nodes, etc.

Our objective is to provide QoS to real-time applications in wireless ad hoc net-
works, differentiating services between real-time and best-effort traffic.

We are interested in studying the performance of multimedia applications in wire-
less ad hoc networks connected to wired networks. We have selected a specific type
of real-time application that implies burstiness and that contains end-to-end delay in-
formation: VBR Voice-over-IP (VoIP) [11]. The ITU-T recommends in its standard
G.114 that the end-to-end delay should be kept below 150 ms to maintain an accept-
able conversation quality [12]. Delays from 150 to 400 ms are acceptable provided
that administrators are aware of the impact of quality, and latency larger than 400 ms
is unacceptable.

There exists a relation between the QoS provisioning and the gateway discovery
method. The hybrid and specially the proactive approaches have a better performance
with respect to end-to-end delay, because GWADV messages are sent periodically
and not only when it is needed, as in the reactive approach. Thus, real-time applica-
tions are able to find a route towards Internet for their traffic sooner. But, on the other
hand, if a real-time application has delay problems due to congestion and more
GWADYV messages are sent, the congestion will be increased and the performance of
the delay sensitive applications will be seriously damaged. In the next section we in-
troduce an adaptive gateway discovery approach that has been mainly designed to re-
duce congestion problems and it helps real-time applications to maintain their QoS
parameters even in the presence of excessive traffic.

4 Proposed Adaptive Gateway Discovery Mechanism

The proactive and hybrid approaches have a better performance with respect to end-
to-end delay. We have selected as reference model a hybrid gateway discovery
mechanism instead of a proactive one because the proactive schemes propagate the
GWADVs through the entire network and therefore they introduce more overhead, a
circumstance that could seriously damage real-time traffic in the presence of conges-
tion. On the contrary, the GWADVs of the hybrid approach are propagated only a
limited number of hops away from the gateway (advertisement zone).

A parameter of the hybrid approach that is directly related to the functioning of this
method is the gateway advertisement interval. We have studied the consequences of
sending GWADYV messages. If mobile nodes receive a GWADYV, not all profit in the
same way when they receive this gateway message: some nodes benefit and others are
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harmed with more packets that introduce more congestion and that they don’t in fact
really need. Consequently, the gateway advertisement interval should be carefully
chosen.

We consider a network where best-effort and real-time traffic sources send traffic
from the ad-hoc towards the fixed network. We want to provide quality of service,
differentiating services between real-time and best-effort applications.

The destination nodes of the real-time traffic in the fixed network periodically
monitor the end-to-end delays of these flows. To achieve it, a ‘timestamp’ or genera-
tion time of the packet is introduced in the header of the real-time application protocol
(the RTP protocol (Real-time Transport)) and the average end-to-end delay is calcu-
lated at the destination node as a time difference. If the end-to-end delay of one or
more real-time sources becomes greater than 140 ms, QoS_LOST messages will be
sent to the real-time traffic sources that have latency problems to warn them about the
situation (see Fig. 3).

—_— QoS_LOST messages sent

Fig. 3. QoS_LOST messages sent form the fixed towards the ad hoc network

When a node in the ad hoc network receives a QoS_LOST message, it will react
executing a QoS mechanism to improve the QoS of its real-time flow; for example the
authors in [13] propose a new protocol, named DS-SWAN (Differentiated Services-
Stateless Wireless Ad Hoc Networks), to support end-to-end QoS in ad hoc networks
connected to one fixed DiffServ domain. DS-SWAN warns nodes in the ad hoc net-
work when congestion is excessive in the ad hoc network for the correct functioning
of real-time applications. These nodes react by slowing down best-effort traffic.
Simulation results indicate that DS-SWAN significantly improves end-to-end delays
of real-time flows without starvation of background traffic.

However, it is not the scope of the paper to suggest which QoS mechanism should
be employed to improve the QoS of real-time flows.

We have made the following assumptions aiming to design our adaptive gateway
discovery approach:

e Congestion appears in the ad hoc and not in the fixed network. A DiffServ
domain in the fixed network may prevent that congestion is introduced in the
core routes.

e The destination nodes periodically measure the end-to-end delays of the real-time
flows and if these delays are larger than a threshold (140 ms, because the ITU-T
recommends to keep these delays under 150 ms and the system needs some reac-
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tion time) then QoS_LOST messages will be sent to the source. We are interested
in the arrival of QoS_LOST messages to the corresponding gateway that is
crossed when these messages travel towards the real-time sources.

e If a route for real-time traffic from the ad hoc towards the fixed network is
broken, not only the source node but also the gateway should be warned about
the situation with a Route Error (RERR) message. This means that the inter-
mediate node that detects the link failure should send a RERR message not
only to the real-time source node but also to the gateway.

We propose a new mechanism where the gateway periodically checks if it has re-
ceived a RERR coming from a real-time application. In this case, the gateway sends a
GWADYV message unconditionally because thus this source will be able to find a new
route towards the destination sooner with more probability. This does not necessarily
mean that this source will sure find a new route by this procedure: It can be possible
that the GWADY does not arrive to the source because it is more than TTL hops (ad-
vertisement zone) away from the gateway or because there is no route anymore avail-
able to reach this source. However, the gateway should not avoid sending this
GWADYV message because it should try to help a source with routing difficulties.

On the contrary, if the gateway has not received any RERR informing that a real-
time source has routing problems, it should do the following:

The gateway should periodically check if it has received QoS_LOST messages
during the last 7 seconds from real-time flows having problems to keep their end-to-
end delays below 150 ms.

The gateway should calculate:

alt)=—. (1)

where P = number of real-time sources having end-to-end latency problems and F' =
total number of real-time sources using that gateway.

We consider a threshold ¥, where 0 < ¥ < 1. It is fulfilled:

If Ot(t) 2 ¥, no GWADV messages should be sent by the gateway to the ad hoc

network, because if real-time flows have QoS problems due to excessive congestion,
it is not recommended to introduce more traffic overload in the network with these
messages.

On the contrary, if & (t ) < ¥ ,GWADYV messages should normally be sent towards

the ad hoc network.

This functioning method serves the purpose that real-time sources do not increase
their end-to-end latency problems if congestion is excessive.

The value of ¥ should be carefully chosen by operators according to their own

needs. In the extreme case =1, the gateway discovery approach is equivalent to the

hybrid scheme.

On the other hand, it is important to think about the role of background best-effort
traffic sources. They don’t have an active role in the decisions taken by the gateway to
help real-time sources to discover the best route for sending their packets towards Inter-
net. Sometimes they will take advantage and sometimes they will be at disadvantage
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due to the intrinsic functioning of this gateway discovery approach; what is a fact is that
this mechanism has not been designed thinking on them although they will try to profit
from the situation if it is possible.

The functioning of this adaptive scheme is illustrated in Fig. 4.

AD HOC
NETWORK

Fig. 4. Example network

It shows an example of an ad hoc network where three VoIP real-time and two
CBR best-effort flows have been established to send packets towards Internet through
the gateway. If we consider that the VoIP flows VoIP1 and VoIP3 have problems to
keep their end-to-end delays under 150 ms, QoS_LOST messages will be sent to these
VoIP sources in the ad hoc network through the gateway to warn them about the
situation. The gateway takes advantage of this information and it periodically calcu-
lates the percentage of VoIP sources that route their packets towards Internet through
it and that have end-to-end delay problems. In our example this percentage is

a(t)=2/3 .1If the threshold for latency problems is set to be ¥ = 0.5 , then it fol-

lows that Ot(t) 2 ¥, which means that no GWADV messages should be sent by the

gateway to the ad hoc network, because the number of VoIP sources having delay
problems due to excessive congestion is larger than the threshold and this means that
the network should not be overloaded with more traffic if it is not strictly necessary. If
afterwards one of the VoIP sources solves its QoS problems, the gateway will calcu-

late a new percentage 0{(1‘ ) =1/3. Now GWADV messages should be sent towards

the ad hoc network because Ol(t) < ¥ . The advertisement messages will be propa-

gated around a limited zone (a certain number of hops away from the gateway); in this
case we consider an advertisement zone of TTL = 4 hops. This means that the gate-
way advertisement messages will be received by the sources VoIP1 (route gateway-J-
M-L-K), VoIP3 (route gateway-J-I-H) and CBRI1 (route gateway-A-B-C-D). The
other sources will not receive the GWADYV messages because they are more than 4
hops away from the gateway and they would have to do a route discovery in the case
that the route towards the gateway breaks.
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5 Simulations

We have run simulations with the NS-2 tool [14] to investigate the performance of
our proposed approach. The system framework is shown in Fig. 5. A scenario where
an ad-hoc network is connected via two gateways to a fixed IP network has been se-
lected. The chosen scenario consists of 20 mobile nodes, 2 gateways, 3 fixed routers
and 3 corresponding hosts.

The mobile nodes are uniformly distributed in a rectangular region of 1000 m by
500 m. The gateways are placed with x, y coordinates (150,250) and (850,250). Each
mobile node selects a random destination within the area and moves toward it at a ve-
locity uniformly distributed between 0 and 3 m/s. Upon reaching the destination, the
node pauses for a pause time, selects another destination and repeats the process. Five
different pause times have been used: 0, 20, 50, 125 and 200 seconds. The dynamic
routing algorithm is AODV [4] and the wireless links are IEEE 802.11b.

Background traffic is generated by 6 of the mobile hosts, while VBR VolIP traffic
is generated by 15 of the mobile hosts. The destinations of each of the background
and VoIP flows are chosen randomly among the three hosts in the wired network.

We assume that best-effort CBR background traffic and real-time VBR VoIP traf-
fic are transmitted. We have proposed CBR as background traffic instead of TCP. The
reason is that TCP performs poorly in an ad-hoc network because packets that are lost
due to link failure and route changes trigger TCP’s congestion avoidance mechanisms
[15]. On the contrary, many authors [16] use CBR as background traffic successfully.

The VBR mode is used for VoIP traffic. We employ a silence suppression tech-
nique in voice codecs so that no packets are generated in the silence period. For the
voice calls, we use the ITU G. 726 or “adaptive differential pulse code modulation
(ADPCM)” codec. The VolIP traffic is modelled as a source with exponentially dis-
tributed on and off periods with 1.004 s and 3.587 s average each and two frames (20
ms audio sample each frame) are carried in each packet (80 + 80 bytes payload).
Frames are generated during the on period every 20 ms with size 80 bytes and at a
constant bit rate of 32 Kbps without any compression. VoIP is established over
real-time transport protocol (RTP), which uses UDP/IP between RTP and link layer
protocols. Packets have a constant size and are generated at a constant inter-arrival
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time during the on period. The VoIP connections are activated at a starting time cho-
sen from a uniform distribution in [10 s, 15 s].

Background traffic is Constant Bit Rate (CBR) with a rate of 48 Kbit/s and a
packet size of 120 bytes. To avoid synchronization, the CBR flows have different
starting times that have been randomly chosen.

We have run simulations to assess the following three performance measures:

e Average end-to-end delay for real-time (VolIP) traffic: Defined as the time it
takes for data packets to arrive from the source node to the destination node.

e Packet delivery ratio: Defined as the number of real-time (VoIP) packets suc-
cessfully delivered over the number of real-time (VoIP) packets generated by
the sources.

e Routing overhead: Defined as the amount of control packets (for gateway dis-
covery and routing) divided by the sum of the control packets plus the data
packets.

We have evaluated and compared the performance of the hybrid approach “Hybrid
scheme” with our proposed adaptive scheme discussed in Section 4: “Proposed adap-
tive scheme”. In both approaches a TTL=2 hops is used as advertisement zone.

Fig. 6 shows the average end-to-end delay for VolIP traffic. We can observe that in
both schemes the end-to-end delays for VoIP traffic are increased with smaller pause
times, because when the pause time is very low the routes of the existing flows break
down frequently and the routing protocol continuously does new route discoveries
processes that increase the latency. On the contrary, when the pause time is higher,
the average link duration is increased as well as the duration of the routes.
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Fig. 6. Average end-to-end delay for VolP traffic

We notice that the average end-to-end delays for VoIP sources are lower when our
proposed adaptive scheme is used, because less GWADVs messages are sent in con-
gestion conditions. The gateway periodically checks if it has received QoS_messages
associated with VoIP sources having end-to-end delay problems. If the percentage of
VolIP traffic sources having latency problems exceeds a predefined threshold (in this

case this threshold is set to ¥ =0.15), no GWADV messages are sent by the gate-
way. Therefore, no more traffic overload is introduced in a congested network and as
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a consequence the latency of VoIP flows is diminished. When the pause time is O or
200 seconds (extreme cases), the routes break down frequently due to continuous mo-
bility or because of the isolation of certain nodes that don’t find neighbours to act as
intermediate nodes for their packets and as a result new route discoveries have to be
done frequently and congestion is increased more; hence real-time sources have very
often delay problems. If a scheme like the proposed adaptive scheme is used, the re-
duction of congestion is very effective in comparison with the hybrid scheme. A simi-
lar trend is observed regarding the jitter for VolP traffic.
The packet delivery ratio for VoIP packets is illustrated in Fig. 7.
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Fig. 7. Packet delivery ratio for VoIP packets
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Fig. 8. Overhead of control packets

As we can appreciate from the figure, the higher the mobility of the nodes, the best
performs our approach in comparison with the other. There is a trade-off between the
signaling overhead and the proactivity of the protocol in both approaches; however,
when mobility is high and due to the frequently routes breakage, in the hybrid proto-
col signaling overhead is higher in comparison with the proposed adaptive approach.
Consequently, more congestion is introduced and as a result, the packet delivery ratio
is decreased. The differences in packet delivery ratio are lesser as mobility is de-
creased.

The overhead of control packets is depicted in Fig. 8. We can see that the proposed
approach has a lower overhead than the hybrid approach. The differences in overhead
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are lower in the extreme cases (pause time 0, 20 and 200) because in the proposed ap-
proach less GWADV messages are sent by the gateways but, on the other hand, more
sources start a route discovery mechanism as in a reactive approach when they need
to find a gateway and moreover if a RERR message arrives to a gateway it sends
GWADYV messages unconditionally so that the overhead is increased. However, the
routing overhead is a metric that shows how much network resources does the proto-
col need to do its work and we can appreciate that the number of network resources is
much lower using the proposed mechanism.

Besides, we have done more simulations that show that with the proposed scheme
there is no starvation of best-effort traffic.

6 Conclusions and Future Work

We have proposed a new adaptive gateway discovery protocol that differentiates ser-
vices between applications through gateway selection. The scheme introduced outper-
forms the hybrid scheme in terms of average end-to-end delays and jitter for real-time
flows, packet delivery ratio and routing overhead. What is more, using this scheme
there is no starvation of best-effort traffic.

As future work we are planning to do more simulations that evaluate the effectiveness
of our gateway discovery scheme when scalability is introduced (with respect to the
number of real-time sources, the number of gateways, the traffic load, etc). Besides,
we think it could be interesting to analyze the performance of the proposed protocol
in a real network.
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Abstract. We study the throughput of multi-hop routes and stability
of forwarding queues in a wireless Ad-Hoc network with random access
channel. We focuse on wireless with stationary nodes, such as commu-
nity wireless networks. Our main result is charactrerization of stability
condition and the end-to-end throughput using the balance. We also in-
vestigate the impact of routing on end-to-end throughput and stability
of intermediate nodes. We find that i) as long as the intermediate queues
in the network are stable, the end-to-end throughput of a connection
does not depend on the load on the intermediate nodes, ii) we showed
that if the weight of a link originating from a node is set to the number
of neighbors of this node, then shortest path routing maximizes the min-
imum probability of end-to-end packet delivery in a network of weighted
fair queues with coupled servers. Numerical results are given and support
the results of the analysis.

1 Introduction

Consider a set of static devices spread over some region. Each of these devices is a
wireless transceiver that transmits and receives at a single frequency band which
is common to all the devices. Over time, some of these devices collect/generate
information to be sent to some other device(s). Owing to the limited battery
power that these devices are allowed to use, a device may not be able to directly
communicate (transmit) with far away nodes. In such a scenario, one of the
possibilities for the information transmission between two nodes that are not in
position to have a direct communication is to use other nodes in the network. To
be precise, the source device transmits its information to one of the devices which
is within transmission range of the source device. This intermediate device then
uses the same procedure so that the information finally reaches its destination[l.

Clearly, a judicious choice is required to decide on the set of devices to be
used to assist in the communication between any two given pair of devices. This
is the standard problem of routing in communication networks. The problem of
optimal routing has been extensively studied in the context of wire-line networks

1 'We will see later that it is also possible that some of the information is lost before
reaching the destination device.

F. Boavida et al. (Eds.): NETWORKING 2006, LNCS 3976, pp. 25-F0] 2006.
© IFIP International Federation for Information Processing 2006
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where usually a shortest path routing algorithm is used: Each link in the network
has a weight associated with it and the objective of the routing algorithm is
to find a path that achieves the minimum weight between two given nodes.
Clearly, the outcome of such an algorithm depends on the assignment of the
weights associated to each link in the network. In the wire-line context, there
are many well-studied criteria to select these weights for links, such as delays.
In the context of wireless ad-hoc networks, however, not many attempts have
been made to (i) identify the characteristics of the quantities that one would
like to associate to a link as its weight, and in particular (i) to understand
the resulting network performance and resource utilization (in particular, the
stability region and the achievable throughput regions). Some simple heuristics
have been frequently reported to improve performance of applications in mobile
ad-hoc networks (see [9] and reference therein).

To study this problem, we consider in this paper the framework of random
access mechanism for the wireless channel where the nodes having packets to
transmit in their transmit buffers attempt transmissions by delaying the trans-
mission by a random amount of time. This mechanism acts as a way to avoid
collisions of transmissions of nearby nodes in the case where nodes can not sense
the channel while transmitting (hence, are not aware of other ongoing trans-
missions). We assume that time is slotted into fixed length time frames. In any
slot, a node having a packet to be transmitted to one of its neighboring devices
decides with some fixed (possibly node dependent) probability in favor of a trans-
mission attempt. If there is no other transmission by the other devices whose
transmission can interfere with the node under consideration, the transmission
is successful. We assume throughout that there is some mechanism that notifies
the sender of success or failure of its transmissions. For example, the sources get
the feedback on whether there was zero, one or more transmissions (collision)
during the time slot.

At any instant in time, a device may have two kinds of packets to be trans-
mitted:

1. Packets generated by the device itself. This can be sensed data if we are
considering a sensor network.
2. Packets from other neighboring devices that need to be forwarded.

Clearly, a device needs to have some scheduling policy to decide on which of
these types it wants to transmit, given that it decided to transmit. Having a
first come first served scheduling is one simple option. Yet another option is to
have two separate queues for these two types and do a weighted fair queueing
(WFQ) for these two queues. In this paper we consider the second option.

Working with the above mentioned system model, we study the impact of rout-
ing, channel access rates and weights of the weighted fair queueing on through-
put, stability and fairness properties of the network.

It is worth mentioning that the above scenario may also be studied in the
perspective of game theory in which case the nodes are assumed to be rational
and need some incentive to forward data from other nodes. Typically in such
scenario, a Nash equilibrium determines the operating point (routing, channel
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access rates and WFQ weights). Thus, the results of this paper may be helpful
in comparing various operating points based on criteria of throughput, stability
and fairness in the cases where Nash equilibrium is not unique.

Our main result is concerned with the stability of the forwarding queues at
the devices. It states that whether or not the forwarding queues can be stabilized
(by appropriate choice of WFQ weights) depends only on the routing and the
channel access rates of the devices. Further, the weights of the WFQs play a role
only in determining the tradeoff between the power allocated for forwarding and
the delay of the forwarded traffic. The end-to-end throughput achieved by the
nodes are independent of the choice of the WFQ weight.

Remark. Most of the studies on random access in wireless networks assume
that the sources always have data to send. This then is expected to give the
saturation performance, which may be the throughput or probability of collision
or some similar quantity of interest.

Related literature. Wireless network stability has attracted much interest.
Among the most studied stability problems are scheduling [I1,[12] as well as for
the Aloha protocol [IL[I0,14]. Tassiulas and Ephremides [I1] obtain a scheduling
policy for the nodes that maximises the stability region. Their approach inher-
ently avoids collisions which allows to maximize the throughput. Radunovic and
Le Boudec [3] suggest that considering the total throughput as a performance
objective may not be a good objective. Moreover, most of the related studied
do not consider the problem of forwarding and each flow is treated similarly
(except for Radunovic and Le Boudec [3], Huang and Bensaou [7] or Tassiulas
and Sarkar[13]). Our setting is different than the mentionned ones in the fol-
lowing: the number of retransnmitions, (which is one of the parameters that we
optimize) is finite, and therefore in our setting, the output and the input need
not be the same.

2 Network Model

In this section, we describe the working of the network in detail and introduce
various quantities that determine the overall performance. We provide also the
assumptions underlying this study and introduce appropriate notations.

2.1 Assumptions and Definition

Consider a wireless ad-hoc network consisting of N nodes (we allow N = oo to
study some simple symmetric cases without boundary effects). When N is finite,
we number the nodes using integers 1, ..., N. We assume a simple channel model:

- A node can decode a transmission successfully iff there is no other interfering
transmission.

- Assume that all nodes share the frequency band, and time is assumed to be
divided into fixed length slots. - Queues at Nodes , has two queues associ-
ated with it: one queue (denoted @;) contains the packets that originate at
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node ¢ and the other queue (denoted F;) contains packets that node i has
received from one of its neighbors and has to be transmitted (forwarded)
to another neighbor. If node i decides to transmit when both the queues
Q; and F; are nonempty, it implements a weighted fair queue, i.e., node i
sends a packet from queue F; with probability f; and sends a packet from Q);
with probability 1 — f;. If only one of these queues is non-empty, the node
selects packet from this non-empty queue to transmit. When node ¢ decides
to transmit from the queue @;, it sends a packet destined for node d, d # 1,
with probability P; 4. The packets in each of the queues (); and F; are served
in first come first served fashion.

- Arrival of data packets at a source node: We assume that the queue Q; is
always nonempty for nodes which are sources of data; this is the case, for
example, when the nodes are sensors and they make new measurements as
soon as the older ones are transmitted. This kind of models with assumption
of saturated nodes are intended to provide insights into the performance of
the system and also helps study effects of various parameters.

This model allows us to define a neighborhood relation between any two nodes:
node 7 is neighbor of node j if node ¢ can receive transmission from node j in
absence of any other transmission. We use the function A(-,-) : [1, N] x [1, N] —
{0,1} to denote the neighborhood relation: A(i,j) = 1 iff ¢ is neighbor of j.
We assume that the (binary) neighborhood relation is symmetric, i.e. A(4,j) =
A(j,i). Let N(i) denote the nodes which are neighbors of node i, i.e., N'(i) =

{7: AG,i) =1}

2.2 Channel Access Mechanism

As mentioned before, the time is assumed to be divided into fixed length slots.
We assume that the packet length (or, transmission schedule length) is fixed
throughout system operation. If node i has a packet waiting to be transmitted
in either @; or Fj, then node i will attempt a transmission in a slot with some
probability P;, i.e., even when the node is ready to transmit, it may transmit
or not in the slot, depending on the collision avoidance and resolution schemes
being used, as well as the channel’s current state. If the transmission is meant
for some node j € NV(i), then the transmission from node i to j is successful iff
none of the nodes in the set j UAN(j)\¢ transmits. This mechanism models the
CSMA /CA random channel access mechanism which forms the basis of slotted
ALOHA systems. Here we restrict ourselves to a fixed probability of channel
access P; for node i, i.e., the transmission probability does not account for the
exponential backoff mechanism sometimes used in CSMA/CA channel access
mechanisms in order to reduce the probability of successive collision of a packet.
To avoid pathological cases, in this paper we will assume that 0 < P; < 1, Vi.

2.3 Routing and Packet Loss

Routing is an essential task of transferring packets of information from the
sources to the destination. We consider static source routing, i.e., when the
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source node sends a packet, it appends the information of route that the packet
has to follow in the network. This information can be obtained, for example, by
a proactive protocol as OLSR[] and WRP[8]. These protocols contain routing
table information by broadcasting control packet and attempt to maintain at all
times up-to-date routing information from each node to every other node. By a
route from node i to j we mean an ordered sequence of nodes which will forward
packets that originate at ¢ and have node j as their destination. By ordered set
we mean here that the two successive elements in the set representing a route
must be neighbors of each other. Also, the first element of this set is the source
and the last element is the destination. We use the notation R; ; to denote the
route from node ¢ to j with the nodes ¢ and j removed, i.e., R;; denotes the
ordered set of intermediate nodes on route from node 4 to j. Also, R; ;1 is used
to denote the (ordered) subset of all nodes that occur not after node k in the
set R; ;. Note that we are assuming that all the packets from ¢ to j follow the
same route, i.e., there is no probabilistic routing at a packet level.

We assume that all the queues in the network are large enough so that there
is no packet drop due to buffer overflow. The only source of packet losses that
we consider are those arising from excessive number of repeated collisions of a
transmitted packet. Specifically, if node 7 is sending packet on route from node s
to d, then if this packet has been attempted transmission K; s 4 number of times
by node i and has suffered a collision every time, the packet is dropped. Note
that here we allow for s = i.

3 Stability Properties of the Forwarding Queues: The
Saturated Node Case

First objective of our analysis is to study the effect of the choice of the parameters
of the schemes mentioned above (P;’s, P; ;’s, routing and the parameter K; s 4’s)
on the network performance, i.e., we derive the protocol’s performances based
on the heavy traffic, i.e., a node always has a packet in its buffer to be sent.

For a given routing, let m; denote the probability that node ¢ has packets to
be forwarded, 7; s q is the probability that queue F; is nonempty and the packet
in the first position in the queue Fj is from the route s to d and n; is the number
of neighboring nodes of node .

3.1 The Rate Balance Equations

We fix a node i and look at its forwarding queue, F;. It is clear that if this queue
is stable then the output rate from this queue is equal to the input rate into
the queue. Only issue to be resolved here is to properly define the term output
rate. This is because, owing to a bound Kj; 4 on the number of attempts for
transmission of any packet, not all the packets arriving to F; may be successfully
transmitted. Hence, the output rate is defined as the rate at which packets from
queue F; are either successfully forwarded or are dropped owing to excessive
number of collisions. Next we derive the expressions for input and output rates
for queue F; from first principles.
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We start by obtaining the detailed balance equations, i.e., the fact that if the
queue F; is stable, then the input rate on any route using queue Fj is equal to
the output rate from queue F; on that route.

For any given nodes 7, s and d, let j; 5 4 be the entry in the set R, 4 just after
1. It is possible that there is no such entry, i.e., node ¢ is the last entry in the
set R 4. In that case jisa = d. Let Pisa = Iljcj, | ,un(i.o)\i(l — P;) be the
probability that a transmission from node 7 on route from node s to node d is
successful. Also, let

Ki,s,d

_ A 1— (1= Pgq)fied
Lisa= Y 1(1=Pisa) 'Pisa+ Kisa(l— Pisa)od = ( 24)
=1

Pi,s,d

be the expected number of attempts till success or consecutive K; , 4 failures of
a packet from node ¢ on route R, 4.

Lemma 1. For any node i, s and d such that Ps g > 0 and i € Ry 4, the long
term average rate of departure of packets from node i on route from node s to

. Ti s P f
node d is %Lfb
i,8,d

Proof: see the full version of our paper [2]

Lemma 2. For any fixed choice of nodes i, s and d such that Psq > 0 and
i € Rs.q, the long term average rate of arrival of packets into F; for R, q is

Ky, s,d

Ps(]- - 7Tsfs)Ps,dps,s,deERiysyd\i Z (]- - Pk,s,d)lilpk’s)d.
=1

Proof: See the full version of our paper [2]

Proposition 1. In the steady state, if all the queues in the network are stable,
then for each i, s and d such that i € Ry 4,

K s,d
i s,d b fi = _
Tf = PoPoa(l = mof) Posallien, . i S (1= Pooa) ™ Prsa
i,8,d =1

- PsPs,d(]- - sts)Ps,s,deERLs,d\i(]- - (]- - Pk,s,d)Kk’S’d)

Proof: If the queue F; is stable, then the rate of arrival of packets on route R, 4
into the queue is same as the rate at which the packets are removed from the queue

(either successfully forwarded or dropped because of excessive collisions). °
Let
Kk,s,d
PP, 4P s.aLlis.q ~ _
W, = Z — ;; S5 Mrer, , a\i Z (1= Prs.a)' " Pis,a,
d:i€Rs q ’ =1

and y; = 1 — m; f;. Note that w,; are independent of f;,1 < j < N and depend
only on the probabilities Pj, Ps 4 and the routing.
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Theorem 1. In the steady state, if all the queues in the network are stable, then
for each i, s and d such that i € R, q,

1- Yi = Zysws,i~
s

Proof: Summing both the sides of the expression in Proposition [ for all s,d :
i € Rs,q, we get the global rate balance equation for queue Fj. °

The system of equations in Theorem [I] can be written in matrix form as
yI+W) =1, (1)

where W is an N x N matrix whose (s, i)!" entry is ws ; and y is an N —dimensional
Trow vector. -

The relation of Equation[lhas many interesting interpretations/implications.
Some of these are:

— The Effect of f;: At the heart of all the following points is the observation
that the quantity y; = 1 —m; f; is independent of the choice of f;, 1 < j < N.
It only depends on the routing and the value of P;.

— Stability: Since the values of y; are independent of the values of f;, j =
1,..., N, and since we need 7; < 1 for the forwarding queue of node i to be
stable, we see that for any value of f; € (1 — y;, 1), the forwarding queue of
node ¢ will be stable. Thus we obtain a lower bound on the weights given
to the forwarding queues at each node in order to guarantee stability of
these queues. To ensure that these lower bounds are all feasible, i.e., are less
than 1, we need that 0 < y; < 1; y; = 0 corresponds to the case where
F; is unstable. Hence, if the routing, P, 4 and Pjs are such that all the y;
are in the interval (0, 1], then all the forwarding queues in the network can
be made stable by appropriate choice of f;s. Now, since y; is determined
only by routing and the probabilities P;s and F; 4, we can then choose f;
(thereby also fixing 7;, hence the forwarding delay) to satisfy some further
optimization criteria so that this extra degree of freedom can be exploited
effectively.

— Throughput: We see that the long term rate at which node s can serve its
own data meant for destination d is Ps 4P(1 — 7sfs) = PsqPys which is
independent of fs. Also, the throughput, i.e., the rate at which data from
node s reaches their destination d. This quantity turns out to be indepen-
dent of the choice of f;,1 < j < N. Similarly, the long term rate at which
the packets from the forwarding queue at any node 7 are attempted trans-
mission is Pym; f; = P;(1 — y;), which is also independent of the choice of

— Choice of fi: Assume that we restrict ourselves to the case where f; = Py
for all the nodes. Then, for stability of all the nodes we need that

Pr>1—miny;.
7
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Since the length of the interval that f; is allowed to take is equal to y;, we
will also refer to y; as stability region.

— Energy-Delay Tradeoff: For a given set of Pjs, Ps 4 and routing, the through-
put obtained by any route R, is fixed, independent of the forwarding prob-
abilities f;. Hence there is no throughput-delay tradeoff that can be obtained
by changing the forwarding probabilities. However, we do obtain an energy-
delay tradeoff because now, for a given stable routing, we need to find value
of f; which will determine 7;. Clearly, f; represents the forwarding energy
and ; gives a measure of the delay.

— Throughput-Stability Tradeoff: In the present case, we can tradeoff through-
put with stability and not directly with the delay. This is achieved by con-
trolling the routing. This point will be further dealt with in Section Ml

— Per-route behavior: Note that the above observations are based on the global
rate balance equation for forwarding queue F; of node i. Similar observations
can be made when considering the detailed balance equation for queue F;
for some fixed source destination pair s, d such that ¢ € R, 4.

3.2 Balance Equations Under Unlimited Attempts :K; ;g = oo

In this subsection, we consider an extreme case in which a node attempts for-
warding of a packet until the transmission is successful. This case provides some
further important observations while keeping the expressions simple. The de-
tailed balance equation for queue F; on route from node s to node d is

7"-i,s,clfiPiP’i,s,d = Rs,dRs(l - 7rsfs)R9,s,d~

By assuming that all nodes have same channel access rate P; = P, Vi, we have

Ps q(1 — s fs) P,
7Tifi _ Z s,d( 5 sfs) s,s,d.

s,d:i€ER q is,d
Hence, introducing the transformation y; = 1 — 7, f;, we see that the above set
of rate balance equations can be written in matrix form as

y(I+Wa) =1

Py aPs s.a
Pisa
Observe that if a source has at most one destination, i.e, Ps 4 € {0,1}, and if

the number of neighbor is same for all the nodes so that P; s 4 = Ps 5 4, then the

rate balance equations become

Yi + Z ys:]-

sii€ER

where W, is a matrix with its (s,7)*" entry being wy ; = Zd:ieRs .,

The above relation has many interesting interpretations/implications. Some of
these are:
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Stability : if a node s’ which is also a source for some destination d’ does not
forward packets of any other connection, i.e., if 7, = 0 then for any 7 € Ry 4,
the rate balance equation is

i fi = Z (1 —mofs) +1,

s,d:i€R q,57#8'

implying that the forwarding queues of all the nodes in R,/ 4 are unstable since
the above requirement requires m; > 1 as f; is bounded by 1. This implies that a
necessary condition for the forwarding queues in the network to be stable is that
all the sources must also forward data. This can have serious implications in case
of ad-hoc networks. There is also an advantage of the above result as it reduces
the allowed set of routes and thus makes the search for the optimal route easier.
From the above rate balance equation it follows that, for a given P and Py, the
stability of the forwarding queue of node i depends in an inverse manner on the
stability of the forwarding queues of the source nodes of the routes that pass
through node 7. Precisely, observe that the value of m; increases with a decrease
in value of 7. This implies that if the routing is such that node 7 carries traffic
of a source s which does not forward any route’s packet, i.e., 7y = 0, then the
value of 7; is more as compared to the case where, keeping everything else fixed,
now node s forwards traffic from some route.

4 Stability of Forwarding Queues and Routing

In the following we will restrict ourselves to symmetric networks, i.e., we will
assume that P; = P, Vi and f; = Py, Vi. However, we allow for general source-
destination pair combinations and general routing. We will also assume that the
number of neighbours of all the nodes are same, i.e., n; = n, Vi. Also, we will
be assuming that K; 4 = 1. Note that assuming a symmetric network need
not imply that the number of nodes is infinite. We mention that the restric-
tion to symmetric case is only to simplify the presentation and all the following
development will work for a general network as well.

We give some necessary and some sufficient conditions for stability of the for-
warding queues. These stability conditions can be grouped into two category: (4)
stability conditions specific to a particular routing, and (i) stability conditions
independent of the routing.

Clearly, the stability conditions which account for routing will give tighter
conditions. However, obtaining stability conditions that do not depend on the
routing is in itself significant simplification in tuning the network parameters.
For example, suppose that we are deploying a grid (or, mesh) network for which
n; = 4. In this case, if we can find a pair of values P an Py such that all the
forwarding queues are guaranteed to be stable, then one can decouple the problem
of finding an optimal route and that of stability. We will use this decoupling later
in the paper.

Let r 2 (1 — P)™. Note that P, ; 4 = r. Also, for a given routing, let d(i, s, d)
be the number of elements in the set Ri, s, d\i.
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4.1 Stability Conditions

Proposition 2. 1- A necessary condition for stability of F; for a given routing
is that
PPy> > (1= Pf)PeaPr(l—r)9,
$,d:i€Rg 4

2- A sufficient condition for stability of F;, irrespective of routing s that
PPy > (1—-P)".

Proof: 1- For a given routing, the input rate into the forwarding queue F; is

Z Ys PrP; g(1 — r)dtsd),
5,d:i€Rs q

Now, ys = 1 — s Py > 1 — P;. Hence, the minimum rate at which packets can
arrive to F; is
> (1= Pp)PrP (1 —r)*0>D.
s,d:i€R; 4

The maximum rate at which F; can be served is clearly PPs. The proof is
complete for 1.

2- The maximum arrival rate of packets into the queue F; is (1 — P)* = r,
because in any slot F; can receive packet only if the node i and (n — 1) of
its neighbours are not transmitting. Similarly, the maximum rate at which the
queue Fj is served is PPy. For stability we need the service rate to be at least
the arrival rate. The proof is complete. .

n

4.2 Effect of Routing

Assume a symmetric network and assume that the condition of Proposition [2]is
satisfied so that all the forwarding queues are always stable, irrespective of the
routing of packets.

Under the present situation where stability is guaranteed irrespective of the
routing used, we can change routing to obtain better throughput for the various
routes while maintaining stability of the forwarding queues.

The probability that a packet on route R 4 reaches its destination is pd(dss,d)
Here, the quantity d(d,s,d) depends on the routing used. We then have the
following easy result

Lemma 3. Shortest path routing mazximizes the probability of success of a packet
between a source-destination pair.

Proof: From the expression of probability of success of a packet on a route, we
need minimum value of d(d, s,d) to maximize the probability. .

The above result was fairly straightforward to obtain and is also intuitive. It is
similarly easily shown that
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Corollary 1. If number of neighbours is not same for all the nodes then a route
with shortest number of interfering nodes achieves maximum probability of suc-
cess of packet.

Even though we are able to ensure that the forwarding queues are stable inde-
pendent of the routing used, it is clear that maximizing the probability of success
of a packet on any route does not necessarily maximize the throughput on that
route. This is because the throughput on a route R4 is ysPrPs’drd(d’s’d), SO
that it is possible that the probability of success on a route increases but the
forwarding queue of the source itself is loaded so much that the throughput that
the source decreases.

However, we know that the minimum rate at which queue Q5 is served is Py (1—
fs) = P(1 — P¢), independent of the load on queue Fi. Hence, by maximizing
the probability of success for each source-destination pair by using shortest-
path routing maximizes the minimum guaranteed throughput for the source-
destination pair. This in itself is important consequence of Lemma [3]

Remark. The results of this section deal with the effect of routing on the min-
imum guaranteed throughput. We assumed that the system is always stable,
independent of the routing used (we also gave a sufficient condition for this
to happen). However, we have not answered the question of maximizing the
throughput itself. This is a hard problem in general as can be seen by the com-
plex dependence of y on the routing. Moreover, assuming a shortest path routing
does not always uniquely determine the routing in a network. This is because in a
network there may be many paths between a given source-destination pair which
qualify to be shortest path. A simple example is a Grid network. In our ongoing
research work we are looking at the problem where we restrict ourselves to the
space of shortest path routing and then aim at maximizing the throughput ob-
tained by the routes. This amounts to maximizing y, for each value of s. This also
amounts to minimizing the value of 7 for each s. Clearly, this need not always
be possible since two vectors need not always be component-wise comparable.
Hence, we are looking at the problem of maximizing an overall utility function

d(ds,s,ds))l—a

(ysr
Z 1-a ’

S

max
Shortest Path Routing

where we assume that a source s can have at most one destination, referred
to as ds. Above optimization problem is motivated by the concept of fairness
in communication networks. When o — oo, the above optimization problem
aims at maximizing the minimum throughput obtained in the network. This
also amounts, roughly, to minimizing the maximum value of 74, so that all the
forwarding queues in the network are uniformly well behaved.

4.3 Numerical Results: An Asymmetric Network

In this section, we study the observations made in the Section [ by means of a
simple asymmetric example network. In this example, we show that the results
and observations made in Section [ are also valid for a general network.
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Fig. 1. The Asymmetric Network considered for studying effect of routing

Consider the asymmetric wireless ad-hoc network consisting of 11 nodes as
depicted in Figure[Il We assume that there are only five end-to-end connections
defined as follows : Ry 11 = {4,5,7}, R3¢ = {2,4}, R11,6 = {10,8}, Ro 3 = {8,5}
and Rg7 = {4,5} where R, 4 is the set of intermediate node used by a connection
from source s to destination d.

The routing used in this example is based on hop-length in which each source
selects a route with minimum number hop. To ensure the stability of the example
network under consideration, we fix the channel access probabilities of nodes 4,
5, 8 and 10 to 0.3. The channel access probability of the other nodes are equal.
In figures 2l we plot the throughput on various routes and the quantities y;, 7 €
{2,4,5,7,8,10}1 against the channel access probability for the different values of
limits on attempts (assuming K; s ¢ = K and P; = P fori=1,2,3,6,9,11). The
existence of an optimal channel access rate (or, the transmission probability)
is evident from the figures. Moreover, as expected, the optimal transmission
probability increases with K. By comparing the throughput and the quantities
y; for different values of K = 1,4. The existence of an optimal choice of the
channel access probability is evident from the figure. The figure 2l shows that
increasing the parameter K significantly improves the throughput but the region
of stability decreases. It is therefore clear, there is a throughput-stability tradeoff
which can be obtained by changing the limit on the number of attempts (K)

Now, using the same example network, we study the effect of routing on
stability ( as studied in section B.2)). In this example, we observe that the nodes
1, 3, 6, 9 and 11 don’t forward packets from any of the connections, hence the
forwarding queues of intermediate nodes that forward packets originating from
these sources are less stable and become unstable when the limit on number of
attempts K becomes large. To validate this observation, we added in the network

2 Since the nodes 1, 3, 6, 9 and 11 don’t forward packets of any connections, i.e., y = 1,
we don’t need to plot the quantity y for these nodes.
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Fig. 2. (a) and (b) (resp. (¢) and (d)) show he throughput of all sources and region of
stability as function of the transmission probability P for K =1 (resp. K = 4)
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Fig. 3. (a) and (b) show the region of stability of node 2 and 3 as function of the
transmission probability P for K = 1,4

(Figure[l)) a connection f between node 5 and node 2 such that Rs 2 = {3}. This
implies that node 3 forwards packets originating at source node 5.

In figure[3l we compare the region of stability of node 2 and node 3 before and
after adding the connection f. Clearly, the forwarding queue at node 2 becomes
more stable when the node 3 starts forwarding packets of connection f. This
confirms our observation of Section that the stability of the network when
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all source forward data is more as compared to the case when some nodes are
not source of packets. Thus nodes in a random access network have a natural
incentive to forward data.

Now, we use the shortest path routing (based on the number of interferers on a
path as defined in subsection H]) under the present situation where the stability
of all the forwarding queues in the network is guaranteed. The routes for all
connections under this shortest-path routing are R1 11 = {2,3,7}, Rg 3 = {10,7}
and Rg 7 = {8, 10}.

— Route a with old routing
Route a with old routiin

—— Route d with old routing

—=— Route d with new routing

Throughput
e

Throughput

The probabilty of success on a ro

Transmission probability P Transmission probability P Transmission probability P

a b ¢

Fig. 4. (a) and (b) show the throughput of connections a, ¢, b and e as function of the
transmission probability P for K = 1 and (c) shows the probability of success on a
route a and d as function of the transmission probability P for K =1

In figuresf ((a) and (b)), we compare the throughput of all connections under
the old and new routings. We observe that the throughput of all connections
(except that of connection b), is better with new routing than those obtained
under the old routing. The reason of decreasing the throughput of connection b
is the change in quantity ys. In old routing, y3 = 1 (node 3 with old routing,
does not forward packets of any connections). With the new routing, node 3
forwards the packets of connection a. However, the value of y3 decreases with
new routing, explaining the decrease of throughput of connection b (because
now the source node of connection b, i.e., node 3 gives some of its resources to
forwarding of packets on route a). In conclusion, the question of maximizing
the throughput wniformly for all nodes is a hard problem. The complexity of
this problem comes from the dependence of throughput and the quantity y. In
figure M (c), we plot the probability of success of a packet on all connections
versus the transmission probability P. We observe that, as predicted already in
Section M, the new routing improves the probability of success of all connections.

Remark 1. Studying an asymmetric network numerically requires one to con-
sider all possible combinations of the network parameters. Since the degree of
freedom (the parameters to choose) are usually very large in asymmetric net-
works, such a numerical study is not carried out generally.

In the full version of our paper [2], we also study some special cases as a
symetric networks. In a symmetric network we have n; = n for all nodes; some
examples are a grid network, a circular network or a linear network. Moreover, for
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the symmetric networks, we can simplify the expressions in the detailed balance
equation (Proposition [I) while getting important insights into the working of
the network.

5

Conclusion

Considering a simple random access wireless network we obtained important
insights into various tradeoffs that can be achieved by varying certain network
parameters.

1.

Some of the important results are that

As long as the intermediate queues in the network are stable, the end-to-end
throughput of a connection does not depend on the load on the intermediate
nodes.

Routing can be crucial in determining the stability properties of the network
nodes. We showed that if the weight of a link originating from a node is set to
the number of neighbors of this node, then shortest path routing maximizes
the minimum probability of end-to-end packet delivery.

The results of this paper extended in a straighforward manner to systems of
weighted fair queues with coupled servers.
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Abstract. Wireless ad hoc networks usually consist of mobile battery operated
computing devices that communicate over the wireless medium. These devices
need to be energy conserving so that the battery life is maximized. The energy
for transmission of a packet in the wireless channel remains quite significant
and may turn out to be the highest energy consuming component of the device.
So, an energy-efficient communication protocol can minimize maintenance and
maximize system performance. We propose an Energy Aware Source Routing
(EASR) which can be efficient from network long-term connectivity point of
view. In this algorithm, multiple routing paths are selected. However, only one
path will be used for data transmission at a certain time among multiple paths
and each path has probability to be selected. In EASR, the routing paths will be
discovered without overlapped. In addition, each path hardly overhears other
data transmission. We define an overhearing ratio in order to reduce the over-
hearing energy waste among each selected path. And we show how establish
energy efficient multiple paths by making use of overhearing ratio. Our simula-
tion results show that our proposed scheme can achieve magnitude improve-
ment of network lifetime and reasonable packet latency time.

Keywords: EASR, energy-efficient, overhearing ratio, multipath.

1 Introduction

In wireless ad hoc networks, the battery of the network devices may not be replen-
ished. So, energy-efficient communication protocol is the most important key to
prolong network lifetime. Almost all of conventional routing protocols in wireless ad
hoc networks find only a single optimal path and use it for every communication. It
reduces the delay of data communication. However, any single path is apt to be dis-
connected by energy depletion. If a communication route breaks off, then we have to
discover another route to maintain data transmission from source to destination. This
phenomenon brings about more number of trials finding another route. As a result, we
hardly prolong the networks connectivity.

The Energy Aware Routing (EAR) is one of the best known protocol selecting sub-
optimal paths according to the probability calculated by energy metric [1]. Energy

" This work was supported by the Korea Research Foundation Grant (KRF-2004-013-D00028).

F. Boavida et al. (Eds.): NETWORKING 2006, LNCS 3976, pp. 41 —F0] 2006.
© IFIP International Federation for Information Processing 2006
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depletion can be prevented. However, it has another problem that the packet latency
time can be increased because in EAR network nodes know sub-optimal single hop
path to distribute traffic load. Therefore, we use multiple paths those are source-to-
destination paths in this paper. This is called Energy Aware Source Routing (EASR)
protocol.

We tried to find multiple paths using the route discovery scheme of DSR [2], but
almost all of the found paths are overlapped because all of the duplicated RREQs are
dropped by intermediate node. So, we need another way to find maximally disjoint
paths. We can use the route discovery procedure of Split Multipath Routing (SMR)
which introduces the different way of route discovery instead of dropping every du-
plicate RREQs [3]. The intermediate nodes forward the duplicate packets which trav-
ersed through a different incoming link. By this way we can establish disjoint multi-
path from source to destination. However, although they are not overlapped, the
overhearing effect among paths can be occurred. It causes energy waste of each se-
lected path. Figure 1 shows the overhearing effect among nodes on each selected path.
In the figure, {s, j, i, h, g, f, d} is a set of nodes that belong to the path 1 between
nodes s and d and data is transmitted on it. Assume that other paths 2 and 3 are set up
by {s,1, m, n, 0, p, q,d} and {s, a, b, ¢, k, e, d}. Some nodes {l, m, n, p, q, ¢, k, e} can
overhear from the path 1 communication, then the energy of the node is wasted due to
overhearing. The multiple paths communication has still the unnecessary energy
waste problem.

Overhearing effect

Fig. 1. Overhearing effect between two paths

Consequently, we present an energy aware source routing with a disjoint multipath
selection scheme. This protocol means that data communication would use different
paths at different time, and not only those paths are not overlapped but also the over-
hearing effect can’t be occurred among the paths. We design a simple route discovery
procedure to solve overhearing problem. And we define an overhearing ratio to find
out the level of energy waste from overhearing effect between the paths. The source
can select multiple routes by measuring overhearing ratio of each path. If the over-
hearing ratio is too high, the path will not be selected by the source. It can increase
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the network lifetime. In addition, providing multiple paths is profitable in wireless ad
hoc network where routes are failed frequently.

The remainder of this paper is organized as follows. Section 2 describes the related
works. And we introduce our EASR protocol in Section 3 in detail. Simulation results
are presented in Section 4 and concluding remarks are made in Section 5.

2 Related Works

Finding an optimal single path is a normal approach of routing protocol for wireless
ad hoc networks but it needs to be changed to prolong network connectivity.

Dynamic Source Routing (DSR) is an on-demand routing protocol for wireless ad
hoc networks [2]. If any nodes want to send data packet, they flood a route request
(RREQ) into the network. Any node that has a path to the destination can reply with
the route reply (RREP) to the source. RREP packet contains the entire path, so the
data packet can be sent properly. Almost all of the ad hoc routing protocols always
use a single optimal path. Even though they use a single energy efficient path, which
can deplete node energy locally and so the network is easy to be disconnected. Con-
sequently, the source needs to flood RREQ into the network to discover another path
again.

Fig. 2. Results of the route discovery of the various protocols

Split Multipath Routing (SMR) was proposed for wireless ad hoc networks [3].
The route discovery scheme of SMR is the best way to find maximally disjoint paths.
It uses the source routing protocol approach where the information of the nodes that
consist of the route is included in the RREQ packet. In SMR, instead of dropping
every duplicate RREQ, the intermediate nodes forward the duplicate packets, if they
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are traversed through a different incoming link. And the hop count of new arriving
RREQ is not larger than that of the first received RREQ. However, although they are
not overlapped, we have observed in our experiments that the overhearing effect
among paths is occurred. Figure 2 shows the results of the route discovery procedure
of the various protocols.

3 Proposed EASR Protocol

3.1 Route Discovery

The Energy Aware Source Routing (EASR) is an on-demand routing protocol that
builds multiple paths using request/reply cycles. In our algorithm, the source can se-
lect multiple disjoint paths so that the overhearing effect among paths would not be
occurred. The route discovery procedure of EASR is similar to that of SMR. Disjoint
multiple paths can be maintained from source to destination. However, SMR selects
the paths which are just disjoint only, while EASR selects the paths which can avoid
overhearing effect among them using the neighbor information that is gathered from
the route reply (RREP). Whenever the source transmits data to the destination, the
source chooses one of the good paths according to probabilistic fashion to prevent en-
ergy depletion.

Route Request. Our scheme has to discover maximally disjoint paths in order to
avoid unnecessary energy consumption of nodes on the paths due to overhearing
effect among paths. So we use the same procedure of the route request of SMR. In
SMR, instead of dropping every duplicate RREQs, the intermediate nodes forward the
duplicate packets that traversed through a different incoming link. And the new
arriving RREQ has to also satisfy the condition that the hop count of the duplicated
packets is not larger than that of the received RREQ. It is worth to note that the route
request of SMR is one of the best ways to find maximally disjoint paths in spite of the
increase of the number of RREQ.

Route Reply. In our protocol, we assume that all of the nodes collect neighbor node
IDs. In the on-demand routing protocol, the node IDs on the entire path are recorded
in the RREP, and hence the intermediate nodes can forward the RREP using this
information. In addition, EASR requires additional information for establishing
energy efficient multiple paths. The protocol has two phases:

a) The residual energy of all intermediate nodes is recorded in the RREP.
b) The neighbor list of each node is recorded in the RREP.

The neighbor list of each node is necessary to select good paths in the following
route selection procedure. And the sum of residual energy of each path is gathered at
the source node. A path selection probability of each path for the data transmission
procedure will be calculated using the sum of residual energy of each path.

Route Selection. The main goal of our scheme is selecting energy efficient multiple
paths from the point of view of energy-efficiency. We want to construct at least two
paths that are not overlapped. Furthermore, each path has to keep a proper distance
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from the other paths to avoid overhearing effect among paths. Thus, we need a
different procedure from the conventional on-demand routing protocol. First, the
source node records a path of the first received RREP at the routing cache. Second,
after the source receives other RREPs, the source decides whether the path
information of RREP will be selected or not. If the path of RREP is overlapped or has
experience in the overhearing effect, the RREP will be dropped. Except only the first
arriving RREP, all of the new arriving RREPs should be considered whether they are
selected or not. The following conditions make a new RREP is dropped.

a) The path of a new arriving RREP is overlapped with other paths that are selected
already.

b) The neighbor lists of a new arriving RREP are overlapped with other paths that
are selected.

The first condition is absolutely necessary, so all RREPs included in this condition
must be dropped in the source node. However, the second condition is flexible. We
can adjust a threshold of overhearing ratio defined as

z [V.NSy
R = XES,., (1)
C ks

where Ry is the overhearing ratio of the kth path which is already on a routing cache
of the source node, in other words, the source node are already using the path for data
transmission. And N, is a neighbor list of the node x, Sy is the set of intermediate
nodes which are included in the kth path. Additionally, S,.., is the set of intermediate
nodes of new arriving RREP, and ISyl is the number of elements of set Sy.

Figure 3 shows the new arriving RREP can be dropped because of the overhearing
effect. In the figure, S; is {a, b, c}, S, is {e, f, g} and S,y is {L, k, j, 1, h}. Next, My, N,

Fig. 3. An example of the EASR route selection
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N, Ny, N, are neighbor list set of Sy, for example N, is {i, g, ¢}. By applying (1) to
this case, we can acquire the value R, is 0.33 and R; is 2.33. Then, the source node
needs to decide whether to select the path of new arriving RREP or not. In the case of
the figure 3, if we set the threshold of overhearing ratio to 0.4, the new arriving
RREP should be dropped. Since, the value R, is larger than threshold 0.4. That is to
say, accepting a new path requires that all of the overhearing ratios of each path are
lower than the threshold. Because overhearing ratio indicates the extent of the energy
waste due to overhearing effect of selected paths.

3.2 Data Transmission

The source node sends data packets to the destination with the probability of the each
selected path. This means that none of the paths is used all the time to prevent energy
depletion. Thus we use a similar way with EAR. But EASR is a source routing
scheme, thus we can consider the number of hops from source to destination because
of delay perspective. Consequently the end-to-end packet transmission delay is lower
than that of EAR. Each path is assigned by the probability of path chosen according to
a simple metric given by

Pn:En/iEk 2

k=1

where P, is the probability of nth path, E, is energy metric of the nth path, and S is the
number of whole selected routes. This simple metric can contribute low latency with
high energy efficiency. As we mentioned before, the residual energy of all intermedi-
ate nodes is recorded in the RREP, so the source node can compute probability of
each path. This energy metric £, computed as

E = (Rk )a -(l/nk)ﬁ )

where Ry is the average residual energy of all nodes on the kth path, ny is the number
of hops on the kth path. The weighting factors aand fcan be chosen to find the energy
efficient path or the path with low latency.

The energy metric is a very important component of the proposed protocol. De-
pending on the metric, the characteristics of our scheme can be changed substantially.
We use a simple metric that can reduce delay and energy waste.

4 Simulations and Results

The simulations were carried out in NS-2.28 to evaluate the proposed scheme in terms
of network lifetime. Simulation model is defined as a network of 50 mobile hosts
placed randomly within a 1000 meter X 1000 meter area, but the position of the
sources and destinations is fixed in proper place in the simulation area. 5 sources and
5 destinations are selected randomly. Each source starts the data transmission at ran-
dom time and it will stop after 100 seconds. However, the sources and destinations
can not be neighbor of each other because in that case no routing protocol is needed.
Table 1 shows the simulation parameters in detail.
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Table 1. Parameters of NS-2.28 simulators
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Parameters Value
Packet size 30 bytes
Number of nodes 50
TxPower 30 mW
RxPower 20 mW
Initial node energy 30 Joules
(a, B) (1,0.1)
Overhearing ratio threshold 0.4/0.7/1.5
Packet arrival rate (packet/s) 17 ~ 167
MAC protocol IEEE 802.11b
Simulation time 500 seconds
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Fig. 4. Number of live nodes in networks

Figure 4 illustrates the number of live nodes with each protocol. We can see that
EASR can prolong the network connectivity longer than comparable schemes such as
DSR and SMR. In this simulation, we choose 0.4 for a threshold of overhearing ratio.
It means that the overhearing effect is allowed only 40% of the entire path. Almost all
of conventional ad hoc routing protocols such as DSR always use a single route. Even
though they choose an energy efficient path, they can deplete the nodes energy lo-
cally. The path is susceptible to be disconnected. Therefore the source node of DSR
needs to flood RREQ into the network to find another path again. It is observed that
the number of live nodes is decreased dramatically when the route discovery proce-
dure of DSR is used in networks. And, at 450 seconds, the source can’t find any route
to destination anymore. Unlike DSR, EASR discovers multiple paths and uses them
for data transmission to prevent energy depletion. In addition the source node sends
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data to destination with the probability of each selected path. So we can see better
performance when we compare EASR with SMR and DSR. In short, the performance
of EASR is the best because the traffic load is distributed to multiple paths and each
path can avoid overhearing energy waste.
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Fig. 5. Number of live nodes according to threshold of overhearing ratio of EASR

Obviously, if we apply different threshold of overhearing ratio, the performance of
EASR would be changed. Figure 5 shows the number of live nodes of EASR accord-
ing to the threshold of overhearing ratio. The large threshold value means that most
of the paths can be selected for data communication even though wasted energy due
to overhearing effect is serious. Otherwise, the small threshold value means that the
overhearing effect is not allowed strictly. One of the most important things is adjust-
ing threshold level. The small threshold can achieve good performance, but if the
threshold is extremely small, the source can establish only one path in most of cases.
Therefore it operates like DSR. As we saw the figure 5 the performance of threshold
(0.1) is worse than that of threshold (0.4). In addition, if the threshold value is overly
big as 1.5, then EASR operates like SMR.

Figure 6 illustrates the end-to-end packet transmission time of each protocol. And
we choose 0.4 for a threshold of overhearing ratio. Because DSR discovers a single
shortest path, the performance is better than other schemes when the packet arrival
rate is lower than about 80pps. However, according to increase of data rate, queuing
delay is raised. The queuing delay makes the performance of each protocol worse.
Especially, the end-to-end packet transmission delay of DSR is increased dramatically
according to increase of data rate because DSR uses only a single shortest path for
every data transmission. On the other hand, the data traffic is split into multiple routes
in the case of SMR and EASR. Therefore the end-to-end packet transmission delay of
SMR and EASR is increased slowly according to increase of data rate.
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Fig. 6. End-to-end packet transmission time according to packet arrival rate

5 Conclusions

In this paper, we presented the Energy Aware Source Routing (EASR) protocol for
energy-efficient wireless ad hoc networks and analyzed its performance through
simulations. We introduced the overhearing ratio as a proper factor to control over-
hearing effect of each path. Additionally data propagation of EASR is performed like
EAR in order to saving battery energy of ad hoc device. However, EASR is on-
demand source routing protocol, therefore the delay aspect is enhanced compared
with EAR obviously. Besides, maintaining multiple paths is useful in wireless net-
works because the source can simply use other available route without performing the
route recovery process.
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Abstract. The conventional forwarding rule used by IP networks is to
always choose the path with the shortest length — in terms of administra-
tive link weights assigned to the links — to forward traffic. Lately, it has
been proposed to use shortest-path-first routing to implement Traffic En-
gineering in IP networks, promising with a big boost in the profitability
of the legacy network infrastructure. The idea is to set the link weights
so that the shortest paths, and the traffic thereof, follow the paths des-
ignated by the operator. Unfortunately, traditional methods to calculate
the link weights usually produce a bunch of superfluous shortest paths,
often leading to congestion along the unconsidered paths. In this paper,
we introduce and develop novel methods to increase the accuracy of this
process and, by means of extensive simulations, we show that our pro-
posed solution produces remarkably high quality link weights.

Keywords: OSPF, traffic engineering, linear programming, shortest
paths.

1 Introduction

OSPF Traffic Engineering (OSPF TE) exploits the potential of the Internet
network infrastructure to implement economic and efficient traffic management
right at the IP level. IP routers traditionally forward traffic along the shortest
path(s) towards the destination, where the path length is computed in terms of
an administrative weight associated with network links, and load-balancing is
achieved by the optional Equal-Cost-MultiPath (ECMP) technique, that allows
the traffic to be split roughly evenly amongst equal cost shortest paths. OSPF TE
basically means the careful manipulation of OSPF link weights aiming towards
balanced traffic distribution and reduced congestion [I], [2], [3].

The process model of OSPF TE is as follows. A dedicated TE network com-
ponent participates in the signaling of the Open Shortest Path First (OSPF, [4])
or Intermediate-System-to-Intermediate System (IS-IS) routing protocol. Based

* This work has been done as a part of the European sixth framework research project
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on the routing information gathered from the network it becomes possible to
compute OSPF link weights, so that the resultant shortest paths manifest some
sophisticated TE goal. After the link weights are distributed back to the routers,
the traffic in the network will follow the paths assigned by the traffic engineer,
leading to, hopefully, more optimal network utilization and better user experi-
ence. And all this happens without modifying the basic operation of OSPF /IS-IS
in any regards. This is in sharp contrast to the conventional models for traffic en-
gineering, where TE functionality is delegated to a dedicated connection-oriented
infrastructure, that has to be purchased, operated and maintained separately
from the IP layer.

A fundamental restriction of OSPF TE is that all traffic must follow the
shortest paths in the network. Only if a path set can be represented as a set
of shortest paths, that is, positive, integer-valued link weights exist over which
the paths are all shortest paths, it can be used in conjunction with OSPF TE.
Notably, this limitation does not turn out to be overly restrictive, because any
optional path set is either shortest path representable by itself, or otherwise, by
eliminating redundant loops, it can be reduced to a shortest path representable
one. Moreover, the reduced path set is not only capable to satisfy the same
bandwidth requirements as the original path set, but it is also strictly shorter
in terms of the overall number of edges traversed. This ground-breaking result,
which is due to Wang et al. [5], immediately catapulted OSPF TE into the
focus of interests, since it suggests that the range of potential path assignment
strategies compatible with OSPF routing is much wider than anyone would have
expected previously.

OSPF TE is generally NP-hard [I]. Thus, it is common to subdivide the
process into two, mostly independent phases. In the first phase, a set of “good”
paths is assigned to each ingress-egress router pair in the network (these will be
referred to as sessions hereafter), and then, these paths are mapped to shortest
paths. In a predecessor of this paper, [6], we pointed out that it is the first phase
that hides the origin of exponential complexity of OSPF TE. Thus, to select the
path set it is plausible to invoke some quick heuristics, such as for example the
widest-shortest-path algorithm [7], which, in some way or another, promise with
improving the performance of OSPF routing. What remains to be done is to
map this designated path set to shortest paths with the greatest accuracy that
is achievable.

Unfortunately, it has gone mostly unnoticed that this process is highly prone
to ambiguity, and the resultant set of shortest paths usually contains a plethora of
additional (and, unfortunately, completely superfluous) paths besides the ones
designated in the first phase. Therefore, the carefully selected and fine-tuned
traffic engineered path set often deteriorates into a bunch of overlapping and
interfering shortest paths. In [6] we showed that, due to the adverse interference
caused by traffic routed to those additional paths, the useful throughput might
fall to an arbitrary small fraction of the optimal throughput realizable by OSPF
TE. Thus, it is essential to devise methods to restrict the number of paths in



On Improving the Accuracy of OSPF Traffic Engineering 53

a shortest path representation to the fewest possible. This is precisely the main
purpose of the research work presented in this paper.

In Section Bl after briefly reviewing the mathematical model, we show an
illustrative example, that exhibits all the shortcomings of the traditional OSPF
TE methodology. Then, in Section Bl we overview the theory related to shortest
path representability and in Section ] we introduce some new concepts with the
aim to restrict the number of superfluous shortest paths to the bare minimum.
We also give a polynomial time algorithm, which, according to the simulation
results presented in Section[Bl proves itself remarkably useful in practice. Finally,
in Section Bl we draw the conclusions of our work.

Due to space limitations, in the sequel we shall confine ourselves to the most
basic theory. For an in depth exposition the reader is referred to [§].

2 An Illustrative Example

In this Section, first we introduce the relevant notation. Let the network be
described by the directed graph G(V, E), formed by the set of nodes V (|V| = n)
and the set of edges E (|E| = m). Let N be the corresponding node-arc incidence
matrix. Furthermore, suppose that we are given a set of source-destination pairs,
or sessions, (sg,dy) : k € K and, provisioned between these source-destination
pairs, some set of designated paths Pi. A path in Py is single s — di (s € V,
dr, € V,k € K) path, say, P, given by its consecutive edges: P := {(v;,v;41) €
E:i=1...Lp,vy = Sk, 05,41 = di}, where Lp denotes the length of P. In
vector-form, the support of P is a column m-vector p, such that the component
corresponding to link (i,7) is 1 if (¢,5) € P and zero otherwise. We generally
assume that paths do not contain loops, and that all dys are distinct, which
assures that IP maintains a separate entry in the routing table for each session.
Let t = |Py| denote the number of designated paths for session k.

The collection of all the designated paths is given as P = Ugex Pk, whose
support is p = Zpkeppk (here, p*s are the supports of the Py sets). We say
that a path set P’ is equivalent to another path set P”, that is, P’ = P” if
E(P’) = E(P"), where E(P) = {(i,7) € E : 3P € P, so that (i,7) € P}.
Similarly, P € P" if E(P") C E(P").

Let w;; be an additive, positive valued weight associated with each network
link (7, 7). Gather w;;s into a row m-vector w. The length of a path P (of support
p) over the link weights W = {w;; } is defined as W (P) = wp. The set of shortest
paths over W is denoted by P(W). In the remainder of this paper, link weights
will be sought for in the form w = &£ + w, w > 0, where £ is an strictly positive
m-vector introduced with the sole purpose of separating w away from zero.

Now, we move on to introduce an illustrative example to demonstrate the
main points of the paper. Suppose that we are given the network] depicted in
Fig. M which we adopted from [5]. All edge capacities equal to 1. Furthermore,

! Note that, for the sake of simplicity, we shall use an undirected network in this
example. However, the theory will be formulated for directed networks later on,
which models the real case more thoroughly.
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Designated paths:

:B—-C—=E—-=G
) C—-D—-G—F

Qa
=)

“Plain” SPR paths:

(FB): F—A—>B

(AD): A—D

(BG: B-C—E—G
B—-C—-D-—-=G
B—-A—-D-—-G
B—-A—-F—-G

SPR mSPR (CF): C—>D—-G—=F
Link | weight | load | weight | load C—-E—-G=F
AB| 1 |175] 2 1 g:g:ﬁ:?
AF| 1 175 1 1
AD 1 1.5 2 1 mSPR paths:
BC| 1 |175] 1 1 (FB): F— A — B

: — —

cDh| 1 |15 1 1 (A:D): AD
CEl 11051 1 1 (B,G: B—»C—E—G
DG| 1 |07 1 1 BoCoDoG
FG| 1 |om| 1 1 (CF):C—=>D—-G—F
GE| 1 |05 1 1 C-E—-G-o>F

Fig. 1. Sample network topology, the set of designated paths and shortest paths in
different representations and a table summarizing the weight and the emergent load of
each link, assuming ECMP load-balancing

we are given 4 source-destination pairs, (namely, (F, B), (A, D), (B, G) and
(C, F)) between which a set of paths, each of capacity 1, is assigned as indicated
in the figure. The paths were provisioned as to assure that all links are filled to
capacity. Our task is then to achieve, by the careful setting of the link weights,
that all the shortest paths follow the designated paths.

Our first observation is that, by coincidence, all the designated paths are
actually minimum-hop paths (so they traverse the least hops possible). There-
fore, setting all the link weights uniformly to 1 assures that all the designated
paths become shortest paths. This setting obviously conforms to the following
conventional definition of shortest path representability [5]:

Definition 1. A path set P is shortest path representable (SPR), if there exists
a positive weight setting W, such that P C P(W).

We call the attention of the reader to a subtlety in the definition. Namely, we
do not require the equivalence of P and its shortest path representation P(W).
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We only require P to be a subset of P(W), and quite often this is precisely the
case. In our example, the “plain” shortest path representation contains signifi-
cantly more paths than P. For instance, in the case of session (B, G) not just the
designated path, but also three other paths have become shortest paths. This,
according to the ECMP load-balancing scheme, implies that the traffic of ses-
sion (B, G) will be distributed evenly to the shortest paths, and the additional
traffic directed to the superfluous paths will substantially overload some of their
links. To avoid this, it is crucial to eliminate as many superfluous paths from
the representation as possible. Perhaps, the most straightforward strengthening
of Definition [l would be the following:

Definition 2. A path set P is perfectly shortest path representable (pSPR), if
there exists a positive weight setting W, such that P = P(W).

Unfortunately, very often one can not achieve the total equivalence of the des-
ignated path set and the representation. Instead, the best one can hope for is
to reduce the number of paths in the representation to the bare minimum by
dropping the most paths possible. In other words, a minimal shortest path rep-
resentation Py, is constituted of only those paths, which participate in all the
shortest path representations.

Definition 3. A weight set Wiy implements a minimal shortest path repre-
sentation (mSPR) of a path set P, if for each weight set W: P C P(W) =

In Fig. [Il we indicated a possible choice of weights that implements a minimal
representation, and the set of shortest paths it induces. Observe that we still
have superfluous shortest paths (exactly one for both (B,G) and (C,F)), but,
interestingly, these paths can never be dropped from the shortest path represen-
tation. This is because, if we wanted to eliminate for example path B — C —
D — G from the set of shortest paths of (B,G), we would need to increase the
weight of either link (C,D) or (D,G). But in this case, the designated path C
— D — G — F would cease to be a shortest path for session (C,F). Finally, it
is noteworthy that using the minimal representation we could avoid to overload
any of the links in the network.

In the remaining part of this paper, we shall argue that the concept of mini-
mal representations is a remarkably useful one. First, it manifests an interesting
theoretical lower bound on narrowing a shortest path representation, and, as
shall be shown, this lower bound is well-defined. As a corner case, it contains
perfect representations. Furthermore, a minimal representation can always be
obtained in polynomial time, though, it might pose significantly more computa-
tional burden than in general.

3 A Flow-Theoretic Approach

Below, we give a brief overview of the theory of Shortest Path Representability.
The fundamental result that characterizes shortest path representable paths is
as follows [5], [8]:



56 G. Rétvari, J.J. Biro, and T. Cinkler

Proposition 1. Let P = UgexcPr be a set of paths for some set of sessions
IC, and let p* be the support of Py for each k € K. Then, P is representable
as shortest paths, if and only if the setting x* = p* yields an optimal feasible
solution to the primal fundamental LP of P, P-LP(P):

ngk—minzgzk: N2k =tF Vkek (1)
kek kel

Dher T < p (2)

>0 Vkek (3)

where tF, the vector of the number of designated paths for k, is defined as:

—t, if v=s
")y =t if v=dy
0 otherwise

In this case, the optimal objective is zero. If, in contrast, the optimal objective
is positive, then P is not SPR.

The most important observation regarding the fundamental LP is that — apart
from a constant term — it basically is a minimum cost multicommodity flow
problem. Constraints (II) give the flow conservation constraints with respect to
ti.. The bundle constraints (2 restrict the sum of the arc-flows to remain under
P’s support, p;;, at every link. In fact, p acts as some sort of link capacity.
Finally, arc-flows are required to be non-negative by [B)). Under the hood, P-
LP(P) can be interpreted as the task to reallocate the paths in the network,
such that after the reallocation the number of paths placed on a link does not
exceed the number of paths using that link in P. If this can be done such that
the length of the new path set (in terms of &) is less than that of P, then the
path set is not SPR, because it contains loops.

The proof of the Proposition proceeds as follows. Let 7% be a row n-vector for
each k € K, which denotes the dual variables for constraints (). Similarly, let w
(a row m-vector) be the dual for the constraints (2]). Now, for the dual variables
it holds that:

Vk € IC,V(Z,]) eFk: 7T;—C —Wf > & + wij, wij > 0. (4)

Hence, we could interpret 7% as distance labels, or node potentials, so that Wf
defines an upper bound on the shortest distance from the source node s; to any
node v over the positive-valued weight set W = {;; + w;;}. The Shortest Path
Optimality Conditions [9] require that a path Py is shortest path from sy to d,
if and only if (@) holds with strict equality at all (i,5) € Py:

pfj>0é7rf—7rf:§ij+wij. (5)

But pfj is the dual variable corresponding to the constraints (). Therefore, it

follows from complementary slackness that (5] holds true, if and only if [p*] is
optimal to P-LP(P).
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Formulating the SPR problem as a multicommodity flow problem provides a
wealth of options to easily solve it [I0]. Furthermore, Proposition [ gives impor-
tant insights into the very nature of the problem, which we shall exploit in the
foregoing discussions in our quest for improving the accuracy of shortest path
representations.

4 Minimum and Perfect Shortest Path Representations

In the previous Section, we have seen that in order to obtain the link weights
that represent a set of paths P as shortest paths, one needs to solve the dual
of P-LP(P). This yields the link weights in the form: w;; = &; + w;;. How-
ever, in the vast majority of the cases there arises a large number of alternative
optimal solutions, both for the primal and the dual problem, probably due to
highly degenerate nature of the feasible region. The following important result
characterizes the set of paths in a shortest path representation, in terms of the
different alternative optimal solutions of P-LP(P).

Theorem 1. The set of paths in the minimal representation is spanned by the
alternative optimal solutions of the primal fundamental LP.

More formally, given a set of paths P and some sy — di path P for some
session k € IC: P € Puin if and only if there exists some [x*] optimal feasible
solution to P-LP(P), such that ¥(i,j) € P : xf; > 0.

Proof (Sketch). Due to the Complementary Theorem of Linear Programming
[T, p. 310, Exercise 6.39], there exists some [2*] optimal feasible solution to P-
LP(P), so that V(i,j) € P : z; > 0, if and only if (@) holds with strict equality
at all links of P in all the dual solutions. Noting that, for an SPR path set, the
optimal region and the feasible region of the dual coincide, this precisely means
that any such P will be a shortest path over any SPR link weights. ad

Regarding our example in Fig [I the existence of additional paths in the min-
imal representation can be attributed to the fact that, for session (B,G) and
(C,F), the subpaths of the designated paths between nodes C and G can be
swapped, and both configurations supply a potential optimal feasible solution to
the fundamental LP.

The significance of Theorem [l is manifold. First, it implies that the concept
of minimal representations is well-defined, because the set of alternative optimal
feasible solutions of P-LP(P) is also well-defined. Therefore, the minimal repre-
sentation is the intrinsic property of the path set itself, and there is theoretically
no way to obtain a more precise shortest path representation. Another interest-
ing corollary is that, for the single-path routing case, Theorem [ gives a nice
characterization of perfect representations:

Corollary 1. Suppose that some path set P contains only one path for each
distinct (sg,dy) : k € K. Now, P is perfectly shortest path representable, if and
only if [p*] is the unique optimal feasible solution of P-LP(P).
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This result explains, why it is relatively rare for a path set to be pSPR: the
support of P must be a unique optimizer of the corresponding fundamental LP,
which, as it is usual with minimum cost multicommodity flow problems, is not
a particularly frequent occurrence.

Finally, we construct an algorithm to search for the minimal representation.
For this, first we introduce some more notation. Let v* > 0 be a row m-vector of
slack-variables for each session k € IC, so that v* is complementary to z* in the

fundamental LP. With this notation, we can write (@) as ﬂ'}“ — ﬂ'f —|—vfj = &5+ wij.

Corollary 2. For some s — dy path Py: Py & Pumin, if and only if there exists
some optimal feasible solution of the dual of P-LP(P), so that vfj > 0 for some
(’L,]) € b.

Proof. From Theorem [l Py ¢ Py if and only if Py traverses at least one link,
say (,7), so that zfj = 0 for each optimal feasible solution of P-LP(P). But this,
from the Complementary Theorem of Linear Programming, precisely means that
there exists a dual optimal solution with vfj > 0, so Py is not a shortest path
according to the Shortest Path Optimality Conditions. a

In [8], we show that vfj > 0 also implies that there exists an optimal ray d in
the set of optimal feasible solutions of the dual, such that the entry in d corre-
sponding to vfj is strictly positive. Now, our algorithm to search for the minimal

representation is based on the idea that if we elevate as many slack variables vfj
from zero as possible, while simultaneously assuring that all the designated paths
remain shortest paths, we eventually obtain a minimal representation. First, we
add a constraint ), v*p* = 0 to the dual problem, which explicitly requires
that all slack variables corresponding to the designated paths are bound to zero.
Hence, solving the problem will yield yet another SPR link weight set. Second,
we perturb the objective function vector by setting the cost of some vfj to an
arbitrary positive value and all other costs to zero. Finally, we set the direction of
the optimization to maximization. Now, either the perturbed LP is bounded, in
which case no appropriate directions exist for vfj, or otherwise it is unbounded.
Let the ray causing the unboundedness be d. Notably, d has strictly positive
surplus in the position corresponding to vfj (otherwise, the problem might not
have become unbounded) and it has non-negative surplus corresponding to all
other slack variables due to the non-negativity constraint imposed on the slack
variables. Hence, moving along d yields a new SPR weight set, but now vfj is
separated away from zero, so all paths of k traversing (¢, j) cease to be shortest

paths. Repeating this step for each slack variable yields the mSPR algorithm:

INPUT: A designated path set P and initial costs & > 0.
OUTPUT: Link weight set Wy, that implements a minimal shortest path
representation of P.
THE mSPR ALGORITHM:
1. Solve the dual of P-LP(P). If the optimal objective is positive, then
conclude that P is not SPR. Otherwise, let a feasible solution of the

dual be [#,...,#5 o1, ... oK Q]
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2. For all k € K and for all (i,j) € E\ E(P) with vf; = 0, construct and
solve the perturbed dual LP:

maxvfj D > ke VPR =0 (6)
TN +oF =¢+w Vk e K (7)
w>0,0">0 Vkek (8)

If the perturbed problem is unbounded, then, for some optimal ray d
causing the unboundedness:

[ aR ot o 0] < [w L aR e oK o+ d .

3. Now, Whin = {§+&} implements a minimal shortest path representation

of P.

Interestingly, the mSPR algorithm is still a polynomial time algorithm, since
the underlying solution technique remains to be linear programming. However,
upgrading the definition from “plain” SPR to mSPR results in a significant com-
plexity penalty: while computing an SPR weight set generally requires the so-
lution of one multicommodity flow problem instance, mSPR requires O(mK).
Fortunately, we do not have to solve all problems from scratch: given an initial
optimal feasible solution we can always start ([@)-(8) from this solution, which, in
the case of the two-phase simplex algorithm, eliminates all the tedious computa-
tions of the first phase. Our experiments suggest that obtaining the optimal rays
is usually a matter of some few dozen simplex pivot operations. Furthermore, it
is not necessary to compute a separate ray for each slack variable, because very
often one ray increases multiple slack variables at once.

5 Simulation Studies

In this Section, we present the results of extensive simulation studies with the
purpose of comparing different concepts of shortest path representability.

We chose to develop our SPR software toolkit in Perl, which — thanks to the
unique flexibility and performance — provides an excellent platform to quickly
prototype algorithms. For solving the fundamental LP we used the GNU Linear
Programming Toolkit, GLPK [12]. Although GLPK does not support network
programming, it is reliable, stable and, first and foremost, open source letting us
to integrate the SPR toolkit very tightly into the simplex solvel We used the
random network topology generator, BRITE [I3] with the router-level Wazman-
model (o = 0.15, 8 = 0.2, m = 3) throughout the simulations. The source
and destination node of the sessions and the capacity of the links (between 10
and 1024 units) were selected according to independent uniform distributions.
Our methodology was to generate 30 random graphs with increasing number of

2 See the Math::GLPK project page at [http://qosip.tmit.bme.hu/"retvari/
Math-GLPK.html!
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sessions and average the results (the level of significance was chosen as 95 %).
Below, we present the results for networks of 45 nodes.

To select the designated paths, we used the breadth-first-search (BFS) al-
gorithm (which manifests minimum hop-count routing), shortest path routing
over random weights (SPF_RND) (which represents the case when a network
operator chooses the link weights randomly) and the widest-shortest-path (WSP,
[7]) and the shortest-widest-path (SWP, [14]) algorithmdl. One may argue, why
would anyone want to compute the shortest path representation of some paths,
which are immediately shortest paths by themselves. For example, setting the
weight of all links to 1 apparently reproduces BFS paths. The reason is that
we want to observe, how many superfluous paths such a naive representation
produces by comparing it with the corresponding minimal representation.

The average number of shortest paths per session in the plain SPR is depicted
in Fig. Bl Note that the SPR link weights were generated by extreme point so-
lutions of the dual fundamental LP. Our first observation is that such extreme
point solutions, due to the relatively huge number of implicit zero-valued slack
variables, produce low quality shortest path representations. For the WSP and
the BF'S paths the representation contains about one and a half times as much
paths as the designated path set (which contains exactly one) almost irrespec-
tively of the number of sessions. However, the representation of SPF_RND paths
contains more than two paths in average, while this value is 4 for SWP. This
suggests that a naive setting of the link weights can easily turn out to be adverse.
Even if the designated paths were chosen by a SPR-compatible algorithm, such
naive link weights usually only implement a superposition of a huge number ran-
dom paths, and there are no appropriate mechanisms built into OSPF to select
exactly the designated one from amongst them. One needs to carefully tweak
the link weights to minimize the ambiguity, and this is exactly what the mSPR
algorithm can do for us. As affirmed by Fig. Bl a minimal representation usually

3 Since SWP paths are not guaranteed to be SPR [I5], we always substituted the
corresponding shortest path representation.
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contains only a few superfluous paths up to the point that, except for SWP, it
becomes almost perfect in most of the cases.

This observation is further confirmed by Fig. @ which, as the function of the
session number, shows the number of cases out of the total 30 simulations when
the minimal representation turned out to be perfect as well. Observe that BFS
and WSP paths are almost always pSPR. However, it seems that it is completely
hopeless to expect a SWP path set to be pSPR, especially as the number of
sessions grows close to the range of the number of nodes in the network.

Finally, we compared the average bottleneck bandwidth of the paths in the
designated path set and its plain and minimal representations (see Fig. [l). While
this choice obviously omits the interference amongst the sessions, the average
bottleneck bandwidth is indeed a good measure of the transmission capacity
that is made available by the network for the sessions. On the one hand, SWP is
clearly superior in this regard by providing almost twice as much capacity as the
other path selection schemes. On the other hand, sharpening the representation
apparently improves the capacity of the paths in the representation (by one and
a half times in the case of SWP). Our results indicate that in smaller networks
the SWP algorithm combined with shortest path routing constitutes a really
promising traffic engineering platform. Not just that SWP paths can be mapped
quite accurately to shortest paths in this case but, in addition, these paths
usually provide an abundance of capacity at the same time.

6 Conclusions

OSPF TE holds tremendous potential to optimize the performance of legacy
IP networks. Wang et al. showed that whatever path set the traffic engineer
assigns for the traffic instances, it is either immediately shortest path repre-
sentable or otherwise, it can be reduced to a shortest path representable one.
In this paper, however, we have shown that this result alone is not sufficient to
warrant optimal performance of OSPF networks, because the process of map-
ping paths to shortest paths is highly prone to ambiguity. We have supplied both
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theoretical and empirical evidence that the concept of minimal representations
is a remarkably useful one, or at least, it is much more useful than plain or per-
fect representations. A minimal representation constitutes a theoretical upper
bound on the achievable precision and, moreover, it also contains perfect and
plain representations as corner cases. In addition, using he mSPR algorithm, a
minimal representation can always be computed in polynomial time by solving
a series of linear programs.
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Abstract. Traffic engineering tools are applied to design a set of paths, e.g., us-
ing MPLS, in the network in order to achieve global network utilization. Usually,
paths are guaranteed long-term traffic rates, while the short-term rates of bursty
traffic are not guaranteed. The resource allocation scheme, suggested in this paper,
handles bursts based on maximal traffic volume allocation (termed TVAfB) instead
of a single maximal or sustained rate allocation. This translates to better SLAs to
the network customers, namely SLAs with higher traffic peaks, that guarantees
burst non-dropping. Given a set of paths and bandwidth allocation along them,
the suggested algorithm finds a special collection of bottleneck links, which we
term the first cut, as the optimal buffering location for bursts. In these locations,
the buffers act as an additional resource to improve the network short-term be-
havior, allowing traffic to take advantage of the under-used resources at the links
that precede and follow the bottleneck links. The algorithm was implemented in
MATLAB. The resulted provisioning parameters were simulated using NS-2 to
demonstrate the effectiveness of the proposed scheme.

1 Introduction

The latest Internet QoS (Quality of Service) design trends combine two approaches:
DiffServ and MPLS. The first is based on reducing the computation complexity in core
routers and on locating QoS entities such as policing and metering at the network edges.
The DiffServ approach is based on per-hop QoS handling. In order to achieve global QoS
guarantees or global profit gain, TE (Traffic engineering) tools are applied to design a
connection-oriented network, e.g., using MPLS. In particular, QoS routing, where routes
are assigned according to the service requirements, is an essential part to the end-to-end
guarantees. Usually, the guarantees are applicable for long-term traffic rates, whereas
the short-term rates of bursty traffic are not handled or guaranteed. This paper suggests a
per-aggregate resource allocation algorithm that takes into account average traffic rates
and also absorbs traffic bursts.

We consider as input a connection-oriented network where topology and directional
link capacities are known. A typical rate demand of the network customer may represent
aggregates of connections (e.g., TCP), such as client traffic (university campus, business
client, client ISP), ATM VPs, or MPLS tunnels, and will be expressed by average or
maximum required rate. The attitude of our resource allocation concept is to offer the
network customers better SLAs with higher traffic peak rates that guarantees bursty
traffic. It is a fast off-line algorithm that is performed during the network design phase.

F. Boavida et al. (Eds.): NETWORKING 2006, LNCS 3976, pp. 63-[74] 2006.
(© IFIP International Federation for Information Processing 2006
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Our resource allocation algorithm has two stages. In the first stage it seeks any QoS
routing or bandwidth allocation algorithm that saturates the networks, such as maxi-
mum flow or max-min fair allocation [[1]. Such algorithms use long-term average traffic
demands as input, and allocate bandwidth using a signle rate parameter. In the second
stage, we use buffers at specific locations for the short term traffic management, using
the output of the long term TE algorithm. Note that we are not proposing to change
the hardware whenever the demands are changed. All the routers will have their initial
buffering resources, but our algorithms will use them optimally according to topology
and demands analysis. These buffer analysis will determine the required flow regulation
parameters at the edges of the network in order to enforce that traffic adheres to its des-
ignated maximal rate, while still isolating flows from each other. Specifically, we push
the burst treatment to a point we term the first cut, which is an optimally selected set of
bottleneck links. A burst is allowed to proceed unshaped until the destination, given the
bottleneck link is not congested. In case of congestion the traffic is shaped at the first
cut to the highest possible rate which guarantees the burst will not interfere with other
flow traffic. Anyhow, the adjusted rate is never lower than the average rate determined
by the long-term TE algorithm. Our algorithm determines provisioning parameters for
the policy and regulation entities that are located at the edges of the network.

There are various methods for deterministic bandwidth allocation where the band-
width is allocated using a single parameter, the maximal rate or the sustained rate param-
eter. The solutions of the different variants of the multi-commodity flow (MCF) problem
for traffic engineering can be viewed as a long-term rate allocation method. Nichols et
al. [2] describe two allocation methods for the DiffServ framework. The ’Premium ser-
vice’ is where the traffic is shaped at network edges. It provides the maximal permitted
rate allocation contracts to its users, and it smoothes the jitter, provides certain delays,
and guarantees peak rate flows. The *Assured service’ relies on statistical guarantees.

Other deterministic rate guarantees that consider the short-term rates [3} 14, 15, 6] were
achieved by either the worst-case bounds on network internal buffer overflow or by end-
to-end delays in the network. The rates of these traffic envelopes are not tight since they
consider the worst-case bounds. A different line of research suggests statistical allocation
guarantees. Christin et al. [7] examined the per-hop behavior of various real time streams
having different constraints (such as delay or loss rate). Liebeherr [8] discusses different
resource allocations and scheduling methods for the provision of delay sensitive video
streams. Another approach is to allocate bandwidth according to an effective rate that
takes into account statistical multiplexing between the burstiness of the flows [8,19,110].
Biton and Orda [[L1] provide QoS guarantees by coupling the scheduling mechanism
and the routing schemes.

The resource allocation algorithm we propose in this paper reserves bandwidth ac-
cording to the amount of traffic sent during a time interval (termed TVAfB, maximal
traffic volume allocation) and not according to a single strict rate allocation (termed
MRA in this work) used in previous suggestions.

The TVASB cascading algorithm improves the state-of-the-art of service allocation
and provisioning in a few ways. It allows bursty traffic to better exploit the existing
network resources. It can also exploit the statistical multiplexing gain and still provides
deterministic bandwidth and delay guarantees. For example, a burst that belongs to a flow
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that has only one bottleneck link that finds no congestion at this link can be transmitted
further without any delay. In case of a higher load, but still below capacity, it flows in a
higher rate than its sustained rate with no loss danger. Only during periods of congestion
the burst is shaped to its fair share. The novelty of this approach lies in our dealing with
bursty traffic guarantees and the fact that it employs the buffer as an additional resource
in traffic engineering design.

Further, our algorithm can lead to higher parameters assigned for policing and regula-
tion without being restricted to any specific policy method. The mathematical derivations
we present in this work concentrate on the case where traffic is policed at the edges using
token buckets. However, the notation of first cut is important and can be used for other
regulation scenarios, as well. Section [2] presents the problem. Section [3| outlines the
two-stage algorithm where section [l details the second algorithm. Section [3l describes
the simulation results and evaluates this proposition.

2 Problem Presentation

The algorithm considers a connection-oriented network where topology and directional
link capacities are known. The set of paths are set optimally using any bandwidth al-
location criterion chosen by the network administrator. We model the network as a
general directed graph where each arc label represents link capacity. The traffic flow
is assumed to be bursty, though the peering networks cannot explicitly express the
burstiness characteristics. It is regulated by token buckets at the edge nodes. The to-
ken bucket parameters we seek per customer demand are token rate and bucket size.
The regulation using these parameters determines the committed rate, the peak rates
and the maximum burst size per path (CIR, PIR, and CBS). Our goal is to set the SLA
regulation parameters in order to maximize the burstiness each flow is allowed, while
at the same time not dropping packets by optimally use buffers along the routes. We
will show that it increases bandwidth utilization for this type of traffic compared to
the maximal rate allocation (MRA) that is usually used for long-term guarantees. Our
algorithm shows that for many scenarios, there are paths with only one bottleneck link
per path. In these cases, if buffers are allocated in
this set of bottleneck locations, higher rate traffic
per-path can be allowed to enter the network.

To illustrates the problem, Figure [I] depicts
a simple directed network with 4 unidirectional
paths. There are 4 different clients each with a
demand of 1Mbps as depicted. All link capaci-
ties are 4Mbps. Thus, the bandwidth reservation

is 4Mbps on link e7, 2Mbps on links e5 and e6, e yed L
and 1Mbps on links el, €2, e3, and e4, respec- LT — - f‘a._s\l;’;;lb
tively. It is maximally allocated because link e7 s =05

is saturated. If a burst with peak rate of 2Mbps is
sent along path r1, the packets exceeding 1Mbps
will be dropped, though links el and e) are not Fig. 1. Example 1
fully used. The rational behind our approach is to
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exploit links el or/and e5 capacity limits and still guarantee the traffic at the bottleneck,
which in this case is link e7. By using another resource we can define extended allo-
cation using more parameters, increase the usage of the under used links, and assign
more flexible contracts. A 1Mbit buffer at the output port of node 7 to link e7 enables
an agreement of 2Mbps peak rate, 1Mbps sustained rate and maximum burst time of
0.25 second for each path. The burst size for each path can grow as high as 2Mbit for
a period of 0.25 seconds providing it is followed by a silence period of 0.25 seconds.
Now consider an underload situation where only one client transmits bursty traffic of
2Mbps peak rate. This stream will be transmitted without any buffering delay all the
way. Otherwise, if all the sources transmit using their peak rate, the buffer at node 7 will
shape (using any GPS-compliant scheduler) the traffic per path to the sustained rate.

3 Algorithmic Solution

Below is an outline of the algorithm that achieves deterministic guarantees for bursty
traffic. The algorithm is based on a few algorithms activated in cascade.

3.1 Solution Outline

1. 1! stage - Routing and Average Rate Allocation: Find, using LP (Linear Program)
formulation and solver, the QoS routing that identifies maximum flow (or other
criterion) allocation of the bandwidth. The output is the set of paths and the net flow
that is assigned per path. This stage is described in Section 3.2

2. 274 stage - TVAB cascading algorithm - Traffic Volume Allocation for Bursts:
(a) Find a special set of bottleneck links, termed the first cut (Section d.T)).

(b) Indicate which buffers at the first cut enable us to increase the rate at the edges.
(c) Calculate the permitted peak rate over each path taking into account all the arcs
not included in the first cut for each path. Again, we use LP solver over the
residual graph ‘before’ and ‘after’ the first cut (Details in Section [.2).
(d) Based on the previous calculations, decide for each path whether it can gain
additional burstiness using buffering. If yes:
— Analyze buffer behavior at the bottleneck link, in case of congestion (£.3)).
— Set a contract (SLA) per-path (Section [.4).

3.2 1%t stage: Long-Term Routing and Bandwidth Allocation

This stage specifies a set of paths in the network, and allocates them bandwidth. TE
tools are used to choose paths between a given set of ingress-egress pairs. Any resource
allocation criterion can be used, in order to saturate the network.

In this paper we are particularly considering the Maximum Multi-commodity Flow
(MCF) problem. The input to this problem is the network topology, the directional
links capacities, and a list of ingress-egress pair (clients). It finds the maximum of the
total net flows over all commodities (e.g, paths), the routing to be used between each
pair, and the net flow per each path. This problem can be solved using LP solver in
a polynomial number of steps. We specifically consider this problem since it achieves
network saturation and leaves minimal excess capacities. Other routing algorithms that
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allocate bandwidth and saturate the network can also fit this framework. In [1]] we
suggested bandwidth allocation method according to the max-min fair criteria that can
be used for the TVAfB algorithm.

4 27 Stage: TVAfB Cascading Algorithm - Traffic Volume
Allocation for Bursts

4.1 The Bottleneck Links for Buffering Analysis

The 15¢ stage solution found the set of paths between (s;, t;)-pairs and a per path net flow
f(P) in the graph G(V, A). Based upon the routing found previously this subsection
will find the strategic location for the buffers, which is defined below as first cut. First,
we will define a few terms.

Definition 1. A link a is saturated, denoted: sat(a) = 1 if it is assigned bandwidth
equal to its capacity. Otherwise it is not saturated which is denoted sat(a) = 0.

Definition 2. a; isthe fonlinkofapathp = (a1, as,...),a; € A,ifi = min{j|sat(a;)}
Definition 3. A first cut is the set of the first bottleneck links ( fbns).

Definition 4. Given a graph G(V, A) and a set (s;,t;),Vi = 1..K of source-terminal
pairs, a cut M of the graph is a subset M C A such that the subgraph G* = (V, A\ M)
has no s; — t; path, Vi = 1..K.

Using the above definitions we can state the main construction of this subsection.
The first cut properties

1. Each path has exactly one fbn link. The number of fbn links < the paths.

2. For each path, the links that are prior to its first bottleneck link are under-used.

3. Each first cut link can be saturated by flows that this link is their fbn link and by
other flows that already met their fbn link before (discussed in [.2).

4. The first cut is a cut of the graph. If we delete the arcs of the first cut no traffic
will flow (The proof can be found in [[12]). Thus, we can use it as the location for
absorbing the peak rates of the bursts.

4.2 Peak Rates Calculations

The Traffic Volume allocation assigns peak rate h(p) per path p on top of the sustained
rate, f(p), which was found in the 15! stage. The lower bound for each h(p) is f(p).
The goal of this work is to enable flow transmission over a predefined path using its
peak rate when the buffer is used only in case of congestion. Therefore, the peak rates
calculation is derived out of the excess bandwidth of the links, which are not saturated,
and is divided among all the paths flowing through them.

This subsection calculates the possible peak rates per path in each first bottleneck
link (fbn) subject to capacities constraints of all the preceding and following arcs over
this path. For this purpose we use the same TE algorithm used in the first stage over the
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residual graph arcs that reside *before’ and ’after the first cut. The specific TE algorithm
(maximum flow, max-min fair, etc.) also determines how the excess bandwidth will be
divided among the paths.

The construction of the ‘before’ and ‘after’ residual graph is as follows. According to
property 2l of the first cut, all the links of path p prior to its fbn are under used and can
accommodate higher rates than the sustained rate f(P). However, property [ is more
complicated. Consider a link fbn; (belonging to the first cut) and a set of paths that are
traversing it. Note that fbn; may not be the first bottleneck link for some of the paths that
traverse it. Assume a path p; which passes through the saturated links fbny and fbng
in this order. By definition only fbns is p;’s first bottleneck link. However, peak rates
calculation, residual graph construction and buffer management vary if p; has more than
one bottleneck link. Essentially, this variation arises due to the need to allocate these
peak rates along the arcs that lay between the bottleneck links (fbny and fbn).

We developed two algorithms. The first, algorithm A, saves buffering resources by
allowing burstiness (some peak rate) only for paths that traverse a single saturated link.
The second, algorithm B, enables burstiness also for paths that traverse multiple saturated
links, but requires more buffering resources. In both algorithms, shaping of the peak rate
to the sustained rate is performed only when congestion occurs, otherwise, the flow’s
peak rate is allowed.

Peak Rate Calculation Algorithm A: Enabling Burst Flow only for Single-fin
Paths. The first algorithm benefits paths that traverse a single fbn link whose other
links (not in the first cut) are under used. The excess bandwidth in the under-used links
is divided among these paths, which permits a possible peak rate per path. Not every
topology and demand flow can benefit from this algorithm, though the algorithm can
check its usefulness. Section[3ldiscusses briefly the topologies that are likely to be ben-
eficial by the algorithm. The traffic flow is controlled at the ingress, using the peak rate.
Other traffic flows are controlled using the sustained rate. In case of congestion, buffers
at the first cut will be used to shape the peak rate to a lower rate (but not lower than the
sustained rate).

The input for this algorithm is the graph G(V, A); its arc capacities; set of paths
over GG and the assigned net flows over them and the first cut arcs. The algorithm finds
h(P), the permitted peak rate per path in two steps. The first step constructs a sub-graph
G~ (V, A7) (see in Figure ). The second step applies the TE algorithm used in the
15t stage over A~ and identifies the highest possible rates over the paths subject to A~
capacity constraints.

Consider the example in Figure Bl(a), where the arc capacities of links el — €6 is
2Mbps and of links e7 — e8 is 3Mbps. The optimal bandwidth assignment per-path,
calculated by the first-stage TE algorithm is 1Mbps. We consider this rate to be the
sustained rate. The first cut consists of the links e5 and e8. Paths 72,73, and r4 are
traversing arc e8. Note that fon(r3) = fbn(rd) = e8 but fbn(r2) = fon(rl) = eb.
Paths r1, 73, and r4 have only one fbn link, thus, their rate can be increased. Path r2,
however, is excluded from the set of the beneficial paths because it has two bottleneck
links and can not have burstiness. A~ contains links e1 and e6 (that precedes and follows
eb respectively), e3, e4, and e7 (that are prior to e8). The residual capacity of el, e3 and
edin A~ is 1 (originally was 2) and the capacity of 7 is 1 (originally 3). Buffer located
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Constructing set of links A~
. Set FPATH S to be the set of all input paths (from TE stage), NEW FPATHS = FPATHS
. for each bottleneck link a in ’first cut’:do
Set F'P(a) to be all the paths passing through a
for f; € FP(a)do /* Consider only paths with single fbn */

ifa = fon(fi;)andVay € fi,ay # a,ay ¢ firstcut — a then

foreach ay € fi,a#asdo A~ =A" Uay

else NEWFPATHS = NEWFPATHS — f;
. /* Get the residual graph : for the excess rates calculation */
. foreach f; € FPATHS do,for each ay € fido c(as) = clay) — f(fi)

© O N U AW~

Fig. 2. Algorithm A G~ construction: selecting links for the peak rate

Solution:
f(p) = (1,1,1,1)

flp)= (1.1.1.1)

h(p) =(2.1.2.2 h(p) =(2,1.5,1.5,2)

. First Cut = o
Al 7 — W il 7 —— - First Cut = e5,e8
22 9 > = 22 9 —» C=190,0008
53 9 ts =0.5 sec 133 9 (

: Le=0/ : bs(r)=(120000,67500
M4 9 — e — tp=0.25 sec. 44 9 — - —p 67500,90000)

(a) (b)

Fig. 3. Results of algorithms A and B for a network with various arc capacities

at the first cut links e5 and e8 absorbs the sum of the peak rates of the traversing paths
(which is (2,1,2,2) for paths 1,2,3 and 4). The derivation of the maximum peak period
per path that is allowed subject to the buffer size and the calculated peak rate is described
in subsection [£.3] In this algorithm, each flow peak rate is only considered once in the
buffers calculation, at its first bottleneck link. This means that our usage of the buffering
resources is minimal and is not sensitive to whether the first cut is the minimum cut or
what is the number of the links of the first cut. The maximal peak rate, R,,, that can be
handled at each one of the first cut links is not the sum of the peak rates of the paths
that traverses it, butis givenby Va € A=, Rf = > f(P) + D a0 merm (P

Peak Rate Calculation - Algorithm B: Enabling Bursts Flow for all the Paths, with
more buffers. This algorithm enables peak rates assignment also to paths with more
than one fbn link though this requires more buffering resources. As in algorithm A, we
build a new sub graph G~ (V, A™) and apply the same TE algorithm on G~ to find
h(P), the per-path permitted peak rate. A~ consists of all the links except the first cut
links. In this algorithm, assuming there is no congestion in the network, a flow of a path
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that traverses more than one bottleneck link can reach the second bottleneck link with a
higher rate than its sustained rate. Portion of the buffer in this fbn has to be assigned to
guarantee the higher rates. Consequently, more buffering resources should be added at
each first cut link to accommodate the peak rates.

Figure B(b) shows algorithm B execution on the same graph used in Figure[3(a). The
rate of path r2 can be increased even though it has two fbn links, and its peak rate is
calculated using arcs e2 and e7. There will be 2 buffers: one located at node 5 towards
eb to treat bursts from routes r1 and 72 and the other is located at node 8 towards e8 to
treat the bursts of routes 2,3 and 4. Assuming locating buffers of size 90,000 bytes at the
output ports of nodes 5 and 8 towards links e5 and e8. The sustained rates are (1Mbps,
1Mbps, 1Mbps, 1Mbps), peak rates are (2Mbps, 1.5Mbps, 1.5Mbps, 2Mbps), and the
sizes of the token buckets are (120,000, 67,500, 67,500, 90,000) bytes for routes (1, 2,
3, 4), respectively. The details of this calculations can be found in subsections [£.3 and
4.4l Note that the fbn link e5 allows a burst size of 90, 000 for path 72 but this burst size
was decreased by the fbn e8 upper bound. As in the previous algorithm, in case where
a path cannot gain a peak rate that is higher than its sustained rate, it will be policed to
its sustained rate at the ingress. Otherwise, the peak rate will be used.

4.3 Buffer Management Analysis at the First Cut

The buffers, located at the first cut, are used for holding the bursts that may arrive with a
maximal rate of i (p) for any path p. The buffer sizes are determined by the peak rates cal-
culated inE.2] Given the shaping capabilities at the first cut, we can calculate the possible
traffic envelopes at the first cut. The way we handle the traffic at the first cut affects the
control parameters of the traffic at the ingress nodes. Many previous papers estimated the
bounds on the size of traffic envelopes at the core based on the traffic pattern at the source
nodes. Since our calculations are derived from the TE routing stage, we are able to set reg-
ulation rules at the ingress. Specifically, we assume the incoming flows are regulated per
path using token buckets at their source node. We derive the per-path token bucket param-
eters (i.e., peak rate, sustained rate, and burst size) from the first cut buffer analysis. Fig-
ure 4 describes the node’s functionalities with buffer capacity C, link output rate, R,
peak rate of arriving traffic, Rpeqk,in, and a peak interval, ¢,. The transmission rate of
the outgoing traffic is bounded by the link

output rate, R,,;. If the rate of the offered

traffic is R;, < Rout, a queue will not

build up. In case of bursty traffic the buffer [ Necs | 3

is used for storing the incoming packets X - Ru
which are smoothed by the transmission d gy
rate. The most extreme case is an On-Off E t= O, -RL)

streams in an interval ¢, which are com- s & =67 Rpeakin) oy

posed of peak rate Rpcqk,in for the burst

duration ¢, followed by a silence period
of length t; — ¢,,. The longest period of
time ¢, that a burst can be sent, given,
Rpeak,in, Rour and C'is expressed by:

t;D = C/(Rpeak7in - Rout) (l)

Fig. 4. Buffer management at the output port
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The minimal length of the interval ¢5 can be derived by equating the amount of
incoming and outgoing data:
ts = Rin : tp/Rout (2)

Alternatively, we require that the generated amount of data v in the interval t5: v < Ry -
ts. The maximum delay at a node is given by the emptying time of a full buffer C'/ R,,;.
A general definition of v will be to integrate the arrival rate, given g(t) = Ry, (t):
fttfta‘ g(t)d(t) < (Rout - ts) where ¢, is calculated from using Eq. [l and Eq. 2 We
have shown that if the above parameters on the arriving traffic are kept, the traffic is
guaranteed to be conforming. Next we will prove the correctness of traffic envelope
bounds. Consider streams i = 1, 2, ... with peak rates h(p;), sustained rates f(p;), and
f:ﬁ .. 9i(t)d(t) < f(pi)-ts. The following Lemma states the conditions for conformance.

Lemma 1. Assuming outgoing link rate R, permitted peak rate Rpeqk in, buffer
capacity C, time ts and m input traffic streams. If (1) 37" h(p;) < Rpeak,in, (2)

S f(pi) € Rowrand (3)Vi=1,....m [[, g:i(t)d(t) < f(p:) - ts = h(pi) - 1
holds, then the total volume v < R,y - ts.

The proof can be found in [[12]. The sum of burst sizes of the input streams equals to the
maximal permitted g(t) so there will be no data loss.

4.4 Setting Per-Path Token Bucket Parameters

The following subsection describes the algorithm that assigns each path with its token
bucket parameters: the token fill rate and the bucket size. The token fill rate governs
the per path sustained rate and the bucket size is calculated by the maximal burst time
interval ¢, multiplied by the peak rate. We derive these parameters by traversing each
first cut arc. We assume all first cut links have the same buffer size C. By applying these
parameters to the token bucket at the ingress of this path, the traffic is assured to be
conforming.

k

— Perform for each a* € A~ with outgoing rate R”,

f(p;) I*cannot increase its rate*/

1. For each incoming path p;: h(p;) = { h(ps) Iotherwise */

2. Set RE,,;. in to be the incoming peak rate of a*, Ry, .1 i = 2 pain icar H(Di)-
3. set ¢k to be the maximal burst interval for arc o using Eq. [l C, RE,,, and
k
peak,in*

Table 1. provisioning parameters can be systems wide (the only one here is buffer size), per path,
or per node interface

[[Parameters [Per-fbn [Per-Path 0
Buffer size, Same for all fbns|C
Rout The fbn interface link rate
Rpcak,in The sum of peak rates per-path (Z h(pi)) calculated per fbn in subsection 4.2
tp Calculated using C, Rowt and Rpcak,in (Eq. 1) | The minimum over all first cut links it traverse
Burst size Rpcak,in " tp h(pi)  tp
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4. Apply to all the paths of a* (that a” is their fbn) the values f(p;), h(p;) and
tk. Set the token bucket contract to be: token rate = f(p;) and bs = h(p;) - th

Table [Tl summarizes the parameters this system needs for provisioning and the order of
their derivation. All the stages of the algorithms were implemented using MATLAB.

5 Simulation Results and Evaluation

Simulations. In order to evaluate the gain from our algorithm, we applied both allocation
methods, TVAfB and the the MRA using the NS-2 simulator and the example in Figure
B(b). The four aggregates in the example are composed of 10 TCHI connections (each
with maximal congestion window size of 100), and use different paths, 1, .., 74. Each
TCP connection transfers a file of 2MByte.

o

o |

oo} [MRA] =

700 4 29 |
i, 1= = 3 ] [a ]
F gm.
il
S = x0{ vl o A

0 |

T v A A "0
200 4
100 LU MARAREN (11111111 PRRRRRNY 1 AL 100 AN IO
Route 1 Route 2 Route 3 Route 4 Route 1 1 Route 2 4 Route 3 . Route 4
Flows (Aggregated by route) Flows (Aggregated by route)

Fig. 5. The height of a per-connection vertical bar indicates the termination time of the appropriate
TCP flow. Every ten bars are grouped by aggregate, for TVA (Bars group:1,3,5,7) and MRA (Bars
group:2,4,6,8).

The regulation entities (token buckets) that are located at the ingress nodes, 1,2, 3,
and 4, perform policing and metering for the arriving aggregates, namely all the 10 TCP
connections are policed together. The MRA only allows packets that arrive within the
maximal rate, 1 Mbps in this example. We set the tokens fill-rate to be 1 Mbps and the
bucket size to be 1000B (equals to the size of 2 packets). The token bucket parameters for
the Traffic Volume Allocation (TVA) are the values that are calculated in Section[4.4land
presented in Figure[B[b). In both methods, any *out-of-profile’ packet is dropped, though
we allow bursts in the size of the token bucket. Further, we locate weighted queues of
186 packets (equals to 90,000 Bytes) at the output ports of nodes 5 and 8 towards arcs
e and e8. We use propagation delay of 20ms for all the links in each direction, except
for link e8 whose propagation delay is 40ms.

The simulation measures the time it takes for each connection to transmit the 2Mbyte
file. We compare the per-aggregate average termination time, computed over all the

' TCP was selected due to its bursty nature and its prevalence in today Internet. This enforces us
further to discuss the TCP congestion control in the context of our work.
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connections within each aggregate, and the number of the dropped packets per-aggregate.
Figure[5(a) depicts the simulation termination results for the two allocation methods for
all the connections. Clearly, TVA gained a 2.5 — 4.5 speedup in the file transfer time.
The reason for this is the higher number of conforming packets, and thus less drops.
Indeed, for TVA the average drop rate is 2.5%-6%, while for MRA it is 16.7‘%@. The file
transfer times for the MRA are much longer than TVA because of the huge *out-of-profile’
dropping, which causes TCP timeouts. Running the same example but with 1/10th of the
propagation delay over all the links (see Figure[5(b)) decreases the termination times that
are achieved by the MRA since it decreases the time the slow-start phase requires to ramp
up. It does not affects TVA performance since it spends its time in congestion avoidance
(due to the small percent of packet drops) and the policer allows it to transmit enough
packets, such that it start receiving acknowledgements before it exhausts its window. To
further study our algorithm performance, we looked at more scenarios where the loads
over the different routes are not even such that the bottleneck link e8 is under used. All
the TCP connections that participated in a non-even scenario increased their rates related
to the even-load scenario[é).

A common real-world architecture that can benefit from using the TVAfB algorithm
is an access or a metro network. In a common metro architecture, a set of paths from the
clients (modem pools, T1 lines, etc.) forms a tree towards the ISP Internet gateway. The
link capacities in this network are the same due to a homogeneous usage of technology,
e.g., 1Gbps Ethernet. Thus, the link to the gateway router becomes a bottleneck and an
fbn in the TVAfB algorithm. This link capacity, 1Gbps, is shared by the sustained rates
of all the paths. Obviously all the preceding links have an excess bandwidth that can be
added to the rate of the paths. Furthermore, the needed buffering resource in the gateway
router are modest.

6 Concluding Remarks

The solutions presented in this paper can be used by network administrators as a de-
sign tool. The algorithm assumes the knowledge of the traffic rate demands across the
network and the ability to lay a set of fixed routing paths. It can be performed as often
as any keep-alive algorithm in a connection-oriented network. Beside the fact that all
the algorithms runs in a polynomial number of steps, we verified the practicality by
examining issues such as required buffer size and shaping algorithms. It is a fast and
easy-to-deploy algorithm that can be used over one or more network domains, in order
to find the bottleneck links, buffering needs, and SLA parameters.

Acknowledgments: We thank Danny Dolev for many helpful discussions.

2 Note that the TVA transfer time is only 50% higher than TCP theoretical achievable rate.

3 This framework can use a model that sizes the buffer of a bottleneck link considering the
parameters of the TCP sources [13].

4 Assuming this router has 16 1Gbps input-ports which are aggregated into one 1Gbps output
link, and a burst period of 1ms, the cumulative burst size BS = (1Gbps- 16— 1Gbps) - 1ms =
15,000, 000bits ~ 2M B, meaning only 2M B to be shaped, in case of congestion.
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Abstract. We compare and evaluate how well-known and novel network-
wide objective functions for Traffic Engineering (TE) algorithms fulfil TE
requirements. To compare the objective functions we model the TE prob-
lem as a linear program and solve it to optimality, thus finding for each ob-
jective function the best possible target of any heuristic TE algorithm. We
show that all the objective functions are not equivalent and some are far
better than others. Considering the preferences a network operator may
have, we show which objective functions are adequate or not.

1 Introduction

We consider the traffic engineering routing problem. Given the topology of the
network to be engineered and an estimate of the traffic matrix to be routed on it,
the problem is to find a routing scheme that optimises the network, with the joint
goal of good user performance and efficient use of network resources. The way
classical algorithms fulfil this objective is not clear. Indeed, many algorithms try
to optimise their home-made objective functions which are said (but not proven)
to reflect traffic engineering objectives. The foundations of all these objective
functions are related, but could lead to quite different results, as we see in our
simulations.

Some in-depth reflection and comparison studies of traffic engineering objec-
tive functions are needed. In many research papers, the quality of a new traffic
engineering algorithm is evaluated regarding one specific objective function. If
the algorithm obtains a good score, it is considered as good. But this is only
meaningful if the objective function really reflects the traffic engineering goals.
Furthermore, when analysing published papers it is difficult to figure out if the
merits of a given TE method is due to its objective function or its heuristic algo-
rithm. To fill this gap, we provide an independent comparison of many objective
functions found in the literature.

To compare all the different objective functions, we will minimise (or max-
imise) each of these functions on the same topology and traffic matrix and analyse

* S. Balon is a Research Fellow of the Belgian National Fund for the Scientific Research
(F.N.R.S).

F. Boavida et al. (Eds.): NETWORKING 2006, LNCS 3976, pp. 7586 2006.
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if the routing scheme we obtain really reflects general Traffic Engineering goals.
One important point is that we have used some real topologies and real traffic
matrices to run our tests, which is not the case of many research papers. The
use of real data provides a real case study and an objective basis for comparison.

Section [ presents Traffic Engineering goals and requirements. Section [ in-
troduces existing TE algorithms and related objective functions. We discuss the
foundation of these objective functions and why they were introduced. In section
M we construct LP (Linear Programming) models of these objective functions.
These models are used to compare all the presented functions on different net-
works. Then we analyse the results of simulations, highlighting the merits and /or
shortcomings of each objective function. Finally, section [l concludes the paper.

2 Traffic Engineering Objectives

A network is modeled as a directed graph, G = (N, A) whose nodes and arcs
represent routers and links. Each arc has a capacity ¢,. Traffic on the network is
represented by a traffic matrix D that with every pair (s,t) of nodes associates
the value of the traffic demand, i.e. the traffic that flows from node s to node t.

Basically, the graph G and the traffic matrix D are the inputs of the problem.
A traffic engineering algorithm has to find good paths between each pair of source
and destination nodes to route corresponding traffic flow. The definition of good
paths is related to what we want to optimise on the network. Generally, a good
set of paths will be one that optimises a pre-defined objective function.

Once the paths are chosen, we can associate with each arc a load [,, which is
the total load on the arc, i.e. the sum over all demands of the amount of traffic
sent over a. The utilisation of a link a is u, = l5/cq. The available bandwidth
on link a is ABW, = cq — l,.

Finally, we define 6, as the maximum flow that can be sent from node s to
node t in the residual network, i.e. when the whole traffic matrix is routed on
the network.

2.1 Discussion on TE Objectives

Typically, on-line algorithms have different objectives than off-line ones. On-
line schemes usually try to minimise the probability of blocking future requests,
while off-line ones try to minimise the load or the utilisation of the links, or try
to maximise available bandwidth. To some extent, minimising the link utilisation
(which is a relative measure) tends to maximise the available bandwidth (which
is an absolute measure) on the links, thus also reducing the blocking probability
of future requests. Clearly, these objectives are closely related, but no solid basis
exists to choose one among all.

We will consider TE metrics at three different levels, which are a link, an OD
paiIEI and the network. We will present and justify the foundation of the TE
metrics at each level. We will differentiate metrics whose goal is to improve the

1 OD stands for Origin Destination.



How Well Do TE Objective Functions Meet TE Requirements? 7

quality of the network given the present traffic (e.g. minimise the delay) from
metrics whose goal is to maximise the acceptance of future traffic on the residual
network (e.g. maximise residual max-flow).

At the link level, we should minimise delay and utilisation. We should also
maximise the available bandwidth on this link (which corresponds to the no-
tion of residual max-flow for a link). The delay of a link is composed of three
components: the propagation delay which is a constant value, the transmission
delay (inversely proportional to the link capacity) and the queueing delay which
increases with the link load. If we take the delay to be the average delay of an
M/M/1 queue, the mean queueing + transmission delay of link a is given by
Delay, = W . For a M/M/1 queue, all the percentiles/quantiles are
also proportlonal to this value. On high capacity links, this delay is significant
only if the link load is approaching the link capacity. Figure [l summarizes the
relations between link parameters.

packet_size

| — ABW — delayg++
! \delay

c S u delayp

Fig. 1. Link parameters

At the level of an OD pair of nodes, we should minimise the path delay, i.e.
the sum of the delays of all the links on the path. Minimising this delay can
increase the quality of service perceived by the users of the network. We should
also minimise the maximal link utilisation on the corresponding path. Indeed,
the maximal link utilisation has a particular meaning. For example a maximal
link utilisation (tmq.) of 50% means that we can double all the traffic before
having a link fully loaded (if we keep the same routing scheme), while a value
of 20% means that we can multiply all the traffic by 5. In fact this value (——)
is a lower bound because a change in the routing scheme may allow 1ncreas;rT1g
this value. Finally, the residual max-flow between an OD pair of nodes should
be maximised. Indeed, this value represents the maximal size of a future request
that can be routed on the network between these nodes.

We have now some ideas of TE metrics to be optimised for a link or for an OD
pair. But to be really useful in TE algorithms we have to generalise these concepts
to the whole network. There are many ways to proceed. For example, considering
link utilisations, one can minimise the maximal link utilisation (w4, ) as for the
OD leveld. But the minimisation of the maximal link utilisation works poorly in
some cases. Indeed if there is a real bottleneck in the network, i.e. a link whose
utilisation cannot be decreased by changing the routing scheme, it is important

2 We can prove that the routing scheme that achieves the minimal value of maximum
link utilisation also provides the optimal value concerning the factor by which it
is possible to multiply the current traffic matrix. In this case, this factor can be
computed as u"i”
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to minimise also the utilisation of other links. One way to proceed can be to
minimise the mean link utilisation. Considering the delay to be minimised on the
whole network, we can compute the mean link delay (each link being weighted
by its load or not) or the mean path delay (each path being weighted by its
corresponding traffic). The unweighted mean path delay seems less relevant to
us. The following demonstration shows that the weighted mean path delay is
equivalent to the weighted mean link delay. This demonstration highlights that
it is possible to compute the mean path delay without path information. This is
an important result from a computational point of view. Indeed it is less complex
to compute a sum over all links than a sum over all paths of all possible OD
pairs of nodes.

MeanDelay = W 2oty D(s:1) D ep(s.) delaya
= AlliTr 2o D8, 0) X ep(s ) delaya

= AT Z(s,t) D(8,t) D gca dacp(s,ydelay,

= AlTT Yaeadelaya (3o, ) D(s,t)baep(s,t)

= A7 2oacala X delaya

P(s,t) denotes the path from s to tﬁ, dacp(s,t) is equal to one if link a belongs
to P(s,t) and 0 otherwise. AllTr denotes the sum of all traffics of the network
(X (s,0) D(s,1)). It is a constant for a given problem.

Considering max-flows (), it is possible to maximise the minimal residual
max-flow. But as for the maximal link utilisation, the minimal max-flow can be
blocked by a set of bottleneck links. So we should also maximise the sum of all
max flows (instead of the min value). We could also associate with each max-flow
a weight related to its corresponding traffic demand.

As it could be interesting to maximise the sum of residual max-flows, it could
be interesting to maximise the sum of the available bandwidths over all the links
of the network. However, we can notice that it is equivalent to minimising the
sum of the loads over all the links of the network. Indeed, maz ), . 4 ABW, =
max ), ca(Ca —la) =max(Y,cna— D genla) =min) 4 la, as the sum of
all the capacities of the network is invariant.

Table [l presents a summary of TE metrics introduced in this section.

Table 1. TE metrics summary

Metric characterising| Metric characterising
good current state likely good future
Link(q) Delay, Ug, ABW,

Path(s,s)| X aep(s Delaya Ost, MAT4ep(s,t)la

Delay .
Network %, min(s 4 0st, MaTac Alta

ZaeAln,XDela'ga 9
AlUTr Z(s,t) st

3 Here, we assume that there is only one path used from s to ¢, but the demonstration
can be easily generalised if there are multiple paths.
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2.2 How to Measure the Quality of a Solution?

In this section we present the TE metrics we will use to evaluate the quality
of the routing solutions in the simulation section. As presented in the preceding
subsection, it is clear that the maximum link utilisation (%) is a good TE met-
ric. In addition, the mean link utilisation (umean), the 10" percentile (uper10),
the minimal available bandwidth (ABW,,;,,) and the mean load (I,eqr) will be
used. Uper10 is defined so that 10% of the links have a utilisation over uper10.
We think that the weighted mean queueing + transmission delay of the network
(delaymean = m Y acala X Imf{:’%) is also an important variable. We
will also consider the minimum max flow (0in = Min(,4)0s) and total max
flow (010t = 3_ (5 1) Ost) of the residual topology. The total max flow gives an idea
of the throughput, i.e. which amount of traffic can be accepted on the residual
network. This is not exactly the amount of bandwidth that can be routed on
the residual network because all max-flows are computed independently of each
other and thus all the flows are not in competition for the residual bandwidth.
But this can still give a good idea of the residual throughputﬂ

3 Presentation of Different Objective Functions

3.1 Fortz

In [}, B. Fortz et al. try to find an optimal set of IGP weights such that classi-
cal shortest path first algorithms taking these modified metrics in consideration
lead to a good routing scheme. A cost is associated with each link of the net-
work. This cost (¢,) is a convex piecewise linear function of the link load. The
objective function they try to minimise is the sum over all links of this cost
(¢ = > 4ca @a). We will later refer to this objective function as Fortz. We have
noticed that this function, though empirical, could be seen as a linear approxi-
mation of 11‘;‘1. At low link utilisation, 1 — u, ~ 1 and Fortz = min}_,c 4 la,
while at high utilisations, ﬁ becomes significant, leading to a load balancing
policy (avoiding links with high utilisation). There is no OD pair consideration
in this objective function. Many papers have reused this objective function.

3.2 MIRA

In [2], Kodialam et al. introduce the concept of minimum interference routing.
They propose an objective function which is a weighted sum of the maxflows
over all possible source-destination pairs on the residual topology. Their online
algorithm, called MIRA, is a heuristic that tries to maximise this objective func-
tion. Formally, the objective function to be maximised is Z(s,t) astBst, where

4 The amount of traffic that can be routed on the residual network is in fact the
sum over all links of the available bandwidth. Indeed one obvious (and degenerated)
solution to the max throughput problem is to associate traffic only with the pairs
of nodes that are located at the extremities of a link. We can associate with these
pairs the available bandwidth on the corresponding link.
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ast 18 a weight associated with the ingress-egress pair (s,t¢). The weights asso-
ciated with ingress-egress pairs are administrative weights that determine the
relative importance of the ingress-egress pairs to the network administrator. Be-
hind this objective function, the goal is to minimise the blocking probability
of a future new request, without information about it. The idea is that if the
maxflow between one source and one destination decreases, this means that the
maximum request that can be accepted between these two nodes decreases as
well. Thus, the MITRA objective function is characterising likely good future.
There is no embedded metric characterising good current state. We will see later
in the simulations the implications of this fact.

3.3 Blanchy

In [3], Blanchy et al. present an online heuristic traffic engineering algorithm
to optimise a load balancing objective function. The pure load balancing ob-
jective function is >, 4 (ta — Umean)? With Umean = ﬁ > aca Ua, the mean
link utilisation in the network. This function is the variance on the link util-
isation and, as such, represents the deviation from the optimal load balancing
situation. To limit the length of the paths of a pure load balancing function,
they add a “shortest path” term and arrive at the following objective function:
> aca(Ua—Umean)® + Y c 4 (uq)?. It is interesting because the (weighted) com-
bination of both terms will give more importance to the load-balancing term if
the deviation is high enough to justify the detour, else it will let the “shortest
path” term minimise the resources used. The weighted factor o allows to give
more importance to one aspect or to the other. This objective function does not
directly include TE metrics we introduced in section 21l It does not include
a delay contribution and there is no consideration about OD pairs. The traffic
minimisation term tries to minimise the size of the paths.

3.4 Delay

In [4], Elwalid et al. associate a cost with each link. They try to minimise the
total cost which is the sum over all links of the link cost. The cost of a link is
a function of the link load. They assume that this function is convex. They say
that a natural choice for the link cost is the delay so that their network-wide cost
function is defined as MeanDelay = ), 4 — - In section 211 we called this
function the (unweighted) mean link delay, if 5 We do not take the propagation
delay into account. We introduce a new delay objective function (referred to as
W MeanDelay) which is ) 4 calfazv the weighted mean delay. Note that this
objective function can also be formulated using only u, as W MeanDelay =
Yoaea T “— . These objective functions are metrics characterising good current
state.

3.5 Degrande

In [5], Degrande et al. propose to maximise an objective function which is the sum
of four terms: F'(airness), T'(hroughput), B(alance) and (network) U (tilisation).
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A coefficient (named Cr, Cr, Cp or Cy) is associated to each term to give
more influence to one or another. Fairness and Throughput are traffic oriented
objectives while Balance and Utilisation are resource oriented objectives. Balance
is defined as: B = 1 — Umae. Network utilisation is defined as U = . , uq.
We will not consider Fairness and Throughput in our formulation because it is
not possible to express these in our LP formulation. The balance is a metric
characterising likely good future. The utilisation term will minimise the size
of the paths. There is no OD pair consideration and no delay contribution in
this objective function. Some papers only try to minimise the maximum link
utilisation. This is equivalent to Degrande objective function where Cp = 1 and
Cy = 0. We will refer to this objective function as tmqz-

Degrande objective function where Cp = 0 and Cy = 1 is a function which
minimise U = ) ., uy. This objective is also minimised by a classical SPF
routing considering link weights equal to the inverse of their capacities. In fact,
inverse capacity routing (recommended by CISCO) gives the optimal value of
U. We will thus refer to this objective function as InvCap. We prove this by
contradiction. If it is not the case, this means that there exists one flow for
which the InvCap path does not minimise its contribution to » . 4 uq. But its
contribution to this sum is in fact the traffic on this flow multiplied by the sum
of the inverse of the capacity of all the links of the path, which is minimised by
InvCap SPF.

3.6 Summary

Clearly, all the presented objective functions are related, while quite different.
A first difference is that some of them use only absolute values of the load
I (like MIRA), some only relative values u (like Blanchy, W MeanDelay, or
Degrande) and finally some use both (like Fortz, or MeanDelay).

Table 2] presents a summary of all the presented objective functions. MIRA’s
function is used with ais; = 1,V(s, t). For Blanchy, we have to fix the o parameter.
For Degrande, we have to fix C; and Cf;. In the table, we have added the cost
function called MinHop. This function simply minimises the total load over all

Table 2. Summary of objective functions

Score Function (to be minimised)
Fortz ZaEA Pa
MIRA =2t Ost
Blanchy ZQEA(U’G - umean)2 +a EaeA(ua)2
MeanDelay ZaEA ﬁ
WMeanDelay EaeA c:Tazn
InvCap ZaGA Ua
Umaz Umax
Degrande CBUmaz + Cu. ) pe 4 Ua
MinHop ZaeA la




82 S. Balon, F. Skivée, and G. Leduc

the links of the networks (3, 4 la). Following the same development as for
InvCap, this function is minimised by a SPF routing considering a weight of 1
for each link (what we call a min hop routing).

We can point out that at low load, 1 —u ~ 1 and ¢ — [ = ¢ and thus Fortz ~
MinHop while W MeanDelay ~ InvCap.

4 Simulations

In order to compare all the objective functions, we will model the traffic engi-
neering routing problem as a linear program (LP) and solve it to optimality for
all the presented objective functions. In this formulation, all the flows can be
arbitrarily split. Obviously, this cannot be really implemented in a network, but
can be approached with MPLS routing and to some extent with ECMP. This
assumption allows us to formulate the problem as a linear program (which is
easy to solve to optimality) instead of a mixed integer program (which cannot
be solved to optimality in a reasonable time). The LP formulation will be used to
solve the routing problem to optimality and compare the solutions obtained for
every objective function. We will not write the formulation of all the objective
functions, because this would take too much space, but we explain clearly how
they can be reproduced. We have used an LP node-link formulation (as in []).
Fortz is expressed in [I]. For MIRA, we use a classical maz flow formulation
for each pair of nodes. For Blanchy, the square function is approximated by
its linear approximation in the range [—1,1]. MeanDelay and W MeanDelay
are approximated by convex piecewise linear functions. Degrande and MinH op
are linear so they can be expressed easily, without modification. We will not
present MeanDelay in our result tables because we have noticed similar results
than W MeanDelay (noted Delay in the tables). For Degrande function, we
use C; = 10% and CJ; = 1 (as in [5]) and for Blanchy, a = 3 (which seems to
provide good results).

4.1 Simulation Description

We made our simulations on three different networks. The first topology was gen-
erated in the TOTEM toolbox [6] using Waxman’s method [7]. This topology is
composed of 25 nodes and 50 full-duplex links. We set the value for parameters o
and 3 to 0.15 and 0.2. We have generated a random traffic matrix for this topol-
ogy. The second topology is an operational network. This operational network is
composed of about 20 routers and 40 bidirectional links. To build a realistic traf-
fic matrix, we have collected netflow data on each interface of the network and
aggregated this information to build a traffic matrix (the procedure to generate
traffic matrices from netflow traces is described in [§]). The last topology is the
US research network (Abilene). It is composed of 11 nodes and 14 bidirectionnal
links of 10 Gbps each. As for the operational network, we have used netflow
data measured on the network to build a realistic traffic matrix. We have run
our simulation on two traffic matrices per topology: the actual one (TM) and
the double of it (2TM) (where each OD component has been multiplied by 2).
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4.2 Results

We have to keep in mind that we made some linear approximation of some objec-
tive functions. The original function could give slightly different results in some
cases. Also, some (non-linear) objective functions give different results depend-
ing on the load of the links. So, the particular traffic matrices and networks on
which we made the tests can have its influence as well. Notice that InvCap and
MinHop objective functions do not provide exactly the same routing scheme
than classical shortest path first algorithm with inverse capacity or unitary met-
rics. Indeed, our LP model of these objective functions allows extensive and
non-equal flow splitting (which is not the case in classical OSPF or ISIS imple-
mentations). So our results may present better solutions than the ones obtained
by shortest path first algorithms. We have also noticed a negative point for some
objective functions: multiple routing schemes achieve the optimal objective func-
tion value (especially for w;,q.). By default, the LP solver returns one of these
solutions, at random. As we did not want random values in our tables, we have
added a small delay contribution to these objective functions (MITRA, InvCap,
Umaz, Degrande and MinHop) so that the LP solver returns a “good” solution
from the set of possible equivalent routing schemes. So we should keep in mind
that these objective functions could lead to worse results than the ones presented
in this section if we do not add this delay contribution and if we do not allow
arbitrary flow splitting.

Table 3. Results on network of 25 nodes (Waxman topology). The table contains
absolute optimal values (in bold, green, without parentheses), or relative non-optimal
values (between parentheses) with respect to the optimal one. The values that are less
than 10% from the optimal value are bold. Finally the values that are 2 times worse
than the optimal one are in italic and red. For each metric, we present the values for
the actual traffic matrix (TM) and for the doubled traffic matrix (2TM).

Objective Umaz Uper10 Umean ABWpiin lmean B0t
function % % % Mbps Mbps Mbps
TM |2TM | TM |2TM| TM |2TM | TM [2TM | TM |[2TM | TM |2TM
Fortz |(1.14)](1.14) [(1.28)|(1.33)| (1.26) | (1.21) [(0.67)| (0.55)|(1.03)|(1.05)|(0.97)|(0.95)
MIRA | 100 | 100 |(1.40)|(1.48)|(1.17)|(1.16)| 0.0 | 0.0 |(1.15)|(1.10)
Blanchy |(1.22)|(1.23) (1.13) | (1.12) |(0.88) (1.12) [ (1.11) |(0.96) [ (0.94)
Delay [(1.20)|(1.08)[(1.17){(1.20)|(1.04)|(1.11) (0.95)| (1.16) | (1.11) [(0.97)|(0.95)
InvCap |(2.07)| 100 |(1.55)|(1.61) 0.0 |(1.21) | (1.20) [(0.98)|(0.96)
Umax (1.15)[(1.20)|(1.07)| (1.12) [(0.74)| (0.57)| (1.17) | (1.11) |(0.97)|(0.95)
Degrande (1.35){(1.39)|(1.05)|(1.05) [(0.74)| (0.57) | (1.19) | (1.18) |(0.97) |(0.95)
MiwnHop | 100 | 100 |(1.29)[(1.43)|(1.27) |(1.25)| 0.0 | 0.0 (0.97)|(0.95)

Tables Bl and @] give the values of the TE metrics at the optimum for each
objective function on Waxman and the operational networks. We do not present
results on Abilene network due to lack of space. We have removed the 6,,;,
metric from the tables because all the objective functions obtained the optimal
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value. We have also removed the delaymeqn metric because corresponding values
were very small, or infinite (when ABW,,;,, = 0). Indeed, we do not take the
propagation delay into account and the link capacities are huge. This implies that
all the delay values are almost equivalent, because negligible when compared to
the propagation delays. Although all the delay values (except infinite values, of
course) are tiny, we can point out that the Delay objective function gives good
results for all the TE metrics on all the topologies. This is because the delay
objective embeds most TE concerns (load, utilisation, available bandwidth) and
even though the queuing delays are most often negligible, they become non-
linearly sufficiently high when the load approaches the capacity to enforce load
balancing.

We start our analysis with table Bl which presents results for the topology
generated using Waxman’s model. We can see that all the objective functions
are not equivalent. MinHop is given for comparison purposes (it gives the lowest
achievable value for l,eqn) but is clearly not a good objective function on its
own. Indeed, it leads to a high value of %4, Wwhich is a very important concern.
The lowest achievable value for . is given by the 4, function which only
optimises this variable. The lowest achievable value of the u,,eqn variable is given
by InvCap. This function is not very good on its own because it leads in this
case to a high ., value. The combined Degrande is a very good objective
function on this topology. Indeed, it gives nearly optimal values for all the met-
rics. Blanchy, Fortz and Delay are quite good. We notice also that MITRA is
good except for uy,q, which is 100% (and thus ABW,,,;,, = 0 and delaymean is
infinite). We analyse this fact as follows. MIRA is based on max-flows (and only
on max-flows). Suppose that we have two routes in the network for a particular
OD pair of nodes. The value of the residual max-flow will be the same if we
route all the traffic on one route or if we route half of it on each route. This is
the cause of the bad load balancing policy and the high value of w4, given by
MIRA.

To better discriminate the Degrande, Delay and Blanchy functions we we
can analyse the results corresponding to the doubled traffic matrix. In this case,

Table 4. Results on the operational network. See the legend of table Bl to understand
these values.

Objective Umaz Uper10 Umean ABWpin lmean Otot
function % % % Mbps Mbps Gbps
TM |2TM | TM |2TM| TM |2TM | TM |2TM | TM |2TM | TM |2TM
Fortz |(1.18)|(1.13) |(1.63)|(1.17)| (1.17) | (1.14) | (0.89) | (0.56) |(1.00)|(1.04)|(0.99)|(0.98)
MIRA |(1.41)| 100 |(1.63)[(1.65)|(1.07)|(1.09)|(0.75)| 0.0 [(1.03)|(1.05)
Blanchy |(1.16) | (1.15) (1.07)|(1.11) [(0.90)|(0.50)| (1.24) | (1.23) |(0.99)|(0.97)
Delay [(1.04)|(1.02)|(1.32)[(1.21){(1.01)|(1.02)|(0.97)|(0.92)| (1.15) | (1.17) [(0.99)((0.99)
InvCap |(1.18)(1.09)|(1.51)|(1.49) (0.89) | (0.69) | (1.19) | (1.19) |(0.99)((0.98)
Umaz (1.56)|(1.21) (1.01) 1.20) [ (1.15) [(0.99){(0.99)
)|(
)|(

(
(
(
Degrande (1.51 (1.19) ] (1.19) |(0.99)|(0.98)
MinHop |(1.36)| 100 |(1.76)|(1.60)|(1.16) |(1.20) | (0.78)| 0.0 (0.99)((0.98)
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Blanchy has a quite high value of uy,q,, while InvCap leads to a fully loaded
link (tmaz = 100%). Degrande and Delay are in this case the best objective
functions. Fortz is also quite good in this situation.

On tabled we can see the results for the operational topology. Blanchy obtains
good values for all the metrics and the best value of uper10. M1 RA logically gives
the optimum for the 6;,; variable, which is its objective function. We remark that
many other objective functions give values close to this optimal 6;,; value. On the
operational network, we consider that the best compromise is Degrande because
it gives almost optimal values for all the variables except uper10. Both Delay and
Blanchy are quite good and give better results for uper10. Fortz improves Lyean
at the expense of all the other variables. MTRA and MinHop give high values
regarding Um,qz-

We have noticed on the Abilene network that there is less variation between
the values of our metrics. But we have still pointed out the performance of Delay
and Degrande which are the best objective functions of these simulations.

One last important point is the fact that at low load, we can see that Fortz is
approaching the optimal value of l,,cqr, the objective of MinHop, while Delay is
approaching the optimal value of u,eqn, the objective of InvCap. This confirms
the approximation we made in section

Table 5. Metrics At Low Load (LL) and High Load (HL)

Objective Umax Uperl0 Umean ABW'mzn lmean etot
Function || LL |HL ||LL{HL|| LL |HL||LL| HL ||LL|HL| LL |HL
Fortz || V|V IVIVIVIVIEl £ IVIVIVI]Y
MIRA [[e | e flefeflV][V]e] o [VIVIVVIVV
Blanchy || v | o |[VIVI[VIVIV] » VIV V]V
Delay || vV |V IVIVIVIVIVI V IIVIVIVIV
InvCap || o | o [|[/|E||VVIVVIE|l © ([VIVIIV]V
Degrande|VVIVVI[VIVI VIVIVI V IVIVIVIV

To conclude this section, we analyse table B which presents the good (/) and
bad (e) metrics for each objective function at low and high loadd. On this table,
we see that Fortz, Delay and Degrande are the best because these have no red
point.

5 Conclusion

In this paper, we have shown how well-known network-wide objective functions
reflect requirements for Traffic Engineering. As our results reflect, they are not
equivalent. We have shown the power of some functions and the weaknesses of
others. We have outlined that, although the transmission 4+ queueing delay is

® In this table, v/4/ is used to denote the optimal value and & to denote a value which
is not bad, but which is not as good as 4/ values.
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often negligible, choosing this delay as objective function gives good results for
almost all TE metrics. It is not that surprising considering that almost all TE
link metrics feed into the delay (see figure [J).

The best objective functions are Delay and Degrande on the tested topolo-
gies. We have a preference for Delay because it does not need any configuration
or parameter. Fortz is quite good also in all the situations, while having perfor-
mance somewhat under Delay and Degrande. Blanchy has good results also,
except for highly loaded networks. MIRA gives good solutions concerning the
total residual max flow, but this function gives bad results concerning the max-
imal link utilisation.

This study provides an objective basis to select an objective function when
designing a new Traffic Engineering routing algorithm. It may also be useful
to revisit existing TE algorithms to make them work with the objective func-
tions that best match the various TE concerns we have studied. Furthermore,
while this study has been performed for packet switched networks, the objective
functions and TE metrics used (see table [l are also valid in circuit switched
networks.
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Abstract. We propose a variable step fluid model for communication
network in this paper. Our main goal in this research is simulation
speedup of a packet-level simulator while maintaining the accuracy. The
variable step fluid model not only reduces complexity but also accurately
estimates simulation details such as round trip time, queue sizes, TCP
windows, and packet drops. In addition, the variable step fluid model
reduces event explosions, ripple effects, which have been observed in the
traditional fluid models. We validate our model against ns-2 simulation
with a mixture of TCP and UDP flows under various background traffic
scenarios. Our model achieves significant speedup compared to packet-
level simulators. For example, the speedup of our fluid model for 20 Mb
bottleneck is 40 to 70 against ns-2.

1 Introduction

Packet-level simulators have been widely used for performance evaluation of com-
munication network because of their accuracy. However, packet-level simulators
do not scale to large network or high bandwidth because they track every event
in the system. Simulation of network traffic in a packet-level simulator such
as ns-2[I] considers arrivals and departures of each packet at all routers and
queues between a source and a destination. As the topology of the network be-
comes complicated and as the size of network connections increases, packet-level
simulators show significant performance degrade.

Many methods have been proposed to speed up packet-level simulators. One
method to overcome such an event explosion in a packet-level simulation is to
use fluid models [2LBLALBL[6,7], which abstract discrete packets with a contin-
uous fluid flow. These fluid models average out small variations in packet-level
assuming that a network traffic can be considered as a continuous flow rather
than discrete packets.

While traditional fluid models [3,[5] reduce complexity of packet-level simu-
lators, they have several drawbacks. Since packet events are discrete in nature,

* This research is supported by the MIC, under the ITRC support program supervised
by the IITA.

F. Boavida et al. (Eds.): NETWORKING 2006, LNCS 3976, pp. 87-31] 2006.
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a fluid model may lose accuracy against packet model, especially if we compare
short term behaviors. Secondly, when several flows go through a network con-
nection link, a traditional fluid model [3] often increases complexity because of
the event explosion called "ripple effect”. A ripple effect has been introduced in
[3]. Liu et. al in [3] assume flow rates are held constant between some events,
but if these events occur too frequently, performance of a fluid model is worse
than that of packet models due to event explosions.

In this paper, we propose a variable step fluid model for faster simulation
of communication networks. The variable step fluid model provides accurate
estimation of interest measures such as size of TCP congestion window, queue
sizes, the round-trip time, and the throughput. Also, our fluid model reduces the
ripple effect significantly by allowing variable step size integration.

A method to reduce ripple effects with fixed step size integration has been
introduced in [8], but our approach improves accuracy and performance further
by varying the step size. We conduct simulation experiments on TCP congestion
control to validate our model. ns-2 packet-level simulator is chosen to vali-
date our model. In these experiments we observe our model achieves significant
speedup while maintaining little error against ns-2. For example, the speedup
of our fluid model for 20 Mb bottleneck is 40 to 70 against the ns-2.

The rest of the paper is organized as follows. In Sect. 2, related work is
presented. In Sect. 3, we introduce the variable step fluid model algorithm. We
show experimental results in Sect. 4, and conclude in Sect. 5.

2 Related Works

There has been much research on the network simulation based on fluid models
[3,4,9,]]. Liu et al. [3] compare packet-level simulations and fluid models in
terms of relative efficiency. They have observed ripple effects in detail and shown
that fluid models perform worse than packet models when ripple effects start to
occur. However, the accuracy of fluid models has not been fully analyzed.

[] also studies trade off between packet-level and fluid models. The change
of event rates in fluid and packet-level simulations with respect to the number
of nodes or the number of flows are compared. However, they do not consider
the accuracy of fluid models against packet models.

A scalable model of a network of AQM routers is presented in [9], and the
transient behavior of the average queue length, packet loss probabilities, and
average end-to-end latencies have been observed. It is shown that their fluid
model is accurate and requires substantially less time to solve, especially when
workloads and bandwidths are high. It is also shown that the computational
complexity grows linearly with the size of the network, whereas the growth of
the complexity for discrete event simulators is super-linear. However, this model
is based on the expected values of variables and the accuracy of results only
applies when there exist large number of flows. A fluid model introduced in [9]
also captures average window and queue sizes, but these statistics are not very
accurate compared to the statistics of packet-level simulations.
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[8] introduces a time-driven fluid simulation model for high speed networks.
Time is partitioned into fized-length intervals. [8] observes only single class fluid
and it does not simulate background flows. The propagation delays between any
two nodes are assumed to be zero or multiples of the discretization interval length
in [8], while the delay in reality depends on the traffic conditions. []] concerns
only how much traffic is generated by each source, not the exact event arrival
time. In addition, computations are performed on a very simplified scenario and
backlogged fluid depends on arrived fluid only.

3 Algorithm of Variable Step Size Fluid Model

3.1 Motivation

Although fixed constant time step [8] may reduce the ripple effect, simulation
time and accuracy can be improved further if we use variable time step fluid
model. For example, suppose that the round-trip time is 7 ms and the congestion
window size of TCP is a. Then « packets are emitted for 7 ms. Assume that
TCP sends « packets within 7/2 ms and no packet is sent out for the remaining
7/2 ms as in Fig. [[l If the fixed time step is smaller than the round-trip time,
for example, 7/2 ms, the TCP flow rate is 2a;/7 during the first half of RTT and
0 during the second half of RTT. This introduces unnecessary rate changes. On
the other hand, if constant time step is much bigger than the round-trip time,
for example, multiples of 7 ms, it may not accurately capture interest measures
such as congestion window size of TCP because TCP varies congestion window

size every RTT (7 ms).

T/2ms T/2 ms

T

Fig. 1. Timestep

destination

source

The variable step fluid model discretizes time using the round-trip time (RTT)
as an interval. Since the RTT varies with the traffic condition, the moments
when network variables change their values cannot be captured by a fixed time-
step model if fixed-step is bigger than RTT. For example, when the network is
congested (i.e. RTT is large), integration step can be large in the variable step
size model. On the other hand, when the network is not congested (i.e. RTT
is short), integration step need to be short to accurately capture TCP window
size. The discretization in variable step fluid model also enables us to reduce
the ripple effect. Ripple effects occur if flow rate is computed whenever the rate
changes. For example, flows in [3] trigger an event, even though the input amount
is smaller than the size of a single packet. Since our fluid model computes the
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flux and other variables every round-trip time, an event explosion such as ripple
effect due to frequent rate change does not occur.

3.2 Algorithm

This section describes the algorithm of our variable step size fluid model. We
begin with a simple case with a router, one TCP and one UDP flow. The al-
gorithm can be easily extended to multiple routers with many TCP and UDP
flows. Our fluid model algorithm is summarized in Fig. 2l

The algorithm first defines the network topology, background and foreground
flows. For example, let b(t) denote the available bandwidth at time ¢. Then
b(t) is initialized to (bandwidth x RTT). Then the algorithm replaces packets
during RTT as a continuous flow. Our fluid model computes UDP traffic and

( set network and flow variables )

]

4>\ check UDP incoming flow rate )

estimate UDP outgoing flow rate
= UDP in queue + incoming UDP

( compute remaining bandwidth )

C check TCP incoming flow rate )

estimate TCP outgoing flow rate
=TCP in queue + incoming TCP

( compute UDP and TCP net flows )

compute UDP and TCP queues
assuming no queue limits

]

compute relative inflow rates
of UDP and TCP

]

compute UDP and TCP queues
for the next RTT period

check for TCP drop

no

yes

increase congestion
window size

decrease congestion
window size

update RTT

Fig. 2. Algorithm
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allocates network resources for UDP first because they do not reduce the sending
rates even when packets are lost in the middle of transfer. We vary portion of
background UDP flows throughput the simulation. Thus, the first step is to
compute followings for UDP flows. Let uy(t) and vy (t) denote the amount of
inflow and outflow of UDP flow at ¢, respectively. Then

uy (t) = (inflow rate) x RTT
vy (t) = min{qu (t) + uu (t),b(¢)}
b(t) = b(t) —vu(t)
where gy (t) is the amount of UDP flow in the queue at ¢. Then the remaining

resources will be shared by TCP flows. Let ur(t) and vr(t) denote the amount
of inflow and outflow of TCP flow at ¢, respectively. Then,

ur(t) = cwnd(t) x (packet size)
vr(t) = min{gr(t) + ur(t), b(t)}
b(t) = b(t) — vr(t)
where cwnd(t) is the congestion window size for TCP at t and ¢r () is the amount

of TCP flow in the queue at ¢t. The next step computes net flows between inflows
and outflows for UDP and TCP flows:

nl(t) = uz(t) — ’Ui(t), 1= U,T

Let gi7 and g7 be queue sizes when it is temporarily assumed there are no queue
limits. Then,

;7 () = qi(t) +ni(t), i =U,T

Let ¢*°(t) = ¢f° (t) + ¢ (t). Let us denote relative inflow rates of UDP and TCP
by 7;(t) = u;(t)/u(t), i = U,T, where u(t) = uy(t) + ur(t). When there are
not sufficient resources for TCP, TCP flows will compete for limited resources
and reduce sending rates accordingly if flow loss occurs. Flow loss (for UDP or
TCP) occurs when the queue exceeds its maximum size, denoted by ¢max. The
increase or decrease of the queue depends on net flows and there are four cases:

Case I. (ny > 0 and ny > 0)
If ¢°°(t) > Gmax, define

@) = (1) + (qmax — q(®))ri(t), i=U,T
where ¢(t) is the queue size at t. Otherwise, define
¢(t) = ¢°(t),i=U,T

g and ¢ are queue lengths for UDP and TCP flows at (¢ + new RTT).
Since new RTT is not known yet, q% and ¢ are used temporarily now and
stored to qu (t+ new RTT) and gr(t+new RTT) when new RTT is obtained.
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Case II. (ny <0 and ny <0)
Define

@ (t) = max{0, ¢;(t) + n;(t)}, i=UT

Case III. (ny > 0 and np < 0)
Define ¢%.(t) = max{0, ¢ (¢)}. If ¢5°(t) + ¢%(t) > ¢max, define

a0 (t) = qmax — ¢7.(t)

Otherwise, define
a(t) = a7 ()

Case IV. (ny <0 and np > 0)
Define ¥ (t) = max{0, ¢i? () }. If ¢5°(t) + ¢% (t) > ¢max, define

q%(t) = Gmax — QIO] (t)

Otherwise, define

ar(t) = 4 (t)

Then, RTT is updated with the sum of the transmission delay, the queueing
delay and the propagation delay. If TCP flow loss occurs in Case I or IV, the
inflow rate is reduced by halving cwnd(t) and threshold, h(t). When TCP flow
loss does not occur, cwnd(t) and h(t) increase exponentially up to the receiver
window in the slow-start phase and linearly after that. If the window size reaches
the receiver window, the slow-start phase changes to the congestion avoidance
phase. After setting gy (t+RTT) = ¢¥%(t), gr(t+RTT) = ¢%(¢) and ¢(t+RTT) =
qu(t+RTT) + gr(t + RTT), ¢ can be updated to ¢ + RTT. Note also that there
is no trade-off of adjusting the step size every RTT because RTT itself is the
step size.

4 Simulation Experiments

In order to validate our model, we use the parking-lot topology in Fig. Bl This
topology has multiple bottleneck links, one between nodes R2 and R4, and an-
other between nodes R6 and R8. Foreground flows are sent from R1 to R10.
Then, the first set of background traffic is sent from R3 to R5. The second set
of background traffic is sent from R7 to R9. A similar type of topology was also
considered in [9].

We consider several network scenarios by assigning different bandwidths from
5 Mb to 20 Mb to these bottlenecks. Drop Tail Queues (FIFO) are used for
each router. Different types of queues such as AQM can be easily considered
and are postponed for future work. We simulated extensive scenarios on this
network topology, but we will show two example scenarios in this paper. Mainly,
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Fig. 3. Parking Lot Topology

we simulate three types of flows on this topology, which are foreground TCP,
foreground UDP and background UDP flows. TCP flows go from node R1 to
node R10 via nodes R2, R4, R6 and R8. Foreground UDP flows use the same
path as TCP flows. Background UDP flows propagate from node R3 to node
R5 passing through nodes R2 and R4, and from node R7 to node R9 passing
through nodes R6 and R8. Background UDP flows represent background traffic
on the network which is composed of short lived TCP flows, whereas foreground
UDP assumes UDP packets are generated by protocols such as RTP[I0].

4.1 TCP Flows Without Background Traffic

We first consider a flow generated by a single TCP connection without any
background traffic. TCP starts at 0.5 second and is observed for 20 seconds.
Once a TCP connection is established, a source sends a file of size 50 MB to
the destination. We run the same scenario on ns-2 to compare results between
our model against packet-level simulations. For packet simulations in ns-2, the
packet size is set to 1500 bytes, and the queue may hold up to 50 packets. The
initial threshold of the congestion window is set to infinite. Fig. [ shows that
RTT, congestion window size, queue size, and throughput of our variable step
size model captures those statistics of ns-2 with little error when the bottleneck
bandwidth is 20 Mb. As RTT increases, the congestion window size increases
exponentially and the queue becomes filled up with the surplus from the inflow.
When the queue becomes full, flow loss occurs and this leads to the halving of
the congestion window size. Correct estimation of RTT change in the variable
step fluid model allows us to detect the change of the congestion window size
and the queue precisely as shown in Fig. @l The throughput of our model also
captures the result of ns-2.

4.2 Foreground TCP and UDP Flows with Background UDP Flows

Now suppose that there are 3 foreground TCP, 20 foreground UDP and 50
background UDP flows. The simulation is performed for 50 seconds, and three
TCP connections share the same bottleneck. Each TCP connection is initiated
at 0.5 second and transfers a file of size 50 MB. In this scenario 10 foreground
UDP flows are sent from R3 to R5 and R7 to R9 at 10 seconds. Each UDP
flow sends out 240 Kb of data per second. At 20 seconds in simulation time,
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Fig. 4. Round-trip time (top left), congestion window size (top right), Queue size (bot-
tom left) and throughput (bottom right) from 1 TCP flow when bottleneck bandwidth
is 20 Mb

10 more foreground UDP flows are sent from R3 to R5 and R7 to R9 with
240Kb each. In 30 seconds, the entire foreground UDP flows are disconnected.
Since each UDP source sends 12Kb of packet for every 0.05 second, UDP flows
occupy about 2.4 Mb of the bottleneck bandwidth for 10 seconds, and 4.8 Mb
of the bottleneck bandwidth for the next 10 seconds. In addition, background
UDP traffic is injected for the last 10 seconds. The sending rate of background
UDP traffic is 48 Kb and its on and off time is 500 ms, respectively. Thus each
background On-Off source generates 24 Kb per second on average.

A traditional fluid model may consider fluid chunks using packets averaged
out during on-time. Our fluid model introduces larger scale to define a single
UDP flow. Since a packet is of size 12 Kb, the number of packets sent by each
UDP flow follows the exponential distribution with mean 2. Thus 50 background
UDP flows generate about 1.2 Mb per second on average in ns-2. Similarly, the
background UDP flow in our fluid model sends out a flow at a constant rate of
1.2 Mb every second from its source to the destination. TCP flows merge with
one UDP flow between nodes R2 and R4 and merge with another UDP flow from
node R6 through node R8 to node R9.

Fig. Blshows the results from ns-2 and the fluid model when bottleneck band-
width is 20 Mb. Round-trip time, congestion window size, and throughput are
all captured with little error. The adjustment of the congestion window size due
to dynamic injection of UDP flows are matched closely between ns-2 and the
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Fig. 6. CPU time for 1 TCP flow(left), CPU time for 3 TCP, 20 UDP and 50 back-
ground UDP flows(right)

fluid model. Fig. [l also shows that our model captures RTT and throughput
computed from ns-2.

Now we consider the speedup of variable step fluid model compared to ns-2
packet-level simulation. Left of Fig. 6l compares computation times between ns-2
and our fluid model simulations, the case study in Sect. 4], when the bandwidth
of bottlenecks changes. Note that the CPU time is plotted in log-scale. This
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shows that our fluid model reduces the computational cost significantly. In this
comparison, the fluid model takes about 0.2 second to run. ns-2, on the other
hand, takes about 2.8 up to 8.4 second depending on the bandwidth. When the
bottleneck bandwidth is 20 Mb, Running time in ns-2 is 42 times more than
that of the fluid model. As the bandwidth increases, more packets are generated
in the packet level simulator, thus ns-2 would require more computation time.
Right of Fig. Bl compares the CPU time in the second scenario in Sect. [£.2]
where 3 TCP, 20 UDP and 50 background UDP flows exist. In this scenario,
the CPU time for the fluid model is about 0.4 second, whereas ns-2 takes 13.3
to 28.2 seconds depending on the bandwidths of the bottleneck link. When the
bottleneck bandwidth is 20 Mb, the speed up of fluid model over ns-2 is around
70. Thus, our variable step fluid model achieves significant speedup if we compare
CPU time against that of packet-level simulations.

5 Conclusion

In this paper, a variable step fluid model has been introduced to simulate network
traffic in the communication network. Our model replaces discrete packet-level
events with a propagation of continuous fluid flow. The variable step fluid model
estimates the variation of queues accurately and captures the round-trip time,
the congestion window size, and the throughput of TCP connections. With the
compensation of negligible error, the variable step fluid model reduces the com-
putational load. To validate our fluid model against ns-2, two network traffic
scenarios are considered. When single TCP flow is simulated, we showed that
our fluid model saves up to 97.5% of CPU time compared to ns-2 packet-level
simulator. If there are 3 TCP flows, 20 foreground UDP flows, and 50 back-
ground UDP flows, we save up to 99% of CPU time. We consider general TCP
and UDP model in this paper. Modeling of different TCP implementations such
as Reno, NewReno, SACK, etc or modeling of flows other than TCP or UDP
such as TERC flows can be implemented into the current fluid model as a traffic
source module. The current fluid model assumes identical pair of a source and a
destination for each TCP flow. When there are multiple pairs of TCP flows, the
computation time increases linearly and it is reserved for future research.
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Abstract. Knowledge of bottleneck capacity of an Internet path is critical for ef-
ficient network design, management, and usage. With emerging high speed Inter-
net links, most traditional estimation techniques are limited in providing fast and
accurate capacity estimations. In this paper, we propose a new technique, called
PBProbe, to estimate high speed links. PBProbe is based on CapProbe; however,
instead of solely relying on packet pairs, PBProbe employs a “packet bulk” tech-
nique and adapts the bulk length in order to overcome the well known problem
with packet pair based approaches, namely the lack of accurate timer resolution.
As a result, PBProbe not only preserves the simplicity and speed of CapProbe,
but it also correctly estimates link capacities within a much larger range. Using
analysis, we evaluate PBProbe with various bulk lengths and network configura-
tions. We then perform emulation and Internet experiments to verify the accuracy
and speed of PBProbe on high speed links. The results show that PBProbe is
consistently fast and accurate in the great majority of test cases.

1 Introduction

Estimating the bottleneck capacity of an Internet path is a fundamental research prob-
lem in computer networking; knowledge of such capacity is critical for efficient network
design, management and usage. In the past few years, with the growing popularity of
emerging technologies such as overlay, peer-to-peer (P2P), sensor, grid and mobile net-
works, it is becoming increasingly desirable to have a simple, fast and accurate tool
for capacity estimation and monitoring. To accommodate the diversity in network ar-
rangements, an ideal capacity estimation tool must also be scalable and applicable to a
variety of network configurations.

A number of techniques have been proposed for capacity estimation on generic In-
ternet paths [[1,2L13L/4,15[161[7]. Among them, CapProbe [5]] and Pathrate [3]] have been
well accepted as two fast and accurate tools in generic network scenarios. However,
CapProbe is a round-trip estimation scheme that works well only on paths consisting
of a symmetric bottleneck link. Pathrate, on the other hand, is based on histograms and
may converge slowly when the initial dispersion measurements are not of unimodal.
As a result, CapProbe has difficulty estimating capacities of asymmetric links [8], and
Pathrate performs poorly on wireless links [S]].

* This work is co-sponsored by the National Science Council and the National Science Founda-
tion under grant numbers NSC-94-2218-E-001-002 and CNS-0435515.

F. Boavida et al. (Eds.): NETWORKING 2006, LNCS 3976, pp. 98-[109] 2006.
(© IFIP International Federation for Information Processing 2006
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To address the problems above, specialized capacity estimation tools have been pro-
posed for specific and emerging network scenarios. For instance, ALBP [9]] and Asym-
Probe [8]] are intended for capacity estimation on asymmetric links, and AdHoc Probe
[LO] aims to estimate the end-to-end path capacity in wireless networks. However, for
emerging high speed network links (i.e., gigabit links), recent studies have showed the
standing challenging to estimate high speed link capacity (various system issues) [[L1]],
and a simple, fast and accurate technique is still lacking and desirable.

In this paper, we propose a capacity estimation tool for high speed network links,
called PBProbe. PBProbe is inspired by CapProbe. However, instead of solely relying
on one pair of packets, PBProbe employs the concept of “Packet Bulk” to adapt the
number of probing packets in each sample in accordance to the dispersion measurement.
More specifically, when the bottleneck link capacity is expected to be low, PBProbe uses
one pair of packets as usual (i.e. the bulk length is 1). For paths with high bottleneck
capacities, PBProbe increases the bulk length and sends several packets together, which
enlarges the dispersion between the first and and last packet, to overcome the known
timer resolution problem. As we will discuss in more detail later in the paper, timer
resolution is the main challenge in estimating high capacity link capacities [11,[12].

The rest of the paper is organized as follows. In section 2, we summarize related
work on capacity estimation. In section 3, we present and describe PBProbe. In section
4, we present an analysis of PBProbe and evaluate the speed and accuracy of PBProbe
with Poisson cross traffic. In section 5, we evaluate PBProbe on high speed links in our
emulator testbed as well as on the Internet. Section 6 concludes the paper.

2 Related Work

Previous research on capacity estimation relied either on delay variations among probe
packets as illustrated in Pathchar [4], or on dispersion among probe packets as described
in Nettimer [6] and Pathrate [3]]. Pathchar-like tools (such as pchar [2] and clink [11])
have limitations in accuracy and speed as shown in [3] [[13]. Moreover, they evaluate
the capacity of a link based on the estimates of previous links along the path, thus
estimation errors accumulate and amplify with each measured link [7].

Dispersion-based techniques suffer from other problems. In particular, Dovrolis’
analysis in [3] showed that the dispersion distribution can be multi-modal due to cross
traffic, and that the strongest mode of such distribution may correspond to either (1)
the capacity of the path, or (2) a “compressed” dispersion, resulting in capacity over-
estimation, or (3) the Average Dispersion Rate (ADR), which is always lower than
capacity. Another dispersion-based tool, SProbe [7]], exploits SYN and RST packets of
the TCP protocol to estimate the downstream link capacity, and employs two heuristics
to filter out samples which have experienced cross traffic. However, SProbe does not
work properly when the network is highly utilized [[14]].

Unlike the above approaches, CapProbe [S]] uses both dispersion measurements and
end-to-end delay measurements to filter out the packet pair samples that were distorted
by cross traffic. This method has been shown to be both fast and accurate in a variety
of scenarios. The original implementation of CapProbe uses ICMP packets as probing
packets, and it measures the bottleneck capacity on a round-trip basis. As a result, the
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capacity estimate does not reflect the higher capacity link when the path is asymmetric.
Other difficulties are encountered when intermediate nodes employ priority schemes to
delay ICMP packet forwarding (e.g. Solaris operating system limits the rate of ICMP
responses, and it is thus likely to perturb CapProbe measurements) [15].

Recent capacity estimation studies have extended the target network scenarios to
more diverse environments. For instance, Lakshminarayanan et al. have evaluated es-
timation tools of capacity and available bandwidth in the emerging broadband access
networks [16]]. Chen et al. extended CapProbe to estimate effective path capacity in ad
hoc wireless networks [10]]. In addition, ABLP [9] and AsymProbe [8] have been pro-
posed for capacity estimation on the increasingly popular asymmetric links (e.g. DSL
and satellite links).

Nonetheless, capacity estimation on high speed links remains a challenge. Though
recent studies have verified the accuracy of Pathrate in estimating gigabit links [17],
however, the evaluation was done on an emulator-based testbed, which cannot represent
realistic Internet dynamics. Thus, an experimental evaluation of capacity estimation on
high speed links is still lacking.

In this paper, we propose a novel packet bulk technique for estimating high speed
link capacities, called PBProbe. PBProbe is based on CapProbe, but it probes the bottle-
neck link capacity using UDP packets (instead of the ICMP packets used by CapProbe).
We present the PBProbe algorithm in the next section.

3 Proposed Approach: PBProbe

In this section we introduce PBProbe. Similar to CapProbe, PBProbe estimates the link
capacity by actively sending a number of probes to the network and using the minimum
delay sum filter to identify the “good” sample. However, instead of employing a packet
pair, PBProbe uses packet bulk of length k in each probing and measures the capacity
for each direction separately. Specifically, there are two phases in PBProbe. In the first
phase, PBProbe estimates the capacity of the forward link; whereas in the second phase,
PBProbe estimates the capacity of the backward link. Fig.[Ilillustrates the algorithm of
PBProbe.

In the first phase (as shown in Fig.[Tla), host A first sends a START packet to host
B to initiate the estimation process. Once the process is initiated, B sends a Request To
Send (RTS) packet to A every GG time units. Upon the receipt of the RTS packet, host
A immediately sends B a packet bulk of length %k (note: bulk length = & means that
k + 1 packets are sent back to back). For the i-th probing sample, suppose B sends the
RTS packet at time t4.,q(7) and receives the j-th packet (in the i-th sample) at time
trew(i, j). The delay sum (i.e. S;) and the dispersion (i.e. D;) of the i-th packet bulk
sample are given by:

Si - (trcv(ia ]-) - tsend(i)) + (trcv(ia k + ]-) - tsend(i)) (l)

Di = treo(is k + 1) — treu(iy 1) )

If none of the k£ + 1 probing packets experience cross-traffic induced queueing, the
sample will reflect the correct capacity. Thus, the “good” sample (say, the m-th sample)
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Fig. 1. Tllustration of PBProbe (a) Phase I: measuring forward direction link capacity; (b) Phase
II: measuring backward direction link capacity

is identified by applying the minimum delay sum filter to all probing samples (say, n
samples):

m =arg min S; 3)
1=1...n
Therefore, the capacity estimate is made by using the dispersion of the m-th sample
with the minimum delay sum:

kP
D7?’l

where P denotes the packet size of each probing packet. Since the packet bulk samples
are delivered only in the forward direction, the estimated capacity corresponds to the
bottleneck in this direction.

Once the first phase ends, B sends an END packet to A, and PBProbe enters the
second phase (as shown in Fig.[I}b). In this phase, A first sends an RTS packet (every G
time units) to B, and B replies a packet bulk of length % right upon the receipt of each
RTS packet. Similar to the first phase, PBProbe measures the delay sum and dispersion
for each sample, and estimates the capacity in the backward direction by using the
minimum delay sum filter.

C:

“

3.1 The Inter-sample Period: G

PBProbe probes the link capacity by sending a packet bulk every G time units. The
value of G is critical for the convergence time of PBProbe. The larger G is, the slower
PBProbe estimation becomes. However, G can not be too small either. If it is too small,
PBProbe is more likely to create congestion in the networks and thus requires longer
time to converge. Therefore, for PBProbe, we set G to be:

2Dy
U

G 5)
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k+1:count + 0:;D + oo
repeat
ty  time()
Send START packet
Receive a packet bulk (of length &) and measure D’
ifD' < ‘U-‘hrrah then
k+ kx10; count <0
else
D+ min(D',D): G« 2D/U
count — count +1 1 ta ¢ time()
Sleep(G - (t2 — 1))
end if
until count ==n

Fig. 2. The algorithm for determining the appropriate bulk length, &, in PBProbe

where D, is the dispersion of the good sample (i.e., D,y = %), which has the
minimum delay sum among all probing samples seen so far, and U is the maximum
network utilization allowed for PBProbe estimation. We provide a short proof below
showing that if G = 2DT’”', the network utilization constraint, U, can be guaranteed.

Proof. Since k > 1, we know that

_2Dw _ Dw  Dw kP P (k+1)P

= — _— = 6
G=—7F =27 *w-cecwtor T cu ©
kE+1)P
u <CoU 7
Let R denote the data rate of the introduced packet bulk probes , i.e., R = (HG} )P;

therefore we can conclude R < CU, i.e., the probing data rate is never larger than the
load constraint, U.

3.2 The Packet Bulk Length: k

The major difference between CapProbe and PBProbe is that PBProbe sends packet
bulks. The purpose of using packet bulks is to overcome the limited system timer reso-
lution, as well as to avoid the additional latency caused by segmentation and reassembly
when the packet size used is larger than the MTU. The algorithm in Fig.2lis employed by
PBProbe to automatically determine the proper bulk length, k, for capacity estimation.

In the beginning, k is initialized to 1, i.e., PBProbe behaves like CapProbe, us-
ing packet-pair to probe the link capacity. However, whenever the measured disper-
sion is smaller than a certain threshold, say Dypresp, this algorithm will increase the
bulk length (k) by ten-fold and restart the estimation process. Clearly, the decision of
Dypresn value depends on the system timer resolution. In this work, we set D;ppesn =
1ms for all the experiments

3.3 The Number of Samples: n

CapProbe employs a sophisticated convergence test to determine whether a good sam-
ple has been obtained. To simplify the implementation, PBProbe simply estimates link
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capacities using a fixed number of n samples. Obviously, the larger n is, the more ac-
curately PBProbe estimates. The required time for one PBProbe capacity estimate is
linearly proportional to the value of n. More specifically, the larger n is, the longer time
PBProbe requires. Based on the experimental results reported in the previous CapProbe
studies [18]] [5)], we decide to set n = 200 throughout this paper.

4 Analysis

In this section, we present a queueing model that predicts the probability of obtaining a
“good” sample for a single link with Poisson distributed cross traffic. For simplicity, we
assume the probing samples of PBProbe arrive according to a Poisson process so that they
take so to speak “arandom look” at the link. We also assume that the probing samples do
not constitute a significant load on the network since they are sent infrequently. Finally,
we assume the buffers are large enough so that probing packets will not be dropped due
to buffer overflow. The analytical model is described next, followed by the results.
Suppose the arrival and service rate of Poisson cross traffic are A and p, the service
time of one single probing packet is 7, and the bottleneck link utilization is p. The
probability of the first probing packet arriving to an empty system, i.e. p, is given by:

p=1—§=1—p ®)
I
Since there is no queueing delay experienced by any probing packets of a “good”
sample, the probability of no queueing delay for the remaining k probing packets (i.e.
no cross traffic packets arrive in the k7 period) is e=*(*7)_ Therefore, the probability of
obtaining a “good” sample, i.e. pg, is given by:

pO — pe)\(fkT) — (1 _ p) efk/\T (9)
The expected number of samples, IV, for obtaining a good sample is then derived as:
1 kAT

_ X e
N=Y npy(l —py)" ' =—=
nE:l po(1 —po) 1,

(10)

Suppose the size of the probing packets and the cross traffic packets are equal, then

T = % = £. Therefore, N could be rewritten as:

ekr

1—p
The relationship between the expected number of required samples for one good sample
(N) and link utilization (p) with different packet bulk length (k) is shown in Fig.
From the results illustrated in Fig.[3 when k = 1 (i.e. packet-pair based CapProbe),
N is around 25 when the utilization (p) is as high as 0.9. However, as k increases, N
increases exponentially. For instance, when p = O., N is around 30 when k& = 10,

N:

Y

! The utilization of Abilene backbone network, which is the gigabit backbone of Internet2, is
hardly over 30% [19].
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Fig. 3. The expected number of samples (V) with different link utilization (p) and packet bulk
length (k) under Poisson cross traffic

but becomes around 5,000,000 when & = 50. It turns out that the estimation speed of
PBProbe (i.e. the required number of samples for obtaining a good sample) is highly
related to the employed packet bulk length. Though employing a large packet bulk can
improve the accuracy of dispersion measurements, such large bulk will need a much
larger number of tries in order to lead to a good sample and therefore will slow down
the estimation considerably.

5 Evaluation

5.1 Emulation Experiments

The emulator-based experiments were run on our laboratory testbed. In the scenario,
three testing machines are connected serially with 1 Gbps links. The NISTNet emulator
[20] is installed on the middle machine and can configure the middle machine to create
bottleneck link on the gigabit path. The purpose of this set of experiments is to verify
the needs of bulk length adaption for estimating high speed links; therefore, we used
two fixed bulk lengths (i.e., K = 10 and 100) and did not employ cross traffic in the
emulation experiments. We varied the bottleneck link capacity, and conducted 30 runs
of the experiments for each capacity setting. The results of £ = 10 and 100 are shown
in Fig. [l

Since no cross traffic was present in these experiments, packets within a packet bulk
are expected to traverse the path back-to-back without being disturbed. Therefore, ide-
ally, the measured dispersion of each packet bulk should represent the undistorted dis-
persion corresponding to bottleneck link capacity. Moreover, based on these perfect
dispersions, the capacity estimate should be accurate and consistent for every probing
sample.

However, since PBProbe requires accurate dispersion measurements, the capacity es-
timates tend to become inaccurate when timer resolution is inadequate. Table [Tl shows
the required timer resolution of PBProbe on links with different capacity and for differ-
ent bulk lengths. Obviously, when the bottleneck link capacity is high or the bulk length
is small, a high timer resolution is required. For instance, with link capacity = 100 Mbps
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Fig. 4. PBProbe estimation results using NISTNet emulator: (a) normalized capacity estimates
and (b) coefficient of variation of capacity estimates with various bottleneck capacity settings

Table 1. Required system timer resolution for accurate PBProbe estimation (assuming probing
packet size is 1500 bytes)

Bottleneck Link Capacity
k | 1Gbps |100Mbps|10Mbps
0.012ms| 0.12ms | 1.2ms
10 0.12ms | 1.2ms 12ms
100| 1.2ms 12ms | 120ms

and packet pairs (i.e., £ = 1), only a powerful processor can satisfy the required resolu-
tion of 0.12 ms. As the capacity increases to 1 Gbps, the required 0.012 ms resolution
becomes very difficult to achieve, and the measurement accuracy will degrade. Indeed,
this trend was observed in Fig.[la and @lb. In these two figures, for small &, the capac-
ity estimates become increasingly inaccurate and inconsistent when the required timer
resolution became greater (or equivalently, when the bottleneck capacity was enlarged).

However, the results also reveal that, when measuring high capacity links, a large %
can successfully alleviate the inaccuracy and inconsistency of capacity estimates caused
by poor timer resolution. For instance, when the bottleneck link capacity is 600 Mbps,
PBProbe with bulk length £ = 100 can accurately estimate the capacity (as illustrated
by very small coefficient of variation on capacity estimates). In contrast, when k£ =
10, PBProbe can only measure around 60% of the link capacity, and the coefficient of
variation is much larger. Based on the experimental results as well as the analysis shown
in Table [Il we conjecture that our testbed hosts can only provide timer resolution of
approximately 1 ms. Therefore, we decided to fix Tipresn, = 1ms in the k adaptation
algorithm of PBProbe for all the following experiments.

5.2 Internet Experiments

Here, we conducted Internet experiments to evaluate PBProbe in realistic environments.
Five Internet hosts (CalTech: California Institute of Technology; GaTech:



106 L.-J. Chen et al.

Georgia Institute of Technology; NTNU: National Taiwan Normal University; PSC:
Pittsburgh Supercomputing Center; UCLA: University of California at Los Angeles)
and five Internet gigabit paths (within California: UCLA and CalTech); across country:
UCLA - PSC, PSC - GaTech, GaTech - UCLA; and international: NTNU - UCLA) were
selected for the experiments. The topology and path properties of the selected paths are
illustrated in Fig.

1{ CalTech - ;\J
; fleDs 8ms 1\
\ 1Gbps; 85ms PSC "\
NTNU <—b UCLA

1Gbps;
600Mbps; 180ms \, I 3
N 1Gbps; 60ms’ 001"‘:

GaTech /

Fig. 5. Topology and path properties (bottleneck capacity and round trip delay) of selected gigabit
Internet paths

0.
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0.
CalTech->UCLA GaTech->UCLA PSC->UCLA PSC->GaTech NTNU->UCLA
UCLA->CalTech UCLA->GaTech UCLA->PSC GaTech->PSC UCLA->NTNU

Fig. 6. PBProbe experiment results (mean of 20 runs) on high speed links

IR

0
CalTech->UCLA GaTech->UCLA PSC->UCLA PSC->GaTech NTNU->UCLA
UCLA->CalTech UCLA->GaTech UCLA->PSC GaTech->PSC UCLA->NTNU

Coefficient

Fig.7. PBProbe experiment results (coefficient of variation of 20 runs) on high speed links

Fig. [6] and [7] illustrate the experiment results (i.e. normalized mean and coefficient
of variation of capacity estimates in 20 runs). It is clear that, in Fig.[6] the normalized
capacity estimates are mostly within 90% accuracy range, except three outgoing links
from UCLA to CalTech, GaTech, and PSC. This is due to the fact that the outgoing
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Table 2. Comparison of PBProbe and Pathrate Table 3. Comparison of PBProbe and Pathrate
on Internet links. (Capacity: Mbps; Time: sec). overhead on Internet gigabit links

PBProbe Pathrate GaTech — UCLA | UCLA — GaTech

Capacity [ Time | Capacity | Time PBProbe | Pathrate | PBProbe | Pathrate

CalTech — UCLA| 919.6 | 14 | 9332 | 17 spent time 14 sec 18 sec 14 sec | 1223 sec

UCLA — CalTech| 839.4 | 14 | 945.3 |1146 total packets 20,213 2,414 20,213 27,630
GaTech — UCLA| 9281 | 14 | 9329 | 18 total bytes 30,319,500 3,543,752 30,319,50039,707,74(
UCLA — GaTech| 840.3 14 | 968.1 |1223 BW consumptionf2.166Mbps{l.575Mbpsf2.166Mbps0.260Mbps|

PSC — GaTech | 959.9 | 13 | 9954 (1122
GaTech — PSC | 9059 | 13 | 947.0 | 17

PSC — UCLA | 889.6 | 14 | 9356 | 20
UCLA — PSC | 8452 | 15 | 905.6 | 20

NTNU — UCLA | 580.6 | 20 | 575.6 |1641
UCLA — NTNU | 5884 | 21 | 573.4 |1641

link of UCLA backbone has around 30% utilization, which is much higher than the
utilization of the incoming link (around 15%) [21]], and, in this case, PBProbe requires
a large number of samples in order to correctly estimate the capacity. Since we set
n = 200 in all experiments, PBProbe only estimated around 80% of the link capacity.
In addition, Fig.[7] also shows that the coefficient of variation of PBProbe estimates
are below 0.15 on all tested links, i.e. the capacity estimates (20 runs) of each high-
speed link are very stable. Comparing with the results shown in Fig.H] it turns out that
PBProbe was able to adapt its bulk length to the most appropriate value (i.e. £k = 100)
so that it could consistently and accurately estimate the capacities of high speed links.

5.3 Comparisons of PBProbe and Pathrate

So far, we have evaluated PBProbe in a variety of network scenarios. In this subsection,
we compare the performance of PBProbe and Pathrate in terms of accuracy, speed, and
bandwidth consumption (i.e. overhead). The experiments are performed on the same set
of high speed Internet links as illustrated in Fig.[3l and the results of capacity estimates
and required time are shown in Table

In Table 2] PBProbe measures at least around 85% bottleneck capacities of all tested
links; whereas Pathrate is very accurate and measures at least 90% bottleneck capacities
for all links. However, for some links with long delay and/or high utilization, Pathrate
required more than 1000 seconds to estimate the capacity. This is due to the fact that,
if the distribution of measured dispersion is not unimodal after the first phase, Pathrate
will start the second phase to probe the network using different packet train lengths and
packet sizes. Once Pathrate enters the second phase, it takes long time to determine the
correct link capacity. As a result, Pathrate converges fast if the dispersion distribution
is unimodal in the first phase, but it becomes much slower than PBProbe otherwise.

We also compared the packet overhead caused by PBProbe and Pathrate on high
speed Internet links. Table [3| shows the comparison on one of the high speed links, the
UCLA - GaTech link. From the experiment results, PBProbe is more expensive than
Pathrate, if Pathrate only uses one phase to estimate link capacity on high speed links.
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In case when Pathrate is required to enter the second phase, PBProbe and Pathrate
produce a comparable amount of packet overhead. However, since Pathrate is much
slower after entering the second phase, the bandwidth consumption (i.e. bits per second)
is much smaller than PBProbe. It is worth pointing out that, even though the bandwidth
consumption of PBProbe (approximately 2 Mbps) seems to be relatively high, it is
realistically only 0.2% of the bottleneck capacity (i.e., 1 Gbps); thus, it is not intrusive
to other traffic flows in the network.

The experiment results suggest that there are trade-offs between PBProbe and Pathrate
for high-speed path capacity estimation. On the one hand, PBProbe yields very good
estimation results rapidly (e.g., less than 20 seconds in most cases). If given more time,
it will progressively improve the estimates, since better samples can be obtained. On the
other hand, Pathrate tends to produce accurate results, but the required time may vary
from approximately 20 seconds to 20 minutes. Therefore, Pathrate may not be ideal in
scenarios when an estimation of the bottleneck capacity needs to be obtained within a
very short time.

It should also be noted that the packet overhead of PBProbe is proportional to the
employed bulk length k. While measuring a high speed link, PBProbe increases its
bulk length and in turn increases the packet overhead, in order to overcome the limited
support of system timer resolution. Nonetheless, thank to the employed U parameter,
the bandwidth consumption of PBProbe is restricted by the utilization upper bound.
Hence, PBProbe can carefully control the trade-off between the bandwidth consumption
and the required time in order to satisfy the requirement of different applications.

6 Conclusions

In this paper, we studied a classic problem of link capacity estimation, and we proposed
a technique, called PBProbe, to estimate bottleneck capacity for emerging high speed
links. PBProbe is based on the CapProbe algorithm, but it uses “packet bulk™ to adapt
the number of packets in each probing according to different network characteristics. As
a result, it preserves the simplicity, speed, and accuracy of CapProbe, as well as over-
coming the poor system timer resolution problem on high speed links. Using analysis,
emulation, and Internet experiments, we evaluated the accuracy, speed, and overhead
of PBProbe on various network configurations. The results show that PBProbe can cor-
rectly and rapidly estimate bottleneck capacity in almost all test cases. Comparing to
other capacity estimation techniques, PBProbe is ideal in real deployments that requires
online and timely capacity estimation. This capacity estimation technique can further
provide assistance to typical applications such as peer-to-peer streaming and file shar-
ing, overlay network structuring, pricing and QoS enhancements, as well as network
monitoring.
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Abstract. Network planning is usually based on long-term trends and
forecasts of Internet traffic. However, between two large updates, telecom-
munication operators deal with resource allocation in contracts depend-
ing on the mid-term evolution of their own traffic. In this paper, we
develop a methodology to forecast the fluctuations of Internet traffic in
an international IP transit network. We do not work on traffic demands
which can not be easily measured in a large network. Instead, we use link
counts which are much simpler to obtain. If needed, the origin-destination
demands are estimated a posteriori through traffic matrix inference tech-
niques. We analyze link counts stemming from France Telecom IP inter-
national transit network at the two hours time scale over nineteen weeks
and produce forecasts for five weeks (mid-term). Our methodology relies
on Principal Component Analysis and time series modeling taking into
account the strain of cycles. We show that five components represent
64% of the traffic total variance and that these components are quite
stable over time. This stability allows us to develop a method that pro-
duce forecasts automatically without any model to fit.

Keywords: IP international transit network, traffic forecasting, princi-
pal component analysis, time series modeling, strain modeling.

1 Introduction

Forecasting the end to end traffic profiles of an IP network is very important
in order to deal with traffic engineering tasks like new resources planning or
network design. Whereas these end to end traffic demands can be directly ob-
tained for traditional telecommunication networks based on circuit switching, it
is more difficult with packet-based routing which is used in Internet. Hence, it
relies on the IP protocol which does not include an accounting mechanism. The
authors of [I] highlight these difficulties. Tools like Netflow from Cisco have been
developed to directly measure the traffic demands, but these measurements are
quite difficult to obtain in an accurate and exhaustive manner. These tools are
based on sample measurements, use a lot of network resources and then cannot
be activated on all routers. So, we do not have historical data on the end to

F. Boavida et al. (Eds.): NETWORKING 2006, LNCS 3976, pp. 110-[TZ2 2006.
© IFIP International Federation for Information Processing 2006
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end traffic demands. The only easily available historical data are the amount of
traffic exchanged between adjacent routers (link counts) that can be obtained
through the Simple Network Management Protocol (SNMP). The link counts
correspond to the sum of several users traffic demands entering the network into
one edge router and exiting at an other edge router. To obtain the traffic origins
and destinations, a lot of traffic matrix inference techniques have been developed
these last few years. They use link counts and routing schemes to estimate the
end to end demands of the network. [2|B,[4.5] give a quite complete overview of
the recent work done by the research community on this topic.

In this paper, our goal is then to predict the link counts. We need online
forecasting to increase our reactivity and flexibility. So we propose a completely
automatic technique. We test our approach on France Telecom IP international
transit network. We work on several weeks of SNMP data, at a large time scale
(two hours granularity) and do forecasts for a few weeks. The main difficulty
is that there are usually many links (next to a thousand) in an international
transit network and it is not feasible to fit a model on each link to produce its
forecasts. We develop a pragmatic approach to deal with this high dimension
and assure its full automation for operational purposes. Crovella et al. show
in [6] that Principal Component Analysis (PCA) applied to link counts data
can drastically reduce the high dimension into a few components. This is due
to high correlations existing between link counts evolutions. We see that these
few components stemming from PCA exhibit strong time periodicities that do
not change very much. We study the cycle change of shape of the components
and propose a new approach to build forecasts for this kind of data based on
simple statistical tools. Our forecasting technique has the advantage to be fully
automated contrary to classical time series models such as SARIMA which are
needed to be fitted in several steps. The contribution of our paper to the field
is to validate the PCA forecasting methodology proposed by Crovella et al. on
new real traces of a large international backbone IP and the introduction of the
study of the shape morphing inside the forecasting methodology itself.

The paper is organized as follows. In section 2, we briefly present previous
works relative to traffic forecasting. Then, we describe the data on which we
have applied our methodology in section 3. The section 4 details the way we
can decompose IP traffic observed on a lot of links simultaneously in elementary
shapes thanks to PCA. The forecast techniques we propose are developed in the
next section. The last section is devoted to the results forecasts descriptions.

2 Related Work

Forecasting traffic was already an issue for the Plain Old Telephone Service
(POTS) ([718]). Most of the processing theories have been extensively used to
deal with this problem. But there was no statistical multiplexing, so traffic pro-
files were much more continuous contrary to IP traffic profiles. Internet traffic
forecasting techniques (see for example [9L[T0,[11]) have mainly addressed local
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area network and small time scales, such as seconds or minutes, that are rel-
evant for dynamic resource allocation and show the local effects of statistical
multiplexing.

In our case, we are interested in international transit network and larger time
scales which are more appropriate when doing capacity planning and network
design. But long range dependencies effects begin to appear very rapidly as the
time scale grows ([I2]). The first work dealing with large time scale is described in
[13]. In this paper, the authors predict a single value for the entire network using
linear time series models which is not sufficient for network planning purposes.

The nearest work to ours is exposed in [14]. The evolution of IP backbone traf-
fic at large time scales are modeled and long-term predicted combining wavelet
multiresolution analysis and linear time series models.

3 Data

We collected SNMP data from all the routers of the France Telecom IP inter-
national transit network from April 3, 2005 to August 13, 2005. These data
represent the total amount of traffic exchanged between all the adjacent routers
(link counts) by ten minutes time slots. For this nineteen weeks period, about
eight hundred links have been observed between next to two hundred routers.
These links are either access links or core links, we do not distinguish between
this two kind of links in this paper and do forecasts for both type. Among all
the links, about two hundred of them are not active during all the period or
have a negligible traffic amount. We do not consider these specific links for the
forecasts. As we are interested in doing forecasts for network planning purposes,
we average our traffic measurements across two hours intervals. We do not aver-
age our data on a larger interval because we want to keep the daily periodicities
(see the next paragraph) which are an important traffic element useful for the
forecasts buildings. Two hours granularity is then a good compromise.

We observe two types of traffic behavior in our link counts data. There are
link counts that exhibit strong daily and weekly periodicities reflecting tradi-
tional human activities. This behavior corresponds to the largest link counts
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Fig. 1. Examples of a cyclic (left) and a bursty (right) link count
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and represent the majority of the total traffic. Other link counts are bursty, rep-
resenting occasional spikes or dips of traffic. They mainly correspond to small
link counts. We show an example of these two types of traffic behavior in Figure
[l The period of time is intentionally reduced to allow to distinguish the cycles.

4 Structural Analysis of Link Counts

4.1 Principal Component Analysis Overview

In this part, we intend to introduce the Principal Component Analysis (PCA)
framework but we cannot cover all aspects due to lack of space. For more de-
tails, see [6]. The method of PCA is useful to analyze a complex set of many
correlated statistical variables X = [X Lo, X p] into new principal independent
components ([I5]). PCA works on zero-mean data. The principal components
correspond to the eigenvectors of the covariance matrix X7 X:

XTX’UZ':AZ"UZ‘ izl,...,p (].)

A is the eigenvalue corresponding to the eigenvector v;. Since X7 X is symmetric
definite positive, its eigenvectors are orthogonal, the eigenvalues are nonnegative
real and its trace, corresponding to the total variance of X, is equal to the sum
of the eigenvalues, so that \; represents the variation part of X captured by
the it" eigenvector or principal component. By convention, the eigenvectors are
unit vectors and the eigenvalues are sorted from large to small. Thus, the first
eigenvector v captures the largest variation part of X, the second eigenvector v
the second largest variation part, and so on. The projection of X on v; represents
the coordinate or contribution of X on the i** principal component, this vector
can be normalized to unit length by dividing by v/A;:

- X’Ui
VA
u; is then a linear combination of the initial variables, it is usually named a

score. By performing PCA, we decompose X into an optimal sum of unit rank
matrices (product of a line vector by a column vector):

P
X => VNuvf (3)
=1

If we consider only the first ¢ principal components and scores, we obtain the
best approximation of X with ¢ elements. This approximation can be computed
by taking p equal to ¢ in Equation Bl In the next part, we apply the technique
of PCA on our link counts data.

U; i=1,..p (2)

4.2 PCA Application on Link Counts

The matrix X, defined in the previous section, now represents the 7" measure-
ments of traffic on the nineteen weeks observed period and on the L links (vari-
ables) of our network. As we have seen in section 3, the traffic data exhibit strong
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daily and weekly periodicities in majority. To respect these properties, we decide
to perform PCA week by week. We center and reduce the traffic evolutions for
each link and per each week in order to consider traffic profile instead of raw
traffic. This allows to give as much importance to all the links in the network.
We obtain, for each week, L new vectors or scores, we call them the eigenlinks
in reference to Crovella et al. who call them the eigenflows in [I6] when PCA is
applied on OD flows traffic. The eigenlinks represent the elementary shapes of
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the link counts. The first eigenlink captures the strongest time variation com-
mon to all links, the second eigenlink the next strongest, and so on. We represent
in the figure below the variation part (cumulative percentage) captured by the
first twenty eigenlinks in the form of a scree plot. A scree plot shows the sorted
eigenvalues, from large to small, as a function of the eigenvalue index. Each curve
corresponds to a different studied week.

egenink 1
2

Sun Mon Tue Wed Thu Fi  Sat Sun Mon Tue Wed Thu Fi o Sat

egenink 4 eigeniink 5
3

-3
Sun Mon Tue Wed Thu Fi  Sat

Fig. 4. First Five Eigenlinks superposed week by week

We can see that the vast majority of link counts variability is explained by
the first few eigenlinks, whatever the week we consider. This is due to the fact
that the majority of the link counts show the same strong daily and weekly
periodicities. So, the link counts form a structure with effective dimension much
lower than the total number of links.

The first nine eigenlinks are represented in Figure[3 Once again the period
of time is reduced for readability reasons. The first five eigenlinks exhibit strong
daily and weekly periodicities. This is not surprising as these properties concern
the majority of link counts data. Their periods are different and their peaks of
traffic do not appear at the same time. This is due to the different time zones
covered by our network. The next eigenlinks do not reflect a particular shape,
they are more bursty. In [16], a taxonomy of eigenflows is realized using heuristics
based on their periodogramm and their standard deviations. The authors show
that the eigenflows can be separated in three categories in a quantitative way:
deterministic, spike and noise. By using the same quantitative heuristics and tax-
onomy, only the first five eigenlinks are characterized as deterministic. We then
decide to only use the first five deterministic eigenlinks to build our forecasts for
all the link counts of the France Telecom international transit network. We reduce
the dimension from about six hundred to five thanks to PCA. These five elements
represent 64%, in mean over the studied weeks, of the link counts total variation.
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If we represent the first five eigenlinks by superposing the weeks between them
(Figure ), we can see that the link counts structure is quite stable over time.
We use this property to develop our forecasting method in the next section.

5 Forecasting Techniques

We propose to build forecasts for the deterministic eigenlinks time series and
then to project these forecasts on the adequate eigenvectors to obtain all the
link counts forecasts via Equation [§] with ¢ equal to the number of deterministic
eigenlinks kept. It can be compared to a generalized deseasonalization method
([I7]). We discuss the adequate eigenvectors choice further. As we want to de-
velop a methodology that can be fully automated for network planners, we do
not use classical linear time series models such as SARIMA models which are
needed to be fitted manually one by one (see [18] for details on the Box-Jenkins
methodology to fit SARIMA models). We propose a pragmatic approach based
on basic statistical tools such as mean and standard deviation and using the
time stability of the link counts structure stemming from the first deterministic
eigenlinks we have already observed in the previous section.

The study of the ratio between a sequence mean and its standard deviation is
a good way to measure the dispersion of this sequence. Indeed, the higher this
ratio is, the more stable the serie is. We use this criteria to quantify the stability
of each deterministic eigenlink time serie. We then build the following indicator:

. Mean ; (X} — X} )
Y, = v ,
" Standard Deviation ; (X} — X},)

where t represents the sub-measurements of a cycle. In our case, the cycle corre-
sponds to a week, so ¢ varies from Sunday Oh-2h to Saturday 22h-Oh, i.e. 84 sub-
measurements in all. X/ represents the traffic volume for the sub-measurement
t for the week 7. If Yttl"’ is high, it means that the cycle do not change its shape
between the sub-measurements ¢; and t5. Then, if we want to forecast the value
of X, for the next cycle K 41 from the K observed cycles, we can do as follows:

Yt At (4)

XEH = X+ Mean & (X[, — X]) (5)

We generalized Equation [l by considering all the sub-measurements ¢ of a cycle:

X =3 " weight ], [ X[ + Mean S, (X] — X)), Vt (6)
t1#t
where (Yt)2
weight! = —_— (7)
B (V)2

Our prediction formula defined by Equation [f] consists of computing the pre-
diction for a sub-measurement ¢ of a cycle by a weighted sum of all the other
sub-measurements. The introduction of a weight stemming from the cycle sta-
bility indicator defined by Equation @ allows to consider more importance to the
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closest sub-measurements to the sub-measurement for which we compute the
forecast in terms of strain between cycles. We use this technique to compute the
deterministic eigenlinks forecasts. The results are given in the next section.

Once the eigenlinks forecasts are obtained, the final forecasts for all the link
counts are computed by projecting these forecasts on the eigenvectors. As, we
have performed PCA on our data week by week, we have a set of eigenvectors
and the corresponding eigenvalues for each week or cycle. We propose to use the
eigenvectors and eigenvalues stemming from the last observed cycle as we have
seen that the structure is stable over time.

6 Forecasting Results

6.1 Deterministic Eigenlinks Forecasts

We divide our observation period in two parts: an estimation period from April
3, 2005 to July 9, 2005 (14 weeks) on which we develop our forecasting techniques
and an evaluation period from July 10, 2005 to August 13, 2005 (5 weeks) from
which we compare our forecasts results to the real data. Figure [l shows the
forecasting results we obtain for the first five eigenlinks using our methodology
(Equation[@). The forecasts are in dashed lines and the real values in plain lines.

We can notice from these graphs that the first components are quite well
forecasted even if their shape is smoothed by the technique. However the forecasts
for the fourth component are distorted compared to real data. This is mainly
due to the high strain between sequential cycles on this component.

We compare these forecasting results with those obtained when SARIMA
models are fitted. The following models have been fitted: SARIM A (1,0,1)1 12,84
for the first four eigenlinks and SARIM A (1,0,1); 6,12,84 for the fifth eigenlink.
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Fig. 5. First Five Eigenlinks Forecasts
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For these comparisons, we compute the median of the absolute relative error
(Equation [§)) for each eigenlink. X corresponds to the real values and X’ to the
forecasts. We do not compute the mean because of some extreme values due to
abnormal traffic behavior. We can see in Table [I] that our technique gives in
general slightly better results than SARIMA models. We do not pretend to
give better results than any SARIMA model. The SARIMA models we fit for
the comparisons are choosen with the same orders for convenience (we need an
automated method). In addition, the method we proposed does not rely on itera-
tive algorithms (contrary to SARIMA models) leading to a lower computational

burden. X x|
Median (4 ) (8)
| X|

Table 1. Comparison Results (Median Error) between our method and SARIMA
models

Our Method SARIMA

Figenlink 1 0.1108 0.1046
Figenlink 2 0.1324 0.1370
Figenlink 3 0.6408 0.6787
Eigenlink 4 0.8144 0.9258
FEigenlink 5 0.5990 0.6355

6.2 Link Counts Forecasts

We remind that the forecasts for link counts are obtained thanks to Equation [3]

with ¢=5:
5

X'=>"Vuio] 9)

i=1

\; and v; correspond respectively to the i*! eigenvalue and the it eigenvector
stemming from the PCA application on the last week of the estimation period,
and u; is the i*" forecasted eigenlink over the evaluation period. Then, X’ is
a matrix containing the forecasts for all the link counts. As we have centered
and reduced the data to zero mean and unit standard deviation before applying
PCA, the final forecasts results have to be rescaled by the mean and the stan-
dard deviation of each link count respectively. We use the mean and standard
deviation of link counts observed on the last week of the estimation period.

Besides the median absolute relative error defined in Equation[§, we also com-
pute the relative errors over the median (Equation [[0]) and over the maximum
(Equation []), the traffic median or maximum being indicators usually used for
network design.

Median(X') — Median(X)

Median(X) (10)
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Max(X') — Mazx(X) (11)
Maz(X)

where X corresponds to the real values and X’ to the forecasts. We compute
the three types of error for each link count and each week of the evaluation
period. We represent in Figure [ these errors for all the link counts classified
from large to small and for the first (dashed line) and last (dotted line) week of
the evaluation period.
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Fig. 6. Forecast Errors

We can see that the majority of link counts have a median error lying between
5% and 50% (horizontal lines). The errors have the same order of height whatever
the traffic volume of the link count and are quite stable between the first and
last weeks of the evaluation period. The errors peaks mainly correspond to:

— bursty link counts without cycles
— links with a traffic mean which varies a lot between weeks
— anomalies of traffic

We would not have significatively better results with other methods. This is due
to the traffic sporadicity which makes this specific error peaks unpredictable.
We show examples of these types of behavior in Figure [[l The forecasts are in
dashed lines and the real values in plain lines.
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6.3 Discussion About Traffic Matrix Estimation

In this paper, we have proposed to forecast link counts and then to obtain the
end to end traffic demands thanks to traffic matrix estimation techniques based
on link counts only. One could wonder how would behave our forecasting method
on historical origin-destination (OD) counts directly. Some internal studies on
partial traces have shown that the number of deterministic principal compo-
nents are slightly the same for link counts or OD counts. In addition, the first
components are very similar between links and OD pairs. As a result, traffic
matrices forecasts would probably be more precise if we used our forecasting
method directly on OD counts since we would not add the approximations of
the traffic matrix estimation techniques. Unfortunately, measuring complete OD
traffic matrices is often impossible in the case of large IP backbones. And storing
historical data without interruptions during weeks concerning traffic matrices is
even harder. As a consequence, it is not viable today to rely on forecastings
based on direct OD counts for large networks.

7 Conclusion

In this paper, we have developed a pragmatic methodology to predict Internet
traffic on all the links of an international IP transit network. Our aim is to
obtain these prediction results in a fully automated way in order to be directly
operational for network planners who have to deal with several traffic engineering
tasks like new resources planning or network design. The low computational
burden of the method even allows very reactive on demand forecasts with flexible
parameters (period of interest, time scale...). Our method is intentionally simple,
based on non-advanced scientific tools, again for automated reasons. In summary,
this methodology involves the following steps:

(1) Principal Component Analysis on the link counts
— (2) Determine the deterministic scores or eigenlinks which are relevant

(3) Prediction of the deterministic eigenlinks profiles using the study of the
cycle change of shape
(4) Projection of the predicted deterministic eigenlinks on the link counts
structure obtained from PCA applied in step (1)

We apply this methodology on data stemming from the France Telecom inter-
national transit network over a period of nineteen weeks, between April 3, 2005
and August 13, 2005. Five deterministic eigenlinks out of 600 are kept for sum-
ming up the link counts structure. It means a reduction of computational burden
by 120. Furthermore, our strain analysis framework is faster than SARIMA tech-
niques. The majority of link counts have a median absolute relative error lying
between 5% and 50%. The largest prediction errors concern link counts with a
non-constant behavior.

Therefore, through this paper, we validate on real traces from a large backbone
IP network the use of the PCA technique to forecast Internet traffic profiles in
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a large number. We have also developed a new simple method for forecasting
periodic traffic profiles based on the study of the variations of cycle shapes
between successive periods. It gives us some insights to better understand the
underlying trends of IP traffic. Our method can be applied on a longer period
by considering the mean trend (instead of the mean of the last cycle) of the
link counts data. The time stability of the link counts structure have also to be
controlled, PCA which gives the link counts structure must then be reapplied
from time to time.
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Abstract. We propose a new methodology, RESTORED, for model-based stor-
age and regeneration of TCP traces. RESTORED provides significant data com-
pression by exploiting semantics of TCP. Experiments show that RESTORED can
achieve over 10,000-fold compression ratios for some really large input connec-
tions, while still being able to recover several structural and QoS measures.

1 Introduction

Traffic measurement and monitoring faces the important challenge of data storage; due
to the large amount of information, it is simply not feasible to collect all traces. A nat-
ural approach is to keep only a fraction of the packets that traverse a given link and
estimate connection characteristics from the stored packets. A number of approaches
to succinctly storing network data have been proposed. For example, Cisco System’s
NETFLOW technology is based on the simple idea of aggregating packet information to
compute flow characteristics [[1], i.e., time is partitioned into slots, and a router records
the total number of packets it handles in any given time slot, the total number of bytes,
etc. Further, Cisco has proposed a sampled version that records information based on
every Nth packet. A slightly more advanced approach is to employ sampling rate adap-
tation. Unfortunately, these solutions lack clear justification from a scientific standpoint:
a fine time granularity is not able to provide effective data compression (since a lot of
data has to be recorded), whereas too coarse time granularity leads to poor character-
ization of network dynamics. The latter issue is also a significant weakness of SNMP
counters [2]]. Other monitoring tools, such as GIGASCOPE [3]], supports complex per-
formance queries, but scalability remains a major bottleneck.

Approaches that store only a subset of traffic data face the obvious problem that the
stored information might not be sufficient to capture the meaningful characteristics of
TCP. For instance, while a couple of measures of quality of service (e.g. throughput)
could probably be estimated by storing every [Nth packet, it is likely that most measures
cannot be inferred in this way. A more principled, model-based approach is needed.

Recent years have seen substantial advances in understanding and modeling the in-
tricate nature of TCP traffic. Aggregate traffic can display fractal [4] and multifractal
[S] characteristics at small timescales. For large enough timescales technological con-
straints make these correlations disappear, so that there is no long-range dependence
[6]. In the presence of congestion, aggregate traffic characteristics are approximately
Poisson [7]. On the other hand, individual connections have a much simpler structure;
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(© IFIP International Federation for Information Processing 2006
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many of their aspects can be modeled by Markov chains [8]]. The progress in model-
ing temporal aspects of TCP traces has not been matched by corresponding advances
in modeling the dynamics of packet IDs. This is unfortunate, since the dynamics of
packet ID can influence the overall connection dynamics: TCP is a protocol that tries to
maintain packet sequence integrity, and will attempt to do so by controlling the senders’
congestion window. Thus a complete understanding of TCP dynamics requires a new
approach in which packet reordering plays a central role. As convincingly argued by
Bennett, Partridge, and Shectman [9]], packet reordering has many severe effects on
TCP performance (see also [10]). In conclusion, receiver side models of TCP should
capture both temporal and reordering aspects of TCP traces.

The main goal of this paper is to propose a new approach called RESTORED,
REceiver-oriented STOchastic REgeneration of packet Dynamics, for model-based stor-
age and regeneration of TCP traces. RESTORED uses a compression scheme based in
TCP semantics, and produces traces that are provably equivalent to the original trace
with respect to a rigorously defined notion of trace equivalence. The core functionality
of RESTORED can be summarized as follows: (i) Trace Collection: Data is collected for
each session at each destination node. (ii) Trace Compression: We do not require exact
storage of the trace but allow lossy compression. This allows us to greatly boost the
compression ratio. (iii) Generation of Synthetic Traces from the Summary Data: The
idea is that the synthetic data retains most of the dynamic information inherent in the
original packet streams. (iv) QoS Analysis Based on the Generated Traffic: Since the
synthetic data sequences are compatible with the collected ones, we can analyze QoS
measures in much the same way as we would have done on the original data.

Network Data: We use real network traces obtained by monitoring network traffic, as
well as synthetic network traces generated by simulation. The real packet traces were
collected during August 2001 at the border router of the Computer Science Department,
University of California, Los Angeles, CA. See http://lever.cs.ucla.edu/ddos/traces for
details. In particular, we have used five TCP traces, called TRACES, TRACE7, TRACES,
TRACE9, TRACE10. We found that most of the connections in these traces are very
short. For example, TRACE7 consists of 245,718 connections, but 60% of them con-
tain only one or two packets, 80% contain at most 10, and 98% contain at most 100
packets. This is, of course, in line with the observation that a small fraction of the
flows accounts for a large percentage of the total traffic [11.[12]. Estan and Varghese
have argued that, for many applications, knowledge of these “heavy hitters” is suffi-
cient [13]]. Since our aim is to highlight nontrivial network dynamics, we chose to study
only connections with at least 100 packets. Still, there are enough connections to allow
meaningful analysis: TRACES contains 7582 such connections, TRACE7 contains 5662,
TRACES contains 7936, TRACEY contains 7612, and TRACE10 contains 3399. We also
employed NS-2 to generate a synthetic TCP trace called NS-2-long, to benchmark the
compression performance of RESTORED. We simulated TCP Reno with SACK and de-
layed ACKs; all sessions were persistent FTP data connections with a fixed payload
of 1072 bytes. We simulated the classical dumbell topology with multiple sources and
sinks sharing the same bottleneck link, 201 connections in total. The links connecting
the sources and the sinks to the bottleneck routers had a bandwidth of 100 Mbps and a
delay of 10 ms. The bottleneck link bandwidth and delay were 100 Mbps and 50 ms.
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The TCP send/receive buffers were set to 64 KB, and packet drop rates were controlled
by limiting the output queues of bottleneck routers to at most 50 packets. All queues
were drop-tail FIFO queues. The connection start times were uniformly spread on an
interval between 0 and 0.5 seconds. We ran the simulation until 842 million packets
had been sent (not counting ACKSs), which translates to about 4.2 million packets per
connection.

2 The Macroscopic Model

Our model consists of two parts: (i) A Markovian model that captures TCP dynamics at
macroscopic time scales. (ii) A fine-grained model that completes the macroscopic view
of TCP packet reordering to microscopic time scales. In this section discuss we discuss
the first component of the model, the Markovian model for macroscopic time scales.
Let us first consider the packet IDs. Since our objective is to model packet reordering
rather than data fragmentation, we make the simplifying assumption that all packets
have identical payload. This allows a bijective mapping from TCP sequence numbers
to packet ID numbers, with the convention that the smallest sequence number is mapped
to ID 1. For simplicity, we omit discussing the slow start phase; our model can readily
be extended to include it. Consider the following motivating example: a receiver may
observe the following packet stream (where we only display the ID numbers of the
packets, and not their arrival times)

124563 8910 7 11 12 13 (1)
~—~
(@) u u (@)

The order of the IDs corresponds to the order in which packets arrive at the destination,
and in our case, we see that packets 3 and 7 arrive out of order. Since TCP guarantees
to deliver an ordered packet stream to the application layer, it follows that there is a
need for packet buffering. One can, consequently, classify the received packets into two
types: those that can be immediately passed to the application layer, and those that are
temporarily buffered before delivery. In our example, packets 4, 5, and 6 are temporarily
buffered, and the buffer cannot be flushed until packet 3 is received. Likewise, packets
8, 9, and 10 are temporarily buffered, and the buffer is flushed at the arrival of packet
7. A packet that marks the end of a sequence of consecutively buffered packets will be
called a pivot packet. Packets that can be immediately delivered to the application layer
are trivially pivots. In our example, packets 1, 2, 3, 7, 11, 12, and 13 are thus all pivots.
This definition suggests a coarsened view of TCP with two states:

State O: The ordered state, in which packets can be immediately passed to the appli-
cation layer
State U{: The unordered state, in which there is reordering and buffering.

Each occurrence of State O is followed by one or more occurrences of State U. Explic-
itly incorporating time, one can provide a high-leven description of a TCP connection
by a sequence of triples (s1, p1,t1), (S2,p2,t2), ..., where s, € {O,U} is the state
descriptor, p,, > 0 is the number of packets received in state s,,, and ¢,, > 0 is the time
spent in state s,.
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Coarsening TCP connections at the level of pivot packets provides an operational
motivation for assuming that the observed traffic characteristics are stationary: after a
pivot packet has been received and the buffer has been flushed from the point of view
of the receiver TCP is “in the same state” in circumstances with the same congestion
window and the same number of packets in transit. In contrast, some models of network
traffic assume second-order stationarity without any plausible motivation—at least it is
not entirely clear at what time scale this assumption is warranted [[14]. In fact, for large
enough time scales, traffic parameters may even exhibit nonstationarity [15].

The high-level view of network traffic will be our first component for modeling TCP
sequences compatible with a given trace. More specifically, we propose a Markovian
model for the previous sequence. This model is schematically illustrated in Fig.[Il and
formally specified in Fig.[2l The Markovian model above yields an inference algorithm
which, in turn, enables us to reconstruct synthetic TCP traces up to the coarsened level
of pivot packets. Section 3 extends this definition to a complete model of TCP.

Let us now statistically validate the macroscopic model. One tool that is employed
is the sample autocorrelation function, px (h), of a time-series { X, }. This function
is found by first computing the sample mean, Mmx, and the sample autocovariance
function, 4x (h), associated with {X,,}. Specifically, if we let z1,x2,...,zN be ob-
servations of {X,}, the sample mean is just the average, myx = N~} ZnNzl T, the
sample autocovariance function is the standard estimate of the autocovariance function,
Ax(h) = N~1 Zg:_llh‘ (Zn4in| — 1x)(xy — 1x), and finally, the sample autocorre-
lation function is obtained by normalization, px (h) = 4x (h)/4x (0). First, we have to
validate Claim I, i.e. we have to assess that the sequence of states can be modeled using
a Markov chain. To test this hypothesis, it is enough to show that the time-series Ny,
the number of consecutive occurrences of State U/}, can be viewed as a sequence of
independent samples drawn from a certain distribution (possibly different for different
packet streams). We will test independence by performing the sample autocorrelation
test [16]. This test states that approximately 95% of the sample autocorrelations of an
iid. sequence 1, z3,...,xxN should fall between the bounds +1.96/ VN for large
N (assuming finite variance observations). To test Claim I we thus formulate the fol-
lowing null hypothesis: observations of the time-series [V, are independently sampled
from a unique underlying distribution. Based on the sample autocorrelation test, this
hypothesis is then rejected with a confidence of 95% if more than 5% of the sample
autocorrelation coefficients fall outside the bounds +1.96/ v/N. We chose to analyze
the five UCLA traces that were described in the introduction. For the robustness of the
sample autocorrelation test we follow the recommendation provided by Box and Jenk-
ins, who suggest that N should be at least about 50 [17]. A number of packet streams
must then be discarded. Still, 236 streams are retained for TRACES, 292 for TRACE7,
266 for TRACES, 317 for TRACEY, and 63 for TRACE10. The percentage of packet
streams that fail the sample autocorrelation test (and thus disprove the null hypothesis)
is displayed in the topmost panel of Table[Il

To validate Claims II-III we need to test that (i) there is no correlation in the time-
series {pn, tn } associated with State O (or State If), and that (ii) there is no correlation
between consecutive observations of (py, t,,) associated with a transition from State O
to State U (or from State U/ to State O). In order to bring statistical evidence for Claim II
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in the definition of the Markovian model, we first consider the four time-series Py, the
number of packets in State O}, Py, the number of packets in State U}, Tp, the time
spent in State O}, and Ty, the time spent in State /}. We should test these four time
series for lack of correlation. This is done by using the sample autocorrelation test, and
the null hypothesis is that observations of the time series are independently sampled
from four unique distributions. Once again, we analyzed the five UCLA traces, and the
results are presented in the middle panel of Table [l To complete the statistical evi-
dence for Claim II in the definition of the Markovian model, we have to test for lack
of correlation between characteristics of two different consecutive states. The test we
employ is the nonparametric Spearman test for linear correlation between components
of a bivariate time-series [18]. As null hypothesis, we assume that the two components
of the four bi-variate time-series Pp_., (the number of packets in state O, the num-
ber of packets in next state /), Py o, (the number of packets in state U/, the number
of packets in next state ), Ty, (the time spent in state O, the time spent in next
state U), Ty—o, (the time spent in state I/, the time spent in next state O), are inde-
pendent. For the UCLA traces, the bottom panel of Table [Tl presents the percentage of
packet streams for which the test disproves the null hypothesis of independence with
a confidence of 95%. From the experimental data displayed in Table [IL we conclude
that the macroscopic model passes the statistical tests for an overwhelming majority of
the investigated streams. Thus, at least as a first-order approximation, the macroscopic
model captures TCP dynamics. Of course, this is not really surprising: the dynamics
of the TCP congestion window is nonlinear, while our tools (autocorrelation, etc.) are
linear. Our result only show that existing correlations (if any) are subtle enough not to
be visible using linear statistics.

3 The Microscopic Model

We will now describe the details of the microscopic model. Let us begin our discussion
with the packet IDs. Recall that there are two microscopic schemes; one for each state
of the macroscopic model. In State O, the ID sequencing is trivial, and apart from
knowledge that we are in State O, no additional information is required. In State I/, on
the other hand, by definition, packets arrive out of order, and structural properties of
the reordering events will guide the modeling. More precisely, the basis of our scheme
consists of building a dictionary of frequent, well-structured reordering events arising
in the observed packet sequences. Consider the example sequence in () and its two
unordered phases, 4 5 6 3 and 8 9 10 7. These two events are not identical with respect
to the number of inversions: three ordered packets precede a fourth packet with lower ID

—— PeTe

State O State L{D D

Fig. 1. Macroscopic model of packet dynamics
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THE MACROSCOPIC MARKOV MODEL

Claim I: The sequence of states, s1, S2, . . ., is generated according to the following process:
Each occurrence of State O is followed by a number of consecutive occurrences of State U,
independently sampled from an underlying distribution D on IN.

Claim II: There exist distributions P» and P, on IN associated with State O and State U/,
respectively, such that for all n > 1, the number of packets p,, in state s, is obtained by
sampling from the distribution in the set { Po, P4} that is associated with state sy,.

Claim III: There exist distributions T and 77, on IR+ associated with State O and State I/,
respectively, such that for all n > 1, the time ¢, spent in state s, is obtained by sampling
from the distribution in the set {70, Ty, } that is associated with state s,.

Fig. 2. Specification of the macroscopic model

in the first one, while the pattern is more complicated for the second one. However, there
is an important way in which the two sequences are similar: if we assume that every
packet was ACKed and, furthermore, we employ simple ACKs (not SACK) then the
sequences of ACKs sent in response to receiving those packets are similar: 3 3 3 7 for
the first sequence, 7 7 7 11 for the second one. They are identical modulo a translation
in the packet IDs. This motivates the following important notion:

Definition 1. Two packet sequences A, B are behaviorally equivalent (written A =pp,
B) if the sequences ACKs sent in response to receiving the two sequences are identical.

Behavioral equivalence is a desirable property from the standpoint of TCP modeling:
indeed, TCP is a receiver-driven protocol. For behaviorally equivalent traces A and B
the receiver will act identically on A and B. Assuming similar network conditions,
this should make the senders behave in a similar way. So, by regenerating a trace that is
behaviorally equivalent to the original trace we are able, indeed, to capture an important
part of TCP dynamics.

We will achieve further compression in the microscopic stage by defining a many-to-
one mapping from packet sequences in the unordered states to integer “sketches”. By
the previous discussion, a desired property of this mapping is that behaviorally equiv-
alent sequences are mapped into the same “sketch.” Defining a map with this property
can be done in several ways, and (as we plan to discuss in a subsequent paper) the right
map to use depends on the particular measure of reordering we want to preserve. In
this paper we offer a simple solution, achieved by computing the minimum buffer size,

Table 1. Percentage of Streams Failing the Statistical Independence Tests

Ny || Po | Pu|To | Tu ||Po—u|Pu—o|To—u|Tu—o
TRACES [[0.511{2.71(0.082.26|2.00 1.74( 2.00{ 1.72| 2.00
TRACE7 || 1.34([1.80|1.30{4.60(2.30|| 2.79| 3.21{ 3.00| 3.54
TRACES |{1.421/0.30|0.20{0.78|1.10|| 7.90| 8.20{ 3.15| 3.60
TRACEY9 |[2.78([0.90|1.50(1.30(3.40|| 7.30| 7.60{ 2.78| 3.33
TRACE10}/5.35({1.70/0.00{1.70|1.50 1.50| 1.50{ 1.00{ 1.38
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denoted MBS, which is the size of the smallest buffer large enough to store all packets
that arrive out of order, if we reserve space for not yet received packets. Let us clarify
this with a formal definition:

Definition 2. Let LOP be the largest ordered packet ID that has been received (at any
given time), i.e., the largest packet ID such that packets in the range 1 to LOP have
all been received (0 if packet 1 has not yet been received), and let LRP be the largest
received packet ID (at any given time) (0 if no packets have been received yet). We then
define the minimum buffer size (MBS) as MBS = LRP — LOP. Also, the MBS pattern
associated with a sequence A of packet IDs is defined as a time-series of MBS values
computed after each packet in A is received. In other words, the MBS pattern represents
the time evolution of the MBS.

Returning to our example, we arrive at an identical buffer pattern, 4563 — 2340,
89107 — 2340. Since the sequence of packet IDs in State I/ always ends with a
pivot packet, the last entry in any pattern is 0, and could be omitted in the encoding
scheme.

The buffer size in Definition [2| has a natural interpretation in terms of TCP seman-
tics: When all packets have the same payload p, MBS is linearly related to the size
of the advertised window, AdvertisedWindow = MaxRcvBuffer — p - MBS, where
Advertised Window and MaxRcvBuffer are defined in [19]. Having introduced a sim-
ple encoding scheme for the reordering events, a decoding map can be computed just
as easily, because of the following result

Proposition 1. Consider an MBS pattern B that consists of N positive integers, B =
(B1,Ba,...,BnN), and denote by By the largest integer in B. There exists an in-
teger C and an algorithm of complexity polynomial in N + Bun.x + C that takes
B as input and (i) decides whether there exists a corresponding reordering pattern,
A = (A1, Aq, ..., AN), and (ii) computes such a pattern if one exists. The smallest
integerin Ais C + 1.

Because of space constraints we omit the mathematical proof of Proposition [I] (see
companion paper [20] for details). Consider now the following notion of equivalence
between TCP traces: Two sequences of packets A and B are MBS equivalent (written
A =5 B) if the sequences of values of buffer sizes MBS corresponding to the two
sequences are identical. We can now restate Proposition[I as follows: the polynomial
time algorithm from Proposition [I] produces ID sequences that are MBS equivalent to
the original one. Proposition[Ialso guarantees the semantic similarity of the regenerated
ID sequences to the original ones. The reason is the following result:

Proposition 2. [20] Suppose that the receiver uses simple ACKs and acknowledge ev-
ery packet. Then any sequences A and B that are MBS equivalent are also behaviorally
equivalent.

4 Regeneration of Synthetic TCP Connections

The algorithm in the previous section allows us to regenerate a sequence of packet IDs
that provides a significant compression with respect to the original sequence, while
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being also reasonably plausible as a sequence of received IDs. Indeed, in the ordered
state the sequence of packet IDs is increasing, mirroring the increase of the congestion
window, while in the unordered state the sequence corresponds to a reordering pattern
that occurred in the real trace. The drawback of the model so far is that it does not
include regeneration of the arrival times. In this section we show how to transform the
model into one that jointly generates packet IDs and arrival times. The higher level of
the regeneration algorithm will run the Markov chain whose parameters were inferred
in the learning phase. This allows regeneration of both the sequence of packet IDs (as
detailed in the previous section) and of the time spent by the sequence in each state.
On the other hand, we now have to “fill in the details,” by assigning arrival times to the
regenerated packets.

PACKET ID ALGORITHM

Learning Phase

1. In State O, learn the distribution Po.

2. In State U/, instead of learning the distribution P, learn the distribution of reordering
patterns, Pups.

Regeneration Phase

1. In State O, sample from Pp and generate a corresponding number of ordered packet IDs.
2. In State U, sample from Pyps and use the inverse mapping from Proposition 1 to generate
a corresponding sequence of IDs.

PACKET ARRIVAL TIME ALGORITHM

Learning Phase

1. Learn the distributions Dinter and Dingra Of inter- and intra-cluster times.

2. Learn the rate r of the best-fit exponential distribution for cluster length in State /.
Regeneration Phase

1. Use Dinter and Dinera to generate inter-cluster and intra-cluster times, respectively.

2. Simulate the finite state machine from [21] to keep track of the value of the congestion
window CWND.

3. In State O: group packets into clusters according to the additive-increase mechanism of
TCP and the values of p and CWND.

4. In State U: group packets into clusters assuming an exponential distribution of clusters with
rate 7.

Fig. 3. Algorithms for learning and regeneration of packet IDs and arrival times

It is important to realize that by including time spent in various states in the details
of the macroscopic model we are already able to capture some temporal characteristics
of TCP traffic. To substantiate this statement we first discuss a really naive approach for
arrival time reconstruction. As we show in Section [.I] even this approach is, however,
good enough to recover some basic measures of QoS, such as connection throughput.
We will next refine the approach, using the results of [21]], in order to further incorporate
some of the semantical aspects of TCP dynamics. It is fairly clear that even on the
receiver side inter-packet times are not random, but display significant correlations.
Indeed, an inspection of the data reveals the fact that packets arrive in clusters, that are
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correlated with the dynamics of the congestion window. Being able to group packets in
clusters allows us to divide inter-packet arrival times into intra- and inter-cluster times.
We will further make the simplifying assumption that inter- and intra-cluster times
are independent samples from a given distribution, one for each of the two types of
times. Thus, in the learning phase we infer distributions Djyte, and Diprq of inter- and
intra-cluster times, respectively. The naive approach we implemented is to assume that
cluster sizes are exponentially distributed. In the learning phase we infer the parameter
of the exponential distribution, used in the regeneration phase to decide whether the next
packet is from the same or from a different cluster. This approach does not capture the
dynamics of the congestion window, but the requirement that the learning/regeneration
algorithms be executable on-the-fly severly limits the range of approaches we can take.
Also, as demonstrated by Section at least some QoS measures are well captured
by this approach. This naive approach is conceptually simple, and easy to implement.
It is likely to not be adequate for “microscopic” measures. In particular one should not
expect to capture packet clustering, and measures of QoS (e.g. jitter) that depend on it.

One can refine the model to a certain extent to further capture aspects of TCP se-
mantics without making very specific assumptions about network influence on TCP
dynamics. The refined model will share the same macroscopic features with its simpler
version (in particular it will recover throughput just as well as the simple one). In or-
der to regenerate meaningful traces the algorithm will track the value of the congestion
window of the trace regenerated so far. This has been accomplished by a heuristic from
[21] that we incorporate in our approach. Applying this algorithm provides a good solu-
tion to the clustering problem in the ordered phase of RESTORED. Indeed, in this phase
it is reasonable to assume that packets sent in a cluster arrive together as a cluster
and in the same order. Given the additive increase congestion-control mechanism of
TCP, this assumption is enough to group packets into clusters that correspond to receiv-
ing a whole congestion window. The connection between clustering and the dynamics
of the congestion window is only valid in the absence of congestion (in the ordered
phase). In the presence of reordering, packet drops and repeats, and faced with poten-
tially different ACK mechanisms, no principled solution seems entirely natural without
further assumptions on reordering. Therefore, for the unordered phase we employ the
simpler approach outlined previously. The regeneration of arrival times thus takes the
form displayed in the bottom panel of Fig.

4.1 Compression and Regeneration Performance

In this section we first present results concerning the performance of RESTORED in
compressing traces, followed by comparisons of original vs. regenerated traces with
respect to four measures of QoS: throughput and three reordering metrics. Table
presents compression ratios for the five TCP traces recorded at UCLA, as well as for
the long TCP trace generated by NS-2. Since we have chosen to store the reordering
patterns of the observed packet IDs using semantic, lossless compression, it is inter-
esting to first see how well RESTORED is able to compress the ID part (before also
considering times, for which we have suggested a more compact description). The third
column of Table [2]lists the ratio between the size of the original ID sequences and the
size of the dictionary (which stores encoded patterns and their associated frequencies).
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It can be seen that even this simplistic framework is able to provide decent compres-
sion. For aggregate data the compression ratio should be even better due to the succinct
modeling of arrival times. To boost the overall compression we prune the dictionary
by simply removing extremely infrequent codewords. This way we arrive at the ratios
listed in the fourth column of Table 2l In the general case, pruning of the dictionary can
be done online using techniques for dealing with iceberg queries, well-documented in
the database literature.

4.2 Recovering Throughput

We ran the implementation of our naive algorithm on the five sets of real-life connec-
tions. For each connection C' in one of the traces we reconstructed one sample connec-
tion R(C) and computed the throughput ratio, defined as Q(C) = Throughput(C)/
Throughput(R(C)). For perfect throughput recovery the value of Q)(C) should be 1.
In Table 3] we display the concentration of throughput ratios Q(C') around the ideal
value 1.

Despite using a method that discards a lot of information (achieving compression
rates of the order of 10,000), in most cases our throughput estimates differ by no more
than 10% from the true values of the throughput. We feel this is acceptable, given the
stringent compression requirements of our method, and has the potential of further be-
ing improved if we incorporate some of the nonlinear correlations present in TCP.

4.3 Recovering Reordering Metrics

The inversion spectrum of a trace is simply the distribution of inversions in the observed
reordering patterns. For two packet IDs p; and p; with associated indices 7 and j, we
define an inversion as p; — p; if p; > p; and i < j. For example, the sequwnce of packet
IDs 2 3 3 1 has one inversion of size 1 (= 2 — 1) and two inversions of size 2 (= 3 —1).
Of course, this is not the only way to characterize inversions; an important alternative
(see e.g. [10]) is to consider the probability that two packets sent at a time difference
of At will be received out of order. However, this definition of inversions does not take
into account the fact that the sender rate varies. Our definition is also well-suited for a
receiver-oriented view of network traffic, since it is the relative order of the received
packets (and not their temporal lag) that will determine the information in the next
ACK packet. Although pruning the dictionary inevitably makes the compression lossy,
we regenerate synthetic traffic whose inversion structure shows a very high degree of
fidelity. This is clear from Fig. @l in which we have plotted the inversion spectra for
NS-2-LONG and two RESTORED reconstructions.

Table 2. Compression Ratios

TRACES|TRACE7|TRACES|TRACE9|TRACE10(NS-2-LONG
Trace size 253MB| 247MB| 257MB| 261MB| 119MB 15.4GB
Pattern compression w/o pruning| 528 x 254 % 813x 318x| 1164x 3366x
Overall compression w/ pruning |16443x {15200 [16542x|16279x| 11709x| 1079 862x
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Table 3. Original vs. Reconstructed Throughput

Throughput| TRACES5|TRACE7 |[TRACE8|TRACE9|TRACE10
ratio Q(C) % % % % %
0.95-1.05 65.8 68.1 64.2 64.0 63.7
0.90-1.10 85.8 85.5 81.6 83.4 80.3
0.85-1.15 94.4 93.1 91.7 92.3 91.9
0.80-1.20 97.9 97.1 96.2 96.5 96.5
0.75-1.25 98.8 98.1 97.9 97.8 97.9

"\ — NS-2-LONG
’ . - RESTORED, w/o pruning, 8200x
£ 100k T - - RESTORED, w/ pruning, 1079862x ||
R A
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Inversion size

Fig. 4. Inversion spectrum of NS-2-LONG vs. RESTORED

Table 4. Recovering Reordering Metrics

SUS RD RBD
21 3| 4] 5| 2| -1 o 11 2 o 11 2| 3] 4
TRACES |{95.07]4.54(0.33]0.04(|0.20|0.78|98.20{0.23]|0.12{|98.59{0.46|0.29{0.20]0.13
RESTORED||95.10{4.51|0.34]0.04||0.20{0.78(98.23|0.23|0.10(|98.62|0.45|0.27|0.19|0.13

As a second quantitative measure of disorder, we chose to compute shuffled up-
sequences (SUS) [22]]. This measure is defined as the minimum number of ascending
subsequences into which we can partition each listed sequence of packets. If we com-
pute the SUS metric for all sequences of packet IDs corresponding to the unordered
state we find that over 95% of them are of type SUS = 2. In fact even packet se-
quences with a considerable number of inversions are relatively ordered with respect to
the SUS measure. This motivates our choice of SUS, as a metric reasonably orthogonal
to the distribution of inversions captured by the inversion spectrum. We compare the
distribution of SUS values of sequences produced by RESTORED (as a with those of
connections in one of the real-life traces. The results are presented in Table ] and the
conclusion is that traces produced by RESTORED are very similar to the original ones
(with respect to the SUS measure).

Finally two reordering metrics, introduced by Jayasumana et al. are Reorder Density
and Reorder Buffer-Occupancy Density (RBD) [23]24]. These measures are based on a
notion of packet displacement. In the interest of space we point the reader to [23,24] for
precise definitions. We have computed the RD metric, aggregated over all connections
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in one trace, for both one of the original traces, and the corresponding sequences pro-
duced by RESTORED. Table 4] presents a comparison between these two distributions,
tabulated for the most frequent values of displacement. As we can see the agreement
is very good. Similar results hold at the individual connection level, as well as for the
other real-life traces. Also, Table [] presents the distribution of RBD, aggregated over
all connections in Trace5, as well as the one from regenerated traces. As we can see, we
are able to recover RBD distribution very well.
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Abstract. Traffic anomalies are characterized by unusual and significant
changes in a network traffic behavior. They can be malicious or unintentional.
Malicious traffic anomalies can be caused by attacks, abusive network usage
and worms or virus propagations. However unintentional ones can be caused by
failures, flash crowds or router misconfigurations. In this paper, we present an
anomaly detection system derived from the anomaly detection schema
presented by Mei-Ling Shyu in [12] and based on periodic SNMP data
collection. We have evaluated this system against some common attacks and
found that some (Smurf, Sync flood) are better detected than others (Scan).
Then we have made use of this system in order to detect traffic anomalies in the
Tunisian National University Network (TNUN). For this, we have collected
network traffic traces from the Management Information Base MIB of the
central firewall of the TNUN network. After that, we calculated the inter-
anomaly times distribution and the anomaly durations distribution. We showed
that anomalies were prevalent in the TNUN network and that most anomalies
lasted less than five minutes.

Keywords: Anomaly Detection, Principal Component Analysis, Temporal
Characteristics.

1 Introduction

For the last few years, we have observed a continuous increase of malicious traffic in
the Internet in form of distributed denial of service attacks, virus and worms
propagation, intrusions, etc. In fact recent studies ([4], [8], [14]) have revealed the
important rise in malicious traffic volume in the entire Internet. This rise is in a huge
proportion caused by the propagation in the Internet of worms such as CodeRed [5]
[13], Nimda [13], the Slammer worm [6], Msblaster and Funlove. Consequently,
defending networks against such malicious traffic is a day by day incessant activity
for network operators.

A lot of techniques have been developed in order to detect, identify and prevent
propagation of malicious traffic over networks. We differentiate between two classes
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of intrusion detection techniques: Misuse Detection and Anomaly Detection. The
Misuse Detection Systems try to detect intrusions by comparing the current activity of
the audited resource to a database of known attack scenarios. Those techniques can
not detect unknown attacks. However, the Anomaly Detection Systems (ADS) try to
detect intrusions by comparing the current activity of the audited resource to an
established “normal activity” represented in form of a profile.

The majority of these techniques need to keep per-connection or per-flow state
over a single link or node. Thus, they must be widely deployed in all nodes in order to
be effective. Moreover they require a lot of computing resources making their cost
unaffordable for many ISPs. In this work, we tried to develop an anomaly detection
tool able to detect attacks without keeping a per flow state. This tool doesn’t attempt
to identify the different types of attacks or their origins. So it can be useful as a first-
line anomaly detection tool. In fact, this tool can be used to indicate when a more
sophisticated intrusion detection system, based on per-flow data collection, must be
started.

In fact, we developed an Anomaly Detection System (ADS) derived from the
anomaly detection schema presented by Mei-Ling Shyu in [12] and based on SNMP
data. After evaluating this system against some common attacks, we exploit it for the
detection of traffic anomalies in the TNUN network. Finally we studied some
temporal patterns of network traffic anomalies.

This paper is organized as follow. First, in the second section, we discuss previous
related work. In the third section, we describe the anomaly detection technique used
by our ADS system. Then we present the evaluation method and discuss evaluation
results. In section four we describe the TNUN network. After that, we discuss some
temporal characteristics of traffic anomalies in the TNUN network in the fifth section.
Finally we conclude with a summary of the themes developed during our study.

2 Related Work

Anomaly detection techniques always start by the construction of a profile for
“normal” network behaviour and then mark deviations from such profile as possible
attacks. Many approaches have been proposed since anomaly detection was originally
proposed by Denning in [7] and they are mainly statistical ones. Indeed, the definition
of a normal profile, in those approaches, relies on the use of known statistical
properties of normal traffic or on a training period. Then those approaches employ
statistical tests to determine whether the observed traffic deviate significantly from
the norm profile. The work of J Brutlag in [2] and the one of R Kompella in [16] are
examples of such statistical approaches.

Some other statistical approaches are based on clustering techniques ([3], [11],
[12]). For example, in [11], Chhabra presents an algorithm that monitors packets at
network components and uses a clustering technique to group active flows into
categories based on common values in the fields of the packets. If the total number of
packets in a cluster is greater than a specified threshold, then the common fields and
the corresponding values for the packets in the cluster form an attack signature.

On the other hand, anomaly characterization is the subject of recent research
aiming at understanding anomalies statistical, temporal or spatial behaviour in order
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to be able to develop better and more powerful ADS in the future. Some anomaly
characterization studies were based on identified attack traces ([1], [14]). For
example, the study elaborated by Yegneswaran in [14] was based on intrusion logs
from firewalls and IDS systems at sites distributed throughout the Internet. However,
Pang anomaly characterization in [8] was based on measuring background radiation
(traffic sent to unused or unallocated IP addresses). Several other studies were based
on anomaly traces generated by previously implemented ADS ([3]). All these studies
have showed some interesting characteristics of anomalies.

In fact, in [1] Barford used SNMP data, IP flow data and a journal of known
anomalies and network events in order to achieve wavelet analysis of network traffic
anomalies. He classified anomalies into three groups: network operation anomalies,
flash crowd anomalies and network attack anomalies. He found that flash crowd
events were the only long lived anomaly events. He also showed that coarse-grained
SNMP data can be used to expose anomalies effectively.

By analysing a set of firewall logs, the authors in [14] found that the Internet
suffers from a large quantity and wide variety of intrusion attempts on a daily basis.
They also found that the sources of intrusions are uniformly spread across the
Autonomous System space. The authors affirmed also that a very small collection of
sources are responsible for a significant fraction of intrusion attempts in any given
month and their on/off patterns exhibit cycles of correlated behaviour. They also
found that worms like codeRed or Nimda persist long time after their original release.
Finally, they established that the distribution of source IP addresses of the non-worm
intrusions as a function of the number of attempts follows Zipf’s law.

In [8], the authors used traffic filtering and honeypots techniques in order to study
the characteristics of “background radiation” (traffic sent to unused addresses). They
broke down the components of this non-productive traffic by protocol, application
and often specific exploits, they analysed temporal patterns and assessed variations
across different networks and over time. They found that worms probes and
“autorooter” scans (similar to worms, but without self propagation) heavily dominate
background radiation.

In [3], the authors found that the anomalies are highly diversified including denial
of service attacks, flash crowds, port scanning, downstream traffic engineering, high-
rate flows, worm propagation and network outages. They also found that most
anomalies are small in time (duration) and space (Number of Origin-Destination
flows implicated in each anomaly).

3 The Anomaly Detection System

In order to detect anomalies we developed an ADS tool based on the work of Shyu in
[12]. In fact, in [12], Shyu proposed an unsupervised anomaly detection schema based
on Principle Component Analysis (PCA) and assuming that anomalies can be detected
as outliers.

PCA is a multivariate method, concerned with explaining the variance-covariance
structure of a set of variables through a few new variables which are linear combinations
of the original ones. On the other hand, outliers are defined as observations that are
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different from the majority of the data or are sufficiently unlikely under the assumed
probability model of data [12].

Shyu has evaluated her method over the KDD CUP99 data and she has
demonstrated that it exhibits better detection rate than other well known outlier based
anomaly detection algorithms such as the Local Outlier Factor “LOF” approach, the
distance of Canberra based approach, the Nearest Neighbour approach and the K™
Nearest Neighbour approach.

KDD CUP99 data is the data set used for the Third International Knowledge
Discovery and Data Mining Tools Competition. It is composed of TCP connection
records labelled as either normal or as an attack with one attack type.

In our ADS tool we propose to use SNMP data. Although this information gives us
an aggregated view of the state of the network traffic, it has the advantage to be
simple, consume acceptable amount of resources and so it can be used for real time
anomaly detection. So we choose to collect the following “MIB” counters for any
given monitored equipment: ifInUcastPkts (number of received unicast packets by an
interface), ifInOctets (number of received octets by an interface), ifOutUcastPkts
(number of unicast packets send by an interface) and IfOutOctets (number of octets
transmitted by an interface).

We have implemented this ADS tool using MATLAB environment. For the collec-
tion of SNMP data, we used a commercial network management system Whats
UP [15].

In the Next section we present the Shyu’s anomaly detection schema used by our
ADS tool.

3.1 Shyu’s Anomaly Detection Schema

Shyu’s method needs, to perform PCA, a robust estimation of the correlation matrix
and the mean of the normal observations. In order to obtain such estimators, from a
data set of unsupervised data, Shyu proposes the use of the multivariate trimming
technique based on the Mahalanobis distance in order to identify the % (P is given)
extreme observations that are to be trimmed. The Mahalanobis distance is calculated

as in Eq. 1 for each observation X, .
d? =(x,-x) s (x, - x) ()

Where X is the arithmetic mean estimator and S is the correlation matrix estimator.

Subsequently, the robust estimators of arithmetic mean and the correlation matrix
are calculated from the remaining observations.

In Shyu’s method, PCA analysis is based on the use of both major principle
components and minor ones, in order to detect both outliers with respect to one
variable and multivariate outliers. For the selection of these principle components,
Shyu proposes to select the q major principal components that account for a given
amount of energy (for example: 50 % of total data set energy). For the minor ones,
she proposes to choose them from principal components which eigenvalues are less
than to 0.20.
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Given the g major and » minor components selected from p principal components,
an observation x is classified as an attack if it satisfies Eq. 2, otherwise it is classified
as normal.

q p :
Z:T’>c1 or >, )

. .th .. . . .
Where y; is the i principal component and /7,, is the corresponding eigenvalue. ¢,

and c, are outlier thresholds determined according to the classifier specified false
alarm rate.

3.2 Evaluation Method

In order to evaluate our ADS, we need a trace where traffic anomalies are well
identified. So we have deployed an experimental network (Figure 1) which consists of
two local networks connected by a router. In order to simulate normal traffic, we used
a network traffic generator LANTRAFFIC [9] which maintains sixteen TCP and UDP
bidirectional connections between a victim and the traffic generator machine. Those
connections are completely customizable (data length, time between packets,
connection generation distribution, packets length...). We also deployed two
machines in order to launch attacks over this experimental network. Finally, we
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Fig. 1. The experimental network for the ADS evaluation



Traffic Anomaly Detection and Characterization 141

deployed our ADS station which processed the collected SNMP data from the central
router. This data was collected by a WhatsUP management system every 20 seconds.
For the ADS system we fixed the amount of energy explained by the chosen major
principal components to be at least equal to 50% of total data set energy and the
trimming to be 0.5% of all observations in the data set.
We evaluate our ADS tool according to the following general and per-attack
metrics presented by Lazarevic in [10] (tables 1 and 2).

Table 1. General metrics definition

Real false alarm rate Number of false alarms divided by the
total number of observations

Detection rate Number of truthful alarms divided by the
total number of real anomalous
observations

Precision Number of truthful alarms divided by

total number of alarms

Table 2. Per-attack metrics definition

Burst Detection Rate | Ratio between total number of intrusive
(bdr) observations that have score value higher
than threshold and the total number of real
intrusive observations

Response Time (Trep) | Time elapsed from the beginning of the
attack until the moment the score value
reaches the threshold

3.3 Evaluation Results

Three different types of attacks were launched from the two intruder machines at
fixed moments illustrated in figure 2. The chosen attacks are SMURF, SYN-Flood
and a network scan attack performed by the NMAP tool. The first two attacks are
Deny Of Service (DOS) attacks using flooding techniques. In figure 3, we show the
repartition over time of anomalies detected by our ADS.

When we increase the fixed false alarm rate, the precision decrease rapidly but the
detection rate didn’t greatly improve (Table 3). In fact, a fixed false alarm rate of 2%
offers acceptable performance.

We remark also, that some attacks are better detected by our system than others
(Table 4). In fact, Smurf and SYN-flood attacks are precisely detected (burst
detection rate near 100%) and rapidly (response time near 0). Furthermore, we remark
that network scan is difficult to detect (burst detection rate very low) and need more
time for detection. We think that this low detection rate of network scan anomalies is
due to the fact that we have used only one scan process in our experimentation.
However in real networks, we assist nowadays to a continuous apparition of new
worms and virus that start multiple network scanning threads in each infected
machine in order to find backdoors and security holes in other computers. If one
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vulnerable computer is detected, those worms copy themselves in the victim system
which also starts scans in order to attack other computers. So, we think that the impact
of those scanning activities will be more apparent in the case of real worm infection
than it was in our experiment and we expect to have a better detection rate of our
algorithm.

The performances of our ADS tool are not as good as those obtained by Shyu in
[12]. In fact, she obtained 98.94% for detection rate and 97.89% for precision with a

Anomaly repartition

Anomaly
Marmal s s L . I . . |
500 1000 1500 2000 2500 3000 3500 4000
Tirne
Fig. 2. Real anomaly repartition over time
Anomaly repartition
Anomaly T Y
4
4
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Time

Fig. 3. detection results for a 2% fixed false alarm rate
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false alarm rate of 0.92%. But, we must notice that Shyu used her method in a
supervised manner. In fact, all outlier thresholds were determined from a training data
composed of 5000 normal connections.

In our case, we used our ADS tool with no training period, because in real
networks it’s very difficult to have a training period composed of only normal traffic.
Moreover, our ADS tool is simpler than Shyu’s method because it is based only on
SNMP data (8 variables in this evaluation test).

Table 3. Variation of the general performances according to the fixed false alarm rate

Fixed false alarm rate 2% 4% 6%

Observed false alarmrate | 1,14% | 1,71% | 2,54%

Detection rate 47.14%162,86% |68,57%

Precision 91,67%56,41%|41,74%

Table 4. Variation of performances by attack type according to the fixed false alarm rate

Fixed false alarm rate
2% 4% 6%
bdr Trep bdr Trep bdr Trep
Smurf 0,93 1 0.97 0 0,97 0
SYN flood 1 0 1 0 1 0
SCAN 0.03 19 0.32 19 0.44 3

Whereas Shyu’s method is based on per-flow data (TCP connections composed of
41 variables). In addition, the size of SNMP data used by our ADS tool depends only
on the period of collection; whereas the size of the data used by Shyu’s method and
other ADS systems based on per-flow data depends on traffic volume which makes
these systems difficult to adapt for real time anomaly detection in high speed
networks.

4 TNUN Network

After evaluation of the ADS tool, we used it in order to detect anomalies in the
Tunisian National University Network (TNUN).

The TNUN network is connecting all Tunisian universities to each others and to
the Internet. It is composed by a unique central node located at the region of Tunis /
El Manar and more than one hundred dispersed universities. In fact, all universities
institutions are connected to this central node by mean of direct leased lines or
indirect ones (throw the Tunisian national backbone). This central node treats all the
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network traffic between universities and the Internet and is designed around a central
firewall (Fig 4). Thus, the central firewall represents the ideal point of data collection.

So In order to detect anomalies in the TNUN network, we collected periodically,
every minute, “MIB” information counters from this central firewall.
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Fig. 4. The TNUN Network: CCK/ EL Manar Central Node

5 Characterization of Anomalies in TNUN

In order to study network anomaly characteristics, we define two temporal metrics.
The anomaly duration is the lapse of time during which all samples are labeled as
anomalous by the ADS system. The inter-anomaly time is the time between the end of
an anomaly and the beginning of the next one.

We used the ADS to detect anomalies in TNUN network, for a 45 days period
(between 03/04/2004 and 18/05/2004).

We found that anomalies are frequent in the TNUN network. In fact, figure 5
shows that more than 50% of anomalies are separated by less than 60 minutes. We
also found that most anomalies are short lived. In fact, figure 6 shows that 90% of
anomalies last less than 5 minutes.

These results are consistent with previous studies witch have established that
attacks are very frequent in the Internet. For example in [8], Pang affirmed that in the
Lawrence Berkeley National Laboratory (LBL), in one arbitrarily-chosen day, about 8
millions connection attempts are scans. This number account for more than double the
site’s entire quantity of successfully established incoming connections. In [3] Lakhina
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affirmed that anomalies can last anywhere from milliseconds to hours and that the
most prevalent anomalies in his datasets are those that last less than 10 minutes.
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6 Conclusion
In this paper, we presented a first level anomaly detection system based on SNMP

data. This system can be used for automatic real time detection of traffic anomalies.
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We have evaluated this system against some well known attacks and found that it is
efficient in detecting flooding attacks that disrupt network traffic. These attacks are
very difficult to detect with usual intrusion detection systems and to prevent with
firewalls because they make use of normal connection attempts.

Next, we showed that in the TNUN network anomalies are prevalent but most of
them are short lived. Similar results were previously found in other studies mainly in
[3] and [8]. So, we can say that our study offers another proof of the high prevalence
of anomalous traffic in Internet.

Finally, we plan to deploy our system over the entire TNUN in order to help
network operators in the Tunisian universities early detect on-going attacks. In future
work we plan to add to our system modules for attack identification. So network
operators can implement filters to mitigate the effect of anomalous traffic on the
“good” traffic.
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Abtract. The IEEE 802.11e draft standard is a proposal defining the mecha-
nisms for wireless LANs aiming to provide QoS support to time-sensitive
applications. However, recent studies have shown that the IEEE 802.11e
(EDCA) performs poorly when the medium is highly loaded due to the high
collision rate. Even though several proposals have been proposed to address this
problem, they require important changes to the current standard specifications
making difficult their actual implementation. In this paper, we propose a simple
QoS-aware mechanism and fully compatible with the various operation modes
of the EDCA standard as well as the legacy IEEE 802.11 (DCF) scheme. Our
design has been based on an in-depth analysis of the several operation modes of
both standards. This should ensure full compatibility of operation: an important
feature since the transition from the IEEE 802.11 to the IEEE 802.11e will take
some time making more likely the existence of hybrid scenarios where both
standards will have to coexist. Our simulation results show that our new scheme
outperforms the EDCA and other QoS-aware schemes recently reported in the
literature.

1 Introduction

The IEEE 802.11 WLANS [1] is being deployed widely and rapidly in many different
environments including enterprise, home and public access networks. One of the most
influential factors to its success is due to the development of high-speed technology
enabling the deployment of multimedia applications. However, multimedia applications
are not only characterized by their high bandwidth requirements, but also impose severe
restrictions on delay, jitter and packet loss rate. In others words, multimedia applications
require Quality of Service (QoS) support. Guaranteeing those QoS requirements in
IEEE 802.11 is a very challenging task due to the QoS-unaware operation of its MAC
layer. This layer uses the wireless media characterized by the difficulties faced by the
signal propagation. Thus providing QoS to IEEE 802.11 has been and it is an active
research area giving rise to numerous service differentiation schemes.

* This work was supported by the Ministry of Science and Technology of Spain under CICYT
project TIC2003-08154-C06-02, the Council of Science and Technology of Castilla-La
Macha under project PBC-03-001 and FEDER.
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Currently, the IEEE 802.11 Working Group is hardly working on the definition of
the IEEE 802.11e standard [2]. The IEEE 802.11e draft is a proposal defining the
mechanisms for wireless LANs aiming to provide QoS support to time-sensitive
applications, such as, voice and video communications. The standardization efforts are
at their final stage and it is expected that the standard will soon be publicly available.

It is expected that in the near future IEEE 802.11e-compliant interface cards will take
over the WLAN market, replacing the use of legacy IEEE 802.11 interface cards in
most WLAN applications. The complete migration towards the IEEE 802.11e standard
will take several years given the wide scale use of legacy IEEE 802.11 in the market
place today. This creates an important number of networking scenarios where legacy
IEEE 802.11 based stations and IEEE 802.11e-based stations will have to interwork.

However, the ratification of the IEEE 802.11e standard is becoming a very
challenging task. Many studies have shown that the IEEE 802.11e (EDCA) scheme
performs poorly under heavy load conditions. The severe degradation is mainly due to
high collision rates. This reason has led many researchers to design new techniques
aiming to address the shortcomings of the current draft standard. However, many of the
proposed techniques have overlooked two main implementation and operation issues:
first, the implementation of the proposed mechanisms implies important and
incompatible modifications to the IEEE 802.11e specifications in a moment in which
IEEE 802.11e is at its final stage, and second, the main deficiency of these mechanisms
comes from its inability to provide the QoS guarantees required by the time-constrained
flows when legacy DCF based stations are present in the same scenario.

In this paper, we address the two aforementioned issues by introducing an IEEE
802.11e-compliant mechanism capable of providing QoS support even under
scenarios where legacy DCF based stations are present. Our main objective has been
to design a scheme able to provide the QoS guarantees required by two of the most
representative time-constrained multimedia applications regardless of the channel
load and under a systems configuration consisting of IEEE 802.11 and IEEE 802.11e-
compliant stations. Simulation results show that our new scheme outperforms the
IEEE 802.11e draft standard and some of the most relevant schemes reported in the
literature. Throughout an exhaustive campaign of simulations, we have evaluated the
performance of the system in terms of four metrics: throughput, access delay, delay
distribution and packet loss rate.

This paper is organized as follows. Section 2 provides an overview of the IEEE
802.11 WLAN standard. In Section 3, we also describe the upcoming IEEE 802.11e
QoS standard and two relevant proposals recently reported in the literature aiming to
improve the performance of the IEEE 802.11e standard. In Section 4, we present our
new IEEE 802.11e based QoS mechanism. In Section 5, we carry out a comparative
performance evaluation when supporting different services, such as, voice, video,
best-effort, background and in the presence of traffic generated by legacy DCF based
stations. Finally, Section 6 concludes the paper.

2 Overview of IEEE 802.11 WLAN

The IEEE 802.11 MAC sub-layer [1] defines two medium access coordination
functions, the Distributed Coordination Function (DCF) and the optional Point
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Coordination Function (PCF). DCF is the basic access function for IEEE 802.11 and
is based in a Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA)
algorithm together with a contention (backoff) algorithm. PCF uses a centralized
polling method requiring a node to play the role of Point Coordinator (PC). The PC
cyclically polls the stations to give them the opportunity to transmit. In the following,
we restraint our description to the DCF mechanism whose mode of operation may
affect the ability of the upcoming IEEE 802.11e (EDCA) standard to provide QoS
guarantees.

A station operating under the DCF scheme should first sense the state of the
channel before initiating a transmission. A station may start to transmit after having
determined that the channel is idle during an interval of time longer than the
Distributed InterFrame Space (DIFS). Otherwise, if the channel is sensed busy, once
the transmission in course finishes and in order to avoid a potential collision with
other active (waiting) stations, the station will wait a random interval of time (the
Backoff_Time) before starting to transmit. As long as no activity is detected in the
channel, a backoff counter, initially set to Backoff Time, is decremented on an
aSlotTime by aSlotTime basis. Whenever activity is detected, the backoff counter is
frozen and reactivated once again when the channel has remained idle during an
interval of time longer than DIFS. The station will be able to begin transmission as
soon as the backoff counter reaches zero. In case of an unsuccessful transmission, the
station will have a finite number of attempts, using a longer backoff time after each
attempt.

Even though DCEF is a simple and effective mechanism, DCF can neither support
QoS nor guarantee to meet the multimedia applications requirements. It is for this
reason that many researchers have proposed techniques the provisioning of QoS
mechanisms into the DCF mode of operation. The description of such mechanisms is
out of the scope of this work. An overview of many of the different QoS
enhancements mechanisms for the IEEE 802.11 standards can be found in [3]. In that
work, the authors have summarized and classified a large number of the proposed
techniques. A comparative performance evaluation of some of them can also be found
in [4], [5], [6].

3 The IEEE 802.11¢ Draft Standard

The IEEE 802.11e draft standard [2] aims to specify the mechanisms enabling the
provisioning of QoS guarantees in IEEE 802.11 WLANSs. In the IEEE 802.11e
standard, distinction is made among those stations not requiring QoS support, known
as nQSTA, and those requiring it, QSTA. In order to support both Intserv and
DiffServ QoS approaches in an IEEE 802.11 WLAN, a third coordination function is
being added: the Hybrid Coordination Function (HCF). The use of this new
coordination function is mandatory for the QSTAs. HCF incorporates two new access
mechanisms: the contention-based Enhanced Distributed Channel Access (EDCA),
known in the previous drafts as the Enhanced DCF (EDCF) and the HCF Controlled
Channel Access (HCCA). In the HCCA mechanism a central node is used for
coordinating the access to the channel: the Hybrid Coordinator (HC). When the HC
takes control over the channel during the Contention Period (CP), it is said that a
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Controlled Access Phase (CAP) has been generated. It is worth noting that the HC
should at all times hold the highest priority allowing it to initiate the CAP.

One main feature of HCF is the definition of four Access Categories (AC) queues
and eight Traffic Stream (TS) queues at MAC layer. When a frame arrives at the
MAC layer, it is tagged with a Traffic Priority Identifier (TID) according to its QoS
requirements, which can take values from 0 to 15. The frames with TID values from 0
to 7 are mapped into four AC queues using the EDCA access rules. The frames with
TID values from 8 to 15 are mapped into the eight TS queues using the HCF
controlled channel access rules. The TS queues provide a strict parameterized QoS
control while the AC queues enable the provisioning of multiple priorities. Another
main feature of the HCF is the concept of Transmission Opportunity (TXOP), which
defines the transmission holding time for each station.

EDCA has been designed to be used with the contention-based prioritized QoS
support mechanisms. In EDCA, two main methods are introduced to support service
differentiation. The first one is to use different IFS values for different ACs. The
second method consists in allocating different CW sizes to the different ACs. Each
AC forms an EDCA independent entity with its own queue and its own access
mechanism based on an DCF-like mechanism with its own Arbitration Inter-Frame
Space defined by AIFS[AC]=SIFS+AIFS[AC]xSlotTime and its own CW[AC]
(CWmin[AC] < CW[AC] < CWmax[AC]), where AIFSN[AC] is the Arbitration Inter
Frame Space Number. If an internal collision arises among the queues within the
same QSTA, the one having higher priority obtains the right to transmit. It is said that
the queue getting the right to access to the channel obtains a transmission opportunity
(TXOP). The winning queue can then transmit during a time interval whose length is
given by TXOPLimit.

3.1 QoS Enhancements to the IEEE 802.11e

Many on-going research efforts are focusing on the evaluation of the IEEE 802.11e
draft standard. Many studies have revealed that the poor performance exhibited by the
draft standard is mainly due to the high collision rates encountered when a large
number of stations attempt to access the channel. Numerous proposals have been
reported in the literature aiming to overcome this main drawback. In the following,
we undertake the analysis of two of the most prominent ones.

The Fast Collision Resolution Mechanism FCR [7] aims to shorten the backoff
period by increasing the contention window sizes of all active stations during the
contention resolution period. To reduce the number of wasted (idle) slots, the FCR
algorithm assigns the shortest window size and idle backoff timer to the station
having successfully transmitted a packet. Moreover, when a station detects a number
of idle slots (static backoff threshold), it starts reducing the backoff timer
exponentially, instead of linearly as specified by the EDCA draft standard. To address
the provisioning of QoS mechanisms, the authors further introduce an enhanced
version of the FCR algorithm, namely, the Real Time Fast Collision Resolution (RT-
FCR) [7] algorithm. In this algorithm, the priorities are implemented by assigning
different backoff ranges based on the type of traffic. In their study, the authors have
considered three main traffic types: voice, video, and best-effort (data) traffic.
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Under this scheme, voice packets hold the highest priority to access the channel by
setting CW = CW,;,,. All the other flows have to wait, at least, eight backoff slots
before being allowed to gain access to the channel. The video traffic is assigned the
second highest priority by using a smaller maximum contention window size than the
one assigned to the best-effort data traffic.

The Adaptive EDCF Mechanism (AEDCF) [8] is another relevant mechanism
recently reported in the literature. In [8], the authors state that the probability of
collision increases is due to the re-setting of CW[AC] to CWmin[AC] after a
successful transmission in the presence of multiple stations contending for the
channel. Taking this fact into account, they have proposed decreasing the CW[/AC] by
multiplying by a factor lower than 0.8 after a successful transmission; the actual value
of the factor will depend on the collision rate suffered by the AC. In [9], the same
authors go a step further by introducing a new scheme called Adaptive Fair EDCF
(AFEDCEF) that improves AEDCF and FCR mechanisms. This mechanism uses an
adaptive fast collision resolution mechanism (similar to the FCR mechanism) when
the channel is sensed idle. In contrast with the FCR mechanism, AFEDCF computes
an adaptive backoff threshold for each priority level by taking into account the
channel load.

However, the main deficiency of these mechanisms comes from its inability to
provide the proper QoS to the video service in scenarios comprising legacy DCF-
based and IEEE 802.11e stations. This is due to the fact that, under theses schemes,
the video packets have always to wait for a minimum of eight backoff slots in order to
comply with the highest priority assigned to the voice traffic. Under these schemes,
the presence of voice and DCF stations may even result in starvation to the video
flows. Moreover, the implementation of these mechanisms implies that the stations
have to monitor the channel conditions in order to dynamically tune up the actual
values of the key system parameters, such as the threshold and window size.

Taking into account these observations, in the next section, we propose a new
IEEE 802.11e based QoS mechanism capable of providing QoS support to the video
service even in the presence of legacy IEEE 802.11 (DCF) based stations.

4 B-EDCA: A New IEEE 802.11e Based QoS Mechanism

Due to the fact that the IEEE 802.11e interface cards will take over the WLAN
market, replacing the use of legacy IEEE 802.11 interface cards in most WLAN
applications, an important number of networking scenarios will consist of a hybrid
configuration comprising legacy IEEE 802.11-based stations and IEEE 802.11e-based
stations. Under these scenarios, EDCA, RT-FCR and AFEDCF perform poorly,
especially they are unable to provide the QoS required by the video traffic.

Based on limitations of these mechanisms, we propose a new IEEE-802.11e based
QoS mechanism compatible with the IEEE 802.11e specifications and capable of
providing QoS support, particularly to video applications.

Bearing in mind that the DCF and EDCA mechanisms may have to interwork, the
standard committee has set up the system parameters given in Table 1. These values
have been set up in order to ensure compatibility between both services and that the
EDCA mechanism has to be able to provide QoS guarantees to time-constrained
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applications, namely voice and video traffic. As shown in Table I, the EDCA
mechanism makes the use of a smaller contention window for the voice and video
applications.

Based on the results obtained in one of our previous studies [10], we have found
out that the IFS (denoted AIFS in the EDCA draft standard) is the most important and
critical parameter enabling the provisioning of QoS to multimedia applications. This
is particular true when a large number of stations attempt to gain access to the
channel, since under these conditions, the stations will often have to stop
decrementing their backoff counters. Recall that every time that a station stops
decrementing its counter, the station must wait an AIFS before resuming the count
down.

Table 1. Parameter settings specified in standards [1], [2]

AC IFS CWoi, CW,
DCF - 2 X Slot_time + SIFS 31 1023
Vo 2 X Slot_time + SIFS 7 15
S Vi 2 x Slot_time + SIFS 15 31
= Be 3 x Slot_time + SIFS 31 1023
Bk 7 X Slot_time + SIFS 31 1023

One possible solution will be to set up AIFS=1 for the voice and video
applications. In this way, they will increase their chances to gain access to the
channel. However, setting up AIFS=1 to these two services is incompatible with the
HCCA. As already explained, the HC should be able to take the control of the channel
at any time. This is to say, the HCCA should hold the highest priority over all the
services to be supported by the standard.

In order to introduce our proposal, we take a closer look at the mode of operation
of the DCF and EDCA schemes, and particularly on the role played by the IFS (AIFS)
parameter. The IFS (AIFS) is used in the following two cases:

1. In the Idle state. when the station becomes active has to sense the channel during
an interval whose length is determined by IFS: If the channel is sensed free, the
station can initiate the packet transmission. Otherwise, the station executes the
backoff algorithm.

2. In every transfer from the Defer state to the Backoff state. In other words, every
time after having sensed the channel free during an interval of length IFS.

According to the current DCF and EDCA standards, the same values for the IFS
parameter should be used regardless of the state in which the station is (see Table 1).
Based on the previous observation, we then propose to use a different set of IFS
values depending on the state in which the station is. We have however to ensure not
to compromise the operation of the HCF, and in particular to ensure that it holds at all
times the highest priority. We then propose the following parameter setting:

1. In the Idle state. The stations will use the IFS values as specified in the IEEE
802.11e draft standard (see Table I) including the Hybrid Coordination Function.
This also ensures compatibility with the IEEE 802.11 (DCF) mechanism.
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2. In every transfer from the Defer state to the Backoff state, we propose to use a
different parameter, equivalent to the IFS, denoted from now on by BIFS. We then
propose setting up this parameter to one, i.e., BIFS = 1, for the voice and video
services. In this way, we improve considerably the performance of voice and video
applications, increasing their priorities with respect to other flows (included the
traffic generated by DCF-based stations). This setting also ensures that the HC will
keep the highest priority. According to this mechanism, the stations must wait at
least one additional slot during the backoff procedure before being allowed to
transmit since the backoff interval is set within the [1, CW+1] range. In turn, the
HC is allowed to take the control at the end of the IFS. To improve further the
provisioning of QoS guarantees to the time-constrained applications when the
network is highly loaded, we propose increasing the assigned value to BIFS used
by the Best-Effort traffic, with respect to the specified in [2]. We then propose
using the set of values for BIFS to 1-1-4-7 for voice, video, best-effort and
background traffics, respectively.

LD\t N
Idle >=IFS
Uses BIFS,
Medium is

Medium is I Idle >=BIFS
Idle >=IFS

—

N

Backoff
Counter =0

Successful
transmission
and more data

Transmit

Unsuccessful
transmission

Successful transmission
and not more data

Fig. 1. B-EDCA Proposed Mechanism

In Figure 1, we have explicitly indicated the instances where the BIFS parameter
should be used. This is essentially the major change with respect to the current EDCA
standard. Our proposal essentially reduces to the minimum acceptable value, the
waiting time required to continue decrementing the backoff counter used by the time-
constrained applications. This minimum value is fully compatible with the operation
modes of the DCF and HCCA functions.

5 Performance Evaluation

In this section, we carry out a performance analysis of our proposed mechanism. We
show that the performance of EDCA can be considerably improved by using the
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compatible B-EDCA mechanism. In this part of our study, we compare the
performance of our proposed scheme with the EDCA, RT-FCR, AFEDCF
mechanisms by considering a scenario of a wireless LANs comprising IEEE 802.11-
based stations and stations supporting one of the QoS-aware mechanisms under study.
Throughout our study, we have made use of the OPNET Modeler tool 10.0 [11].

5.1 Scenario

In our simulations, we model an IEEE 802.11b wireless LAN cell comprising legacy
DCF-based stations and stations implementing one of the four QoS-aware mechanism
stations under consideration. The QoS-aware mechanism based stations support four
different types of services: voice (Vo), video (Vi), best-effort (BE) and background
(BK). This classification is in line with the IEEE802.1D standard specifications. The
DCF based stations support data traffic. We assume the use of a wireless LAN
consisting of several wireless stations and an access point connected to a wired node
that serves as sink for the flows from the wireless domain. All the stations are located
within a Basic Service Set (BSS), i.e., every station is able to detect the transmission
from any other station.

Each wireless station operates at 11 Mbit/s IEEE 802.11b mode and transmits a
single traffic type to the access point. We assume the use of constant bit-rate voice
sources encoded at a rate of 16 kbits/s according to the G.728 standard [12]. The
voice packet size has been set to 168 bytes including the RTP/UDP/IP headers. For
the video applications, we have made use of the traces generated from a variable bit-
rate H.264 video encoder [13]. We have used the sequence mobile calendar encoded
on CIF format at a video frame rate of 25 frames/sec. The average video transmission
rate is around 480 kbits/s with a packet size equal to 1064 bytes (including
RTP/UDP/IP headers). The best-effort, background and DCF traffics have been
created using a Pareto distribution traffic model. The average sending rate of best-
effort and background traffic is 128 kbit/s, using a 552 bytes packet size (including
TCP/IP headers). The average sending rate of DCF traffic is 256 kbit/s, using a 552
bytes packet size (including TCP/IP headers). All traffic sources are randomly
activated within of the interval [1,1.5] seconds from the start of the simulation. We
have simulated two minutes of operation for each given scenario.

For all the scenarios, we have assumed that one fifth of the stations support one of
the five kinds of services: voice, video, BE, BK and DCF applications. We start by
simulating a WLAN consisting of five wireless stations (each one supporting a
different type of traffic). We then gradually increase the Total Offered Load of the
wireless LAN by increasing the number of stations by five. In this way, the stations
are always incorporated into the system in a ratio of 1:1:1:1:1 for voice, video, BE,
BK and DCEF, respectively. We increase the number of stations 5 by 5 starting from 5
and up to 40. In this way, the normalized offered load is increased from 0.14 up to
1.12. By exceeding the channel capacity, we should be able to evaluate the
effectiveness of the QoS-aware mechanisms on guaranteeing the QoS required by the
time-constrained applications. When choosing the parameter settings to use for the
DCF and EDCA mechanisms under study, we have used the settings recommended by
the standards [1], [2] (see Table I). The parameter settings used for the RT-FCR and
AFEDCF mechanisms under study have been taken from references [7] and [9],
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respectively. The parameter settings for the B-EDCA mechanism have been defined
by following the guidelines provided in Section 4.

For the purpose of our performance study, the four metrics of interest are:
throughput, media access delay, delay distribution and packet loss rate. To be able to
compare the results at different loads (traffic patterns of different applications), we
have preferred plotting the normalized throughput rather than the absolute throughput.
The normalized throughput is calculated as the percentage of the offered load actually
delivered to destination. In order to limit the delay experienced by the video and voice
applications, the maximum time that video packet and voice packet may remain in the
transmission buffer has been set to 100ms and 10ms, respectively. These time limits
are in line with the values specified by the standards and in the literature. Whenever a
video or voice packet exceeds these upper bounds, it is dropped. The loss rate due to
this mechanism is given by the packet loss rate due to deadline. Our measurements
started after a warm-up period allowing us to collect the statistics under steady-state
conditions. Each point in our plots is an average over thirty simulation runs, and the
error bars indicate the 95% confidence interval.

5.2 Results

Figure 2 shows the normalized throughput obtained for the Vo, Vi, BE and BK
services when making use of each one of the four mechanisms being considered.
Figure 2a shows that B-EDCA mechanism outperforms the EDCA mechanism in
providing a better service to the voice traffic. This shows that by reducing the
effectiveness of setting the BIFS parameter to one. The figure also shows that the RT-
FCR and AFEDCF mechanisms obtain the best results for the voice traffic. This is
due to the fact that, under theses schemes, the highest priority is given to the voice
traffic, all the other traffic types have to wait a minimum of eight backoff slots.
However, under these schemes, the presence of voice and DCF stations produces
starvation in the video flows, see Figure 2b. For video traffic, under RT-FCR and
AFEDCF mechanisms, when the load exceeds 0.5, the throughput of the video traffic
quickly decreases. The decrease on the video throughput is mainly due to the fact that
under the RT-FCR and AFEDCF mechanisms, the DCF based stations have a higher
priority than the one given to the video stations, see Figure 2e. Figure 2b also shows
that B-EDCA obtain the best results for the video traffic. Again, for the case of the
video traffic, the B-EDCA mechanism outperforms the EDCA mechanism. In the case
of the BE and BK traffics (figures 2c and 2d), these are severely affected as the
network load is increased. Figure 2f shows the overall throughput for all the services
under study. It is clear that the B-EDCA exhibits the highest normalized throughput.
This is due to the reduction of the collision rate with respect to EDCA mechanism,
and to the fact that in the RT-FCR and AFEDCF mechanisms, all the flows (except
voice) must wait eight additional backoff slots.

These phenomena also explain the access delay performance. Figure 3 shows the
mean access delay per voice and video service classes. Figure 3a shows that the B-
EDCA reduces up to 50% the mean access delay experienced by the voice traffic
when using the EDCA mechanism. Figure 4b shows that the B-EDCA scheme
exhibits the best results for the video service. It can also be observed that the mean
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access delays for RT-FCR and AFEDCF mechanisms are very close to the video
deadlines; this in turn translates in a high packet loss rate (Figure 5).

Figure 4 shows the cumulative distribution function of the access delay for all
mechanism operating at a load close to 0.80. Figure 4a shows that B-EDCA
mechanism outperforms the EDCA mechanism for the voice traffic. Figure 4b also
shows that B-EDCA obtain the best results for the video traffic.

Figures 5a and 5b depict the packet loss rate due to the missing of the transmission
deadline for the voice and video traffic services, respectively. The B-EDCA scheme
provides the best results for the video traffic. The B-EDCA scheme is able to ensure
the proper transmission of the video traffic even at loads as high as 0.8.
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Fig. 2. Average Normalized Throughput: a) Voice, b) Video, c) Best-Effort d) Background
e) DCF Traffic and f) Total Traffic
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Fig. 5. Packet Loss Rate due to Deadline: a) voice and b) video

6 Conclusions

In this paper, we have proposed a new IEEE 802.11e based QoS protocol design
capable of providing QoS support in environments where legacy DCF based stations
may also be present. Our proposal has been based in using the minimum waiting time
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necessary to continue decrementing the backoff counter of the multimedia flows.
Furthermore, our proposal complies with the HCF operation proposed by the IEEE
802.11e standards. Our results obtained have shown that B-EDCA mechanism
outperforms the EDCA mechanism and two other relevant mechanisms reported in
the literature.
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Abstract. The throughput capacity of WLANS can be improved by a carefully
designed relay infrastructure. In this work, we propose an optimization formula-
tion based on Lagrangian relaxation and a subgradient algorithm to compute the
best placement of a fixed number of relay nodes (RNs) in a WLAN. We apply
this optimization framework to a multi-rate WLAN based on the IEEE 802.11¢g
standard under Rayleigh fading. We then study the expected throughput capacity
of a WLAN with relay infrastructure and investigate how the optimal placement
of RN is affected by the number of RNs, path-loss characteristics, and the traffic
pattern. Our numerical results show that, in some network scenarios, more than
120% performance gain can be achieved when RNs are strategically installed in the
network. Furthermore, we also show that for a wide range of system parameters,
optimally placed RN can significantly increase the network throughput capacity
over random placement.

Keywords: WLAN, immobile relays, throughput capacity, optimal placement.

1 Introduction

Wireless Local Area Networks (WLANSs), which provide low-cost wireless broadband
data access for mobile Internet users, are expected to create a plethora of business
opportunities. Currently, the most commonly implemented WLANSs in North America
are based on the IEEE 802.11b/g standards, which are capable of supporting bit rates up
to 11Mbps and 54Mbps respectively in the 2.4GHz spectrum. As the number of hotspot
users proliferates and the demand from wireless Internet users increases, new strategies
have to be employed to increase the throughput of future WLANS.

The multi-rate capability of modern WLAN equipments and a relay infrastructure
can work synergically to improve the throughput capacity of a WLAN. In a WLAN with
relay infrastructure, the source can either transmit its data to the destination directly, or
relay its data via a relay node (RN). If a circuitous route can result in a higher bit rate
than the direct route, the source should use the relay node to relay its data.

In this study, we investigate the optimal placement of RNs such that the throughput
capacity of a WLAN can be maximized. Toward this end, we propose an analysis and
optimization framework that exploits the multi-rate capability of the WLAN physical
layer. Our main contributions are the following:

F. Boavida et al. (Eds.): NETWORKING 2006, LNCS 3976, pp. 160172 2006.
(© IFIP International Federation for Information Processing 2006
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— Present a tractable discretized re-formulation of the problem of optimal RN place-
ment, which allow us to restrict the locations of the RNs.

— Solve the discrete version of the problem by computing an upper bound and a lower
bound of the solution that converge toward each other, through Lagrangian relaxation
and subgradient algorithm.

— Investigate the expected throughput capacity of a WLAN with relay infrastructure
and how the optimal placement of RN is affected by the number of RN, path-loss
characteristics, and traffic pattern.

The rest of this paper is organized as follows. In Section[2, we review the related work
in multihop wireless networks. In Section Bl we describe the relaying architecture and
define the network throughput capacity. In Sectiond] we cast the general RN placement
optimization problem and re-formulate it to a tractable discrete problem. We then show
how this problem can be solved by Lagrangian relaxation and a subgradient algorithm.
In Section[3 we present a model for IEEE 802.11g multi-rate WLAN under Rayleigh
fading. In Section [6] we discuss the convergence time of the proposed optimization
algorithm and show effect of different system parameters on the strategic placement of
the RNs. Finally, concluding remarks are given in Section[7]

2 Related Work

There has been much research in relaying and routing through mobile nodes. Inspired by
recent advances in ad hoc networking [[1], the concept of using peer mobile hosts to relay
data has been explored in the context of cellular networks [2]. In a more recent work, the
problem of joint routing, link scheduling and power control in such multihop networks
has been investigated [3]]. Moreover, issues about frequency assignment and frequency
recycling in such multihop networks have been addressed in [4]. In the context of multi-
rate WLAN, [5] and [|6] have shown that by using other mobile hosts to performrelaying,
the performance of the network can be improved under DCF and PCF respectively.
However, the concept of using immobile relay nodes to relay traffic, which is what we
consider in this paper, has received less attention. The iCar architecture [[7] is one such
example for the cellular environment. Immobile relay nodes have several advantages
when compared with mobile relay nodes. First, because of their sedentariness, it is
reasonable to assume that they have access to power supply. Consequently, energy is not
a constraint. Second, the fixed relay nodes can be optimally configured to maximize their
beneficial effects. The problem of fixed relay placement to maximize WLAN capacity
was first studied in [8]. In [9], we proposed an efficient extension point placement
algorithm aiming at improving the network layer throughput of a rectilineal network,
using a divide-and-conquer searching algorithm. In this work, we explore the utilization
of relay infrastructure in a discrete multi-rate WLAN, and analytically derive the optimal
placement of relay nodes in such WLANS in a general network environment.

3 Relaying Architecture and Design Objectives

The system under consideration is analogous to a Basic Service Set (BSS) of an IEEE
802.11 WLAN. In this network configuration, there is an AP which is connected to the
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wired network, and this access point provides wireless coverage to a local area. In a
network with no RN, MHs located within this coverage area directly communicate with
this AP. In a network with RNs, mobile hosts located at different locations are associated
with either the AP or a suitable RN. If an MH is associated with an RN, this MH will
treat the selected RN as an AP and only communicate with the RN, so that all packets
between the AP and the MH are relayed by the RN.

The AP communicates with each MH (possibly through an RN) in its coverage area
in a round robin fashion, thus dividing the time axis into time-varying packet transaction
cycles. In each cycle, the AP transmits a downlink packet to the chosen MH, and the MH
transmits a uplink packet to the AP. In this study, we assume the lengths of the uplink
and downlink packets may be unequal but are fixed, and the AP always has a packet to
send to each active MH and vice versa.

We assume the transmission schedule for all transmitters is decided perfectly by the
AP, and model the system as a single-channel fully-connected network. In other words,
at any given time, only one transmitter is allowed to transmit, so that no packet collision
is experienced at a receiver.

Let x be the total number of bits of an uplink and a downlink packet combined. Let
T; represents the packet transaction time of an AP-MH pair in the i‘" cycle. By the Law
of Large Numbers, the throughput capacity of the network is defined as

nw x
C = lim — =
n—oo 3 Ty E[TY]

ey

Therefore, in order to maximize the throughput capacity of the network, we need to
minimize E[T;]. Thus, the design objective of our system is to minimize the expected
time that an AP-MH pair completes a single downlink-uplink packet exchange, which
we call the packet transaction time in this paper.

We further define the packet transmission time, T'(1, P, x), as the expected time for
a transmitter to send an z-bit packet to a receiver, where [ is the distance between the
transmitter and receiver, Pis the reference power of the transmitter, and x is the size of the
packet to be transmitted. Next, we first propose an optimization method for the placement
of RN for a generic function 7'({, P, ), which can be obtained from theoretical models
or by regression models based on site-survey results. In Section[3, we present a case study
for T'(I, P, ) based on the IEEE 802.11g physical layer specifications with large-scale
propagation path loss and Rayleigh fading.

4 Relay Node Placement Optimization

In this section, we first provide an analytical framework to derive the expected packet
transaction time with respect to different RN placements. This analytical framework is
then used to cast the RN placement problem as an optimization problem. We show that
the resulting optimization can be converted to a form similar to the p-median problem
[LO] with an additional constraint. Finally, we present an efficient solution based on
Lagrangian relaxation and a subgradient optimization algorithm.
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4.1 RN Relaying

In the elemental scenario, we consider a single MH and one RN, on a plane where the
AP is at the origin, as shown in Fig.[Il If the MH does not use the RN, the expected
packet transaction time is

Tnorn(l) = T(Z,Pa7$d) +T(laPmaxu) (2)
If the MH uses the RN to relay its packet, the expected packet transaction time is

Trn(la d,o, 90) :T(d7 Py, xd) + T(na P, xd) + T(d7 P, xu) + T(777 P, xu)v 3

where ) = /12 + d? — 2ld cos [0 — ¢|.

By using an RN, the same data packet has to be transmitted twice. As a result,
the RN may or may not be beneficial to an MH. An MH will use an RN to facilitate
its communication with the AP only if such usage result in a smaller expected packet
transaction time, i.e., if T,., (1, d, 0, ) < Thorn(1).

— x4 = downlink packet length (bits).
— x4 = uplink packet length (bits).

- T =xq+ Ty.

-p= z;fz“ = downlink proportion.
— P, =reference power of AP.

— P, =reference power of RN.

- P, =reference power of MH.

Fig. 1. Single user scenario with one relay node

4.2 Throughput Capacity Maximization with Multiple RNs

We assume that a fixed number, N, where N > 1, of relay nodes are available for
an AP in the WLAN system. Fig. 2 shows a simple example, where an AP serves the
outdoor area of a campus. There are 3 RNs available and they are placed around the AP.
The coverage area, which can be in any shape, is fitted inside a circle with radius L and
centered at the AP. A vector, d, is used to represent the displacement of RNs with respect
to the AP, and a vector ¢ is used to represent the angle between a predefined reference
base line with respect to the radial line which each RN resides. Thus, we have

C_i: [d17d27"'7dN]T7 w = [90179027"'7§0N]T7 (4)

where0 < d; < L,Vi and 0 < 1 < @9 < -+ < pn < 2m. Moreover, the locations of
RNs may be restricted due to the geographical topology. Let the set of locations where
an RN can be installed be S. For example, in Fig.[2 S may be a subset of the perimeters
of the buildings.

The MHs are distributed in the coverage area of the network with the probability
density function f (I, ). An MH may either communicate with the AP directly or select
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3 Candidate RN Site
index = (3,1)

Probability that a
MH is located in
-] this cell depends
on the pdf, /{7,0),
and this area.
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Fig. 2. Multi-user two-dimensional WLAN Fig. 3. Discretization of the network
with multiple RNs

the most suitable RN. Therefore, for a particular RN placement, (d;, p;) € S fori =
1, ..., N, the expected packet transaction time of the network can be computed as

2m L
Trn(daf) = /0 /0+€ lf(l,e) min [Tnorn(l)7lgilglNTrn(l,dk,e,(Pk) dlde, (®)]

where € > 0 is small. Using (3), we have the following optimization problem:

Objective: rgin Trn(d, )
dyp -

s.t. 0<d; <L, Vi (6)
0<p1<pa<--- <y <27
(di,(pi)ES V1.

Clearly, this problem is difficult to solve directly. However, in reality, there is no need
to determine the RN placement with sub-meter granularity. Hence, we can calculate the
approximate value of (3) by discretizing the network into a large but finite number of
areas, where a mobile host is located at each area with a certain probability. Then, the
integral in (3) can be interpreted as a Riemann sum.

4.3 Problem Reformulation

As shown in Fig.[3l we can divide the entire network into ,,,., equal-size sectors, and
each sector is then divided into [,,,, equal-length cellsE| A mobile host is located at
the corner of each cell with a certain probability, and the area of the cell represents the
area that this mobile host occupies. Moreover, the corner of each cell also represents a
candidate site of the RN set. Each MH or RN candidate site can be uniquely identified
by its radial line number and its cell number. For example, the selected site in Fig.[3llies
on the third cell of the first radial line. Thus, this site is indexed by (3,1). For notation

! In our numerical analysis, the network is divided into approximate 100 thousand cells.
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purpose, we use (7, j) to describe the location of an MH, while we use (, 7) to represent
the location of an RN candidate site. We define the following notations:

Af = 271” Al = L ) é:(517~'~76N)T7 1:(T17~'~7TN)T7

9maz lmaz

dp ~ 0, Al, for 1<k <N, andé, € Z*, and 1 < 0k < lmaa,
ok = TAG, for 1 < k<N, and 7y € Z+, and 1 < 7 < bmaz,

bAO
Ba,b) ,/ / 1f(1,0)dldl, a € [1,lmaz],b € [1,Omaz],
—1)46 J(a—1)Al

(),

where M (+) is the mapping of a set from the continuous space to the discrete space.
Furthermore, for notation simplification, we let TAL49(;. 8, 5. 7) = T, (1Al Al
§AO, 7A0), and T4 (i) = Trorn(iAl). Then, ) can be approximated as

norn

27
T-n(d, / /+e f(,0) min {Tnom(l) 1g}lclél Trn(l, dg, 0, gok)} dlde
f "LZ” min |72 (3), min T2529 (G 6,5, 7) | he @)
P ] norn 1<]<) N ) 1J (Z,])
- Trn(éa I)

To facilitate the minimization of T.,,(d, ), we define two sets of decision variables, X
andY. X5 7y = lifanRNis placed in position (d, 7); otherwise, X 5 ;) = 0. Moreover,
Y(ij),5,-) = 1if the MH (4, j) is served by RN (4, 7); otherwise, Y{; ;) (5,-) = 0.

Note that X0y = 1 because the access point is always present. Moreover, since
X(0,0) = 1, we have Y{; ;) (0,0) = 1 only if the MH at (4, j) is served directly by the AP.
Thus, (@) can be reformulated as

Imaz Omaz lmaz Omax

Al AH .
mln Z Z h’(l,]) no’rn Y(l,j) (0, 0)+ Z Z h 7.j)T Z 5a‘7a7_>yv(i,j),(5,7') (8)

i=1 j=1 6=1 =1
Ilmaz Omaz
st Yap00+ 2, 2, Yenen =1 Y (i,)) ©)
=1 7=1
5535 X0 - (10)
o=1 =1
X0 =1 (11)
Yiig,em — X <0 Vo (4,5),(9,7) (12)
X =0 v (6,7)¢ S (13)

Objective (8) minimizes the expected minimum packet transaction time of all MHs
in the network. Constraint (@) requires each MH to be assigned to exactly one RN or
the AP. Constraint (I0) states that exactly N RNs are to be located. Constraint (I1))
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states that the AP is always present. Constraint (I2) requires that the MH at (¢, j) can be
assigned to an RN at (§, 7) only if an RN is installed at location (¢, 7). Constraint (I3)
required that the RNs are not located in the infeasible sites.

4.4 An Optimization-Based Lagrangian Relaxation Iterative Algorithm

Lagrangianrelaxation with subgradient optimization can be used to provide approximate
solution to many NP-hard problems efficiently. Thus, noting the distinctive characteris-
tics of our RN placement formulation, we propose to solve our optimization problem in
([8) as follows.

Step 1: Setting up. We relax constraint (9) and obtain (14), where A ; ;) are the Lagrange

multipliers. In our numerical analysis below, all A(; ;) values are initialized to 5000.

Imaz Oman

max min ZZ)\”
X XY

Imaz Omax

ZZYJ (6,7

im1 =1 o=1 =1
Z Z Télrn : ,j 00 + Z Z h ,J TAZ A€ Z 67j77)1/(i¢j)1(577)
i=1 j=1 =1 =1

S e+ 3 S b 0~ N Wi +
i=1 j=1 =1 j=1
lmaz Omaz
Yo > (TR 2,6,4,7) - A@,j))Y(i,j),(g,T)] (1)
5:1 =1

st.  ([10), [I0), (2), [13) are satisfied .

Step 2: Solving the simplified problem. For fixed values of the Lagrange multipliers,
we want to minimize the objective function (I4)). Since the values of AGi,j) are fixed, the
first term in the objective function, which is just the sum of all Lagrangian multipliers,
is a constant. To minimize (I4), we begin by computing the value of

Imaz Omax

Visry = > > min(0, [hg ) Tab?(i,6,5,7) = Aapl)  V(6,7) €S (15)

i=1 j=1

We then find the IV smallest values of V(s -y and set the corresponding values of X5 ) =
1and all other values of X (5 ;) = 0. We thensetY{; j(s,-) = Lif h; j T 40,6, §,7)—
A,y < 0and X5,y = 1. Moreover, since X (g0 = 1, we set Y{; j)0,00 = 1if
hiiyTAk, (1) — A jy < 0. All other Y’s are set to zero.

Step 3: Updating the lower and upper bounds. For each iteration of this process, an
upper bound and lower bound of the original objective function (8) need to be deter-
mined. From Step 2, N RN candidate sites are selected. The expected minimum packet
transaction time with this particular placement can be calculated by using (7). This value
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is an upper bound of (8). The lower bound for the current iteration is simply the objective
function (I4) with the values of X and Y found in Step 2 [11]].

Step 4: Modifying the Lagrange multipliers. The Lagrange multipliers are revised
using a standard subgradient optimization procedure [11]]. At the n'” iteration of the
Lagrangian procedure, we first compute the step size by

AMUB — L")

= 2
l’HLCLCL' H’HLO/(L’ l7nam H’HLO/(L’
Db Diicull I Wi Didic b (NP | I

t'll

(16)

where U B and L™ are the upper and lower bounds found from Step 3, Y(?j) (6.7) is the

optimal value of Y{; ;) (5,r) at the n'" iteration, and A™ is a constant updated as follows.
We begin with A' < 2 an arbitrary small positive number. At each iteration, the value
of A™ is halved if £™ has not increased in ¢4 consecutive iterations. In our numerical
analysis, we use A! = 2 and c4 = 4. Then, the Lagrangian multipliers are updated by

lnzam 9”7LCL(L'
n+1 __ n n n n
Aing) = max [Ova‘) —t (Y(m,(o,m +2 D Yipem — 1)] - an
6=1 7=1

Step S: Iteration and termination. The algorithm terminates when any one of the
following conditions is true:

1. A predefined number of iterations are completed.

2. The upper bound equals or is close enough to the lower bound.

3. A™is small, such that the changes in (5, -) becomes too small. Such small changes
are not likely to help solve the problem.

Otherwise, we repeat from Step 2.

5 IEEE 802.11 Model and Packet Transmission Time

In this section, as a sample case study, we derive the expected packet transmission
time based on the IEEE 802.11g bit rate model. Suppose there are M data rates, denoted
r1, T2, ..., " s, Supported by the physical layer. Reliable communication by using rate 7,
can be realized only if the signal strength at the receiver is above a certain threshold, say
Nm - Consequently, for the set of M data rates, there is a set of M thresholds, 11, ..., nas.
We further define 179 = 0 and npr41 = oo

We study the case where the following large-scale propagation model is applicable:
P, = %, where P is the reference signal power measured at one meter away from the
transmitter, P is the signal power measured at dy meters away from the transmitter, and
« is a positive constant representing the path loss roll off factor. The reference power
P can be obtained via field measurement or calculated using the free space path loss
formula in [12].

2 In IEEE 802.11 g, there are 11 different bit rates, and the minimal threshold for each bit rate is
specified by the standard.
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In addition to large scale propagation, multipath fading may have a prominent ef-
fect on reliable communication. Under Rayleigh fading, the instantaneous power, v, is

exponentially distributed with the probability density function p(v) = P%e%: , where

P, is the average power of . Consequently, the probability that a transmitter with ref-
erence power P can transmit at rate r,,, to a receiver at distance [, where [ > 1, is

a  —qle . .

p(rm, 1, P) = 1:”“ %e P—dry , where m = 1,2, ..., M. Furthermore, in some in-
. m . . . . .

stances, the receiver can be located in a deep-fade area, i.e., is experiencing bad channel

condition. The probability of these instances, where the transmitter cannot transmit in
any data rate, is ps (I, P) = [I' ;5 e

can transmit successfully is ps(I, P) = 1 — ps({, P) = Z%:l p(rm, 1, P) .

In this discrete-rate model with fading, the transmitter needs a small channel probing
time, denoted T,op, to test the channel and decide the transmission rate before the actual
data transmission can take place. If the transmitter determines that the channel condition
does not allow it to transmit at any rate, it will give up its transmit opportunity, and
prob the channel again later. The wasted channel probing time adds to the total packet
transmission time.

Let T, (I, P,x) be a random variable that represents the packet transmission time
of an z-bit packet, and let .S and F' be the events of “good” and “bad” channel states
respectively. The expected value of this packet transmission time is

E[Ty(l, P,z)]
= E[T,(l,P,z)|Flps(, P) + E[T,(, P, x)|S}p9(l pP)
(rm, 1, P)
= (E[T (I, P,z)] +Tpr0b>pf l,P)+ ( pp L. P) [r —&—Tpmb] )ps(l,P).
m=1 9
(18)
Rearranging the above, we have the expected packet transmission time
[, P)
T(1, P,z) = E[T,(l, P ”“’b prm LP) @ 19
(1, P,w) = E[T,(1, P,z)) = > i (19)

6 Numerical Analysis

In this section, we present numerical results from the proposed optimization methods and
evaluate the capacity improvement from using wireless relay nodes in an urban WLAN.
Unless otherwise stated, the system parameters such as bit rate power thresholds, antenna
gains, and transmitter powers are taken from the CISCO Aironet 1100 Series Access
Point and mobile network interface card specifications [[13]. The other system parameters
are selected based on a typical urban environment.

6.1 Convergence of Lagrangian Iteration

In Fig. @ we show the convergence of the algorithm in two typical network scenarios.
For both scenarios, the network provides a coverage area of 400 meters in radius, and 16
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— o= 2.6, Upper bound
8r — o.=2.6, Lower bound H

--- o.=2.2, Upper bound
7r --- 0=2.2, Lower bound

iterations

Fig. 4. Example convergence of the Lagrangian relaxation iterative algorithm

RN are available to be placed in this network without restriction. MHs are uniformly
distributed in the network coverage area. Both the AP and RN are equipped with a
10dBm transmitter, while the mobile hosts use a 5dBm transmitter. The combined length
of a uplink and a downlink packet is set to 2k bytes, and 70% of downlink traffic is
assumed. By default, the network is discretized into 100 thousand cells, corresponding
to approximately 5 square meters per cell on average.

As shown in Fig. [ for both channel roll-off factors, & = 2.2 and a = 2.6, the
difference between the upper bound and the lower bound converges to less than 2% of
the lower bound value in less than 40 iterations.

6.2 Effect of System Parameters on RN Placement and Performance Gain

In this subsection, we discuss the benefit of the strategically placed RNs with respect
to different system parameters. The system that we investigated has three system pa-
rameters: roll off factor («), proportion of downlink data ((3), and the number of RNs
(N). For each set of parameters, our analysis and optimization procedure produces an
optimal placement of RNs. Moreover, as defined in (1), we can calculate the through-
put capacity of the network without relay nodes, C,,,, and with relay nodes optimally

placed, C,.,. Hence, C), oy, and C