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Chapter 1

Introduction

This monograph contributes to the existence theory of combinatorial objects
admitting certain types of automorphism groups. We will investigate (rel-
ative) difference sets, planar functions, group invariant weighing matrices,
and two-weight irreducible cyclic codes. All these combinatorial objects have
in common that they can be studied in terms of group ring equations, see
Section 1.3. We use Fourier analysis on abelian groups to derive necessary
conditions on the existence of the objects in question. This approach was al-
ready used in the fundamental work of Turyn [127] and dozens of subsequent
papers on difference sets. However, all these results rely on severe technical
conditions, the self-conjugacy assumption being the most infamous one, see
Remark 1.4.4. The main merit of this monograph is the development of a
method free from such severe assumptions and thus providing nonexistence
theorems of broader applicability than all previously known results. We will
obtain substantial progress towards three major conjectures which previously
had seemed out of reach: The circulant Hadamard matrix conjecture, Ryser’s
conjecture and the Barker conjecture, see Sections 3.2.3, 3.2.4.
These results will be proved by the new method of the “ field descent” which
will be developed in Chapter 2. Roughly speaking, the field descent means
that cyclotomic integers X for which |X|2 is rational usually are contained in
a much smaller cyclotomic field than a priori expected. The field descent not
only can be used to prove nonexistence results for combinatorial objects, but
also provides the probably most elementary approach to class group estimates
for CM -fields. Our results on class number factors and bounds on p-ranks of
class groups are comparable – in some cases even seem stronger – than those
obtained by the usual methods of class field theory and Galois cohomology.
Though our number theoretic results are only a by-product of our work, we
believe that they establish an interesting connection between combinatorial
and number theoretic questions.
Besides the field descent, this monograph contains two further major contri-
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2 CHAPTER 1. INTRODUCTION

butions: An improvement of Turyn’s self-conjugacy exponent bounds in Sec-
tion 3.1 and a classification of two-weight irreducible cyclic codes in Chapter
4. The self-conjugacy exponent bounds are obtained by a substantial refine-
ment of Turyn’s method. In some cases, we obtain a dramatic improvement
of Turyn’s bounds and are able to provide necessary and sufficient condi-
tions on the existence of certain difference sets. In Chapter 4, we use the
Fourier analysis approach for the investigation of two-weight irreducible cylic
codes. Though these objects have been studied in many papers (see [18]), a
classification had not even been attempted yet. We will give a conjecturally
complete classification and provide evidence for the completeness through
theoretical results and computer searches.
The structure of this monograph is as follows. In Chapter 1, we introduce the
combinatorial objects we will study and provide the necessary algebraic and
number theoretic background. All results listed in Chapter 1 were previously
known. In the following chapters, almost all results are new; previously
known work is quoted as “Result xyz”. In Chapter 2, we develop the
method of the field descent and give its applications to class group estimates.
Chapter 3 contains the various exponent bounds we derive by Fourier analysis
together with the field descent and algebraic-combinatorial methods. The
results of Sections 3.1.2 3.1.3 and 3.1.4 are joint work with Siu Lun Ma.
Chapter 4 on two-weight irreducible codes is joint work with Clinton White.

1.1 The nature of the problems

Good news! This section is readable for anyone who knows what a root
of unity is. Through a hopefully well chosen example, we intend to give
an impression of the nature of the combinatorial problems as well as of the
typical methods the reader will be confronted with later. We will use only a
minimum of terminology so that the material should be very easily accessible.
What we mainly will study is the existence problem for combinatorial struc-
tures invariant under certain operations, often called automorphisms. Such
an existence problem usually is – if ever – decided in one of two ways: Pos-
itively through a construction of the desired object or negatively through
a nonexistence proof. This monograph mainly contributes to the negative
world though we also will have some petite positive news in the chapter on
two-weight codes.
Let us illustrate the typical questions by an example. The combinatorial
structure we consider is Hadamard matrices. An Hadamard matrix of
order v is a v × v-matrix H with entries ±1 any two rows of which are
orthogonal. The operation under which we require the Hadamard matrix to
be invariant is something like cyclic shifting. More precisely, writing H =
(hi,j)v−1

i,j=0, we require hi+1,j+1 = hi,j for all i, j where the indices are taken
modulo v. A matrix satisfying this condition is called circulant. It has the
form
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h1 h2 · · · hv

hv h1 · · · hv−1
· · · · · · · · · · · ·
h2 h3 · · · h1




where we write hi := h0,i. There are trivial examples of circulant Hadamard
matrices of orders 1 and 4:

(
1
)
,




−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1


 .

Unfortunately, no circulant Hadamard matrix of any order v �= 1, 4 has ever
been found. This leads to the following conjecture first mentioned in Ryser’s
influential book [112, p. 134], but going back further to obscure sources.

Conjecture 1.1.1 (Circulant Hadamard matrix conjecture) There is
no circulant Hadamard matrix of order �= 1, 4.

Despite several claims of the contrary (see [79]), the circulant Hadamard
conjecture has not been resolved yet. However, we will obtain substantial
progress by using some algebraic tools which also work in a much broader
context. Here we will describe how these algebraic tools come into play. We
have chosen the example of circulant Hadamard matrices as it allows us to
explain the algebraic approach very easily. We only use roots of unity, that’s
all what is needed to understand what is intended to be explained.
So, let H = (hi,j)v−1

i,j=0 be a putative circulant Hadamard matrix of order
v. Recall that hi+1,j+1 = hi,j and thus hi+k,j+k = hi,j for all i, j, k by the
definition of a circulant matrix. As usual, the indices are taken modulo v.
We relabel the first row of H by hi := h0,i. Note hi,j = hj−i. Now, let ξ be
any complex vth root of unity, define

X :=
v−1∑
i=0

hiξ
i

and calculate the modulus of X:

|X|2 =
v−1∑
i=0

(
v−1∑
k=0

hi+khk

)
ξi

=
v−1∑
i=0

(
v−1∑
k=0

h−i,kh0,k

)
ξi

=
v−1∑
i=0

(δi,0v)ξi

= v
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The third equality holds because of the orthogonality of the rows of H. This
crucial necessary condition

XX = v (1.1)

(modulus equation) for the existence of a circulant Hadamard matrix can
be viewed as an equation in the unknown X where X ∈ Z[ξ], the ring of
algebraic integers of the cyclotomic field Q(ξ). The principal idea here is to
use the fact that X generates a principal ideal I := (X) satisfying II = (v).
Why is this fruitful? Because we have a complete knowledge of the ideal
structure of Z[ξ] from algebraic number theory [13, 61, 109]. This can be
used to get necessary conditions on the coefficients hi of X. Actually, for
many v, it is possible to show that at least one hi must have modulus greater
than 1 if (1.1) holds. This is the typical strategy for proving the nonexistence
of circulant Hadamard matrices, see Chapter 3. In his important paper from
1965, Turyn [128] was the first to use this strategy which he calls the“size
argument” [129]. For a long time it seemed that the last drop of the size
argument had been milked — until it was revived in [117].

1.2 The combinatorial structures in question

In this section, we deal with the definitions and basic properties of the com-
binatorial structures which we will study.

1.2.1 Designs

Let m, n, k, λ be positive integers with mn ≥ k ≥ 2. A divisible (m,n,k, λ)
design D = (P,B) consists of a set P (points) together with a set B of subsets
of P (blocks) such that the following conditions are satisfied.

• Each block consists of exactly k points.

• The point set P can be partitioned into m classes of size n such that
any two points are contained in exactly λ common blocks if they are
in different point classes and are contained in no common block if they
are in the same point class.

A pair (p,B) with B ∈ B and p ∈ B is called a flag. In the case n = 1,
i.e., if each point class consists just of a single point, we write v instead of m
and speak of a (v,k, λ) design. In other words, for a (v, k, λ) design, the
second condition above has to be replaced by “any two points are contained
in exactly λ common blocks”. The notion of a (v, k, λ) design is a natural
generalization of the classical finite geometries constructed from finite fields,
see Section 1.2.4. There is a vast literature on (v, k, λ) designs, see [12] for a
recent, very readable and thorough treatment of most of the relevant results
in this area. One of the central questions of design theory is “For what
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parameter triples (v, k, λ) does a (v, k, λ) design exist?”. We begin with the
easy part of the answer. By double counting all flags containing a given
point and double counting all flags, one gets the following so-called trivial
necessary conditions.

Lemma 1.2.1 If a (v, k, λ) design exists, then

λ(v − 1) ≡ 0 (mod k − 1)
λv(v − 1) ≡ 0 (mod k(k − 1)).

Asymptotically in v, the extremely difficult existence problem for (v, k, λ)
designs was completely solved by Wilson [131]. He developed a theory of
“closed sets” which enabled him to show that the necessary conditions above
are sufficient if v is large enough. More precisely:

Result 1.2.2 (Wilson) For fixed k and λ, the necessary conditions for the
existence of a (v, k, λ) design given in Lemma 1.2.1 are sufficient for all v
greater than a constant only depending on k and λ.

Though Result 1.2.2 is striking, many questions about (v, k, λ) designs remain
open. This becomes clear, for instance, if we require additional properties
for our designs. For example, we may ask for the number of points being the
same as the number of blocks. Such a design is called square or — more
commonly, but unfortunately — symmetric. Result 1.2.2 tells us nothing
about symmetric (v, k, λ) designs. This is because the number of blocks of
a (v, k, λ) design is λv(v − 1)/k(k − 1) which implies that for fixed k, λ and
large v the design is not symmetric.
A very fruitful approach to symmetric designs is the use of there symmetries
(or automorphisms) — though unfortunate symmetric designs may not have
any symmetries.
We define automorphisms of general divisible designs now. An automor-
phism of a divisible design D = (P,B) is a bijection τ : P ∪ B → P ∪ B
with τ(P) = P and τ(B) = B such that p ∈ B if and only if τ(p) ∈ τ(B)
for all p ∈ P and all B ∈ B. The set of all automorphisms of D forms a
group Aut D called the automorphism group of D. The group operation
is composition. Any subgroup of Aut D is called an automorphism group
of D. An automorphism group G of D is called point (block) regular if for
any two points p, q ∈ P (blocks B,C ∈ B), there is exactly one τ ∈ G with
τ(p) = q (τ(B) = C). As a consequence of the so-called orbit theorem, see
[12], we have the following.

Proposition 1.2.3 An automorphism group of a symmetric (v, k, λ) design
is point regular if and only if it is block regular.

The strategy behind the use of automorphism groups for the construction
of designs is the following. As an attempt to construct a (v, k, λ) design,
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one guesses a reasonable putative automorphism group G and only looks for
designs having G as an automorphism group. Of course, compared to arbi-
trary (v, k, λ) designs, this gives valuable additional information making the
search for the design easier. However, the major problem is if the choice of G
was really clever, i.e., if a (v, k, λ) design with G as an automorphism group
actually exists. This is one of the reasons why a classification of automor-
phism groups of designs is very desirable. There is an extensive literature on
automorphism groups of symmetric designs. However, most problems still
remain wide open. In Chapter 3, we will obtain some significant asymptotic
results.
A crucial basic fact of the theory of designs is that a symmetric divisible de-
sign with a point regular automorphism group G can be completely described
just by a certain subset of G corresponding to a block of the design. These
subsets are the so-called difference sets which will be dealt with in the next
section.

1.2.2 Difference Sets

Let G be a finite group of order nm, and let N be a subgroup of G of order
n. A subset R of G is called an (m,n,k, λ) difference set in G relative to
N if every g ∈ G\N has exactly λ representations g = r1r

−1
2 with r1, r2 ∈ R,

and no nonidentity element of N has such a representation. The subgroup
N is called the forbidden subgroup.
In the case n = 1, i.e., when the forbidden subgroup consists only of the iden-
tity element, we write v instead of m and speak of a (v,k, λ) difference set
in G. The nonnegative integer n = k−λ is called the order of the difference
set. If n ∈ {0, 1}, the difference set is called trivial. By a “difference set” we
will always mean a nontrivial difference set. Sometimes it is useful to attach
n to the parameters of a difference set. Thus we also speak of (v,k, λ,n)
difference sets.
Actually, difference sets, i.e., relative difference sets with n = 1, have been
studied much more intensively than relative difference sets with n > 1. We
refer the reader to [8, 12, 64, 65, 66, 70] for detailed treatments of the theory
of difference sets. However, recently, the interest in relative difference sets
has grown rapidly, see [6, 12, 23, 31, 32, 33, 35, 36, 48, 56, 75, 83, 84, 85, 87,
104, 105, 106, 107, 108, 111, 117].
The following well known result (see [12] or [105]) shows that relative dif-
ference sets are the same as symmetric divisible designs with point regular
automorphism groups.

Proposition 1.2.4 Let R be an (m,n, k, λ) difference set in G relative to
N . Then D = (G, {Rg : g ∈ G}) is a symmetric divisible (m,n, k, λ) design,
and G is a point regular automorphism group of D acting by right translation.
The point classes of D are the cosets of N .



1.2. THE COMBINATORIAL STRUCTURES IN QUESTION 7

Conversely, let D = (P,B) be a symmetric divisible (m,n, k, λ) design with
a point regular automorphism group G. Fix a point p ∈ P. For every q ∈ P,
let g(q) be the unique element of G mapping p to q. Identify P and G via
q ↔ g(q). Let R be any block of D, and let N be the point class containing the
identity element of G. Then R is an (m,n, k, λ) difference set in G relative
to N .

Because of its importance, we state the following special case of Proposition
1.2.4 separately.

Proposition 1.2.5 A (v, k, λ) difference set is equivalent to a symmetric
(v, k, λ) design with G as a point regular automorphism group.

1.2.3 Projective planes and planar functions

The most beautiful and most thoroughly studied designs are projective planes.
A projective plane is a symmetric (v, k, λ) design with λ = 1 which con-
tains a quadrangle, i.e., four points no three of which are on a common block.
It can be shown [12] that the parameters of a projective plane have the form
(v, k, λ) = (n2 + n + 1, n + 1, 1) for some integer n ≥ 2. The parameter n
is called the order of the projective plane. By deleting one block (together
with its points) of a projective plane of order n one obtains an affine plane
of order n, i.e., an (n2, n, 1) design containing a triangle. This construction
can be reversed. Thus an affine plane of order n exists if and only if there is
a projective plane of order n. There is an extensive literature on projective
planes and their automorphism groups. A standard reference is [58], see also
[12, 37, 57, 105].
For any prime power q, there is an affine plane, and thus also a projective
plane, of order n which can be constructed as follows. Let Fq be the finite
field with q elements. Let P = F2

q be the two-dimensional vector space over
Fq, and let B be the set of all one-dimensional affine linear subspaces of F2

q.
Then, by basic linear algebra, D = (P,B) is an affine plane of order q.
On the other hand, not a single projective plane of non prime power order
has been found yet. This leads us to the most important open problem in
the theory of projective planes, the prime power conjecture.

Conjecture 1.2.6 A projective plane of order n exists if and only if n is a
prime power.

What is known on the prime power conjecture? Basically, there are only
three results:

1. There is an projective plane of order n for all prime powers n, see above.
2. Bruck-Ryser theorem [15]: If a projective plane of order n ≡ 1 or 2 (mod 4)
exists, then n must be the sum of two squares.
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3. There is no projective plane of order 10 (proved with massive help of a
computer [69]).

The prime power conjecture far from being resolved, one can say more if one
asks for projective planes with additional prescribed structure, for instance,
certain automorphism groups. One problem of this type is the existence of
planar functions which can be used for an elegant construction of affine
planes with point regular automorphism groups. Planar functions are defined
as follows. Let H and N be groups of order n. A mapping f : H → N is
called a planar function of degree n if h �→ f(gh)f(h)−1 is a bijection
between H and N for every g ∈ H \ {1}. It is straightforward to check the
following well known result (see [105]).

Proposition 1.2.7 Let f : H → N be a planar function of degree n. Define

P : = H ×N,

B(a, b) : = {(xa, f(x)b) : x ∈ H},
N(c) : = {(c, y) : y ∈ N},

B : = {B(a, b) : a ∈ H, b ∈ B} ∪ {N(c) : c ∈ H}.

Then D = (P,B) is an affine plane of order n, and H ×N is a point regular
automorphism group of D.

The standard example for a planar function is the mapping f : (Fq,+) →
(Fq,+), x �→ x2 where (Fq,+) is the additive group of the finite field with
q elements, and q is an odd prime power. Here x2 := x · x where “·” is
the multiplication in Fq. To check that f is a planar function, we use the
additive notation instead of the multiplicative notation in the definition of
planar functions. Note that h �→ f(g+ h) − f(h) = (g+ h)2 − h2 = 2gh+ g2

is a nonconstant linear function and thus a bijection for all g �= 0. Hence f
indeed is a planar function.
As we explain now, planar functions are equivalent to certain relative differ-
ence sets and thus fit into the framework of our study. It is straightforward
to check the following well known result (see [105]).

Lemma 1.2.8 Let H and N be groups of order n. A mapping f : H → N
is a planar function if and only if R := {(h, f(h)) : h ∈ H} is an (n, n, n, 1)
difference set in H ×N relative to N .

For all known planar functions, both H and N are elementary abelian p-
groups with p > 2. Thus the following is conjectured.

Conjecture 1.2.9 If a planar function f : H → N of degree n exists, then
n is an odd prime power and both H and N are elementary abelian.
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Several partial results on Conjecture 1.2.9 can be found in the literature.
It is easy to see that n has to be odd if a planar function f : H → N of
degree n exists: Assume the contrary, and let R be the (n, n, n, 1) difference
set in G := H × N relative to N corresponding to f via Lemma 1.2.8. Let
g ∈ G \ N be an involution. Then there are r1, r2 ∈ R with g = r1r

−1
2 .

However, this implies g = g−1 = r2r
−1
1 which means that g has at least two

representation as a quotient of two elements of R. This is a contradiction
to R being an (n, n, n, 1) difference set in G relative to N . Thus no planar
function of even degree can exist. For a generalization of this result, see
[45, 63]. There are several further nonexistence results on planar functions,
see [83, 105]. However, these results only apply to special cases of Conjecture
1.2.9. In particular, in cases where n has many distinct prime divisors, very
little is known. In Chapter 3, we will obtain some significant progress by
providing general exponent bounds on H and N . Compared to previously
known results, these bounds are of broader applicability, especially for cases
where n has many distinct prime divisors.

1.2.4 Projective geometries and Singer difference sets

Now we describe a classical construction of designs and difference sets which
will play a role in our study of two-weight irreducible cyclic codes in Chapter
4. We begin with the construction of the classical finite projective spaces.
Let q be a prime power. We denote the finite field with q elements by Fq.
Let d ≥ 2 be an integer, and let V = Fd+1

q be the vector space of dimension
d + 1 over Fq. Let P be the set of one-dimensional subspaces of V , and let
B be the set of hyperplanes of V . Here we identify a hyperplane with the
set of one-dimensional subspaces it contains. Then, by basic linear algebra,
D = (P,B) is a design with parameters

(v, k, λ) =
(
qd+1 − 1
q − 1

,
qd − 1
q − 1

,
qd−1 − 1
q − 1

)
. (1.2)

This design is called the classical point-hyperplane design. The set of all
nonzero subspaces of V is called the Desarguesian projective geometry
of dimension d over Fq and is denoted by PG(d, q).
As discovered by Singer [121] in 1938, the classical point-hyperplane designs
have a cyclic, point regular automorphism group. This group is called the
Singer cycle of PG(d, q). By Proposition 1.2.5, the existence of the Singer
cycle implies the existence of a difference set with parameters (1.2) in a cyclic
group. This difference set is called the Singer difference set of PG(d, q).
Singer’s result can be formulated elegantly in terms of the trace function
Tr : Fqd+1 → Fq as follows. We will give a proof as it is nice.

Theorem 1.2.10 Let q be a prime power, let d ≥ 2 be an integer. Then

D := {xF∗
q : x ∈ F∗

qd+1 ,Tr(x) = 0}
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is a difference set in G := F∗
qd+1/F

∗
q with parameters

(v, k, λ) =
(
qd+1 − 1
q − 1

,
qd − 1
q − 1

,
qd−1 − 1
q − 1

)
.

Proof Since Tr : Fqd+1 → Fq is surjective, we have |ker Tr| = qd. Thus
|D| = (qd+1−1)/(q−1) as required. Let y ∈ F∗

qd+1 \F∗
q be arbitrary. What we

have to show is that there are exactly λ(q−1)2 = (qd−1 −1)(q−1) pairs (a, b)
with a, b ∈ F∗

qd+1 , yF∗
q = ab−1F∗

q and aF∗
q , bF

∗
q ∈ D. These conditions are

equivalent to a, b ∈ F∗
qd+1 , Tr(yb) = 0, Tr(b) = 0 together with aF∗

q = ybF∗
q .

Since {x ∈ F∗
qd+1 : Tr(yx) = 0} and {x ∈ F∗

qd+1 : Tr(x) = 0} are different
hyperplanes of the Fq-vector space Fqd+1 with intersection of cardinality qd−1,
there are exactly qd−1 − 1 solutions b ∈ F∗

qd+1 of Tr(yb) = 0 and Tr(b) = 0.
For any such b, there are exactly q − 1 solutions a ∈ F∗

qd+1 of aF∗
q = ybF∗

q .
Thus the number of pairs (a, b) satisfying the required conditions indeed is
(qd−1 − 1)(q − 1). �

1.2.5 Hadamard matrices and weighing matrices

Consider a v× v matrix H with real entries of absolute value at most 1. The
absolute value of the determinant of H, i.e., the volume of the parallelopiped
in the Euclidian v space spanned by the rows of H, is at most vv/2 since
each of these row vectors has length at most

√
v. This is a special case of

Hadamard’s well known bound [51] on determinants. Equality holds if and
only if H has entries ±1 only and any two rows of H are orthogonal. Such a
matrix H is called a Hadamard matrix of order v. It satisfies the matrix
equation HHt = vI where I is the identity matrix.
Let (ai), (bi), (ci) be three distinct rows of a Hadamard matrix H. Define
S :=
∑v

i=1(ai + bi)(ai + ci). Then S ≡ 0 (mod 4) since ai + bi, ai + ci ∈
{−2, 0, 2} for all i. On the other hand, by the orthogonaliy of the rows of H,
we have S =

∑v
i=1 a

2
i = v. This implies the following.

Lemma 1.2.11 If a Hadamard matrix of order v exists, then v = 1, 2 or
v ≡ 0 (mod 4).

There is a huge number of known construction methods for Hadamard ma-
trices. It seems very likely that for all not too small v ≡ 0 (mod 4), there are
myriads of Hadamard matrices of order v.

Conjecture 1.2.12 There is a Hadamard matrix of order v for all v ≡
0 (mod 4).

Despite the multitude of constructions for Hadamard matrices, a proof a
Conjecture 1.2.12 is still far out of sight. The density (in the integers) of the
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orders v for which a Hadamard matrix of order v is known is 0. The smallest
open case is v = 428.
As a generalization of Hadamard matrices, weighing matrices have been stud-
ied. Their properties are quite similar to those of Hadamard matrices, and
they are important for some construction methods of Hadamard matrices,
see [28]. A weighing matrix W(m,n) is an m × m matrix H with en-
tries −1, 0, 1 only such that HHt = nI for some nonnegative integer n.
We call n the weight of H. Weighing matrices have been investigated in
many papers, see [47] for a survey, [40, 101, 102, 120] for some older and
[27, 28, 50, 67, 73, 103] for some more recent results.
Now we turn our attention to weighing matrices which are invariant under
a group operation. Let G be a group of order n. We say that an m × m
matrix H = (hf,g)f,g∈G indexed with the elements of G is G-invariant if
hfk,gk = hf,g for all f, g, k ∈ G.
Let s1 be the number of entries 1 in the first (and thus in any) row of a
G-invariant weighing matrix H = W (m,n). Let s be the sum of the entries
of the first row of H (and thus of any row or column). Let I respectively J
denote the identity matrix respectively the all-one matrix of order m. Then
(HHt)J = H(HtJ) = H(sJ) = s2J and thus n = s2 and s = s1 − (s2 − s1),
i.e., s1 = s(s+ 1)/2. So we have the following.

Lemma 1.2.13 If a G-invariant weighing matrix H = W (m,n) exists, then
n = s2 for some integer s, and the number of entries 1 in each row of H is
s(s+ 1)/2.

Note that we may assume that s is positive by replacingH by −H if necessary.
In Section 1.3, we will explain that group invariant Hadamard matrices are
equivalent to certain difference sets called Hadamard difference sets.

1.2.6 Irreducible cyclic codes, two-intersection sets and
sub-difference sets

In this section, we explain the equivalence of three notions which seem to be
quite different at first sight: two-weight irreducible cyclic codes, subgroups
of Singer cycles which are projective two-intersection sets and sub-difference
sets of Singer difference sets. In Chapter 4, we will aim for a complete
classification of these objects and will succeed conjecturally.
We begin with the coding theoretic formulation. For a standard reference
on coding theory, see [80]. Let q be a prime power, and let Fq be the field
with q elements. A linear [n,k] code over Fq is a subspace C of the vector
space Fn

q with dim C = k. We make the standard assumption (q, n) = 1.
The elements of C are called codewords. The weight of a codeword is
the number of its nonzero entries. The weight distribution of C is the
function W : Z+

0 → Z+
0 where W (i) is the number of codewords in C of

weight i. If W takes at most two different nonzero values, we speak of a
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two-weight code. A code C is called cyclic if c = (c0, ..., cn−1)t ∈ C implies
(cn−1, c0, ..., cn−2)t ∈ C for all c ∈ C. As usual in coding theory, we identify
Fn

q with the residue class ring Fq[x]/(xn − 1) via

a = (a0, ..., an−1)t ↔ a(x) :=
n−1∑
i=0

aix
i.

We have the following basic fact, see [80, Thm. 6.1.3].

Lemma 1.2.14 A linear [n, k] code over Fq is cyclic if and only if it is an
ideal in Fq[x]/(xn − 1).

Let C ⊂ Fq[x]/(xn − 1) be a cyclic code. By basic linear algebra [62], all
elements of C are multiples of the monic polynomial in C of lowest degree.
This polynomial g is called the generator polynomial of C. The dimension
of C is n − deg g, see [80, p. 77]. The generator polynomial divides xn − 1
since otherwise the greatest common divisor of g and xn − 1 would be a
nonzero polynomial in C of lower degree than g.

Definition 1.2.15 Let C ⊂ Fq[x]/(xn − 1) be a cyclic code with generator
polynomial g. If g = (xn − 1)/f where f is an irreducible divisor of xn − 1,
then C is called an irreducible cyclic code over Fq or a minimal cyclic
code.

We can restrict our attention to the primitive case, i.e., to irreducible cyclic
codes for which the polynomial f is a minimal polynomial of a primitive nth
root of unity over Fq. To see this, assume that f is a minimal polynomial of a
dth root of unity where d is any divisor of n. Then f divides xd − 1 and thus
c(x)(xd − 1) = 0 in Fq[x]/(xn − 1) for all codewords c. This means that the
codewords of C are all periodic with period d, and the restriction of C to the
first d components forms an irreducible cyclic code of lenght d with generator
polynomial (xd − 1)/f . This shows that “non-primitive” irreducible cyclic
codes are just concatenations of “primitive” irreducible cyclic codes.
It is an interesting and in general extremely difficult problem to determine
the weight distribution of irreducible cyclic codes. In Chapter 4, we will see
that this problem is closely related to the evaluation of certain Gauss sums.
For the time being, we give a useful alternative description of irreducible
cyclic codes using the trace function. For the convenience of the reader, we
include a proof for the correctness. As explained above, we only consider the
case where the polynomial f is a minimal polynomial of a primitive nth root
of unity.

Proposition 1.2.16 Let q be a prime power, and let n be a positive integer
with (n, q) = 1. Write k := ordn(q), and let β be a primitive nth root of unity
in Fqk . Let Tr denote the trace function from Fqk to Fq. The set
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Cβ := {c(y) := (Tr(y),Tr(yβ), ...,Tr(yβn−1))t : y ∈ Fk
q} (1.3)

is an irreducible cyclic [n, k] code over Fq. Moreover, any irreducible cyclic
code can be obtained in this way.

Proof We first show that Cβ is an irreducible cyclic [n, k] code. The linearity
of Cβ follows from the linearity of the trace function. Since c(yβ−1) is a cyclic
shift of c(y), the code Cβ is cyclic. As Fqk is the splitting field of xn − 1 over
Fq, we know that β is a root of an irreducible polynomial h over Fq of degree
k. Note that f := h(x−1)xk is the minimal polynomial of β−1 and thus
is irreducible. A quick calculation using the linearity of the trace function
shows that c(x)f(x) = 0 in Fq[x]/(xn − 1) for all c ∈ Cβ . Thus (xn − 1)/f is
the generator polynomial for Cβ . The dimension of C is k since deg f = k.
Now let C be an arbitrary irreducible cyclic [n, k] code over Fq where (n, q) =
1. Let (xn − 1)/f be the generator polynomial for C where f is the minimal
polynomial of a primitive nth root α over Fq. Then k = dim C = deg f =
ordn(q), the last equality being a basic result on finite fields, see [76]. Using
the first part of the proof, we get

C = {c(y) ∈ Fq[x]/(xn − 1) : c(y)f(y) = 0} = Cα−1 .

�

Proposition 1.2.16 shows that we can restrict our study of irreducible cyclic
codes to the case where n is divisible by q − 1, that is, the case where 〈β〉
contains F∗

q . To see this, let γ be a generator of 〈β〉F∗
q and observe that, by

the linearity of the trace function, the codewords of Cγ can be obtained by
multiplying codewords of Cβ with suitable elements of F∗

q and linking the
results in the right way. Thus, from now on, we assume that n is divisible by
q − 1.
Next we explain the equivalence between irreducible cyclic two-weight codes
and subgroups of Singer cycles which are projective two-intersection sets. A
projective (h,d,h1,h2) set over Fq is a proper, nonempty set H of h points
of PG(d− 1, q) such that every hyperplane of PG(d− 1, q) meets H in h1 or
h2 points. We will call such a set H a projective two-intersection set.
Sometimes, H is also called a set of type (h1,h2). We refer the reader

to [18] for a thorough treatment of projective two-intersection sets and their
connections to two-weight codes and strongly regular graphs. Projective two-
intersection sets which are unions of cosets of a subgroup of the Singer cycle
of PG(d− 1, q) are called cyclotomic, see [18, Section 9].

Proposition 1.2.17 The code Cβ given by (1.3) is a two-weight code if and
only if 〈β〉 is a projective two-intersection set in PG(k − 1, q).

Proof The weight of the codeword c(y) of Cβ is n − (q − 1)t(y) where
t(y) is the number of points in 〈β〉 which are contained in the hyperplane
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H(y) = {z ∈ Fqk : Tr(zy) = 0}. Note that H(y) runs over all hyperplanes of
PG(k− 1, q) when y runs over Fqk . Thus Cβ is a two-weight code if and only
if 〈β〉 has at most two different intersection numbers with the hyperplanes of
PG(k − 1, q). �

Now we come to the connection to difference sets. The following observation
is basically due to McFarland [97]. We will give a proof in Section 1.3.

Lemma 1.2.18 Let D be a difference set in a group G, and let N be a
normal subgroup of G. If D has at most two different intersection numbers
a, b with the cosets of N in G, then

D := {Ng : g ∈ G, |D ∩Ng| = a}

is a difference set in G/N .

The difference set D appearing in Lemma 1.2.18 is called a sub-difference
set of D in G/N , see [97]. We conclude this section by showing that sub-
difference sets of Singer difference sets and two-weight irreducible cyclic codes
are equivalent objects.

Proposition 1.2.19 The code Cβ given by (1.3) is a two-weight code if and
only if the Singer difference set

D = {dF∗
q : d ∈ F∗

qk ,Tr(d) = 0}

of PG(k − 1, q) has a sub-difference set in G/〈β〉 where G = F∗
qk/F

∗
q is the

Singer cycle of PG(k − 1, q).

Proof The set of hyperplanes of PG(k − 1, q) is

{Dg : g ∈ F∗
qk},

see Sections 1.2.1 and 1.2.2. The intersection numbers of D with the cosets
of 〈β〉 coincide with the intersection numbers of 〈β〉 with the hyperplanes of
PG(k − 1, q):

|D ∩ 〈β〉g| = |Dg−1 ∩ 〈β〉|.

Thus the assertion follows from Proposition 1.2.17 and the definition of a
sub-difference set. �

1.3 Group rings, characters, Fourier analysis

Consider a finite group G of order v acting regularly on a set P of v objects,
for instance, the points of a design. The regularity of G allows us to identify



1.3. GROUP RINGS, CHARACTERS, FOURIER ANALYSIS 15

P with G: Fix a point p ∈ P and identify an arbitrary point q with the unique
element gq ∈ G mapping p to q. Under this identification, the blocks of the
design become (relative) difference sets in G, see Section 1.2.2. Difference sets
in G can be characterized by an equation over the integral group ring Z[G].
This means that point regular automorphism groups of designs are equivalent
to certain solutions of group ring equations. Though this essentially only is
a change of notation, the use of group rings is almost indispensable because
of its conciseness and elegance.
To explain the group ring language, we first fix some notation. We will
always identify a subset A of a group G with the element

∑
g∈A g of Z[G].

Let eG be the identity element of G. For k ∈ Z we simply write k instead
of keG ∈ Z[G]. For B =

∑
g∈G bgg ∈ Z[G] define B(−1) :=

∑
g∈G bgg

−1 and
|B| :=

∑
g∈G bg. A group homomorphism G → H is always assumed to be

extended to a homomorphism Z[G] → Z[H] by linearity. Now we are ready
to formulate the difference set property as a group ring equation.

Lemma 1.3.1 A k-subset R of a group G of order mn is a (m,n, k, λ) dif-
ference set in G relative to a subgroup N if and only if

RR(−1) = k + λ(G−N)

in Z[G].

Proof If we expand RR(−1), we get the sum S over all quotients r1r−1
2 ,

r1, r2 ∈ R, r1 �= r2, plus k times the identity element. By definition, the set
R is a (m,n, k, λ) difference set inG relative to aN if and only if S = λ(G−N)
in Z[G]. �

We state the difference set case of Lemma 1.3.1 separately.

Lemma 1.3.2 A k-subset D of a group G of order v is a (v, k, λ, n) difference
set in G if and only if

DD(−1) = n+ λG

in Z[G].

A very fruitful approach to the study of difference sets is to apply group
representations ϕ to the group ring equation in Lemma 1.3.1. The first
crucial step of this algebraic approach is to get necessary conditions on the
images ϕ(R) of the difference set by using some machinery from algebra and
number theory. In this context, several basic questions are still wide open.
In some situations, it is even not known how to get any useful information
via algebra or number theory. However, we feel that it should be possible to
broaden the algebraic approach, even beyond the new subfield strategy we
will present in Section 2.
The second crucial step of the algebraic approach is to retranslate the nec-
essary conditions into information on D itself. This often includes finding a
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way to combine information on D one gets from different representations ϕ.
This usually is — if at all — hard to achieve. In Chapter 3 we will see some
nice examples of a successful application of this method.
In the present monograph, only 1-dimensional complex group representa-
tions, i.e., complex characters, will be used. This still will allow us to ob-
tain some significant nonexistence results on (relative) difference sets in non-
abelian groups. However, for a more thorough study of difference sets in
nonabelian groups, especially for construction purposes, non-linear represen-
tations are indispensable, see [59, 60, 77, 78].
Before we explain the use of characters in the study of (relative) difference
sets we review some important results on characters and Fourier transforms.
For the basic facts on characters of finite abelian groups see [90], for instance.
All groups we consider in the following are finite. For an abelian group G,
we denote its character group by G∗, and for a subgroup U of G, we write
U⊥ for the subgroup of all characters which are trivial on U . For a subgroup
W of G∗, we write

W⊥ := {g ∈ G : χ(g) = 1 for all χ ∈ W}.

The following orthogonality relations are extremely useful.

Lemma 1.3.3 Let G be an abelian group, let U be a subgroup of G, and let
W be a subgroup of G∗. Then
a)
∑

g∈U χ(g) = 0 for all χ ∈ G∗ \ U⊥ and
b)
∑

χ∈W χ(g) = 0 for all g ∈ G \W⊥.

As a consequence of the orthogonality relations, one gets the so-called Fourier
inversion formula.

Lemma 1.3.4 Let G be an abelian group, and let A =
∑

g∈G agg ∈ Z[G].
Then

ag =
1

|G|
∑

χ∈G∗
χ(Ag−1)

for all g ∈ G.

Corollary 1.3.5 Let G be an abelian group. If A ∈ Z[G] with χ(A) = 0 for
all nontrivial characters χ of G then A = µG for some integer µ.

The Fourier inversion formula leads to the following criterion for a subset of
an abelian group to be a relative difference set.

Lemma 1.3.6 A k-subset R of an abelian group G of order mn is an (m,n, k, λ)-
difference set in G relative to a subgroup N of order n if and only if

χ(R)χ(R) =
{
k if χ ∈ G∗ \N⊥

k − λn if χ ∈ N⊥ (1.4)

for every nontrivial character χ of G.
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Proof By Lemma 1.3.1, we have to show that (1.4) is equivalent to

RR(−1) = k + λ(G−N). (1.5)

Using the orthogonality relations 1.3.3, we see that (1.5) implies (1.4). Now
assume that (1.4) holds, i.e., the character values of both sides of (1.5) are
the same except possibly for the trivial character. Corollary 1.3.5 implies
RR(−1) = k + λ(G−N) + µG for some integer µ. Comparing the coefficient
of 1 in this equation, we see that µ = 0, i.e., (1.5) holds. �

As usual, we state the difference set case separately.

Lemma 1.3.7 A k-subset D of an abelian group of order v is a (v, k, λ, n)
difference set in G if and only if

χ(D)χ(D) = n

for every nontrivial character χ of G.

If we are only looking for necessary conditions for the existence of (relative)
difference sets, we can allow nonabelian groups and consider characters of
abelian homomorphic images. We get the following result whose proof is
essentially contained in the proof of Lemma 1.3.6.

Lemma 1.3.8 Let G be a group of order nm, let N be a subgroup of G of
order n, and let R be an (m,n, k, λ)-difference set in G relative to N .
Let U be a normal subgroup of G such that G/U is abelian and let ρ : G →
G/U be the canonical epimorphism. Then

χ(ρ(R))χ(ρ(R)) =
{
k if χ ∈ (G/U)∗ \N⊥

U

k − λn if χ ∈ N⊥
U

for every nontrivial character χ of G/U where NU = {Un : n ∈ N}.

Group invariant weighing matrices (see Section 1.2.5) also allow a concise
description in terms of group rings. To this end, we identify a G-invariant
matrix H = (hg,k) with the element

∑
g∈G h1,gg of Z[G].

Lemma 1.3.9 An element H of Z[G] with coefficients −1, 0, 1 is a G-invariant
weighing matrix W (m,n) if and only if

HH(−1) = n (1.6)

in Z[G].
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Proof The equation HHt = nI is equivalent to∑
g∈G

hi,ghj,g =
∑
g∈G

h1,i−1gh1,j−1g = δijn

for all i, j ∈ G where δij is the Kronecker symbol. Thus H is a G-invariant
weighing matrix W (m,n) if and only if HH(−1) =

∑
g,k∈G h1,gh1,kgk

−1 =∑
l∈G

(∑
g∈G h1,gh1,l−1g

)
l = n in Z[G]. �

Corollary 1.3.10 Assume that a weighing matrix H = W (m,n) is G-invariant.
Let U be a subgroup of G such that G/U is abelian. Let ρ : G → G/U denote
the canonical epimorphism. Then

χ(ρ(H))χ(ρ(H)) = n

for all characters χ of G/U where H is viewed as an element of Z[G].

Proof This follows by applying χ ◦ ρ to (1.6). �

A Hadamard difference set is a difference set with parameters (v, k, λ, n) =
(4u2, 2u2 − u, u2 − u, u2) for some integer u. Lemmas 1.3.2 and 1.3.9 enable
us to show that Hadamard difference sets and group invariant Hadamard
matrices are equivalent objects.

Lemma 1.3.11 A G-invariant Hadamard matrix of order |G| > 1 exists if
and only if there is an Hadamard difference set in G. In particular, the order
of a group invariant Hadamard matrix is an even square.

Proof First assume that H is a G-invariant Hadamard matrix. By Lemmas
1.2.11 and 1.2.13, |G| is an even square, say |G| = 4u2 for some u. View H
as an element of Z[G] as in Lemma 1.3.9. Define D := (H +G)/2. Since H
has coefficients ±1 only, D is an element of Z[G] with coefficients 0, 1 only,
i.e., D is a subset of G. By Lemma 1.2.13, replacing H by −H if necessary,
the number of elements of D, i.e., the number of entries 1 in the first row of
H, is 2u2 − u. Note |H| = −2u when H is viewed as a group ring element.
Using Lemma 1.3.9, we get

4DD(−1) = HH(−1) + (4u2 − 4u)G
= 4u2 + (4u2 − 4u)G.

Thus D is a Hadamard difference set in G by Lemma 1.3.2. Conversely,
assume that D is a Hadamard difference set in G. Then, by Lemmas 1.3.2
and 1.3.9, H := 2D −G corresponds to a G-invariant Hadamard matrix. �

Concluding this group ring section, we give a proof for the sub-difference set
Lemma 1.2.18.
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Proof of Lemma 1.2.18 Let D be a (v, k, λ, n) difference set in a group
G, and let N be a normal subgroup of G such that D has only two different
intersection numbers a, b with the cosets of N . Let ρ : G → G/N be the
canonical epimorphism. W.l.o.g assume a > b and write ρ(D) = (a− b)E +
b(G/N) where

E := {Ng ∈ G/N : |D ∩Ng| = a}.

From Lemma 1.3.2 we have DD(−1) = n+ λG. Applying ρ to this equation,
we get

n+ λ|N |(G/N) = ρ(D)ρ(D)(−1)

= [2(ab− b2)|E| + b2|G/N |](G/N)
+(a− b)2EE(−1).

Thus
EE(−1) = n′ + λ′(G/N)

for some nonnegative integers λ′, n′. Lemma 1.3.2 shows that E indeed is a
difference set in G/N . �

1.4 Number theoretic tools

The main part of this section deals with cyclotomic integers of prescribed
absolute value, i.e., solutions X ∈ Z[ξ] of an equation XX = n, n ∈ Z+,
where ξ is a complex root of unity. We will list some well known necessary
conditions on the solutions X. We also recall some facts on the most famous
examples of cyclotomic integers of prescribed absolute value, namely, Gauss
sums. Gauss sums will be used in our study of irreducible cyclic two-weight
codes, see Chapter 4.
As we have explained in Section 1.3, the algebraic approach to (relative)
difference sets consists of two main steps. Here we concentrate on the first
step, i.e., obtaining information on the image of a putative difference set D
under group representations χ. We will only consider the case where χ is a
complex character. Thus, by Lemma 1.3.6, we have to study equations of the
form

XX = n (1.7)

where n is a positive integer and X ∈ Z[ξm] for some m, ξm = exp 2πi/m.
We call (1.7) the modulus equation.
What is known about the modulus equation? Not much! We summarize the
most important facts here. In Chapter 2, we will present new results obtained
by what we call the “field descent”. We will also show that the modulus
equation (1.7) is closely related to the class group of Q(ξm). The classical
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result on the modulus equation is the following lemma of Kronecker’s. See
[13, Section 2.3, Thm. 2] for a proof.

Lemma 1.4.1 An algebraic integer all of whose conjugates have absolute
value 1 is a root of unity.

Note that Lemma 1.4.1 implies that any cyclotomic integer of absolute value
1 must be a root of unity since the Galois group of a cyclotomic field is
abelian.
To state the further results on the modulus equation, we need some notation.
By Q(ξm), ξm = e2πi/m, we denote the mth cyclotomic field over Q. By a
fundamental result of algebraic number theory [109, p. 269, Thm. 4B (3)]
the ring of algebraic integers of Q(ξm) is Z[ξm]. For the basic properties of
Z[ξm], see [61, Chapter 12], for instance. For σ ∈ Gal(Q(ξm)/Q), we write
Fix(σ) for the subfield of Q(ξm) fixed by 〈σ〉. For relatively prime integers t
and s, we denote the multiplicative order of t modulo s by ords(t). Finally,
ϕ denotes the Euler totient function.
The following standard result completely determines the factorization pattern
of rational primes in cyclotomic fields. See [89, Thm. 8.8] for a proof.

Lemma 1.4.2 Let m be a positive integer, and let p be a prime. Write
m = pam′ with (m′, p) = 1 and a ≥ 0. Then p factors in Q(ξm) as

(p) =
t∏

i=1

π
ϕ(pa)
i

where t = ϕ(m′)/ordm′(p), and the πi are distinct prime ideals.

We recall that the decomposition group of a prime ideal P of Z[ξm] is
the set of all σ ∈ Gal(Q(ξm)/Q) with Pσ = P . It has been known for
half a century that decomposition groups play a central role in the study of
difference sets. The most important contributions in this context are due
to Hall [52] (multiplier theorem), Yamamoto [133] (exploitation of extremely
large decomposition groups) and Turyn [127] (self-conjugacy condition). In
Chapters 2 and 3, we will be able to make use of parts of decomposition
groups which have not been exploited yet.
Many results of this monograph rely on the following complete description
of the decomposition groups of prime ideals of cyclotomic fields. For the
convenience of the reader, we include a proof.

Theorem 1.4.3 Let p be a rational prime, let P be a prime ideal above p in
Z[ξm], and write m = pam′ with (m′, p) = 1. The decomposition group of P
consists of all σ ∈ Gal(Q(ξm)/Q) for which there is an integer j such that

σ(ξm′) = ξpj

m′ . (1.8)
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Proof The ideal (1 − ξpa) of Z[ξm] is divisible by P since (p) = (1 −
ξpa)(p−1)pa−1

if a > 0, see [89, (8.24)] or [12, XI.§13]. Hence (ξi
pa)τ ≡

1 (mod P ) for all i ∈ Z, and all τ ∈ Gal(Q(ξm)/Q). Let A be any element of
Z[ξm], and write A =

∑pa−1
i=0 ξi

pafi(ξm′) with fi ∈ Z[x]. If σ ∈ Gal(Q(ξm)/Q)
satisfies (1.8) then

Aσ =
pa−1∑
i=0

(ξi
pa)σfi(ξ

pj

m′)

≡
pa−1∑
i=0

fi(ξ
pj

m′)

≡ (
pa−1∑
i=0

fi(ξm′))pj

≡ (
pa−1∑
i=0

ξi
pafi(ξm′))pj

≡ Apj

(mod P ).

Now, A ∈ P implies Apj ∈ P and thus Aσ ∈ P . Hence Pσ ⊂ P , implying
Pσ = P since Pσ is a prime ideal and thus maximal [61, p. 177, Cor. 2]. Thus
σ fixes P if it satisfies (1.8). Note that the number of σ ∈ Gal(Q(ξm)/Q)
satisfying (1.8) is ϕ(pa)ordm′(p). By the orbit formula, there cannot be any
further Galois automorphism of Q(ξm) fixing P since Gal(Q(ξm)/Q) acts
transitively on the set of prime ideals dividing p [61, Prop. 12.3.3] and since
there are exactly ϕ(m′)/ordm′(p) of these ideals, see Lemma 1.4.2. �

Remark 1.4.4 By Theorem 1.4.3 a prime ideal P above p in Q(ξm) is in-
variant under complex conjugation if and only if there is an integer j with
pj ≡ −1 (mod m′). In this case p is called self-conjugate modulo m, see
[65, 105, 127]. A composite integer n is called self-conjugate modulo m if
every prime divisor of n has this property. One can see that a prime p can
only be self-conjugate modulo m if the exact power of 2 dividing ordq(p) is
the same for all prime divisors q �= p of m. Thus, loosely speaking, the prob-
ability that n is self-conjugate modulo m decreases exponentially fast in the
number of distinct prime divisors of n and in the number of distinct prime
divisors of m.

As a consequence of Theorem 1.4.3, we get the following result whose impor-
tance for the study of difference sets first was noticed by Turyn [127].

Corollary 1.4.5 Assume that A ∈ Z[ξm] satisfies

AA ≡ 0 mod t2b
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where b, t are positive integers, and t is self-conjugate modulo m. Then

A ≡ 0 mod tb.

Proof By Theorem 1.4.3 the prime ideals above t in Z[ξm] are invariant
under complex conjugation. �

Now we recall some facts on Gauss sums which will be needed in Chapter 4.
We will use the notation ξt := exp 2πi/t.

Definition 1.4.6 Let r = pa be a prime power, and let χ be a character of
F∗

r. We define

G(χ) :=
∑
x∈F∗

r

χ(x)ξTr(x)
p

where Tr denotes the (absolute) trace from Fr to Fp.

Through the following Lemma we see that Gauss sums are solutions of the
modulus equation (1.7). A proof can be found in [76, Thm. 5.11], for instance.

Lemma 1.4.7 If χ is nontrivial, then

|G(χ)|2 = r.

It was shown in [132] that, up to a constant factor, the character values of
Singer difference sets are Gauss sums. Because of its importance for Chapter
4, we include a proof of this result here.

Lemma 1.4.8 Let q be a prime power, and let k ≥ 3 be an integer. Let χ be
a character of F∗

qk of order d dividing (qk − 1)/(q− 1). Note that χ is trivial
on F∗

q and thus can be viewed as a character of the Singer cycle G = F∗
qk/F

∗
q

of PG(k − 1, q). Let D be the Singer difference set in G corresponding to
PG(k − 1, q). Then

G(χ) = qχ(D).

In particular, G(χ) ∈ Z[ξd].

Proof Write E := Fqk and F := Fq. We recall that

D = {xF∗ : x ∈ E∗,TrE/F (x) = 0}.

Using the triviality of χ on F ∗, the linearity and transitivity of the trace, the
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fact that
∑

x∈F ∗ ξ
Tr(x)
p = −1, and the orthogonality relations, we calculate

G(χ) =
∑

x∈E∗
χ(x)ξTr(x)

p

=
∑

a∈E∗/F ∗
χ(a)
∑

b∈F ∗
ξTr(ab)
p

= (q − 1)
∑

TrE/F (a)=0

χ(a)ξ0p +
∑

TrE/F (a) �=0

χ(a)
∑

b∈F ∗
ξ
Tr(bTrE/F (a))
p

= (q − 1)χ(D) −
∑

TrE/F (a) �=0

χ(a)

= (q − 1)χ(D) +
∑

TrE/F (a)=0

χ(a)

= qχ(D).

This proves the lemma. �

The following well known result of Stickelberger [124] completely determines
the factorization of Gauss sums. A proof can be found in [130, Prop. 6.13].
For the formulation of Stickelberger’s theorem, we need some preparations.
Let p be a prime, and let q = pa be a power of p. For every prime ideal π of
Q(ξq−1) above p, one can define the corresponding Teichmüller character
ω(π) of F∗

q , see [130, p. 96]. For our purposes, the explicit definition of ω(π) is
not relevant, we only need to know that ω has order q−1 and thus generates
the character group of F∗

q . For a positive integer x, let Sp(x) denote the sum
of the p-digits of x.

Theorem 1.4.9 (Stickelberger) Let p be a prime, and let q = pa be a
power of p. Let π be a prime ideal of Q(ξq−1) above p, let π̃ be the prime
ideal of Q(ξq−1, ξp) above π. By νπ̃ we denote the π̃-adic evaluation. Let
ω = ω(π) be the Teichmüller character of F∗

q corresponding to π. Then

νπ̃(G(ωj)) = Sp(j)

for 1 ≤ j < q − 1.

We also need the Davenport-Hasse Theorem, see [76, Thm. 5.14], which we
recall in the following.

Theorem 1.4.10 (Davenport-Hasse) Let r be a prime power, and let s
be a positive integer. Write F := Fr and E = Frs . Let χ be a character of F ∗

and define a character χ′ of E∗ by χ′(x) = χ(NE/F (x)) where NE/F denotes
the norm of E relative to F . Then

G(χ′) = (−1)s−1G(χ)s.
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Finally, we state an elementary lemma on the structure of the group of units
of Zpa . It is implicitly contained in [62, pp. 274-276], for instance.

Lemma 1.4.11 Let p be a prime, and let b be a positive integer.
a) Assume (p, b) �= (2, 1). If s is an integer satisfying s ≡ 1 (mod pb) and
s �≡ 1 (mod pb+1) then ordpc(s) = pc−b for all c ≥ b.
b) Let s and t be integers such that ordpb(s) = ordpb(t) is a power of p.
Furthermore, assume s ≡ t ≡ 1 (mod 4) if p = 2. Then s and t generate the
same subgroup of the multiplicative group Z∗

pb .

Note that the assumption (p, b) �= (2, 1) in Lemma 1.4.11 a) is necessary
since, for instance, ord8(3) = 2 �= 23−1. The assumption s ≡ t ≡ 1 (mod 4)
in part b) also is essential. For instance, ord8(3) = ord8(5) = 2, but 3 and 5
generate different subgroups of Z∗

8.

1.5 Algebraic-combinatorial tools

In the last section, we provided some tools for the first main step of the
algebraic approach to difference sets and similar objects, namely, getting in-
formation on the solutions of XX = n in cyclotomic integers. In the present
section, we supply some tools for retranslating this information into neces-
sary conditions on putative difference sets, the second step of the algebraic
approach. We begin with an extremely useful result due to Ma [82], see also
[12, VI, Cor. 13.5] or [105, Cor. 1.2.14].

Lemma 1.5.1 (Ma) Let p be a prime and let G be a finite abelian group
with a cyclic Sylow p-subgroup S. If Y ∈ Z[G] satisfies

χ(Y ) ≡ 0 mod pa

for all characters χ of G of order divisible by |S|, then there exist X1, X2 ∈
Z[G] such that

Y = paX1 + PX2,

where P is the unique subgroup of order p of G. Furthermore, if Y has nonneg-
ative coefficients only, then X1 and X2 also can be chosen to have nonnegative
coefficients only.

Sometimes, it is necessary to use the following refinement of Ma’s lemma.
See [3] for a proof.

Lemma 1.5.2 Let p be a prime, and let G be an abelian group with a cyclic
Sylow p-subgroup of order ps. If Y ∈ Z[G] satisfies

χ(Y ) ≡ 0 (mod pa)
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for all characters χ of G, then there are X0, X1, ..., Xr ∈ Z[G] with

Y = paX0 + pa−1P1X1 + · · · + pa−rPrXr

where r = min{a, s} and Pi, i = 1, ..., r, is the subgroup of order pi of G
(viewed as an element of Z[G]).

Finally, we state a lemma from [84] which will be needed in Section 3.2.6 for
the proof of a unified exponent bound for relative difference sets with prime
power parameters.

Lemma 1.5.3 Let P be a cyclic group of order pt where p is an odd prime,
and let Pi be the unique subgroup of order pi of P (0 ≤ i ≤ t). If A ∈ Z[P ]
satisfies

χ(A)χ(A) = p2c

for all χ ∈ P ∗ \ P⊥
n , where 1 ≤ n ≤ t and n ≤ c+ 1, then

A =
n−1∑
m=0

εm(pc−mPm − pc−m−1Pm+1)gm + PnY

with εm = ±1, gm ∈ P and Y ∈ Z[P ].



Chapter 2

The field descent

2.1 The fixing theorem

All that can be said a priori about the character sums χ(X) corresponding
to combinatorial structures such as difference sets, planar functions or group
invariant weighing matrices is that χ(X) is an algebraic integer of a prescribed
absolute value in the eth cyclotomic field Q(ξe) over the rationals where e is
the order of χ.
In this section, we will show that in most cases one can say much more,
namely, that χ(D) times a root of unity lies in a “small” subfield of Q(ξe).
The exact formulation of this this “field descent” will be given in Theorems
2.2.8, 2.2.2, 2.2.3. The idea of the field descent can be generalized to arbitrary
CM -fields, see Section 2.4.2. One of the basic questions concerning the field
descent is the following.

Problem 2.1.1 Consider a principal ideal I of a number field K and assume
that I is invariant under a certain automorphism σ of K. Is there a generator
g of I with gσ = g?

We will see in Section 2.4 that Problem 2.1.1 is closely related to the structure
of the class group of K. In the case where I is generated by a solution
of the modulus equation 1.7, we can use Kronecker’s lemma 1.4.1 to find
simple sufficient conditions for a positive answer to Problem 2.1.1 for CM -
fields. Among other things, these conditions will be given in the crucial
Theorem 2.1.4. First we state some preparatory lemmas. We use the notation
ξt := exp 2πi/t and write orda(b) for the multiplicative order of b modulo a.

Lemma 2.1.2 Let X ∈ Z[ξm] be a solution of XX = n where n is a positive
integer. If σ ∈ Gal(Q(ξm)/Q) fixes all primes above n in Q(ξm), then

Xσ = εX

for some root of unity ε.

B. Schmidt: LNM 1797, pp. 27–51, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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Proof Since (X) = (Xσ), we have Xσ = uX for some unit u. As |Xσ|2 =
(XX)σ = nσ = n = |X|2, u has absolute value 1. Now Kronecker’s lemma
1.4.1 shows that u is a root of unity. �

Lemma 2.1.2 indicates that the following variation of Problem 2.1.1 is im-
portant. Later we will see that it is really important.

Problem 2.1.3 (Fixing Problem) Let σ ∈ Gal(Q(ξm)/Q) and let

T := {X ∈ Q(ξm) : Xσ = εX for some root of unity ε}.

Is there, for every X ∈ T , a root of unity δX ∈ Q(ξm) such that XδX remains
fixed by σ?

The answer to the Fixing Problem is not always positive. For example, let
p be an odd prime and consider a Gauss sum G(χ) =

∑
x∈F∗

p
χ(x)ξx

p where
χ is a nontrivial character of F∗

p. Let σ ∈ Gal(Q(ξp(p−1))/Q) be defined by
σ(ξp−1) = ξp−1 and σ(ξp) = ξa

p where a is a primitive root modulo p. Then

G(χ)σ =
∑
x∈F∗

p

χ(x)ξax
p

=
∑
x∈F∗

p

χ(a−1x)ξx
p

= χ(a−1)G(χ).

If the answer to the Fixing Problem was positive for the chosen σ, then
(G(χ)ξi

p−1)
σ = χ(a−1)G(χ)ξi

p−1 = G(χ)ξi
p−1 for some i. But this is impossi-

ble since χ(a−1) �= 1.
The following theorem in particular provides sufficient conditions for a pos-
itive answer to the fixing problem. In many cases, our conditions are also
necessary as can be seen through the example of Gauss sums. One look at
these conditions shows that they are messy. However, these are just numeri-
cal conditions which are easy to check for any given instance. As we will see
in Section 2.4 and Chapter 3, this result is important for the study of class
groups of CM -fields as well as for the algebraic approach to difference sets.

For a prime p and an integer x, let xp be the p-part of x, i.e., x = xpx
′ where

xp is a power of p and (x′, p) = 1.

Theorem 2.1.4 (Fixing Theorem) Let K/k be a Galois extension of al-
gebraic number fields. Let Q(ξm), m �≡ 2(mod 4), be the largest cyclotomic
field contained in K. Let σ ∈ Gal(K/k), and denote the order of σ by y.
Define t by σ(ξm) = ξt

m. Write m =
∏

p∈S mp where S is the set of primes
dividing m. Let

Todd := {p ∈ S : p odd, t ≡ 1 (mod p), yp > ordmp(t)}
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and

T :=
{
Todd ∪ {2} if t ≡ 1 (mod 4) and y2 > ordm2(t),
Todd otherwise.

Define

f(m,σ) :=




2 gcd(m,
∏

p∈T yp) if m is odd and y is even,

m2 gcd(m,
∏

p∈T yp) if m is even, t ≡ 3 (mod 4)
and 2m2 divides ty − 1,

gcd(m,
∏

p∈T yp) otherwise.

If
Xσ = εX (2.1)

for X ∈ K and some root of unity ε, then there is an mth root of unity α
and an f(m,σ)th root of unity η with

(Xα)σ = η(Xα).

In particular, (Xα)f(m,σ) ∈ Fix σ.

Proof Write ε = δ
∏

q∈S λp where each λp is mpth root of unity, δ = ±1
and δ = 1 if m is even. We apply σ to (2.1) repeatedly y − 1 times and get
ε(t

y−1)/(t−1) = 1.
This implies

δy = 1, (2.2)

and

λ
ty−1
t−1

p = 1 (2.3)

for all p ∈ S.

Claim 1: If p ∈ S is odd and t ≡ 1 (mod p) or p = 2 and t ≡ 1 (mod 4),
then

yp || ty − 1
t− 1

. (2.4)

Proof of Claim 1: Define b by pb || t − 1. By Lemma 1.4.11 a, we have
ordyppb(ty) = ordyppb(t)/yp = yp/yp = 1 and ordyppb+1(ty) = p. Thus
ypp

b || ty − 1 and the claim follows.

Claim 2: Let p ∈ S \ T . If p is odd or p = 2 and t ≡ 1 (mod 4), then there
is a solution ip to

ξip(t−1)
mp

= λp. (2.5)
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Proof of Claim 2: If t �≡ 1 (mod p), then (2.5) certainly has a solution since
λp is a mpth root of unity. Thus we may assume t ≡ 1 (mod p). Then
ordmp(t) is a power of p and thus divides yp. Using the definition of T , we
conclude ordmp(t) = yp. If yp = 1, then by (2.3) and (2.4), we get λp = 1
and (2.5) has a solution. Thus we may assume yp > 1. Again define b by
pb || t−1. Since t ≡ 1 (mod p) and ordmp

(t) = yp > 1, we have p ≤ pb < mp.
From Lemma 1.4.11 we infer yp = ordmp(t) = mp/p

b. Thus, by (2.3) and

(2.4), we get λmp/pb

p = 1. This shows that (2.5) has a solution since ξ(t−1)
mp is

a primitive pmp/pb

th root of unity. Thus Claim 2 is proven.

Claim 3: Let m be even, t ≡ 3 (mod 4) and assume that 2m2 does not
divide ty − 1. Then (2.5) has a solution for p = 2.
Proof of Claim 3: Since m2 divides ty −1, we have m2||ty −1. Since 2 || t−1,
we get (m2/2) || (ty − 1)(t− 1). Thus, by (2.3) and (2.4), we get λm2/2

2 = 1.
Thus (2.5) has a solution since ξ(t−1)

m2 is a primitive 2m2/2th root of unity.
This proves Claim 3.

Claim 4: Let U be the set of primes p in S for which (2.5) has a solution
ip. Let γ :=

∏
p∈U ξ

ip
mp . Then

(Xγ)σ =


δ ∏

p∈S\U

λp


 (Xγ) (2.6)

Proof of Claim 4: This is a straightforward calculation using ε = δ
∏

q∈S λp

and (2.5).

Claim 5: ω := δ
∏

p∈S\U λp is an f(m,σ)th root of unity.
Proof of Claim 5: First let p be odd. If p ∈ S \ U , then p ∈ T by Claim 2.
Furthermore, by (2.2) and (2.3), we get λyp

p = 1. Thus, by the definition of
f(m,σ), we have


 ∏

p∈S\{U∪{2}}
λp




f(m,σ)

= 1.

Now consider p = 2. If 2 ∈ S \ U , then by Claims 3, 4 we have 2 ∈ T and
t ≡ 1 (mod 4) or t ≡ 3 (mod 4) and 2m2 divides ty − 1. In both cases, the
definition of f(m,σ) makes sure that λf(m,σ)

2 = 1.
Summing up, we have shown (ωδ)f(m,σ) = 1. It remains to show δf(m,σ) = 1.
For even m we have δ = 1, i.e., in this case, there is nothing to show. Let m
be odd. If y is odd, too, then δ = 1 by (2.2) and we are done. If y is even,
then f(m,σ) is even by definition and thus δf(m,σ) = 1. This proves Claim
5.
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Conclusion of the proof: The assertion of the Theorem follows from
Claims 4 and 5. We take α = γ and η = ω. �

2.2 Prescribed absolute value

As a first application of Theorem 2.1.4, we are now going to prove a nec-
essary condition on solutions of the modulus equation XX = n in the case
where n = pa for a rational prime p. In a sense, this result will tell us that
any “ramified” solution of XX = pa necessarily is a Gauss sum times an
“unramified” solution.

Notation 2.2.1 Let p = ef + 1 be an odd prime where e �= 1. Let Γ be the
set of all characters of Z∗

p of order dividing e. We define

G(p, e) := {G(χ) : χ ∈ Γ}.

For the definition of the Gauss sums G(χ), see Definition 1.4.6. For p = 2,
we define G(2, 2) := {1 + i}.

Theorem 2.2.2 Let m = pam′ where p is a prime, (p,m′) = 1 and m �≡
2 (mod 4). If X ∈ Z[ξm] is a solution of XX = pb, b ≥ 1, then there is an
integer j such that

Xξj
m ∈ Z[ξm′ ] or X = ξj

mG(χ)Z,

where Z ∈ Z[ξm′ ], ZZ = pb−1 and G(χ) ∈ G(p, w0) with

w0 =




2 if p = 2,
(p− 1,m′) if m′ is even,
2(p− 1,m′) if both p and m′ are odd.

Proof The proof mainly relies on Theorem 2.1.4, and we will use the function
f(m,σ) defined there. Write m′ =

∏s
i=1 q

ai
i where the qi are distinct primes.

a) We first consider the case p = 2. Let t be an integer satisfying t ≡
5 (mod 2a) and t ≡ 1 (mod m′) and let σ ∈ Gal(Q(ξm)/Q) be defined by
σ(ξm) = ξt

m. Note y := ord(σ) = ordm(t) = 2a−2. From Theorem 1.4.3 we
know that σ fixes all primes above 2 in Z[ξm]. ThusXσ = εX for some root of
unity ε by Lemma 2.1.2. Note that T = ∅ and f(m,σ) = 1 in Theorem 2.1.4
for our σ here. Thus X1 := Xξr

m ∈ Fix σ ∩ Z[ξm] = Z[ξ4m′ ] for some integer
r. Let σ1 be defined by i → −i, ξm′ → ξm′ . By Theorem 1.4.3 and Theorem
2.1.4 there are r1, r2 ∈ {0, 1, 2, 3} such that Xσ1

2 = ir1X2 where X2 := X1ξ
r2
m′ .

Write X2 = y1 + y2i with y1, y2 ∈ Z[ξm′ ]. If r1 = 0 then X2 ∈ Fix σ1 and
we are finished. If r1 = 2 then Xσ1

2 = y1 − y2i = −X2 = −y1 − y2i. Hence
X2 = y2i yielding the assertion. If r1 = 1 then Xσ1

2 = y1 − y2i = iX2 =
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−y2 + y1i. Thus y1 = −y2, i.e., X2 = (1 − i)y1 = −i(1 + i)y1 again yielding
the assertion. The case r1 = 3 is similar. This completes the proof for p = 2.
b) Let p be odd. We first show Xξj

m ∈ Z[ξpm′ ] for some j. Let t be an
integer satisfying t ≡ p+1 (mod pa) and t ≡ 1 (mod m′). Then, by Theorem
1.4.3, σ ∈ Gal(Q(ξm)/Q) defined by σ(ξm) = ξt

m fixes all primes above p.
Note that f(m,σ) = 1 in Theorem 2.1.4 for the chosen σ. Thus we get
X1 := Xξj

m ∈ Fix σ ∩ Z[ξm] = Z[ξpm′ ] for some j.
Now choose an integer t1 with t ≡ 1 (mod m′) and t1 ≡ h (mod p) where
h is a primitive root modulo p. Let σ1 ∈ Gal(Q(ξpm′)/Q) be defined by
σ(ξpm′) = ξt1

pm′ . From Theorem 1.4.3 we know that σ1 fixes all primes above
p in Q(ξpm′). Once more, we have Xσ = εX for some root of unity ε by
Lemma 2.1.2. It is straightforward to check that f(m,σ) = w0 where f is
the function defined in Theorem 2.1.4 and w0 is defined above.
It follows that Xσ1

1 = ηX1 where η is a w0th root of unity. If η = 1, then
X1 ∈ Fix σ1 ∩Z[ξm] = Z[ξm′ ] yielding the assertion. Thus assume η �= 1. We
write X1 =

∑p−2
i=0 Aiξ

hi

p with Ai ∈ Z[ξm′ ]. Then

Xσ1
1 = η

p−2∑
i=0

Aiξ
hi

p

=
p−2∑
i=0

Aiξ
hi+1

p

= Ap−2ξ
h0

p +
p−2∑
i=1

Ai−1ξ
hi

p .

Hence A0η = Ap−2 and Aiη = Ai−1 for i = 1, ..., p − 2. Thus Ai = A0η
−i,

i = 1, ..., p− 2. This gives X1 = A0
∑p−2

i=0 η
−iξhi

p completing the proof. �

The following theorem gives a restriction on the solutions of XX = n of a
different type. A special case of this result was proved in [20].

Theorem 2.2.3 Let X ∈ Z[ξm] be a solution of XX = n where m = pa, p
is an odd prime and (n, p) = 1 Write n =

∏s
i=1 r

ai
i where the ris are distinct

primes. If a ≥ 2, we assume rp−1
i �≡ 1 (mod p2) for all i. Let f be any

common divisor of ordp(ri), i = 1, ..., s, and write p = ef + 1. Then the
following hold.
a) If n is a square of a positive integer u and f > 2u(p−1)/p, then (X) = (u).
b) If n is a nonsquare, then f is odd and there is an integer y satisfying
y2 ≡ e2n (mod p) and 1 ≤ y ≤ e

√
n. In particular, e2n > p.

Proof If f is even, then p is self-conjugate modulo m. Thus, by Theorem
1.4.3 the primes above p in Q(ξm) are invariant under complex conjugation.
Hence the assertion follows from Lemma 1.4.2 and Corollary 1.4.5 in this
case.
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Now assume that f is odd. Let t be an integer such that ordpa(t) = fpa−1

and define σ ∈ Gal(Q(ξm)/Q) by ξm → ξt
m. The assumptions of Theorem

2.2.3 together with Lemma 1.4.11 imply that fpa−1 divides ordpa(ri) for all i.
We conclude that for every i there is an integer ji such that rji

i ≡ t (mod pa).
Thus, by Theorem 1.4.3, σ fixes all primes above n in Z[ξm].
As ordpa(t) = fpa−1 is odd and since (p, t− 1) = 1, we have f(m,σ) = 1 in
Theorem 2.1.4 for the chosen σ. Thus we may assume X ∈ Kp,e where Kp,e

is the subfield of dimension e := (p − 1)/f of Q(ξp). Let g be a primitive
root modulo p. The Gaussian periods ηi =

∑f−1
t=0 ξ

get+i

p , i = 0, ..., e− 1, form
an integral basis of Kp,e over Q. Hence we can write X =

∑e−1
i=0 biηi with

bi ∈ Z. It is shown in [21], Lemma 2.3, that this implies

en = p
∑

b2i − f(
∑

bi)2 (2.7)

and |
∑
bi| ≤ e

√
n. Considering (2.7) modulo p and multiplying by e we

conclude y2 ≡ e2n (mod p) where y = |
∑
bi|. This already proves part

b). Furthermore, if n = u2 for a positive integer u, then y ≡ ±eu (mod p).
Since y ≤ eu and p > 2u(p − 1)/f = 2ue, we infer y = ue. Now (2.7) gives∑
b2i = eu2 and this together with |

∑
bi| = eu implies that bi = u or bi = −u

for all i completing the proof of a). �

Remark 2.2.4 It is possible to prove a version of Theorem 2.2.3 for m being
the product of two prime powers. This is quite tedious and straightforward
and will not be done here.

Now we come to the most important version of the field descent for cyclotomic
integers of prescribed absolute value. It will turn out that the integer F (m,n)
defined below describes a subring Z[ξF (m,n)] of Z[ξm] that already contains
all solutions X ∈ Z[ξm] of XX = n up to multiplication with a root of unity.
The prime 2 will need special attention in our considerations as the multi-
plicative group modulo 2a is noncyclic for a ≥ 3.

Definition 2.2.5 Let m, n be positive integers, and let m =
∏t

i=1 pi
ci be the

prime power decomposition of m. For each prime divisor q of n let

mq :=
{ ∏

pi �=q pi if m is odd or q = 2,
4
∏

pi �=2,q pi otherwise.

Let D(n) be the set of prime divisors of n. We define F (m,n) =
∏t

i=1 pi
bi

to be the minimum multiple of
∏t

i=1 pi such that for every pair (i, q), i ∈
{1, ..., t}, q ∈ D(n), at least one of the following conditions is satisfied.
(a) q = pi and (pi, bi) �= (2, 1),
(b) bi = ci,
(c) q �= pi and qordmq (q) �≡ 1 (mod pbi+1

i ).
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Remark 2.2.6 For the sake of clarity, we also provide an explicit formula
for the numbers bi. First note that, for fixed i, the set of positive integers x
satisfying

qordmq (q) �≡ 1 (mod px+1
i )

for all q ∈ D(n) \ {pi} is a ray [ei,∞) with ei ≥ 1. We have

bi =
{

2 if pi = 2, ci ≥ 2 and ei = 1,
min(ci, ei) otherwise.

The reason why bi = 2 if pi = 2, ei = 1 and ci ≥ 2 is the following. Note that
n must be a power of 2 if pi = 2 and ei = 1 (if n has an odd prime divisor q,
then qordmq (q) ≡ 1 (mod 4) by the definition of mq since m is even if pi = 2).
If pi = 2 and n is a power of 2, then (a) or (b) must hold for pi = q = 2, and
the condition (pi, bi) �= (2, 1) in (a) makes sure that bi = 2 if ci ≥ 2. Also
note that we have bi ≥ 2 if pi = 2 and m �≡ 2 (mod 4).

It is worth to note the following important property of F (m,n).

Proposition 2.2.7 Let P be a finite set of primes, and let Q be the set of
all positive integers which are products of powers of primes in P . Then there
is a computable constant C(P ) such that

F (m,n) ≤ C(P )

for all m,n ∈ Q.

Now we are ready to prove the main result of this section.

Theorem 2.2.8 Assume XX = n for X ∈ Z[ξm] where n and m are positive
integers. Then

Xξj
m ∈ Z[ξF (m,n)]

for some j.

Proof Throughout this proof, we use the notation introduced in Definition
2.2.5. Since Z[ξm] = Z[ξm/2] for m ≡ 2 (mod 4), we may assume m �≡
2 (mod 4). Write m =

∏t
i=1 pi

ci and F (m,n) =
∏t

i=1 pi
bi as in Definition

2.2.5. Recall that bi ≥ 1 by definition. Furthermore, bi ≥ 2 if pi = 2, see
Remark 2.2.6. Let s be an integer satisfying

s ≡ 1 (mod pbi
i ) and s �≡ 1 (mod pbi+1

i )

for i = 1, ..., t. Then ordp
ci
i

(s) = pci−bi
i by Lemma 1.4.11 a. We define

σ ∈ Gal(Q(ξm)/Q) by σi(ξm) = ξs
m. Note that Fix σ = Q(ξF (m,n)).

Claim: For every prime divisor q of n, the automorphism σ fixes all prime
ideals above q in Z[ξm].
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Proof of the claim: Write Mq =
∏

pj �=q p
cj

j . By Theorem 1.4.3, our claim is

proven if we can show that s is a power of q moduloMq. Write Q := qordmq (q).
Note that ord

p
cj
j

(Q) is a power of pj for all pj �= q since Q ≡ 1 (mod pj) by

the definition of mq. We now show that ord
p

cj
i

(Q) is divisible by pcj−bj

j for all
j with pj �= q. This is trivial if cj = bj . Otherwise condition (c) of Definition
2.2.5 is satisfied and thus Q �≡ 1 (mod pbj+1

j ). Then Lemma 1.4.11 a shows

that ord
p

cj
j

(Q) indeed is divisible by pcj−bj

j . Note that we need bj ≥ 1 for all
j and bj ≥ 2 for pj = 2 here in order to apply Lemma 1.4.11 a.
Note that the order of Q modulo pcj

j is a power of pj for all pj �= q and since
Q ≡ 1(mod 4) if Mq is even by Definition 2.2.5. Hence, since ord

p
cj
j

(Q) ≥

p
cj−bj

j = ord
p

cj
j

(s), Lemma 1.4.11 b implies that s is a power of Q and thus
also of q modulo Mq. This proves the claim.

Conclusion of the proof: By our claim and Lemma 2.1.2, we have Xσ =
εX for some root of unity ε. It is straightforward to check that f(m,σ) = 1
where f is the function defined in Theorem 2.1.4. The assertion now follows
from Theorem 2.1.4 since Fix σ = Q[ξF (m,n)]. �

Remark 2.2.9 Note that “the best we can hope for” in Theorem 2.2.8 is
F (m,n) = m0 wherem0 :=

∏t
i=1 pi. The worst that can happen is F (m,n) =

m. As the integers bi from the definition of F (m,n) have to satisfy quite a
lot of conditions of the form

qordmq (q) �≡ 1 (mod pbi+1
i )

it may seem that F (m,n) is usually much bigger than m0. In order to
understand the significance of Theorem 2.2.8 it is important to note that the
opposite is the case. Therefore, we consider the following heuristic argument.
We assume n ≤ m and m0 ≈

√
m which is the case for many applications

we have in mind (“≈” is not used in a strict sense here). Our claim is that
F (m,n) ≈ m0 in almost all cases.
To see this we estimate the “probability” that one of the conditions

qordmq (q) �≡ 1 (mod p2
i ) (∗)

is violated for a “large” prime divisor pi of m. Note that qordmq (q) ≡
1 (mod pi) by the definition of mq. Furthermore, the probability that pi

divides ordmq (q) is very low if pi is large. So qordmq (q) should take each of
the pi values 1, pi+1, ..., (pi−1)pi+1 modulo p2

i roughly with the same prob-
ability. In particular, the probability that (∗) is violated should be around
1/pi.
Except for a set of density zero all positive integers x have approximately
log log x prime divisors [54, Thm. 436]. Note log logn ≤ log logm ≈ log logm2

0
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= log 2 + log logm0 ≈ log logm0. Thus we usually do not have more than
around (log logn)(log logm0) ≈ (log logm0)2 of the conditions (∗).
Now fix any large pi, say pi ≈ m

1/ log log m0
0 or larger. By the argument

above, the probability that (∗) is violated for pi and some fixed q should
be around 1/pi ≤ 1/m1/ log log m0

0 . Hence the probability that any of the
≈ (log logm0)2 conditions (∗) is violated for any large pi should be less than
(log logm0)2/m

1/ log log m0
0 = y2 exp (− 1

y exp y) where y := log logm0. Thus,
for large m0, the condition (∗) should hold for all large pi and all q with very
high probability. By Definition 2.2.5 this amounts to F (m,n) ≈ m0.

2.3 Bounding the absolute value

In this section, we will use Theorem 2.2.8 to obtain an upper bound on the
absolute value of cyclotomic integers which will be basic for most results of
Chapter 3. As a preparation, we need a simple lemma on conjugate charac-
ters.
Two characters χ and τ of order e of an abelian group G are called conjugate
if there is σ ∈ Gal(Q(ξe)/Q) with χ(g) = τ(g)σ for all g ∈ G. Let ϕ denote
the Euler totient function. Though following is well known, see [96, p.6] for
instance, we give the quick proof.

Lemma 2.3.1 Let χ be a character of order e of an abelian group G. Then
χ has exactly ϕ(e) distinct conjugates. Futhermore, if χ(A) ∈ Q for some
A ∈ Z[G], then τ(A) = χ(A) for all conjugates τ of χ.

Proof Since |Gal(Q(ξe)/Q)| = ϕ(e), we know that χ can have at most
ϕ(e) conjugates. Let σ ∈ Gal(Q(ξe)/Q), σ �= id. Then ξσ

e �= ξe. Moreover,
since χ has order e, we can choose g ∈ G with χ(g) = ξe. Then χσ(g) =
ξσ
e �= ξe = χ(g) and thus χσ �= χ. This shows that χ has exactly ϕ(e)

conjugates. The second assertion of Lemma 2.3.1 follows from the fact that
each σ ∈ Gal(Q(ξe)/Q) fixes Q elementwise. �

The following theorem on cyclotomic integers of prescribed absolute value is
the most important result of this monograph.

Theorem 2.3.2 (F-bound) Let X ∈ Z[ξm] be of the form

X =
m−1∑
i=0

aiξ
i
m

with 0 ≤ ai ≤ C for some constant C and assume that n := XX is an
integer. Then

n ≤ C2F (m,n)2

4ϕ(F (m,n))
.
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Proof By Theorem 2.2.8, we can assume X ∈ Z[ξf ] where f := F (m,n).
Note that by definition, f is divisible by every prime divisor of m. Thus
1, ξm, ..., ξ

m/f−1
m are independent over Q(ξf ). This implies X =

∑f−1
i=0 biξ

i
f

where bi := aim/f . Now we view X also as an element of the group ring Z[G]
where G = 〈ξf 〉. Note that X ∈ Z[ξf ] correspondes to X(−1) ∈ Z[G]. Since
XX = n ∈ Q, we have

χ(X)χ(X) = n (2.8)

for all ϕ(f) characters χ of G of order f by Lemma 2.3.1. Write l :=
∑f−1

i=0 bi.
The coefficient of 1 in XX(−1) is

∑f−1
i=0 b

2
i . From the Fourier inversion for-

mula, we get f
∑f−1

i=0 b
2
i =
∑

τ∈G∗ |τ(X)|2. Using (2.8) and χ0(X) = l for the
trivial character χ0 of G, we get

f
∑

b2i ≥ l2 + ϕ(f)n. (2.9)

Since 0 ≤ bi ≤ C, we have
∑
b2i ≤ Cl. Thus f

∑
b2i −l2 ≤ fCl−l2 ≤ f2C2/4.

Combining this with (2.9) gives the assertion. �

2.4 The modulus equation and class groups

In this section, we discuss some applications of the “field descent” for solu-
tions of the modulus equation to number theory. Though these results are
only a by-product of the ideas developed in Section 2, they give an interest-
ing and simple approach to some aspects of the structure of class groups of
number fields and yield some information that seems hard to get by the usual
methods of class field theory. We will use the idea of the field descent to study
class groups C of CM -fields. A CM -field is a totally imaginary quadratic
extension of a totally real number field, see [130, p. 38]. All cyclotomic fields
are CM -fields. We will be able to identify some “interesting” homomorphic
images C of C. Interesting — since we will be able to obtain lower bounds on
the order and the p-ranks of C. As a consequence, we also get explicit gener-
ators for subgroups of C and lower bounds on their orders and p-ranks. Our
bounds are comparable to bounds that have been obtained by using heavier
machinery of class field theory, see [19, 24, 25, 26, 55, 68, 91, 99, 100, 119].
Besides its simplicity, the advantage of our approach is that we are able to
obtain explicit generators for subgroups of C and in some cases even deter-
mine the structure of certain homomorphic images C almost completely. The
disadvantage of our argument is that it is restricted to CM -fields while the
class field theory approach works for arbitrary number fields.
First we will focus on cyclotomic fields since the field descent gives the nicest
results for these instances of CM -fields. This is because on the one hand,
the factorization of rational primes in cyclotomic fields is completely known,
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and, on the other hand, we can make use of Theorem 2.2.2 together with
Stickelberger’s Theorem 1.4.9.
Our main result on class groups of cyclotomic fields will be as follows. Let C
be the class group of Q(ξm), and let C+ be the class group of the maximal
real subfield of Q(ξm). Let p be a prime divisor of m, and let pa be the
exact power of p dividing m. By Lemma 1.4.2, we have (p) =

∏
Qi in

Q(ξm) where Qi = P
ϕ(pa)
i , and the Pi are prime ideals. Let CP , CQ be

the subgroups of C generated by the classes [Pi] respectively [Qi]. We will
determine the structure of the group C+CP /C

+CQ up to a binary parameter.
Another result will provide further explicit bounds on the size of subgroups
of C/C+. Of course, the knowledge of C+CP /C

+CQ yields information on
class number factors, a problem which has been studied intensively in the
literature — mainly by using class number formulas or class field theory.
Work in this direction related to our results can be found in [24, 25, 26, 47,
54, 68, 83, 99, 100].
Finally, we will apply the idea of the field descent to arbitrary CM -fields.
This will yield some bounds on orders and p-ranks of their class groups. Our
bounds on p-ranks are comparable to, but not as general as those obtained in
[119] using heavy number theoretic machinery. Before we turn our attention
to cyclotomic fields, we explain the basic idea behind the results of the present
section. First we recall some facts on CM -fields, see [130, p. 38].

Lemma 2.4.1 Let K be a CM -field, i.e., K = K+(
√
α) where K+ is totally

real and α ∈ K+ is totally negative.
a) Complex conjugation induces an automorphism of K which is independent
of the imbedding of K in C, i.e.,

α−1(α(x)) = β−1(β(x))

for all x ∈ K and all imbeddings α, β of K in C.
b) We have α(x) = α(x) for all x ∈ K and all imbeddings α of K in C.
c) If ε is a unit in K of modulus 1, then ε is a root of unity.

The following observation clearly shows that the modulus equation over CM -
fields is closely related to their class groups.

Proposition 2.4.2 Let K be a CM -field, let O be its ring of algebraic inte-
gers, and let n be a positive integer. Let I be an ideal of O solving the ideal
equation II = (n). Then the following hold.

a) The ideal I is principal and has a generator X such that ε := n/XX is a
square of a real unit if and only if there is a solution Y ∈ O to Y Y = n with
(Y ) = I.

b) If I is principal, then there always is a solution Z ∈ O of ZZ = n2 with
(Z) = I2.
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Proof a) If n/XX = ε2 then Y := εX solves Y Y = n and (Y ) = I.
Conversely, if Y Y = n and (Y ) = I, then n/Y Y = 1 which surely is a square
of a real unit.
b) Let I = (X). The assertion follows from a) since n2/X2X

2
is a square of

a real unit. �

Our strategy will be the following. Results like Theorems 2.2.2 and 2.2.3
provide necessary conditions on the ideals (X) generated by solutions of
XX = n. Combined with Proposition 2.4.2 this shows that usually a lot
of solutions of the ideal equation II = (n) must be nonprincipal. Thus we
get a grip on the subgroup of the classgroup generated by the classes of the
prime ideals above n.

2.4.1 Class groups of cyclotomic fields

First we are going to utilize Theorem 2.2.2 for the study of class groups of
cyclotomic fields. We need some notation.

Notation 2.4.3
Let m �≡ 2 (mod 4) be a positive integer, and let K = Q(ξm).

a) Let K+ be the maximal real subfield of K. By I, H, C, respectively
I+, H+, C+, we denote the group of all (fractional) ideals, the group of all
principal ideals and the class group of K, respectively K+. We view I+, H+,
C+ as imbedded in I, H, C in the natural way. Note that the imbedding
of C+ in C makes sense, since the natural homomorphism C+ → C is an
injection, see [130, Theorem 4.14].

b) Write m = pam′ where p is a prime and (p,m′) = 1. Recall that p factors
in K as

∏
Qi, where Qi = P

(p−1)pa−1

i and the Pi are distinct prime ideals.
We write IP , IQ for the subgroups of I generated by the Pi, respectively
Qi. The groups HP , HQ, CP , CQ are defined similarly. Thus, for instance,
CP = IPH/H and CQ = IQH/H.

c) Using the notation of Theorem 2.2.2, we define the “Gauss sum group” as
the subgroup Gm,p of H generated by the ideals (G), G ∈ G(p, w0) where

w0 =




2 if p = 2,
(p− 1,m′) if m′ is even,
(p− 1, 2m′) if both p and m′ are odd.

and G(p, w0) is the set of all Gauss sums G(χ) over Fp for which χ has order
dividing w0.
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Lemma 2.4.4 a) The ideal group

I−
P := {J ∈ IP : J/J ∈ Gm,pIQ}

contains IP ∩ I+IQH.
b) Assume that p is not self-conjugate modulo m = pam′. Then

IP /I
−
P

∼= (Z/wZ) × (Z/uZ)e/2−1

where u = ϕ(pa), e = ϕ(m′)/ordm′(p), w = u/w0 and w0 is defined above.

Proof a) Since IQ ≤ I−
P by definition, it suffices to show IP ∩ I+H ≤ I−

P .
Thus let J ∈ IP ∩ I+H be arbitrary and write J = J+(h) with J+ ∈ I+

and h ∈ K. Since J+ is invariant under complex conjugation, we have
J/J = (h/h). As J/J ∈ IP , there is a positive integer b such that y :=
pbh/h ∈ Z[ξm]. Because of yy = p2b we conclude (y) ∈ Gm,pIQ by Theorem
2.5. Hence J/J = (y)/(pb) ∈ Gm,pIQ, too, since (pb) ∈ IQ. This shows
IP ∩ I+IQH ≤ I−

P .

b) Let P1, P1,...,Pe/2, Pe/2 denote the primes above p in Z[ξm] and define

T := {
e/2∏
i=1

P ci
i : 0 ≤ c1 ≤ w − 1, 0 ≤ ci ≤ u− 1 for i = 2, ..., e/2}.

We first show that the elements of T represent distinct cosets of I−
P in IP .

Thus assume S :=
∏e/2

i=1 P
ci−c′

i
i ∈ I−

P with 0 ≤ c1, c
′
1 ≤ w − 1 and 0 ≤

ci, c
′
i ≤ u − 1 for i = 2, ..., e/2. Then S/S ∈ Gm,pIQ by the definition of

I−
P . Theorem 2.5 implies that every element of Gm,pIQ can be written in the

form GδJ with δ ∈ {0, 1}, G ∈ G(p, w0) and J ∈ IQ. Thus we can write S/S
in this form, say S/S = GδS

S JS . If δS = 1 then by Stickelberger’s theorem
(see [61, p.209, Theorem 2] or [130, p.98, l.19]), P1 occurs in S/S = GδS

S JS

to a power xu/r + yu, where x, y are integers with (x, r) = 1. This implies
|c1 − c′1| = |xu/r + yu| ≥ u/r ≥ w which is impossible. Hence δS = 0, i.e.
S/S ∈ IQ. We conclude ci = c′i for all i showing that the elements of T
indeed represent distinct cosets of I−

P .
Our next goal is to show I−

P T = IP . For that let J ∈ IP be arbitrary, say J =∏e/2
i=1 P

ai
i Pi

bi . Because of PiPi ∈ I−
P we may assume bi = 0 for all i. Write

a1 = z1w + z2, where z1, z2 are integers with 0 ≤ z2 < w. By Stickelberger’s
theorem there is G ∈ Gm,p such that G = Pw

1 P1
u−w∏e/2

i=2 P
fi

i Pi
u−fi for some

integers fi. Then J1 := Pw
1
∏e/2

i=2 P
fi

i ∈ I−
P , since IQJ1J1

−1
= IQG. Note

that P z2
1
∏e/2

i=2 P
ai−z1fi

i can be written as L1L2 with L1 ∈ T and L2 ∈ IQ.
Thus J = P z2

1 Jz1
1
∏e/2

i=2 P
ai−z1fi

i = (Jz1
1 L2)L1 ∈ I−

P T . This shows I−
P T = IP .

We conclude [IP : I−
P ] = wue/2−1. Let U be the subgroup of IP generated

by P2, P2,...,Pe/2, Pe/2. Then I−
P U/I

−
P

∼= (Z/uZ)e/2−1, since by what we
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have shown I−
P P2, ..., I

−
P Pe/2 is a basis of I−

P U/I
−
P . Now assertion b) follows

from the theorem on subgroups of free abelian groups of finite rank since the
exponent of IP /I−

P divides u. �

The following result almost completely determines certain homomorphic im-
ages of class groups of cyclotomic fields corresponding to ramified primes.

Theorem 2.4.5 Assume that p is not self-conjugate modulo m = pam′.
Then

CPC
+/CQC

+ ∼= (Z/2δwZ) × (Z/uZ)e/2−1,

where δ ∈ {0, 1}, u = ϕ(pa), e = ϕ(m′)/ordm′(p), w = u/w0 where

w0 =




2 if p = 2,
(p− 1,m′) if m′ is even,
(p− 1, 2m′) if both p and m′ are odd.

In particular, the relative class number h−
m of Q(ξm) is divisible by wue/2−1.

Proof We first note

C+CP /C
+CQ

∼= (I+IPH/H)/(I+IQH/H)
∼= I+IPH/I

+IQH
∼= IP /IP ∩ I+IQH.

Write A = IP /IP ∩ I+IQH. The exponent of A divides u and its rank is at
most e/2. We know from Lemma 3.2 a) that IP /I−

P is isomorphic to a factor
group of A. Putting these facts together and using Lemma 3.2 b) we see that
A ∼= (Z/vZ) × (Z/uZ)e/2−1 for some divisor v of u with v ≡ 0 (mod w) by
the theorem on subgroups of free abelian groups of finite rank.
Our next claim is that B := I−

P /IP ∩I+IQH is either trivial or an elementary
abelian 2-group. For that let J ∈ I−

P be arbitrary. Then J/J ∈ IP ∩ IQH
and hence J2 = (J/J)(JJ) ∈ IP ∩ I+IQH, as JJ ∈ IP ∩ I+. This proves the
claim. Finally, since A/B ∼= IP /I

−
P

∼= (Z/wZ) × (Z/uZ)e/2−1, we must have
v = w or v = 2w. �

Remark 2.4.6 a) If p is self-conjugate modulo m = pam′ in Theorem 2.4.5
then CPC

+/CQC
+ = {1} trivially.

b) The reason for the binary uncertainty δ in the structure of CPC
+/CQC

+

is the loss of information by squaring in Proposition 2.4.2.

It is interesting to compare Theorem 2.4.5 with previously known results
which were obtained by different methods. We first consider some results of
Metsänkylä [99, 100] who proved congruences for relative class numbers by
manipulations of the class number formula. In parts a and b of the following
corollary we essentially recover Satz 10 of [99] and in part c) we obtain new
congruences which are somewhat related to Satz 8 and Satz 9 of [99].
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Corollary 2.4.7 Let p and q be odd primes and let h−
m denote the relative

class number of Q(ξm). Then the following hold.
a) h−

3pa ≡ 0 (mod ϕ(pa)/6) for p ≡ 1 (mod 3),
b) h−

4pa ≡ 0 (mod ϕ(pa)/4) for p ≡ 1 (mod 4),
c)

h−
paqb ≡ 0 (mod

ϕ(pa)(q−1)qc−1/2

2qc
)

if qc, 1 ≤ c ≤ b, is the highest power of q dividing p− 1.

Proof a) We put m′ = 3 in Theorem 2.4.5. Then the assumptions are
satisfied and we have u = ϕ(pa), e = 2, w0 = 6, and w = ϕ(pa)/6 implying
the assertion.
b) We put m′ = 4 in Theorem 2.4.5 and get the assertion.
c) Put m′ = qb in Theorem 2.4.5. Then u = ϕ(pa), w0 = 2qc and e =
(q − 1)qc−1, since ordqb(p) = qb−c. �

Example 2.4.8 We choose an example which can be compared with the
table of relative class numbers in [130]. By Corollary 2.4.7 c we have h−

23·11 ≡
0 (mod 24 ·114). The table shows that 24, 114 are actually the highest powers
of 2 respectively 11 dividing h−

23·11.

Another approach to class number factors can be found in [24, 26]; the method
is to use Abhyankar’s lemma to construct unramified abelian extensions which
yield class number factors by class field theory. For instance, it is shown in
[24] that the class group of Q(ξ4p) contains a cyclic group of order (p− 1)/4
if p ≡ 1 (mod 4) is a prime.
Note that this result is contained in our Theorem 2.2.2. A further result from
[26] is that the class number of Q(ξpq) is divisible by (p − 1)/2 or (q − 1)/2
if p and q are distinct primes ≡ 3 (mod 4). This is a consequence of the
following.

Corollary 2.4.9 Let p and q be primes ≡ 3 (mod 4). By quadratic reci-
procity we may assume that p is a square modulo q, i.e. that ordq(p) is odd.
Then

h−
pq ≡ 0 (mod (p− 1)(q−1)/(2ordq(p))/2)

if (p− 1, q) = 1 and

h−
pq ≡ 0 (mod (p− 1)(q−1)/2/(2q))

if q divides p− 1.

Proof Put m′ = q in Theorem 3.3. �

We need some notation for the formulation of our next result. Let m and
t be positive, relatively prime integers where m = pa for an odd prime p.
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Furthermore, let t =
∏s

i=1 r
di
i be the prime power decomposition of t. We are

only interested in the case where fi := ordp(ri) is odd for every i. Then the
prime ideals above ri in Z[ξm] are not invariant under complex conjugation.
Hence each ri factors in Z[ξm] as

(ri) =
ui∏

j=1

PijPij ,

where ui = ϕ(pa)/(2ordpa(ri)) and the Pij are distinct prime ideals. We also
use Notation 2.4.3.

Theorem 2.4.10 Assume that f is a common divisor of f1,...,fs and that
rp−1
i �≡ 1 (mod p2) if m = pa > p. If the fi are odd and if

t =
s∏

i=1

rdi
i <

fp

2(p− 1)
,

where the di are any nonnegative integers, then the ideal classes
 s∏

i=1

ui∏
j=1

P
cij

ij


 , 0 ≤ cij ≤ di,

i = 1, ..., s, j = 1, ..., ui, represent distinct cosets of C+ in C. Here we have
ui = (p− 1)/2fi. In particular, the order of the subgroup of C/C+ generated
by the cosets C+[Pij ], i = 1, ..., s, j = 1, ..., ui, is at least

∏s
i=1(di + 1)ui .

Proof Assume C+[
∏s

i=1
∏ui

j=1 P
cij

ij ] = C+[
∏s

i=1
∏ui

j=1 P
c′

ij

ij ]. Then there are

h ∈ K and J+ ∈ I+ such that J :=
∏s

i=1
∏ui

j=1 P
cij−c′

ij

ij = (h)J+. Since
(h/h) = J/J and |cij − c′ij | ≤ di for all i, j, we know that y := th/h lies in
Z[ξm]. As yy = t2 and f > 2t(p − 1)/p by the assumption, we can apply
Theorem 2.2.3 a and get (y) = (t). Thus (h) = (h) and J = J , i.e. cij = c′ij
for all i, j. �

Corollary 2.4.11 Let m = pa for an odd prime p. Assume that q is a prime
such that ordp(q) is odd and that qp−1 �≡ 1 (mod p2) if a ≥ 2.
Then the size of the subgroup of C/C+ generated by the classes of the primes
Qi above q in Z[ξm] is at least

(⌊
ln

ordp(q)p
2(p− 1)

/ ln q
⌋

+ 1
) p−1

2ordp(q)

.

Furthermore, each Qi has order at least
⌊
ln ordp(q)p

2(p−1) / ln q
⌋

+ 1 in C.
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Proof We put s = 1, r1 = q, f = ordp(q), and d1 =
⌊
ln ordp(q)p

2(p−1) / ln q
⌋

in

Theorem 3.7. Then the assumptions are satisfied, for t = qd1 < fp/(2(p−1)).
Thus Theorem 2.4.10 gives the assertion. �

Example 2.4.12 We consider the classical example p = 23, q = 2. Corollary
3.8 shows that the order of a prime above 2 in the class group of Q(ξ23) is
at least �ln 11·23

2·22 / ln 2� + 1 = 3. Since the class number of Q(ξ23) is 3, such a
prime generates the full class group.

It is straightforward to combine Corollary 2.4.11 with reciprocity laws to
show that certain prime ideals are always nonprincipal. We only mention the
following case containing the classical p = 23.

Corollary 2.4.13 Let p ≥ 23 be a prime ≡ 7 (mod 8). Then the prime
ideals above 2 in Z[ξp] are nonprincipal.

Proof Since p ≥ 23 and ord23(2) = 11, we have ordp(2) ≥ 5. By quadratic
reciprocity ordp(2) is odd. Thus Corollary 2.4.11 shows that the order of a
prime above 2 in the class group of Q(ξp) is at least �(ln 5/2)/ ln 2� + 1 = 2.
�

2.4.2 Class groups of CM-fields

Now we turn our attention to the general case of CM -fields. We will use the
idea of the “field descent” to obtain some explicit subgroups of class groups
of CM -fields. In the next section, these results will be used to provide lower
bounds on p-ranks of class groups.
For a group G and g ∈ G, we denote the order of g in G by ord(g). The ideal
class group of a number field K is denoted by ClK . For a set L of ideals of
a number field, we write L = {I : I ∈ L} where the bar denotes the complex
conjugation.

Theorem 2.4.14 Let K be a CM -field, and let k be a complex subfield of K
such that K/k is Galois. Let Q(ξm), m �≡ 2 (mod 4), be the largest cyclotomic
field contained in K.
Let D := Gal(K/k), and {σ1, ..., σs} be a set of generators for D. Let T be a
set of primes of k with T ∩ T = ∅. Denote the ramification index of P ∈ T
in K/k by R(P ).
Then the ideal class group ClK of K contains a subgroup L isomorphic to
Ω/Λ where

Ω :=
⊕
P∈T

(Z/R(P )Z)

and Λ is a subgroup of Ω of rank at most s and exponent dividing λ :=
lcm(f(m,σi), i = 1, ..., s). Here f is the function defined in Theorem 2.1.4.
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Moreover, L is contained in the subgroup of ClK generated by the primes of
K above primes in T .

Proof We first need some notation. Write S := T ∪T . Write R(P ) = R(P )
for P ∈ T . We have P = P

R(P )
K for P ∈ S where each PK is an ideal of K.

For the convenience of the reader, we give a table of the notations we need
for this proof. All occurring ideals are viewed as ideals of K.

K : CM -field
K/k : Galois extension, k complex
D : = Gal(K/k)
T : = a set of primes of k with T ∩ T = ∅
S : = T ∪ T

R(P ) : the ramification index of P ∈ S in K/k
PK : the ideal of K with PR(P )

K = P , P ∈ S
Γ : the group of all ideals of K
H : the group of all principal ideals of K
I : = the subgroup of Γ generated by the ideals PK , P ∈ S
I∗ : = the subgroup of I generated by the ideals PK , P ∈ T
R : = {JJ : J ∈ I}
Ik : = the subgroup of I generated by the ideals in S
KS : = {Y/Y : Y ∈ K, (Y/Y ) ∈ I}
Z : the subgroup of I generated by (Y1), ..., (Ys)

(the Yi are defined below)
W : = {J ∈ I : J/J ∈ ZIk}.

Claim 1: If X ∈ KS , then Xσ/X is a root of unity for all σ ∈ D.

Proof of Claim 1: Since σ fixes all ideals in I, we have (Xσ) = (X). Thus
Xσ = εX for some unit ε. But, since complex conjugation commutes with
σ, we have |ε|2 = (Xσ/X)(Xσ/X) = (|X|2)σ/|X|2 = 1/1 = 1. Thus ε is a
root of unity by Lemma 2.4.1 c. This proves Claim 1.

Now we define some useful elements Yi of K. Recall D = 〈σ1, ..., σs〉. Define
F1 := KS and Fi := KS ∩ Fix 〈σ1, ..., σi−1〉 for i = 2, ..., s + 1. For a root
of unity ε, we write ord(ε) for the order of ε. Note that Y σi/Y is a root of
unity for all Y ∈ Fi and i = 1, ..., s by Claim 1. For i = 1, ..., s, let Yi be an
element of Fi such that

ord(
Y σi

i

Yi
) = max{ord(

Y σi

Y
) : Y ∈ Fi}.

Write ηi := Y σi
i /Yi. Note that
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ord(
Y σi

Y
) divides ord(ηi) (2.10)

for all i and all Y ∈ Fi. Furthermore, ord((Y αY )σi/(Y αY )) divides λ =
lcm(f(m,σi), i = 1, ...s) for some root of unity αY for all Y ∈ KS by Theorem
2.1.4. Thus

(Y αY )λ ∈ k for all Y ∈ KS . (2.11)

Claim 2: Let Z be the subgroup of I generated by (Y1), ..., (Ys). If X ∈ KS ,
then (X) ∈ ZIk.

Proof of Claim 2: The assertion is proven if we can find an element Y of Z
such that XY ∈ k. We recursively construct Y as follows. Define X1 := X.
Let Xi ∈ Fi, 1 ≤ i ≤ s, be given. Then Xσi

i = ηji

i Xi for some ji by (2.10)
and

Xi+1 := XiY
−ji

i ∈ Fix σi

since (Y −ji

i )σi = η−ji

i Y −ji

i . As Xi, Yi ∈ Fi, we get Xi+1 ∈ Fi+1. So we have
Xs+1 = X

∏s
i=1 Y

−ji

i ∈ Fs+1 = k. Thus we may choose Y =
∏s

i=1 Y
−ji

i

proving Claim 2.

Claim 3: We have A ≤ W for

A : = I ∩ IkRH
W : = {J ∈ I : J/J ∈ ZIk}.

Proof of Claim 3: Let X ∈ A, say X = ikr(h) with ik ∈ Ik, r ∈ R and
h ∈ K. Then h/h ∈ KS and thus (h/h) ∈ ZIk by Claim 2. Thus X/X =
(h/h)(ik/ik) ∈ ZIk and hence X ∈ W proving Claim 3.

Claim 4: Write (Yi) = Ai/Ai with Ai ∈ I∗. Let Z∗ be the subgroup of I∗

generated by Ai, i = 1, ...s. Then

W = Z∗RIk.

Proof of Claim 4: From the definitions, we have Z∗RIk ⊂ W . It remains
to show W ⊂ Z∗RIQ. Let X ∈ W be arbitrary. Write X = ab with
a, b ∈ I∗. Then X/X = (a/b)(b/a) ∈ ZIk and thus a/b ∈ Z∗Ik. Hence
X = ab = (a/b)(bb) ∈ Z∗IkR concluding the proof of Claim 4.

Claim 5: The group W/RIk has rank at most s and exponent at most λ.

Proof of Claim 5: The assertion on the rank follows from Claim 4 since
W/RIk is generated by AiRIk : i = 1, ..., s. Recall that (Yi) = Ai/Ai and
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Y λ
i ∈ k by (2.11). This implies Aλ

i ∈ Ik and thus expW/RIk ≤ λ proving
Claim 5.

Claim 6: IRH/IkRH has a factor group isomorphic to I/W .

Proof of Claim 6: Since IRH/IkRH ∼= I/I ∩ IkRH, the assertion follows
from Claim 3.

Claim 7: We have

I/W ∼=
(⊕

P∈T
(Z/R(P )Z)

)
/U

for some subgroup U of
⊕

P∈T (Z/R(P )Z) with rank U ≤ s and expU ≤ λ.

Proof of Claim 7: This follows from I/W ∼= (I/RIk)/(W/RIk) and Claim 5
since (I/RIk) ∼=

⊕
P∈T (Z/R(P )Z).

Conclusion of the proof of Theorem 2.4.14: From Claims 6 and 7 we
know that IRH/IkRH has a factor group and thus a subgroup isomorphic
to (⊕

P∈�
(Z/R(P )Z)

)
/U.

This implies the assertion of the theorem. �

Corollary 2.4.15 Let q be a prime. In the situation of Theorem 2.4.14, the
following hold.
a) The subgroup of ClK generated by the primes in TK has order at least
[
∏

P∈T R(P )]/λs.
b) Let q be a prime, let dq denote the q-rank of D, and let Rq be the number
of R(P )s divisible by q. Then the q-rank of ClK is at least Rq − dq.
c) If m and |D| are odd and relative prime, then ClK contains a subgroup
isomorphic to ⊕

P∈T
(Z/R(P )Z).

Proof: Parts a and b follow directly from Theorem 2.4.14. For part c, note
that, in this situation, f(m,σ) = 1 for all σ ∈ D by Theorem 2.1.4. �

Note that in Theorem 2.4.14, the group D cannot contain the complex con-
jugation since it does not fix the occuring prime ideals. However, in the case
where D consists only of the complex conjugation and the identity, we can
prove the following analogon to Theorem 2.4.14. As we will explain later, we
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will end up in recovering a special case of a result of Schoof [119] which was
obtained by class field theory and Galois cohomology.

Theorem 2.4.16 Let K be a CM -field with maximal real subfield K+ and
ideal class group ClK . Let r be the number of finite primes ramified in K/K+.
Then

d2ClK ≥ r − 1.

Proof: Let I be the ideal group of K generated by the primes above the
primes of K+ ramified in K/K+. Let X ∈ K with (X) ∈ I. Then X = εXX
for some unit ε since all ideals in I are invariant under complex conjugation.
From Lemma 2.4.1 we know that εX is a root of unity since |εX | = 1. We
choose an X ∈ K such that the order of εX is maximum. Then, for every
Y ∈ K with (Y ) ∈ I, there is a j such thatXY j = XY j and thus (XY j) ∈ I2.
Let H respectively HI be the group of all principal ideals of K respectively
all principal ideals in I. Then, by what we have seen, HI ≤ I2〈(Y )〉 and thus
I2HI ≤ I2〈(Y ). Note that I/I2 ∼= (Z/2Z)r and that I2〈(Y )/I2〉 is of order
at most 2. Thus d2IH/I

2H = d2I/I
2HI ≥ r − 1. �

2.4.3 p-ranks and class fields towers

In this section, we use the fields descent method to obtain some lower bounds
on p-ranks of ideal class groups of CM -fields. We also explain the connection
of these results to infinite class field towers. There is a vast literature on
these problems. One of the most useful lower bounds on p-ranks of ideal
class groups is due to Schoof [119]. We will obtain a similar bound which
only is applicable to CM -fields, but apperently is stronger in some cases.
The p-ranks of ideal class groups of number fields play an important role in
algebraic number theory, see [18, 110, 119, 130], for instance. In particular,
lower bounds on p-ranks of class groups are desirable. One of the reasons for
the interest in these lower bounds is the connection to the problem of class
field towers. We give a quick review of the basics on class field towers. Let K
be an algebraic number field. Define K0 := K and for n = 1, 2, ... let Kn+1
be the Hilbert class field respectively the p-Hilbert class field of Kn for some
prime p (see [18] for the terminology). Then

K0 ⊂ K1 ⊂ K2 ⊂ · · ·

is called the class field tower respectively the p-class field tower of K.
Such a class field tower is called finite if ∪∞

n=0Kn is a finite extension of
K and infinite otherwise. The existence of infinite class field towers had
been conjectured for several decades and finally was proven by Golod and
Shavarevic [49]. The following refinement of their result can be found in [18].
By EK respectively ClK we denote the group of units respectively the ideal
class group of an algebraic number field K. For a prime p and a group G, we
denote the p-rank of G by dpG.
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Result 2.4.17 Let K be an algebraic number field, and let p be a prime. If

dpClK ≥ 2 + 2
√
dpEK + 1,

then K has an infinite p-class tower and thus an infinite class field tower.

The value of dpEK can be determined by Dirichlet’s unit theorem (see [13]).
Thus the essential step for the application of Result 2.4.17 is the find lower
bounds for dpClK . Many results in this direction are known, see [18], for
instance. We will compare results to one of the most useful lower bounds on
dpClK due to Schoof [119]. As mentioned in [119, p. 214], one can combine
results from [19] with Proposition 3.1 of [119] to get the following.

Result 2.4.18 (Schoof) Let K be an algebraic number field with ideal class
group ClK and group of units EK . Let p be a prime, and let K/k be a cyclic
extension of degree p. Then

dpClK ≥ ρ− dpEk − 1

where ρ is the number of finite and infinite primes of k ramified in K/k.

Schoof’s Result [119] implies our Theorem 2.4.16 as can be seen as follows.
Let K be a CM -field as in Theorem 2.4.16 and let k = K+. The number of
infinite primes of k ramified in K/k is [k : Q]. Moreover, by Dirichlet’s unit
theorem (see [13]), we have d2Ek = [k : Q]. Thus Theorem 2.4.18 indeed
shows that

d2ClK ≥ r + [k : Q] − 1 − [k : Q] = r − 1.

From Theorem 2.4.14, we get a bound similar to Schoof’s result. Our result
only holds for CM -fields, but as a compensation apperently sometimes gives
stronger bounds.

Corollary 2.4.19 Let K be a CM -field, and let k be a subfield of K such
that K/k is Galois with Galois group D. Let p be a rational prime, and let
ω be the number of finite primes of k which are not invariant under complex
conjugation and whose ramification index in K/k is divisible by p. Then

dpClK ≥ ω

2
− ε

where ε = 1 if K contains the pth roots of unity, and ε = dpD otherwise.

Proof This follows from Theorem 2.4.14 since (f(m,σ), p) = 1 for all σ ∈ D
if K does not contain the pth roots of unity. �

Corollary 2.4.20 Let K be a CM -field, and let k be a subfield of K such
that K/k is a Galois extension of prime degree p. Let ω be the number of
primes of k ramified in K/k and not invariant under complex conjugation.
Then

dpClK ≥ ω

2
− ε

where ε = 1 if K contains the pth roots of unity and ε = 0 otherwise.
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Often it is desirable to find number fields of low absolute degree whose class
groups have large p-rank for some prime p. Therefore, the following result
on cyclotomic fields is of interest.

Corollary 2.4.21 Let m = pm′ where p is an odd prime with (p,m′) = 1
such that −1 is not a power of p modulo m′. Let q be a prime divisor of p−1.
Then the cyclotomic field Q(ξm) has a complex subfield K of absolute degree
ϕ(m′)q/ordm′(p) with

dqClK ≥ ϕ(m′)
2ordm′(p)

− ε

where ε = 1 if p = 2 or q divides m′ and ε = 0 otherwise.

Proof By Result 1.4.3, the decomposition group of the primes above p in
Q(ξm) is generated by σp and σm′ where σp(ξpa) = ξx

p for a primitive root
x modulo p, σp(ξm′) = ξm′ , σm′(ξp) = ξp, and σm′(ξm′) = ξp

m′ . Let K be
the fixed field of 〈σq

p, σm′〉. Then K has absolute degree qϕ(m′)/ordm′(p).
There are ϕ(m′)/ordm′( ) distinct primes of K above p which are all not
invariant under complex conjugation by Result 1.4.3 since −1 is not a power
of p modulo m′. The ramification index of these ideals in K/Q is q. Thus
the assertion follows from Corollary 2.4.19 �

Corollary 2.4.22 Let m = pm′ where p is an odd prime with (p,m′) = 1
such that −1 is not a power of p modulo m′. Let q be a prime divisor of p−1.
If

ϕ(m′)
ordm′(p)

≥ 8q + 12, (2.12)

then Q(ξm) has an infinite q-class field tower.
Furthermore, if q is odd and does not divide m′, then the same conclusion
still holds if (2.12) is replaced by

ϕ(m′)
ordm′(p)

≥ 8(q + 1). (2.13)

Proof LetK be the subfield of Q(ξm) defined in the proof of Corollary 2.4.21.
Then, by Dirichlet’s unit theorem, dqEK ≤ [Q : K]/2 = ϕ(m′)q/(2ordm′(p)).
Moreover, dqClK ≥ ϕ(m′)/(2ordm′(p)) − 1 by Corollary 2.4.21. Write x :=
ϕ(m′)/(2ordm′(p)). By Result 2.4.17, K and thus Q(ξm) has an infinite q-
class field tower if x− 1 ≥ 2 + 2

√
qx+ 1, i.e., if x ≥ 4q + 6. This proves the

first assertion of Corollary 2.4.22. The second assertion follows by the same
argument since in this case dqEK ≤ ϕ(m′)q/(2ordm′(p)) − 1 and dqClK ≥
ϕ(m′)/(2ordm′(p)). �

Corollary 2.4.23 For every prime q, there are infinitely many cyclotomic
fields Q(ξrp), r, p prime, with infinite q-class field towers.
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Proof We use Dirichlet’s theorem on primes in arithmetic progession (see
[13]). We choose a prime r ≡ 1 (mod 3) with (r − 1)/3 ≥ 8q + 12. By
Dirichlet’s theorem, there are infinitely many primes p with ordr(p) = 3. By
Corollary 2.4.22, Q(ξrp has an infinite class field tower for each of these p. �

The following bound on 2-ranks of subfields of cyclotomic fields is consequence
of Theorem 2.4.16.

Corollary 2.4.24 Let m = m′p where p is an odd prime with (p,m′) = 1.
Let 2b be the exact power of 2 dividing p − 1. Let ε = 0 if −1 is a power of
p modulo m′ and ε = 1 otherwise. Then Q(ξm) has a complex subfield K of
absolute degree 2b−εϕ(m′)/ordm′(p) with

d2ClK ≥ ϕ(m′)/(2εordm′(p)) − 1.

Proof Let G be the subgroup of Gal(Q(ξ′
m)/Q) generated by σp : ξm′ → ξp

m′

together with the complex conjugation. Let E be the subfield of Q(ξ′
m) fixed

by G, let F be the unique subfield of Q(ξp) of degree 2b, and let K := FG.
Then [K : Q] = 2b−εϕ(m′)/ordm′(p) as asserted. Let K+ be the maximal
real subfield of K. Then all ϕ(m′)/(2εordm′(p)) primes above p ramify in
K/K+. Thus the assertion follows from Theorem 2.4.16. �

Corollary 2.4.25 Let m = m′p where p ≡ 3 (mod 4) is a prime with
(p,m′) = 1. Let ε = 0 if −1 is a power of p modulo m′ and ε = 1 oth-
erwise. If

ϕ(m′)
2εordm′(p)

≥ 10,

then Q(ξm) has an infinite 2-class field tower.

Proof This follows from Result 2.4.17 and Corollary 2.4.24. �

Remark 2.4.26 As mentioned in [119], the cyclotomic field with the small-
est conductor known to have an infinite class field tower is Q(ξ363). Corollary
2.4.25 gives a new proof that this field has an infinite 2-class field tower. To
see this, take p = 3, m′ = 121. Then ε = 1, and ϕ(m′)/(2εordm′(p)) =
110/(2 · 5) = 11.



Chapter 3

Exponent bounds

One of the central themes of the theory of difference sets is to search for
necessary and sufficient conditions on the group structure for the existence
of difference sets. We will focus on the necessary conditions here. Most
known necessary conditions have the form of exponent bounds. Here the
exponent of an abelian group means the order of its largest cyclic subgroup.
An exponent bound gives an upper bound on the exponent of abelian groups
containing difference sets. Turyn’s exponent bound [127] from 1965 is the
most prominent example. Since Turyn’s work, exponent bounds have played
an important role in the study of difference sets. In this chapter, we will derive
new, more sophisticated exponent bounds. In the first part, we substantially
improve Turyn’s bound for several types of difference sets. This leads to
necessary and sufficient conditions for the existence of difference sets in some
cases. In the second part, we obtain a new, more general type of exponent
bound by the method of the field descent.

3.1 Self-conjugacy exponent bounds

In 1965, Turyn [127] proved a bound on the exponent of abelian groups
containing difference sets. Turyn’s bound has two important features: It
relies on a self-conjugacy assumption and is obtained by considering only a
single homomorphic image of a putative difference set.
For the self-conjugacy assumption, see Remark 1.4.4 and Corollary 1.4.5. As
indicated there, this assumption is very restrictive. Self-conjugacy is a happy
but small world. Thus nonexistence results on difference sets without the
self-conjugacy assumption are very desirable. However, only little progress
has been made in this direction in the 35 years since Turyn’s work. In Section
3.2, we will use the idea of the field descent to obtain some significant new
exponent bounds not relying on the self-conjugacy assumption.
Now we discuss the second feature of Turyn’s exponent bound, the use of
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just a single homomorphic image of a putative difference set. This means
that only small part of the information on the difference set is used, and that
there is hope for improvement. However, the combination of the information
one gets from more than one different homomorphic images of a difference set
usually is difficult. Results in this direction are very rare. In Section 3.1.2, we
will obtain a powerful lemma for combining homomorphic images leading to
dramatic improvements of Turyn’s bounds for McFarland difference sets and
relative difference sets with prime power parameters. In fact, these bounds
are sharp. Further improvements of the Turyn bound for Chen and Davis-
Jedwab difference sets are given in Sections 3.1.6 and 3.1.7

3.1.1 Turyn’s exponent bound

Because of its importance and instructiveness we explain Turyn’s exponent
bound in detail before we come to our new results mentioned above. Tu-
ryn’s bound depends on a self-conjugacy assumption and is proved by a “size
argument” [129] which is best understood in terms of Ma’s Lemma 1.5.1.
Since the most general version of Turyn’s bound is quite tedious to state, we
confine ourselves to a simple version sufficing for our purposes.

Result 3.1.1 ([127]) Let G be an abelian group of order v, and let n be a
positive integer with (v, n) > 1. Let p be a prime divisor of (v, n) which is
self-conjugate modulo expG such that p2a divides n for some a ≥ 1. Assume
the existence of D ∈ Z[G] with nonnegative coeffients bounded by a constant
C such that

DD(−1) = n+AW (3.1)

for some A ∈ Z[G] and some subgroup W of G of order divisible by p. Let
Gp be the Sylow p-subgroup of G. Then

|Gp|
expGp

≥ pa

C
.

Proof Let Wp be the Sylow p-subgroup of W . Let U be a subgroup of Gp

of order Gp/ expGp not containing Wp such that G/U has a cyclic Sylow
p-subgroup S. Let ρ : G → G/U be the canonical epimorphism. From
(3.1), Lemma 1.3.3 and Corollary 1.4.5 we get χ(ρ(D)) ≡ 0 (mod pa) for
all characters χ of G/U of order divisible by |S|. Let P be the subgroup of
G/U of order p. Then, by Ma’s lemma 1.5.1, ρ(D) = paX + PY for some
X,Y ∈ Z[G/U ] with nonnegative coefficients. Note X �= 0 since otherwise
ρ(D)ρ(D)(−1) is a multiple of P contracting (3.1) as U �≥ W . Thus ρ(D) has
a coefficient ≥ pa. On the other hand, the coefficients of ρ(D) are bounded
by C|Gp|/ expGp. Hence pa ≤ C|Gp|/ expGp. �

Turyn’s bound can be applied to difference sets, relative difference sets and
group invariant weighing matrices. We only mention the application to dif-
ference sets which will be used in Section 3.2.3.
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Corollary 3.1.2 ([127]) Assume the existence of a (v, k, λ, n)-difference set
in a group G. Let p be a prime divisor of v such that p2a divides n for some
a ≥ 1. Let N be a normal subgroup of G such that G/N is abelian and p
is self-conjugate modulo expG/N . Let P be the Sylow p-subgroup of G/N .
Then

|P |
expP

≥ pa

|N | .

3.1.2 The coset intersection lemma

We are going to prove a powerful lemma on “intersections” of group ring
elements with cosets of subgroups. This result can be used to combine the
information one gets on a group ring element through different homomorphic
images. In Sections 3.1.3 and 3.1.4, we will apply this lemma to obtain sharp
exponent bounds on McFarland difference sets and relative difference sets
with prime power parameters. These bounds are substantial improvements
of Turyn’s exponent bounds.
Before the abstract formulation of our “intersection lemma”, we try to draw
a vivid picture of this important result by verbally explaining a simplified
version. The situation we are interested in is as follows. Let G = H ×W be
an abelian group where W is a p-group. We are interested in subsets D of
G which have a certain intersection pattern with the cosets of complements
of W in G. More precisely, we are requiring that for each complement H ′

of W in G, there is exactly one coset of H ′ which has a large intersection
with D, and all other cosets have a relatively small intersection with D.
What we will show is that, under appropriate conditions, exactly the same
coset intersection pattern inherits to all subgroups of complements of H in
G. This result is strong and quite surprising since at first sight it seems
“obvious” that something must be lost when switching to subgroups.

Now we come to the formulation of our “intersection lemma”. Let G be a
finite abelian group, and let P be be the Sylow p-subgroup of G. For any
a ∈ P and any subgroup A = 〈b1〉× · · · 〈br〉 of P such that A∩〈a〉 = {1} and
o(a) ≥ expA, define

S(a,A) = {U < P | U = 〈a1b1〉 × · · · 〈arbr〉, ai ∈ 〈a〉, o(ai) ≤ o(bi)}.

Let D =
∑

g∈G agg be an element of Z[G]. For X ⊂ G, we define D(X) :=∑
g∈X ag. Now we are ready to state the lemma.

Lemma 3.1.3 Let D =
∑

g∈G agg be an element of Z[G] with ag ≥ 0 for all
g. Let a ∈ P , and let A = 〈b〉×W be a subgroup of P such that A∩〈a〉 = {1},
o(a) = pt ≥ expA and o(b) ≥ p. Assume that there exists a positive integer
δ, such that for any U ∈ S(a,A) and g ∈ G either
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(1a) D(Ug) −D(Ugapt−1
) ≥ δ and

(1b) D(Ugaipt−1
) < δ/p for i = 1, ..., p− 1 or

(2) D(Ug) < δ/p,

and there is at least one coset Ug satisfying (1). Let B = 〈bp〉 × W . Then
for any U ′ ∈ S(a,B) and g ∈ G, the coset U ′g satisfies either (1) or (2); and
there is at least one coset U ′g satisfying (1).

Proof We write U ′ = 〈a1b
p〉 × V with a1 ∈ 〈a〉, o(a1) ≤ o(bp) and V ∈

S(a,W ). Let a′
1 ∈ 〈a〉, (a′

1)
p = a1. Define

Ui = 〈a′
1a

ipt−1
b〉 × V

for i = 0, ..., p − 1. Note U ′ < Ui and Ui ∈ S(a,A). Let g ∈ G. If some Uig
satisfies (2), then obviously U ′ also satisfies (2). Suppose that all Uig satisfy
(1). We have Ui = U ′∑p−1

j=0(a′
1)

jaijpt−1
. Hence

p−1∑
j=0

[D(U ′(a′
1)

jaijpt−1
g) −D(U ′(a′

1)
ja(ij+1)pt−1

g)] ≥ δ

for i = 0, ..., p− 1. Thus

p−1∑
i=0

p−1∑
j=0

[D(U ′(a′
1)

jaijpt−1
g) −D(U ′(a′

1)
ja(ij+1)pt−1

g)] ≥ pδ.

If j �= 0, then {aijpt−1
: i = 0, ..., p − 1} = {a(ij+1)pt−1

: i = 0, ..., p − 1}.
Hence

D(U ′g) −D(U ′gapt−1
) ≥ δ,

i.e. the coset U ′g satisfies (1a). It is clear that U ′g also satisfies (1b).
It remains to show that at least one coset U ′g satisfies (1). It is given that
there is a coset U0g satisfying (1). Hence D(〈apt−1〉 × 〈a′

1b〉 × V g) ≥ δ. As

〈apt−1〉 × 〈a′
1b〉 × V g =

p−1⋃
j=0

Uia
jpt−1

g

for i = 0, ..., p − 1 there must be ji ∈ {0, ..., p − 1}, such that the coset
Uiga

jip
t−1

satisfies (1) (i = 0, ..., p−1). Since U0ga
j0pt−1 ∩U1ga

j1pt−1 �= ∅, we
can assume j0 = j1 = 0. As U ′ = U0\

⋃p−1
j=1 U1a

jpt−1
and D(U1ga

jpt−1
) < δ/p

for j = 1, ..., p−1, it follows that D(U ′g) > δ/p. Thus U ′g must be contained
in Uiga

jip
t−1

for all i, i.e. ji = 0 for all i. By the same argument as above,
it follows that the coset U ′g satisfies (1a) and (1b). �
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Corollary 3.1.4 In the situation of the Lemma 2.1 we have

δ ≤ max{ag : g ∈ G}.

Proof Apply Lemma 2.1 repeatedly until A = {1}. �

3.1.3 McFarland difference sets

A McFarland difference set is a difference set with parameters

v = qd+1[1 + (qd+1 − 1)/(q − 1)],
k = qd(qd+1 − 1)/(q − 1),
λ = qd(qd − 1)/(q − 1),
n = q2d

(3.2)

where q = pf �= 2 and p is a prime. We call (3.2) McFarland parameters
determined by the triple (p, f, d). The case q = 2 is excluded since then
(v, k, λ) = (22d+2, 22d+1 − 2d, 22d − 2d), i.e., we are dealing with Hadamard
difference sets in 2-groups. The following result is due to McFarland [95].

Result 3.1.5 Let G be an abelian group of oder qd+1[1 + (qd+1 − 1)/(q− 1)]
where q = pf and p is a prime. Let P denote the Sylow p-subgroup of G. If p
is odd and expP = p or if p = 2 and P ∼= (Z/2Z)fd+1 or P ∼= (Z/2Z)fd−1 ×
(Z/4Z), then G contains a McFarland difference set.

It is natural to ask wether there are further groups containing McFarland
difference sets. Dillon [39] showed that McFarland’s construction can be
extended to certain nonabelian groups. An extension to other abelian groups
of low exponent was obtained by Davis and Jedwab [33]. In the present
section, we will obtain sharp exponent bounds on the Sylow p-subgroups of
abelian groups containing McFarland difference sets under the self-conjugacy
assumption. In several cases, these conditons are necessary and sufficient
for the existence of McFarland difference sets. Parts of our proof depend
on results of my doctoral dissertation [113] which will not be repeated here.
These results also can be found in [86], equations (3.3), (4.3) and (4.4).

Theorem 3.1.6 Assume that there is a McFarland difference set D in an
abelian group G of order qd+1[1 + (qd+1 − 1)/(q − 1)] where q = pf and p is
a prime self-conjugate modulo expG. Let P be the Sylow p-subgroup of G.
Then the following hold.
(a) If p is odd, then P is elementary abelian.
(b) If p = 2 and f ≥ 2, then expP ≤ 4.

Proof Let a be an element of P order pe := expP and write P = 〈a〉×A for
a suitable A < P . We use the notation of Lemma 3.1.2. Note that S(a,A) is
the set of all complements of 〈a〉 in P . Let U ∈ S(a,A), and let ρ : G → G/U
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denote the canonical epimorphism. For b ≥ 0 let Pb be the subgroup of G/U
of order pb.
a) Asssume that p is odd and e ≥ 2. By [113, (3.3)] or [86, (3.3)] we have

ρ(D) = pfdh+ pfd−ePeB

where h ∈ G/U and B ⊂ G/U such that not two elements of B ∪ {h} are
in the same coset of Pe in G/U . Thus the assumptions of Lemma 3.1.2 are
satisfied with δ = pfd. But this contradicts Corollary 3.1.4 proving part a of
the theorem.
b) Asssume p = 2 and e ≥ 3. By [86, (4.3), (4.4)] or [113, (3.7), (3.9)], we
have

ρ(D) = 2fdh+ 2fd−e+1Pe−1B + 2fd−ePeC

with h ∈ G/U and B,C ⊂ G/U such that no two elements of B ∪ {h} are in
the same coset of Pe−1 in G/U . Thus the assumptions of Lemma 3.1.2 are
satisfied with δ = 2fd − 2fd−e. But this contradicts Corollary 3.1.4. �

Corollary 3.1.7 Let G be an abelian group G of order qd+1[1 + (qd+1 −
1)/(q−1)] where q = pf and p is a prime self-conjugate modulo expG. Let P
be the Sylow p-subgroup of G. If p is odd, then a McFarland difference set in
G exists if and only if expP = p. If p = f = 2, then a McFarland difference
set in G exists if and only if expP ≤ 4.

Proof For odd p, the assertion follows from Result 3.1.5 and Theorem 3.1.6
a. For p = f = 2, it was shown by Davis and Jedwab [33] that G contains
a McFarland difference set if expP ≤ 4. By Theorem 3.1.6 b, this condition
also is necessary for the existence of a McFarland difference set in G. �

3.1.4 Semiregular relative difference sets

In this section, we study relative difference sets with parameters (m,n, k, λ) =
(pa, pb, pa, pa−b) where p is a prime. These difference sets are closely con-
nected to finite affine and projective planes since (pa, pa, pa, 1) relative dif-
ference sets are equivalent to affine planes admitting a certain point regular
automorphism group, see Proposition 1.2.4. The corresponding projective
planes are called quasiregular, see [38].
Pott [105, p. 109] raises the problem to find new exponent bounds for (pa, pb, pa, pa−b)
relative difference sets, in particular, for even a. In order to understand the
urgent need for a new exponent bound in the case that a is even, say a = 2c, a
comparison with the case where a is odd, say a = 2d+1, is enlightening. We
will only discuss the case where p is odd here. The case p = 2 is quite differ-
ent, see [105, 113]. Ma and Pott [84] proved that the exponent of an abelian
group of order p2d+b+1 containing a (p2d+1, pb, p2d+1, p2d−b+1) relative differ-
ence set cannot exceed pd+1. This exponent bound is satisfactory, as it is
known from a construction of Davis [32] that it can be attained for all d and
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all b ≤ d. For relative (p2c, pb, p2c, p2c−b) difference sets, the situation is not
that nice. There are several rather strong nonexistence results, see [104, 114],
but no exponent bound comparable to the one for (p2d+1, pb, p2d+1, p2d−b+1)-
RDSs had been known. We will close this gap here by showing that for an odd
prime p an abelian group containing a (p2c, pb, p2c, p2c−b)-RDS cannot have
an exponent exceeding pc+1. This bound is satisfactory because it is known
that it can be attained for all c and all b ≤ c, see [32] or [105]. Together with
the previosly known results, we obtain a unified sharp exponent bound for
all relative (pa, pb, pa, pa−b) with p odd. The proof of our result is much more
involved than those for the previously known exponent bounds. It relies on
our “intersection lemma” 3.1.2 and a careful analysis of homomorpic images
of putative relative difference sets.
Before we state our theorem, we recall an exponent bound on the forbidden
subgroup due to Ma and Pott [84]. It will help us avoiding an unwelcome
case distinction in the proof of Theorem 3.1.9.

Result 3.1.8 Let G be an abelian group of order p2a+b, and let N be a sub-
group of G of order pb. If there is a (p2a, pb, p2a, p2a−b) difference set in G
relative to N, then

expN ≤ pa.

Now we are ready to state the unified exponent bound.

Theorem 3.1.9 Let p be an odd prime. If an abelian group G of order pa+b

contains a relative (pa, pb, pa, pa−b) difference set, then expG ≤ p	a/2
+1.

Proof For odd a, a proof can be found in [84]. Hence we only need to
consider even a, say a = 2c. Let R denote the putative relative difference set
and assume expG ≥ pc+2, say expG = pt = pc+r+2 with r ≥ 0. We show that
this assumption leads to a contradiction. Write G = 〈g〉 ×H where g is an
element of G of order pt. We will show that the assumptions of Lemma 3.1.2
are satisfied for P = G, A = H, D = R, h = g and δ = pc − 2pc−r−2. Then
Corollary 3.1.4 will imply δ ≤ 1 which is the desired contradiction. We note
that, using notation of Lemma 3.1.2, S(g,H) is the set of all complements of
〈g〉 in G. Let U be any of these complements. Then G/U is cyclic of order
pt.
First of all, we will show that the forbidden subgroup N cannot be contained
in U . Assume the contrary. We choose a character χ of G with Kerχ∩〈g〉 =
{1} and |Kerχ∩N | = |N |/p. Write K = Kerχ and let τ : G → G/K denote
the canonical epimorphism. Since no two elements of R are in the same coset
of N , the coefficients of τ(R) cannot exceed |K|/|K∩N | ≤ pc−r−1. However,
we know from Lemma 1.3.6 and Ma’s lemma 1.5.1 that τ(R) = pcX1 +P ′X2
where P ′ is the subgroup of order p of G/K and X1, X2 are elements of
the group ring Z[G/K] with nonnegative coefficients. If we also view χ as
a character of G/K, we obtain χ(R) = pcχ(X1), and this implies X1 �= 0,
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since χ(R) �= 0 by Lemma 1.3.6. Hence τ(R) has a coefficient ≥ pc. This
contradicts the upper bound for the coefficients of τ(R) obtained above and
shows that N indeed cannot be contained in U .
Now let ρ : G → G/U denote the canonical epimorphism. By the same argu-
ment as above, we see that the coefficients of ρ(R) are bounded by |U |/|U∩N |
and that ρ(R) has at least one coefficient ≥ pc (note that the argument for
the existence of a coefficient ≥ pc requires that N is not contained in U).
Hence pc ≤ |U |/|U ∩N | and

|ρ(N)| =
|N |

|U ∩N | ≥ pc|N |
|U | = pr+2.

We write |ρ(N)| = px with x ≥ r+ 2. By Result 3.1.8, we can assume x ≤ c.
From Lemmas 1.3.6, 1.5.3 and Corollary 1.4.5, we get (using the notation of
Lemma 1.5.3)

ρ(R) =
x−1∑
m=0

εmp
c−m−1(pPm − Pm+1)gm + PxY.

Since ψ(ρ(R)) = 0 and ψ(pPm −Pm+1) = 0 for m = 0, ..., x−1 for all ψ ∈ P⊥
x

by Lemma 1.3.6, we conclude ϕ(PxY ) = 0 for all nontrivial characters ϕ of
G/U . By the Fourier inversion formula 1.3.4, PxY must be a multiple of
G/U = Pc+r+2. As |R| = p2c, we must have PxY = pc−r−2Pc+r+2; thus

ρ(R) =
x−1∑
m=0

εmp
c−m−1(pPm − Pm+1)gm + pc−r−2Pc+r+2. (3.3)

We claim
ε0 = ε1 = · · · = εr+1 = 1 and Pig0 = Pigi (3.4)

for i = 0, 1, ..., r + 1.
We prove (3.4) by induction. For h ∈ G/U let C(h) be the coefficient of g in
ρ(R).
(a) Assume ε0 = −1. Then by (3.3) (recall that p > 2)

C(g0) ≤ −pc + pc−1 + pc−1 − pc−2 + pc−2 + − · · · + pc−x+1 − pc−x + pc−r−2

= −pc + 2pc−1 − pc−x + pc−r−2 < 0,

a contradiction. Hence ε0 = 1.
(b) Let 1 ≤ l ≤ r + 1, ε0 = ε1 = · · · = εl−1 = 1 and Pig0 = Pigi for
i = 0, 1, ..., l − 1. We have to show εl = 1 and Plg0 = Plgl. From (3.3) we
have

ρ(R) = (pc − pc−lPl)g0 +
x−1∑
m=l

εmp
c−m−1(pPm − Pm+1)gm + pc−r−2Pc+r+2.
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Let g′ ∈ Plg0 \ {g0}. If εl = −1 or Plg0 �= Plgl, then

C(g′) ≤ −pc−l + pc−l−1 + pc−l−1 − pc−l−2 + − · · · + pc−x+1 − pc−x + pc−r−2

= −pc−l + 2pc−l−1 − pc−x + pc−r−2 < 0,

a contradiction. Thus we have proved (3.4). Hence we get

ρ(R) = (pc−pc−r−2Pr+2)g0+
x−1∑

m=r+2

εmp
c−m−1(pPm−Pm+1)gm+pc−r−2Pc+r+2

from (3.3). We infer

C(go) ≥ pc − pc−r−2 + pc−r−3 − pc−r−3 + − · · · − pc−x+1 + pc−x

= pc − pc−r−2 + pc−x,

C(h) ≤ −pc−r−2 + pc−r−2 − pc−r−3 + − · · · + pc−x+1 − pc−x + pc−r−2

= pc−r−2 − pc−x

for h ∈ Pr+2g0 \ {g0} and

C(h′) ≤ pc−r−2 − pc−r−3 + pc−r−3 − + · · · + pc−x+1 − pc−x + pc−r−2

= 2pc−r−2 − pc−x

for h′ ∈ (G/U) \ Pr+2g0. As ρ(R) has at least one coefficient ≥ pc we get
C(g0) ≥ pc.
Together with the upper bounds on C(h) and C(h′) obtained above, this
shows that U satisfies the conditions of Lemma 3.1.2 with δ = pc − 2pc−r−2.
Since U was chosen as an arbitrary element of S(g,H), we indeed have indeed
verified that Lemma 3.1.2 can be applied, and this proves the theorem. �

3.1.5 Two recent families of difference sets

Quite recently, two new families of difference sets were discovered by Chen
[22] and Davis, Jedwab [33]. Chen’s difference sets have parameters

v = 4q2t q
2t − 1
q2 − 1

,

k = q2t−1[
2(q2t − 1)
q + 1

+ 1],

λ = q2t−1(q − 1)
q2t−1 + 1
q + 1

,

n = q4t−2
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where q = pf is a power of 3 or a square of an odd prime power and t is any
positive integer. For t = 1, such a difference set is a Hadamard difference set.
For t ≥ 2, any difference set with the above parameters, for any prime power
q, will be called a Chen difference set. Chen’s construction only works for
groups having an elementary abelian Sylow p-subgroup. It is natural to ask
if Chen’s construction can be extended to other groups. In some cases, we
will be able to show that groups with Sylow p-subgroups of higher exponent
cannot contain difference sets. Thus we obtain a necessary and sufficient
condition for the existence of Chen difference sets in abelian groups in these
cases. However, in general there remains a large gap between the known
necessary and sufficient conditions on the existence of Chen difference sets.
I do not know if the exponent bound obtained here can be improved.
The second recent series of difference sets was constructed by Davis and
Jedwab [33] and has parameters

v = 22t+2(22t − 1)/3,
k = 22t−1(22t+1 + 1)/3,
λ = 22t−1(22t−1 + 1)/3,
n = 24t−2

where t ≥ 2 is a positive integer. Any difference set with such parameters
will be called a Davis-Jedwab difference set. Note that Davis-Jedwab
difference sets are also Chen difference sets (put q = 2). Davis and Jedwab
[33] constructed Davis-Jedwab difference sets in all abelian groups of order
22t+2(22t − 1)/3 which have a Sylow 2-subgroup S2 of exponent at most 4,
with the single exception of t = 2 and S2 ∼= Z3

4. This exception was removed
by Arasu and Chen [1] who constructed the necessary difference set in Z3

4×Z5.
We will show here that the condition expS2 ≤ 4 is also necessary for the
existence of abelian Davis-Jedwab difference sets under the self-conjugacy
assumption.
The following consequence of the Fourier inversion formula will be needed in
the proofs of Theorems 3.1.12 and 3.1.15.

Lemma 3.1.10 Let G be a finite abelian group, and let t be a positive integer.
If B ∈ Z[G] with

χ(B) ≡ 0 mod t

for all characters of G then

B ≡ 0 mod t/(|G|, t).

3.1.6 Chen difference sets

In this section, we will improve Turyn’s exponent bound in the case of Chen
difference sets with odd q. In some cases, this will give a necessary and
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sufficient condition for the existence of these difference sets. We will use
arguments similar to those of Arasu, Davis and Jedwab [2]. A very nice
description of this method can be found in [105].
Before we come to our result, we state what Turyn’s exponent bound 3.1.2
yields for Chen difference sets.

Proposition 3.1.11 Let q = pf be a prime power, and let G be an abelian
group of order 4q2t(q2t−1)/(q2−1) containing a Chen difference set. Assume
that p is self-conjugate modulo expG. Denote the Sylow p-subgroup of G by
Sp. Then the following hold.
a) If p is odd, then expSp ≤ q.
b) If p = 2, then expS2 ≤ 4q.

Proof a) Putting N = {1} and a = f(2t − 1) in Corollary 3.1.2 we get
|Sp|/ expSp ≥ q2t−1. This implies the assertion since |Sp| = q2t.
b) Again, take N = {1} and a = f(2t− 1) in Corollary 3.1.2. This yields the
assertion since |S2| = 4q2t. �

The following result shows that equality cannot hold in Turyn’s exponent
bound for Chen difference sets with odd p.

Theorem 3.1.12 Let q = pf be an odd prime power, and let t, f ≥ 2 be
integers. Let G be an abelian group of order 4q2t(q2t − 1)/(q2 − 1) containing
a Chen difference set D. Assume that p is self-conjugate modulo expG.
Denote the Sylow p-subgroup of G by Sp. Then expSp ≤ pf−1.

Proof By Proposition 3.1.11, we have expSp ≤ q. Thus it suffices to show
that expSp = q is impossible. To this end, we assume Sp = Zq × H where
H is a subgroup of Sp of order q2t−1 and exponent at most q. Let K be any
complement of Zq in Sp, and let ρ : G → G/K be the canonical epimorphism.
By Ma’s lemma 1.5.1, we have

ρ(D) = q2t−1X + PY (3.5)

where X,Y are elements of Z[G/K] having nonnegative coefficients, and P is
the subgroup of G/K of order p. Since |K| = q2t−1, the coefficients of ρ(D)
cannot exceed q2t−1. Thus X has coefficients 0 and 1 only, i.e., X is a subset
of G/K. We can assume that no coset Pg of P is completely contained in X
since otherwise we can replace Y by Y + q2t−1g and thus remove Pg from X.
We write wg = |X ∩Pg| for g ∈ G/K and Y =

∑
g∈T agg where T is a set of

distinct coset representatives of P in G/K. In view of (3.5), the coefficient
of 1 in ρ(D)ρ(D)(−1) is p

∑
a2

g + q4t−2∑wg. Hence Lemma 1.3.2 gives us

p
∑

a2
g + q4t−2

∑
wg = q4t−2 + q2t−1λ. (3.6)
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Let L be the preimage of P under ρ, and let ψ : G → G/L be the canonical
epimorphism. From (3.5) we see that the coefficient of 1 in ψ(D)ψ(D)(−1) is
p2∑ a2

g + q4t−2∑w2
g . Hence Lemma 1.3.2 implies

p2
∑

a2
g + q4t−2

∑
w2

g = q4t−2 + pq2t−1λ. (3.7)

From (3.6) and (3.7) we infer

∑
g∈T

(pwg − w2
g) = p− 1. (3.8)

Since 0 ≤ wg ≤ p − 1, we conclude that wh = 1 or p − 1 for exactly one h
and wg = 0 for all g �= h.
Now, fix any complement of Zq in Sp, say H. Let α : G → G/H be the
canonical epimorphism. From Lemmas 1.3.7, 3.1.10 and Corollary 1.4.5 we
know that α(D) is divible by q2t−2, say α(D) = q2t−2u =

∑
g∈G/H bgg. Then

by Lemma 1.3.2,

uu(−1) = q2 + q2(q − 1)
q2t−1 + 1
q + 1

(G/H).

Hence
∑
b2g = q2 + q2(q − 1) q2t−1+1

q+1 . Furthermore,
∑
bg = q( 2(q2t−1)

q+1 + 1)

and |G/H| = 4q (q2t−1)
q2−1 .

Define cg := bg − (q − 1)/2. Then we have the useful formula

∑
g∈G/H

c2g = q2 (3.9)

whose proof is straighforward by using the expressions for
∑
bg,
∑
b2g and

|G/H| we obtained.
Since expH ≤ q and t ≥ 2, the rank of H must be at least three. Let
g1, ..., gr, r ≥ 3, be a basis of H, and let

Kijk = 〈g1zi, g2z
j , g3z

k, g4, ..., gr〉

for i, j, k = 0, ..., p − 1, where z is an element of order p of Zq. Then each
Kijk is a complement of Zq in Sp and KijkKi′j′k′ = H〈z〉 for all (i, j, k) �=
(i′, j′, k′). From the conclusion following (3.8), we know that for every triple
(i, j, k), there is a coset Lijk of Kijk〈z〉 = H〈z〉 such that either

(i) there is a coset of Kijk in Lijk which is completely contained in D and all
other cosets of Kijk in Lijk have an empty intersection with D or
(ii) there are p− 1 cosets of Kijk in Lijk which are completely contained in
D and the remaining coset has an empty intersection with D.
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We conclude Lijk �= Li′j′k′ for (i, j, k) �= (i′, j′, k′). Otherwise Lijk = Li′j′k′

would have to be contained in D since every coset of Kijk in Lijk meets every
coset of Ki′j′k′ in Lijk.
Furthermore, we observe that every coset Lijk, (i, j, k) �= (0, 0, 0), corresponds
to p coefficients bg = pf−1 or bg = (p− 1)pf−1 in u = α(D)/q2t−2.
If bg = pf−1 then cg = 1

2 (−(p − 2)pf−1 + 1), and if bg = (p − 1)pf−1 then
cg = 1

2 ((p − 2)pf−1 + 1). In both cases, we have |cg| ≥ 1
2 ((p − 2)pf−1 − 1).

We also know that bg = q for at least one g since there is a wg ≥ 1. As there
are (p3 − 1) cosets Lijk, (i, j, k) �= (0, 0, 0), it follows that

4
∑

g∈G/H

c2g ≥ (q + 1)2 + (p3 − 1)p[(p− 2)pf−1 − 1]2. (3.10)

For p = 3 and f = 2, we get 4
∑

g∈G/H c2g ≥ 100+26 ·3 ·4 = 412 which yields
a contradiction since 4

∑
g∈G/H c2g = 4q2 = 324 by (3.9). For (p, f) �= (3, 2)

we get

4
∑

g∈G/H

c2g > (p3 − 1)p(pf−1 − 1)2

> (p3 − 1)q(pf−1 − 2)
= q(pf+2 − pf−1 − 2p3 + 2)
= q2(p2 − 1/p− 2p3−f + 2/pf )
> 4q2

(the last step uses (p, f) �= (3, 2)). This again contradicts (3.9). �

Corollary 3.1.13 Let q = pf be an odd prime power, and let G be an abelian
group of order 4q4(q2+1). If the Sylow 2-subgroup S2 is isomorphic to Z3

2 and
a Chen difference set exists in G, then the exponent of the Sylow p-subgroup
Sp of G is at most pf−1. In particular, if f = 2 and S2 ∼= Z3

2, then a Chen
difference set in G exists if and only if Sp is elementary abelian.

Proof If S2 ∼= Z3
2, then expG divides q4(q2 + 1). Thus p is self-conjugate

modulo expG, and the assertion follows from Corollary 1.4.5 and Theorem
3.1.12. �

Remark 3.1.14
a) The estimates used in the proof of Theorem 3.1.12 are rather crude. How-
ever, it is not clear if this can be viewed as evidence for a possible improve-
ment of the exponent bound.
b) The method used in the proof of Theorem 3.1.12 does not work for p = 2.
In the next section, we present a method for p = 2, f = 1. It remains an
open question if the exponent bound in Proposition 3.1.11 b can be attained
for p = 2, f > 1.
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3.1.7 Davis-Jedwab difference sets

As mentioned above, Davis-Jedwab difference sets exist in in all abelian
groups G of order 22t+2(22t − 1)/3, t ≥ 2, which have a Sylow 2-subgroup S2
of exponent at most 4. All these difference sets have the property that the
squareroot of the order of the difference set D divides all character values of
D. We call this the character divisibility property. In the case t = 2,
all putative Davis-Jedwab difference have this property by Corollary 1.4.5
since then 2 is self-conjugate modulo |G|. Note that 2 is not self-conjugate
modulo expG for any abelian group G of order 22t+2(22t − 1)/3, t ≥ 3.
Thus the self-conjugacy argument does not work in this case. However, it is
still interesting to classify Davis-Jedwab difference sets having the character
divisibility property. This is done in the following.

Theorem 3.1.15 Let G be an abelian group of order 22t+2(22t −1)/3, t ≥ 2,
with Sylow 2-subgroup S2. A Davis-Jedwab difference set D in G having the
character divisibility property exists if and only if expS2 ≤ 4.

Proof
By the remarks above, we only need to prove the nonexistence part. Note
that Corollary 3.1.2 remains true if the self-conjugacy assumption is replaced
by the character divisibility property. Putting N = 1 and a = 22t−1 there, we
conclude expS2 ≤ 8. It remains to show expS2 �= 8. Assume the contrary
and write S2 = Z8 × H, where Z8 is cyclic of order 8 and expH ≤ 8. If
rank H = 1 then t = 2 and S2 ∼= Z2

8. It is shown in [5] that this case cannot
occur. Hence we can assume rank H ≥ 2.
Let U be any be any complement of Z8 in S2, and let ρ : G → G/U be the
canonical epimorphism. From Lemma 3.1.10 we get ρ(D) ≡ 0 (mod 22t−4),
say ρ(D) = 22t−4wU , wU =

∑
g∈G/U agg. Ma’s lemma 1.5.1 gives

wU = 8X + PY (3.11)

where P is the subgroup of order 2 in G/U and X,Y are elements of Z[G/U ]
with nonnegative coefficients. Since ρ(D) cannot have coefficients greater
than |U | = 22t−1, we conclude |X ∩ PY | = 0.
Applying a character of order 8 to the equation

wUw
(−1)
U = 64(1 +

22t−1 + 1
3

G/U) (3.12)

following from Lemma 1.3.2, we see that |X0| ≥ 1. Furthermore,

|G/U | = 8(22t − 1)/3,∑
ag = 8(22t+1 + 1)/3,∑
a2

g = 64(1 +
22t−1 + 1

3
).
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The formula for
∑
a2

g follows by comparing the coefficient of 1 in (8).
We define bg := ag − 2. Then a calculation using the formulae for |G/U |,∑
ag and

∑
a2

g gives
∑

b2g = 64. (3.13)

If |X| ≥ 2 then
∑
b2g ≥ 72 which is impossible. Thus |X| = 1. Let z be the

element of order 2 of Z8. Since |X ∩ PY | = 0 we conclude that

(∗) for every complement U of Z8 in S2 there is a coset LU of U〈z〉 such that
one coset of U in LU is completely contained in D and the other has empty
intersection with D.

Write H = 〈g1, g2〉 ×K where possibly |K| = 1. Let Uij = 〈g1zi, g2z
j〉 ×K,

i, j = 0, 1. By (∗), we have LUij
�= LUi′j′ for (i, j) �= (i′, j′). Furthermore, the

cosets LUij , (i, j) �= (0, 0), correspond to six coefficients 4 in wH since every
LUij , (i, j) �= (0, 0), is the union of two cosets of H which both intersect each
of the two cosets of Uij in LUij in exactly 4 elements.
Now, we will derive a contradiction to (3.13) for U = H. We know from above
that wH has one coefficient 8 and at least 6 coefficients 4. Let {ag : g ∈ T}
be the remaining coefficients of wH . Since∑

g∈T

bg = |wH | − (8 + 4 · 6) − 2(|G/H| − 7)

= −10

we infer
∑

g∈T b
2
g ≥ 10. Thus

∑
b2g ≥ (8 − 2)2 + 6(4 − 2)2 + 10

= 70,

a contradiction to (3.13). �

3.2 Field descent exponent bounds

Now we are going to utilize the idea of the field descent from Chapter 2 to
obtain a new type of exponent bound for difference sets and related objects
which is more general than all previously known results.
In Section 2.3, the method of the field descent was used to derive a general
bound on the absolute value of cyclotomic integers. This bound has strong
implications on virtually all problems accessible to the character method.
We will obtain strong asymptotic exponent bounds for groups containing
difference sets without any restrictive assumptions like self-conjugacy. In
many cases, previously literally nothing had been known on the existence of
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these difference sets. Our results are a major step towards two longstanding
open problems in difference sets, namely Ryser’s conjecture and the circulant
Hadamard matrix conjecture.
Furthermore, we will derive a general exponent bound on groups containing
relative difference sets. As a consequence, we obtain strong necessary condi-
tions for the existence of quasiregular projective planes which, in particular,
lead to an asymptotic exponent bound for abelian groups admitting planar
functions. Finally, we will also apply the field descent to group invariant
weighing matrices.

3.2.1 A general exponent bound for difference sets

In this section, we derive a strong exponent bound for abelian groups con-
taining difference sets. Our result does not rely on any restrictive assumption
such as self-conjugacy and therefore is more general than all previously known
nonexistence results on difference sets.
For a (v, k, λ, n)-difference set D in an abelian group G define

f(D) := min{t : χ(D)ξj(χ)
v ∈ Z[ξt] for some j(χ) for all χ ∈ G∗}.

In other words, f(D) is the the smallest positive integer such that up to
multiplication with a root of unity all character values of D lie in the f(D)th
cyclotomic field. The results of this section will show that the parameter
f(D) is of fundamental importance for the study of difference sets. It is a
striking fact that f(D) = 1 for all known difference sets with gcd(v, n) > 1 in
abelian groups. However, I am not aware of any previous general results on
f(D) besides the self-conjugacy condition which guarantees f(D) = 1, but
does not apply in most cases.
We first state the most general version of our exponent bound. The main aim
of this section being the study of difference sets in abelian groups, we also
obtain a strong nonexistence result on difference sets in nonabelian groups
as a by-product.

Theorem 3.2.1 Assume the existence of a (v, k, λ, n)-difference set D in a
group G. If U is a normal subgroup of G such that G/U is cyclic of order e
then

e ≤ vF (e, n)
2
√
nϕ(F (e, n))

where ϕ denotes the Euler totient function and F is defined as in 2.2.5.

Proof Let ρ : G → G/U denote the canonical epimorphism. Then E :=
ρ(D) =

∑e−1
i=0 aig

i where 0 ≤ ai ≤ v/e and g is an element of G/U of order e.
Let χ be the character of G/U defined by χ(g) = ξe. Then χ(E) =

∑e−1
i=0 aiξ

i
e

and χ(E)χ(E) = n by Lemma 1.3.7. Theorem 2.3.2 gives

n ≤ v2F (e, n)2

4e2ϕ(F (e, n))
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implying the assertion. �

It is worth to state the abelian case separately.

Theorem 3.2.2 Assume the existence of a (v, k, λ, n)-difference set in an
abelian group G. Then

expG ≤ vF (v, n)
2
√
nϕ(F (v, n))

.

In particular, if G is cyclic, then

n ≤ F (v, n)2

4ϕ(F (v, n))
.

Remark 3.2.3 In order to understand the strength of Theorem 3.2.2 we
once more resort to an intuitive argument. Consider difference set parameters
(v, k, λ, n) and write v =

∏
pai

i where the pi are prime. Define f :=
∏
pi. For

many parameters of putative difference sets and all parameter series of known
difference sets with gcd(v, n) > 1 we have n ≈ v and f ≈

√
v or less. (again,

“≈” is not used in a strict sense here). For our reasoning we assume the worst
case, i.e., f ≈

√
v. By Remark 2.2.9, we should have F (v, n) ≈ f in almost

all cases. For a positive integer x, the order of magnitude of x/ϕ(x) is π2/6
on average, see [54]. So we consider F (v, n)/ϕ(F (v, n)) as a constant and get
F (v, n)/(2

√
nϕ(F (v, n))) ≈

√
F (v, n)/v. Using n ≈ v and F (v, n) ≈

√
v we

conclude that, loosely speaking, Theorem 3.2.2 shows

expG ≤ |G|3/4

in almost all cases with f ≈
√
v and n ≈ v.

3.2.2 Difference sets with gcd(v, n) > 1

The most interesting test cases for our exponent bound are the parameter
series corresponding to known families of difference sets. In this section, we
apply Theorem 3.2.1 to all parameter series corresponding to known difference
sets with gcd(v, n) > 1. The following is a complete list of these series, see
[64, 65].

(i) Hadamard parameters:
(v, k, λ, n) = (4u2, 2u2 − u, u2 − u, u2)
where u is any positive integer.

(ii) McFarland parameters:

(v, k, λ, n) = (qd+1[ qd+1−1
q−1 + 1], qd qd+1−1

q−1 , qd qd−1
q−1 , q

2d)
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where q = pf �= 2 and p is a prime.

(iii) Spence parameters:

(v, k, λ, n) = (3d+1 3d+1−1
2 , 3d 3d+1+1

2 , 3d 3d+1
2 , 32d)

where d is any positive integer.

(iv) Chen/Davis/Jedwab parameters:

(v, k, λ, n) = (4q2t q2t−1
q2−1 , q

2t−1[ 2(q
2t−1)

q+1 + 1], q2t−1(q − 1) q2t−1+1
q+1 ), q4t−2)

where q = pf , p is a prime, and t any positive integer.

We do not allow q = 2 for the McFarland parameters since then (v, k, λ, n) =
(22d+2, 22d+1 − 2d, 22d − 2d, 22d), and these are Hadamard parameters with
u = 2d. Hadamard difference sets are known to exist for every u of the form
u = 2a3br2 where a, b ∈ {0, 1} and r is any positive integer, see [65]. Here we
will consider arbitrary u. McFarland and Spence difference sets are known for
any prime power q and any positive integer d, see [65]. Difference sets of type
(iv) are known to exist only if f is even or p ≤ 3, see [22, 33, 65]. However,
here we will consider arbitrary f and p. We will first deal with Hadamard
difference sets. A lot of work has been devoted to finding necessary conditions
for the existence of Hadamard difference sets, see [2, 20, 21, 34, 96, 97, 98, 108,
127]. However, all these results rely either on the self-conjugacy condition
or on very restrictive assumptions on the parameter u. In particular, almost
nothing had been known on the existence of Hadamard difference sets when u
has many prime divisors. The following consequence of our exponent bound
3.2.2 changes this situation dramatically.

Theorem 3.2.4 For any finite set P of primes there is a computable con-
stant C(P ) such that

expG ≤ C(P )|G|1/2

for any abelian group G containing a Hadamard difference set whose order
u2 is a product of powers of primes in P .

Proof By Proposition 2.2.7 there is a constant C0(P ) such that F (4u2, u2) ≤
C0(P ) for all u which are products of powers of primes in P . Also note that
there is a constant E such that x/ϕ(x) < E for all x whose prime divisors
are all from P . Thus by Theorem 3.2.2, there is a constant C(P ) with
expG ≤ C(P )u. �

For a further asymptotic application of Theorem 3.2.2, we need the following
well known result from analytic number theory, see [54, Thm. 328].

Result 3.2.5 Let ϕ denote the Euler totient function. We have

lim sup
t→∞

t

ϕ(t) log log t
= eC
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where C ≈ 0.5772 is the Euler constant.

Theorem 3.2.6 Let G be an abelian group containing a difference set whose
parameters (v, k, λ, n) are of type (ii), (iii) or (iv) of the the above list. Then
the following hold if |G| is large enough.

a)

expG <

(
log log 2pfd+1

pfd−1

)1/2

|G|

for McFarland parameters,
b)

expG <

(
log log 3d+2−3

2

3d−1

)1/2

|G|

for Spence parameters,
c)

expG <

(
4 log log 8pf(2t−1)+1

pf(2t−1)−1

)1/2

|G|

for Chen/Davis/Jedwab parameters.

Proof a) Assume the existence of a difference set with McFarland parameters
in an abelian group. We only deal with the case where p is odd. The case
p = 2 is similar. Taking p1 = p in Definition 2.2.5, we see that f := F (v, n)
divides p( qd+1−1

q−1 + 1) since b1 = 1. This implies

f ≤ 2pfd+1. (3.14)

Result 3.2.5 implies
f

ϕ(f)
< 2 log log 2pfd+1 (3.15)

if |G| and thus pfd is large enough. Combining (3.14), (3.15) and Theorem
3.2.2 yields the assertion. The proofs for parts b) and c) are similar. �

3.2.3 Towards Ryser’s conjecture

Ryser’s conjecture [112, p. 139] asserts that there is no (v, k, λ, n)-difference
set with gcd(v, n) > 1 in any cyclic group. The next application of Theorem
3.2.2 shows that Ryser’s conjecture is true for most of the parameters of
known difference sets.

Theorem 3.2.7
a) If there is a Hadamard difference set in a cyclic group of order v = 4u2

then F (v, u)2/ϕ(F (v, u)) ≥ v.
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b) If there is a difference set with McFarland parameters in a cyclic group of
order qd+1[ qd+1−1

q−1 + 1], q = pf , then p > 2, d = f = 1 and

p+ 2
ϕ(p+ 2)

≥ 4 − 12
p+ 2

(3.16)

In particular, p+ 2 has at least 20 distinct prime divisors and p > 2 · 1028.
c) There are no difference sets with Spence or Chen/Davis/Jedwab parame-
ters in any cyclic groups.

Proof a) This is immediate from Theorem 3.2.2.
b) Assume the existence of a difference set with McFarland parameters in a
cyclic group G of order v = qd+1[ qd+1−1

q−1 + 1] where q = pf , and p is a prime.
We first show f = d = 1.
If we take p1 = p in Definition 2.2.5 then b1 = 1 if p is odd and b1 = 2 if
p = 2. In both cases f := F (v, n) divides p( qd+1−1

q−1 + 1) since qd+1−1
q−1 + 1 is

even for p = 2. Thus

f ≤ 2pfd+1. (3.17)

Since 2 · 3 · 5/(1 · 2 · 4) < 4, and since r2/25 > r/(r− 1) for all r ≥ 7, we have

x

4ϕ(x)
< x2/25

for all integers x > 1. From Thereom 3.2.2 and (3.2.7) we thus get

p2fd < (2pfd+1)27/25.

This implies fd = 1 or fd = 2 and p = 2. In the latter case we have f = 2
and d = 1 since we assumed q = pf �= 2 for McFarland parameters. A direct
application of Theorem 3.2.2 shows that this case cannot occur. Thus we
have shown fd = 1.
Now let fd = 1. Then p �= 2 since q �= 2, and we have v = p2(p+2). Thus f :=
F (v, n) divides p(p+ 2). Theorem 3.2.2 gives p2 ≤ p2(p+ 2)2/[4ϕ(p(p+ 2))]
proving (3.16). Let Y = 3 · 5 · · · 73 be the product of the 20 smallest odd
primes. Then Y/ϕ(Y ) < 3.97 and Y > 2 · 1028. This implies the remaining
assertions of part b.
c) In the case of Spence parameters we have F (v, n) ≤ 3(3d+1 − 1)/2 and
s ≤ d in Theorem 3.2.2 and thus expG < (2/3)d−2v. This leaves only the
case d = 1 where we have (v, k, λ, n)) = (36, 15, 6, 9). But 3 is self-conjugate
modulo 36, and thus no difference set with these parameters can exist in the
cyclic group by Result 3.1.2.
In order to prove the nonexistence of difference sets with Chen/Davis/Jedwab
parameters in cyclic groups G we apply Result 3.1.2. First assume that p is
odd. Denote the Sylow p-subgroup of G by Sp. Note that Sp is cyclic of order
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q2t. Let U be the subgroup of G of order 2 q2t−1
q2−1 . Then p is self-conjugate

modulo e := expG/U since e is 2 times a power of p. Thus Result 3.1.2
implies

q2t = expSp ≤ |U ||Sp|/q2t−1 = 2q
q2t − 1
q2 − 1

.

Thus 1 < 2q/(q2 − 1) contradicting q ≥ 3.
Finally, for p = 2 we take |U | = q2t−1

q2−1 , and apply the same argument. �

3.2.4 Circulant Hadamard matrices and
Barker sequences

We recall that the circulant Hadamard matrix conjecture asserts that
there is no circulant Hadamard matrix of order greater than 4. By Lemma
1.3.11, the order of a circulant Hadamard matrix is an even square, say 4u2.
Futhermore, a circulant Hadamard matrix of order 4u2 exists if and only if
there is a Hadamard difference set in the cyclic group of order 4u2. Turyn
[127, 128] proved that u must be odd if a circulant Hadamard matrix of
order 4u2 exists and that the circulant Hadamard matrix conjecture is true
for u < 55. However, since Turyn’s work in the 60s there has not been any
progress on this conjecture because of the lack of methods to overcome the
failure of the self-conjugacy approach.
Using the equivalence to Hadamard difference sets in cyclic groups, we can
apply Theorem 3.2.7 a) to the circulant Hadamard matrix conjecture. Re-
mark 2.2.8 strongly suggests that part a) of Theorem 3.2.7 should rule out
the existence of circulant Hadamard matrices for almost all u. We confirm
this by a computer search. Combining [127, Thm. 6] with Theorem 3.2.7 a,
we find the following.

Theorem 3.2.8 There is no circulant Hadamard matrix of order v in the
range 4 < v ≤ 1011 with the possible exceptions of v = 4u2 with u ∈
{165, 11715, 82005}.

A Barker sequence of length l is a sequence (ai)l
i=1 with ai = ±1 such

that |
∑l−k

i=1 aiai+k| ≤ 1 for 1 ≤ k ≤ l − 1. It is known that the existence
of a Barker sequence of length l > 13 implies the existence of a circulant
Hadamard matrix of order l, see [127, 128]. Thus l = 4u2 where u is odd. It
is shown in [42] that l cannot have a prime divisor p ≡ 3 ( mod 4) if l > 13 is
the length of a Barker sequence. Combining these two results with Theorem
3.2.7 a) we get the following bound by a computer search. It improves the
previously known bound [41, p. 363] by a factor greater than 106. We do not
need Turyn’s bound [127, Thm. 6] to obtain this result.

Theorem 3.2.9 There is no Barker sequence of length l with

13 < l ≤ 4 · 1012.
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3.2.5 Relative difference sets and planar functions

In this section, we utilize the method of the field descent to obtain a nonexis-
tence theorem on relative difference sets. No results of comparable generality
had previously been known. A treatment of most of the previously known
results can be found in [105, Chapters 4,5]. In particular, we will obtain new
necessary conditions for the existence of relative (n, n, n, 1)-difference sets
which are equivalent to quasiregular projective planes of type b) of the Dem-
bowski/Piper classification [37]. We will combine this result with a further
new nonexistence theorem on relative (n, n, n, 1)-difference sets to derive a
strong asymptotic exponent bound on abelian groups admitting planar func-
tions.
If the prime power conjecture for projective planes is true, then, in particular,
n must be a prime power if a relative (n, n, n, 1)-difference set exists. It is
known that n must be a power of 2 if a relative (n, n, n, 1)-difference set with
even n exists in an abelian group, see [45] or [63]. In an important paper, Ma
[83] proved that there is no relative (n, n, n, 1)-difference set in an abelian
group if n is a product of two primes. However, aside from Ma’s result and
a simple exponent bound [105, Thm. 4.1.1] very little had been known about
the existence of relative (n, n, n, 1)-difference sets in general – especially if
n has many prime divisors, see [105, Section 5.4]. As for the Hadamard
difference sets, our results are the first to tackle these cases.

Theorem 3.2.10 Assume the existence of an (m,n, k, λ)-difference R set in
a group G relative to N . Let U be any subgroup of G not containing N such
that G/U is cyclic of order e. Then

|U ∩N | ≤ |U |F (e, k)
2
√
kϕ(F (e, k))

.

Proof Let ρ : G → G/U be the canonical epimorphism, and let χ be a
character of G/U of order e. Note that χ is nontrivial on NU := NU/U since
U does not contain N . Since any coset of N contains at most one element
of R and since χ has a trivial kernel, we have χ(ρ(R)) =

∑e−1
i=0 aiξ

i
e with

0 ≤ ai ≤ C where C = |U |/|U ∩N |. Since χ is nontrivial on NU we get

k = χ(ρ(R))χ(ρ(R)) ≤ |U |2F (e, k)2

4ϕ(F (e, k))|U ∩N |2

from Lemma 1.3.6 and Theorem 2.3.2 proving the theorem. �

Now we are going to study relative (n, n, n, 1)-difference sets corresponding
to quasiregular projective planes of type b) of the Dembowski/Piper classi-
fication [37], see Proposition 3.2.11 below. These projective planes (of order
n) admit a quasiregular collineation group of order n2 with exactly three
point orbits whose sizes are 1, n, n2. Here a collineation group G is called
quasiregular if it induces a regular operation on all its point orbits, i.e., if
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all points in any fixed orbit of G have the same stabilizer. Since the conju-
gates of a point stabilizer coincide with the stabilizers of the points in the
same orbit, a collineation group G is quasiregular if and only if all its point
stabilizers are normal subgroups of G. In particular, any abelian collineation
group is quasiregular. Next, we describe the connection between quasiregular
projective planes and relative (n, n, n, 1)-difference sets. For the convenience
of the reader, we sketch the proof.

Proposition 3.2.11 There is a projective plane of order n with a quasiregu-
lar collineation group G of order n2 and point orbits of size 1, n, n2 if and only
if there is an (n, n, n, 1)-difference set R in G relative to a normal subgroup
N .

Proof Assume that there is a projective plane of order n with a collineation
group G as described in the assertion. By [37, Thm. 4] the orbits of size
1, n form an incident point-line pair (p0, L0). Since G acts regularly on the
point orbit O of size n2, we may identify G with O. Let p �= p0 be a point
incident with L0, and let L �= L0 be a line through p. Then N := Gp is a
normal subgroup of G of order n, and a straightforward verification shows
that L \ {p} is an (n, n, n, 1)-difference set in G relative to N . The converse
is proven by reversing this construction. �

The next theorem will be needed for the proof of our asymptotic exponent
bound for groups admitting planar functions.

Theorem 3.2.12 Let G be an abelian group containing an (n, n, n, 1)-difference
set R relative to N . Let p be a prime divisor of n, and let S be the Sylow
p-subgroup of N . If pa is the exact power of p dividing n then

expS ≤ p�a/2

where �x� denotes the smallest integer ≥ x.

Proof
Let o(g) denote the order of an element g of G. Assume e := expS ≥ p�a/2+1

and let S = 〈a1〉× · · ·× 〈at〉, o(a1) = e, be a decomposition of S into a direct
product of cyclic groups. Let G = 〈b1〉 × · · · × 〈bs〉 be a decomposition of
G into cyclic groups of prime power order and write a1 =

∏s
j=1 b

tj

j where
w.l.o.g. o(bt11 ) = e.
Define χ ∈ G∗ by χ(b1) = ξo(b1) and χ(bj) = 1 for j > 1 and write K :=
Ker χ. Then G/K is a cyclic p-group whose order is at least p�a/2+1 since
o(b1) ≥ o(bt11 ) = e ≥ p�a/2+1. Furthermore, |S ∩K| = |Ker χ|S | = pa/e.
Let ρ : G → G/K be the canonical automorphism. We have χ(ρ(R))χ(ρ(R)) ∈
{0, n} by Lemma 1.3.6 implying χ(ρ(R))χ(ρ(R)) ≡ 0 ( mod pa) for every
nontrivial χ ∈ (G/K)∗. Since p is self-conjugate modulo any power of p and
thus modulo expG/K, we get χ(ρ(R)) ≡ 0 ( mod p	a/2
) for every nontrivial
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χ ∈ (G/K)∗ from Corollary 1.4.5. This congruence also holds for the trivial
character χ0 of G/K since χ0(ρ(R)) = |R| = n. Thus we can apply Lemma
1.5.2 and get (using the notation of Lemma 1.5.2)

ρ(R) = p	a/2
X0 + p	a/2
−1P1X1 + · · · +X	a/2
P	a/2
.

Thus p	a/2
 divides ρ(R)ρ(R)(−1). From Lemma 1.3.1 we get

ρ(R)ρ(R)(−1) = n− |S ∩K|N + |K|G.

Thus p	a/2
 divides |S ∩K| = pa/e contradicting e ≥ p�a/2+1. �

It is known that a planar function from Zn to Zn cannot exist if n is even,
not squarefree or the product of two primes or if there are two prime divisors
p, q of n such that p is self-conjugate modulo q, see [83, Thm. 1.1, Cor. 4.4].
However, very little has been known about planar functions f : H → N for
which H and N are noncyclic abelian groups. Our next result provides an
asymptotic exponent bound on H and N .

Theorem 3.2.13 For any finite set P of primes there is a computable con-
stant C(P ) such that

expH, expN ≤ C(P )
√
n

for any abelian groups H, N admitting a planar function f : H → N whose
degree n is a product of powers of primes in P .

Proof Assume that there is a planar function f : H → K where H and K
are abelian groups of order n, and n is product of powers of primes in P . By
Lemma 1.2.8 there is an (n, n, n, 1)-difference set in G := H ×N relative to
N . From Theorem 3.2.12 we get

expN ≤
√
n
∏
p∈P

√
p. (3.18)

Let χ be a character of G of order e := expH with |ker χ ∩N | = n/p where
p is some prime divisor of n. Write U := ker χ and note |U | = n2/e. Then
G/U is cylic of order e and thus

|U ∩N | = n/p ≤ F (e, n)n2

2e
√
nϕ(F (e, n))

by Theorem 3.2.10. Hence, by Proposition 2.2.7,

e = expH ≤ C ′√n (3.19)

for some constant C ′ only depending on P . Now the assertion follows from
(3.18) and (3.19). �
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3.2.6 Group invariant weighing matrices

Our last application of the field descent will be to group invariant weighing
matrices. For the basics on group invariant weighing matrices, see Section
1.2.13. Very little has been known on the existence of group invariant weigh-
ing matrices. The case which has attracted the most attention is that of
circulant weighing matrices, i.e., matrices W (m,n) which are invariant un-
der the cyclic group Zm, see [40, 101, 102, 120]. The nicest result in this
direction is the following consequence of the solution of the so-called Water-
loo problem due to Arasu, Dillon, Jungnickel, and Pott [4]. See also [105,
Chapter 3.3].

Result 3.2.14 Let q be a prime power, and let d ≥ 3 be an integer. A
circulant weighing matrix W ((qd − 1)/(q − 1), qd−1) exists if and only if d is
odd.

Note that if d is even, say d = 2a, there is a subgroup of order qa + 1 of
Z(qd−1)/(q−1), and p is self-conjugate modulo qa + 1. Using [127, Thm. 6], it
is easy to prove the nonexistence part of Result 3.2.14. The existence part was
established in [4] by a construction using quadrics in projective geometries.
There are some further nonexistence results for circulant weighing matrices.
It has been shown that there are no circulant weighing matrices W (m,m−1)
for m > 2 [102] and that a circulant weighing matrix W (m,n) with odd
m can only exist if (m−n)2 − (m−n) ≥ n−1 [46]. Further nonexistence
results can be obtained using multiplier theorems or Turyn’s self-conjugacy
approach. However, these methods only work under severe restrictions on the
parameters m and n and, as usual, fail in most cases when m or n have many
prime divisors. As a consequence of Theorem 2.3.2 we obtain the following
result which is of much broader applicability. Recall that by Lemma 1.2.13
a group invariant weighing matrix W (m,n) can only exist if n is a square.

Theorem 3.2.15 Assume the existence of a G-invariant weighing matrix
H = W (m, s2) where s is a positive integer. Let U be a subgroup of G such
that G/U is cyclic of order e. Then

s ≤ |U |F (m, s)√
ϕ(F (m, s))

.

In particular, the existence of a circulant weighing matrix W (m, s2) implies

s ≤ F (m, s)√
ϕ(F (m, s))

.

Proof Let ρ : G → G/U be the canonical epimorphism, and let χ be
a character of G/U of order e. If we view H as an element of Z[G] (see
Lemma 1.3.9) then ρ(H) =

∑
g∈G/U agg with |ag| ≤ |U | for all g since H
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has coefficients −1, 0, 1 only. As χ has a trivial kernel, we get χ(ρ(H)) =∑e−1
i=0 biξ

i
e with |bi| ≤ |U | for all i. Adding 0 = |U |

∑e−1
i=0 ξ

i
e, we get χ(ρ(H)) =∑e−1

i=0 aiξ
i
e with 0 ≤ ai ≤ 2|U |. Now we apply Lemma 1.3.10 and Theorem

2.3.2 and get

s2 = χ(ρ(H))χ(ρ(H))) ≤ |U |2F (e, s)2/ϕ(F (e, s))

(note F (e, s) = F (e, s2)) proving the assertion. �

Note that Theorem 3.2.15 is weaker than Theorem 3.2.7 a) in the case of
circulant Hadamard matrices since we had to deal with coefficients −1, 0, 1
instead of just −1, 1. As an example illustrating the power of Theorem 3.2.15
we give an application to the family of group invariant weighing matrices
W (2s2, s2) where s is a positive integer. This is a rich and interesting family
since examples for such matrices are known for any square s: There are
Hadamard difference sets of order n = s2 in suitable abelian groups G for any
square s [22]. If D is such a Hadamard difference set (viewed as a group ring
element) and ρ : G → G/U is a projection onto a subgroup U of G of order
2 then ρ(D) − (G/U) ∈ Z[G/U ] corresponds to a G/U -invariant weighing
matrix W (2s2, s2). It is straightforward to verify this using Lemmas 1.3.2
and 1.3.9.

Corollary 3.2.16 Let P be any finite set of primes, and let Q be the set of
all products of powers of primes in P . Then there is a computable constant
C(P ) such that

exp(G) ≤ C(P )s

for any s ∈ Q and any abelian group G of order 2s2 for which a G-invariant
weighing matrix W (2s2, s2) exists.
In particular, a circulant weighing matrix W (2s2, s2) can only exist for finitely
many s ∈ Q.

Proof This is immediate from Proposition 2.2.7 and Theorem 3.2.15. �



Chapter 4

Two-weight irreducible
cyclic codes

The determination of the weight distribution of irreducible cyclic codes is a
fascinating problem which can be tackled by an interplay of number theo-
retic and combinatorial techniques. Important contributions in this direction
can be found in [9, 11, 71, 93]. An identity due to McEliece [93] shows that
the weights of an irreducible cyclic code can be expressed by linear combina-
tions of Gauss sums via the Fourier transform. This makes number theoretic
techniques available for the determination of the weights of irreducible cyclic
codes. However, McEliece’s identity also indicates that this problem is ex-
tremely difficult in general since the same is true for the evaluation of Gauss
sums.
Even the two-weight irreducible cyclic codes have not yet been classified.
Two infinite families of two-weight irreducible cyclic codes and seven sporadic
examples are known, see Section 4.2. In this chapter, we will give a unified
explanation for all these two-weight codes, find four new sporadic examples
and provide evidence that there are no further examples.
The main point of our approach is to find “simple” necessary and suffi-
cient numerical conditions for an irreducible cyclic code to have at most
two weights. In Section 4.1, we will derive these conditions without eval-
uating the corresponding Gauss sums in McEliece’s identity; we only need
to use the factorization of Gauss sums given by Stickelberger’s theorem and
Parseval’s identity for Fourier transforms. What makes the analysis of our
“simple” conditions complicated is that they involve a parameter θ coming
from Stickelberger’s theorem which behaves as irregular as class numbers of
imaginary quadratic number fields. Nevertheless, we believe to have found all
two-weight irreducible cyclic codes. The classification is described in detail
in Section 4.2.
In Section 4.3, we prove the completeness of our classification in some cases by
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resorting to an class number estimate conditionally on GRH due to Louboutin
[81]. We also use recent results on Gauss sums due to Mbodj [92].
Two-weight irreducible cyclic codes can also be studied in terms of two-
intersection sets in finite projective spaces and in terms of difference sets.
Since these viewpoints are enlightening sometimes, we explain them in Sec-
tion 4.4. The two-intersection sets corresponding to the eleven sporadic two-
weight codes all have the interesting property that the square of the difference
of their intersection numbers is not the order of the underlying geometry.
Such sets are rare and have received some recent interest.
Turning to the difference set interpretation, we arrive at the most elegant
way to phrase our results: subject to our conjecture, there are exactly eleven
sub-difference sets of Singer difference sets which are not trivial or Singer
difference sets themselves. We will identify these eleven examples among the
known difference sets.

4.1 A necessary and sufficient condition

We now state and prove the necessary and sufficient numerical conditions
on the parameters of an irreducible cyclic code to have at most two nonzero
weights. As explained in Section 1.2.6, for the classification of two-weight
irreducible cyclic codes, it suffices to consider the codes C(q,m, u) defined
below.

Definition 4.1.1 Let L/K be an extension of finite fields of degree m where
K has order q. Let n be a divisor of qm − 1 divisible by q − 1, and write
u = (qm − 1)/n. Let ω be a primitive nth root of unity in L. Define

C(q,m, u) :=
{
c(y) :=

(
TrL/K(yωi)

)n−1

i=0

∣∣∣∣ y ∈ L

}
.

By Proposition 1.2.16, the codes C(q,m, u) are irreducible cyclic codes. We
use the parameter u instead of n in the notation of these codes as u will play
a more important role. We now show that we can restrict our attention to
the codes C(q,m, u) with q prime.

Proposition 4.1.2 Let q = pt where p is a prime. Then C(q,m, u) is a
two-weight code if and only if C(p,mt, u) is a two-weight code.

Proof Let K = Fq. Because of the K-linearity of TrL/K and since K∗ ⊂ 〈ω〉,
the nonzero entries of the codeword c(y) = (TrL/K(yωi))n−1

i=0 of C(q,m, u)
are uniformly distributed over K∗. Let w(y) be the weight of c(y), and let
w′(y) be the weight of the the corresponding codeword (TrL/Fp)(yωi))n−1

i=0 of
C(q,mt, u). Then w′(y) = w(y)− [w(y)/(q−1)](q/p−1) = w(y)q(p−1)/[(q−
1)p]. Thus the weights of C(q,m, u) and C(p,mt, u) only differ by a constant
factor. �
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In view of Propostion 4.1.2, we will only consider codes C(p,m, u) with p
prime henceforth. As a preparation for the proof of our main theorem, we
need a lemma on maximum p-powers dividing Gauss sums. We recall that
for a character χ of F∗

q , q = pf , p prime, the corresponding Gauss sum is
defined by

G(χ) =
∑
x∈F∗

q

χ(x)ξTrFq/Fp (x).

As in Stickelberger’s theorem, Sp(y) will denote the sum of the p-digits of y.

Lemma 4.1.3 Let p be a prime, and let u be a positive integer with (u, p) =
1. Write f := ordu(p). Define

θ(u, p) :=
1

p− 1
min
{
Sp

( j(pf −1)
u

)
: 1 ≤ j < u

}
.

Let s be a positive integer. If u divides (psf − 1)/(p− 1), then psθ(u,p) is the
largest p-power dividing G(χ) for every nontrivial character χ of F∗

psf such
that χu is trivial.

Proof First of all, we can assume s = 1, since the general assertion follows
from the case s = 1 and the Davenport-Hasse theorem 1.4.10. Write q := pf .
Let π be an arbitrary prime ideal above p in Q(ξq−1) and let π̃ be a prime
ideal above π in Q(ξq−1, ξp). By Lemma 1.4.2, we have π = π̃p−1. Let τ be
the Teichmüller character of F∗

q corresponding to π. Since τ has order q − 1,
the set of nontrivial characters of F∗

q of order dividing u is

{τ j(q−1)/u : 1 ≤ j < u} =: U.

Let νπ̃ denote the π̃-adic evaluation. By Stickerberger’s theorem 1.4.9, we
have

νπ̃(G(τ l)) = Sp(l) (4.1)

for l = 1, ..., q − 2. By Lemma 1.4.8, we have G(χ) ∈ Z[ξq−1] for all χ ∈ U .
Thus, since π = π̃p−1 and because of (4.1), we get Sp(l) ≡ 0 (mod p− 1) for
l = j(q − 1)/u, 1 ≤ j < u. This shows that θ(u, p) is an integer. By (4.1),
the maximum power of π dividing G(χ) for all χ ∈ U is

1
p− 1

min{νπ̃(G(χ)) : χ ∈ U} = θ(u, p).

Note that θ(u, p) does not depend on the prime ideal π. Thus, for any prime
ideal π above p in Q(ξq−1), the maximum power of π dividing G(χ) for
all χ ∈ U is θ(u, p). Since p is unramified in Q(ξq−1)/Q, this implies the
assertion. �
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Theorem 4.1.4 Let p be a prime, and let u, m be positive integers such that
u divides (pm − 1)/(p− 1). Write θ = θ(u, p) and m = fs with f := ordu(p).
Then C(p,m, u) is a two-weight code if and only if there exists a positive
integer k satisfying

k | u− 1

kpsθ ≡ ±1 (mod u)

k(u− k) = (u− 1)ps(f−2θ)



(4.2)

Proof Necessity. Assume that C(p,m, u) is a two-weight code. Let ω be
a primitive nth root of unity in Fpm where n = (pm − 1)/u. By Proposition
1.2.19, the Singer difference set D of PG(m− 1, p) has a sub-difference set E
in H := G/〈ω〉, where G = F∗

pm/F∗
p is the Singer cycle of PG(m−1, p). Since

|G/〈ω〉| = u, the parameters of E are of the form (u, k, λ). By replacing E by
its complement in H if necessary, we may assume k < u/2 and thus λ < u/4.
We will show that k satisfies (4.2). Write l := k − λ. Let ρ : G → H be the
canonical epimorphism. Throughout this proof, characters χ of H are also
viewed as characters of G via χ(g) = χ(g〈ω〉) for g ∈ G. We have

ρ(D) = aE + bH (4.3)

for some integers a, b by the definition of a sub-difference set. Let χ be a
nontrivial character of H. Then |χ(D)|2 = pm−2 and |χ(E)|2 = l by Lemma
1.3.7. On the other hand, from (4.3) we get χ(D) = aχ(E) and thus

pm−2 = a2l. (4.4)

Hence a and l is are both powers of p. This together with λ < n, (u, p) = 1
and k2 = l + λu implies (k, λ) = 1. Since k(k − 1) = λ(u− 1), we see that k
divides u− 1.
By Lemma 1.4.8, we have pχ(D) = G(χ) for all nontrivial characters χ of
H. Thus, by Lemma 4.1.3, the maximum power of p dividing χ(D) for all
nontrivial characters χ of H is psθ−1. Since a is a power of p and χ(D) =
aχ(E) for all nontrivial characters χ of H, we conclude that a divides psθ−1.
We claim a = ±psθ−1. Otherwise a divides psθ−2, and p divides χ(E) for all
nontrivial characters χ of H since χ(D) = aχ(E). By Corollary 1.3.5, this
implies E = pX + cH for some X ∈ Z[H] and some integer c. Note that
X �= 0 since otherwise χ(E) = 0 for all nontrivial characters χ of H. Since
E has coefficients 0, 1 only, E = pX + cH implies that X is a multiple of H.
But then again χ(E) = 0 for all nontrivial characters χ of H, a contradiction.
This shows a = ±psθ−1. Thus (4.3) now reads

ρ(D) = ±psθ−1E + bH. (4.5)
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Recall that |ρ(D)| = |D| = (pm−1 − 1)/(p− 1) . From (4.5) we get

pm−1 ≡ pm−1 − 1
p− 1

≡ |ρ(D)| ≡ ±psθ−1k (mod u).

Hence psθk ≡ ±pm ≡ ±1 (mod u) verifying the second condition in (4.2).
From (4.4) and a = ±psθ−1 we get l = pm−2sθ. Hence λ = k− pm−2sθ. Thus
k(k − 1) = λ(u − 1), i.e., the trivial necessary condition for the existence of
a (u, k, λ) difference set, implies the third condition in (4.2).

Sufficiency. Assume that (4.2) holds. Define D, H and ρ as in the first part
of the proof. Define an element E of the group algebra Q[H] by

E := (ρ(D) − xH)/psθ−1 (4.6)

where

x =
(pm−1 − 1) ∓ k(p− 1)psθ−1

u(p− 1)
.

First of all, x is an integer because of the second condition in (4.2). Let χ0
be the principal character of H.
Then χ0(ρ(D)−xH) = (pm−1 − 1)/(p− 1)− [(pm−1 − 1)/(p− 1)∓ kpsθ−1] =
±kpsθ−1. Furthermore, all nontrivial character values of ρ(D) − xH are
divisible by psθ−1 by Lemmas 1.3.7, 1.4.8 and 4.1.3. Thus ρ(D) − xH is
divisible by psθ−1 by Lemma 1.3.4. Hence E ∈ Z[H]. Write E =

∑
h∈H ehh

with eh ∈ Z. Then
∑
eh = χ0(E) = ±k. Furthermore, by Lemma 1.3.2

applied to D, we have

EE(−1) = pm−2sθ +
k2 − pm−2sθ

u
H.

Thus
∑
e2h = (k2 − (u− 1)pm−2sθ)/u = k using the third condition in (4.2).

This implies eh = ±1 for all h ∈ H. Thus E is a sub-difference set of D in
H. Now the assertion follows from Proposition 1.2.19. �

4.2 All two-weight irreducible cyclic codes?

Using Theorem 4.1.4 we can attempt to classify all two-weight irreducible
cyclic codes by finding all solutions to (4.2).

4.2.1 Subfield and semiprimitive codes

There are two known infinite families of all two-weight irreducible cyclic
codes: the subfield codes and the semiprimitive codes. We now describe
the corresponding solutions of (4.2). We use the notation of Definition 4.1.1.
The most obvious two-weight codes C(p,m, u) arise if ω generates a subfield
of L.
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Proposition 4.2.1 If ω is a primitive element for a subfield F ∼= Fpa of
L = Fpm , then C(p,m, u) has only one nonzero weight.

Proof Let y ∈ L∗. If TrL/F (y) = 0, then TrL/K(yωi) = 0 for all i. If
TrL/F (y) �= 0, then {ωi : TrL/K(yωi) = 0} ∪ {0} is a K-vector space of
dimension a− 1. Thus the only nonzero weight of C(p,m, u) is pa − pa−1. �

We call the codes appearing in Proposition 4.2.1 subfield codes. From the
proofs of Theorem 4.1.4 and Proposition 4.2.1 we see that k = (pm−a −
1)/(pa − 1) in (4.2) and thus θ(u, p) = a for a subfield code C(p,m, u). Thus
we have the following.

Proposition 4.2.2 The subfield codes C(p,m, u) exactly correspond to the
solutions of (4.2) with

u = (pm − 1)/(pa − 1)
k = (pm−a − 1)/(pa − 1)

θ(u, p) = a.

Now we come to the semiprimitive codes. A prime p is called semiprimitive
modulo u if −1 is power of p modulo u. Note that (4.2) has a solution with
k =∈ {1, u − 1} if and only if θ(u, p) = f/2. By [10, Thms. 1,4], we have
θ(u, p) = f/2 if and only if p is semiprimitive modulo u. Thus we have the
following.

Proposition 4.2.3 There is a solution of (4.2) with k ∈ {1, u − 1} if and
only if p is semiprimitive modulo u. The corresponding two-weight codes
C(p,m, u) are called semiprimitive codes.

4.2.2 The exceptional codes

Two-weight irreducible cyclic codes which are neither subfield nor semiprim-
itive codes will be called exceptional. The corresponding solutions of (4.2)
will also be called exceptional. Theorem 4.1.4 makes possible a computer
search for exceptional codes. This can be done as follows. For every proper
divisor k > 1 of u− 1 compute k(u− k)/(u− 1). If it is a prime power, say
pr, check whether f − 2θ divides r. If so and the quotient is s, as long as the
congruence condition of (4.2) holds, C(p, fs, u) is a two-weight irreducible
cyclic code. The following table lists all exceptional solutions of (4.2) with
u ≤ 100, 000.
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u p s f θ k ε

11 3 1 5 2 5 +1
19 5 1 9 4 9 +1
35 3 1 12 5 17 +1
37 7 1 9 4 9 +1
43 11 1 7 3 21 +1
67 17 1 33 16 33 +1
107 3 1 53 25 53 +1
133 5 1 18 8 33 −1
163 41 1 81 40 81 +1
323 3 1 144 70 161 +1
499 5 1 249 123 249 +1

The two-weight codes from above with u ∈ {11, 19, 67, 107, 163, 499} were
already found by Langevin [71]. His proof relies on the fact that the Gauss
sums in McEliece’s indentity can be evaluated if u is prime and f = (u −
1)/2. Batten and Dover [7] verified by computer that C(7, 9, 37) is a two-
weight code. The result in [7] is presented as a certain two-intersection set in
PG(2, 73); see Section 4.4 for more on the correspondence between two-weight
codes and two-intersection sets. We believe that C(3, 12, 35), C(11, 7, 43),
C(5, 18, 133) and C(3, 144, 323) are new two-weight codes.
The fact that there are no exceptional solutions with 500 ≤ u ≤ 100, 000 and
the results of the next section provide evidence for the following.

Conjecture 4.2.4 An irreducible cyclic code C(p,m, u) is a two-weight code
if and only if it is a subfield code, a semiprimitive code or appears in the table
of exceptional codes above.

4.3 Partial proof of Conjecture 4.2.4

Conditionally on GRH, we give a partial proof of Conjecture 4.2.4. Again we
only consider codes C(p,m, u) with p prime.
One of the tools we will need is a bound on class numbers of imaginary
quadratic fields due to Louboutin [81]. Let K be an imaginary quadratic
number field, and let ζK(s) denote its Dedekind zeta function, see [13, p. 309].
We recall that the generalized Riemann hypothesis (GRH) for K asserts that
�s = 1/2 for all zeros s of ζK(s) with 0 < �s < 1. Here �s denotes the real
part of the complex number s.

Result 4.3.1 (Louboutin [81]) Let u be a square-free positive integer and
let h(−u) denote the class number of K = Q(

√
−u). Assuming GRH for K,

we have

h(−u) ≥ π
√
u

3e log u
.
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We combine Louboutin’s bound with recent work of Langevin [72] and Mbodj
[92] on Gauss sums to prove the following.

Theorem 4.3.2 Conditionally on GRH, there are no two-weight irreducible
cyclic codes C(p,m, u) for which the triple (p,m, u) satisfies any of the fol-
lowing conditions.

(a) u ≡ 0 (mod 3), u �= 3, p ≡ 1 (mod 3) and

m >
3 log((u+ 1)/4)

log p
. (4.7)

(b) There is a prime divisor r ≡ 3 (mod 4) of u with r > 3,

ordr(p) = (r − 1)/2 (4.8)

and

m >
3e(r − 1) log r log ((u+ 1)/4)

2π
√
r log p

. (4.9)

(c) There are two odd prime divisors r, s > 3 of u such that

ordr(p) = r − 1, ordrs(p) = (r − 1)(s− 1)/2 (4.10)

and

m >
3e(r − 1)(s− 1) log rs log ((u+ 1)/4)

2π
√
rs log p

. (4.11)

Proof (b) Assume that C(p,m, u) is a two-weight code. Write f = ordu(p),
m = ft, g = (r−1)/2, and let χ be a character of GF(pg) of order r. By [72],
the exact power of p dividing the Gauss sum G(χ) is p(g−h)/2 where h is the
class number of Q(

√
−r). Thus, by the Davenport-Hasse theorem and Lemma

4.1.3, 2θ(u, p) ≤ f−hf/g. Recall that k(u−k) = (u−1)pt(f−2θ(u,p)) for some
divisor k of u− 1 by Theorem 4.1.4. Note that k(u− k)/(u− 1) ≤ (u+ 1)/4.
Putting this together, we get

u+ 1
4

≥ pt(f−2θ(u,p)) ≥ pmh/g.

Now assertion (b) follows by taking logarithms and using Result 4.3.1.
The proof of part (c) is similar. If s ≡ 3 (mod 4) and ords(p) = (s − 1)/2
then the bound from part (b), with s in place of r, implies the bound in
(c). Otherwise, we may use Proposition 3.8 of [92] applied to a character of
GF(pg) of order rs in the estimation of θ(u, p). Here g = (r − 1)(s − 1)/2.
Proceed as in part (b).
To prove (a), note that sp(pf −1

3 ) = f(p − 1)/3. By Lemma 4.1.3, tθ(u, p) ≤
m/3. As in part (b), the result follows by Theorem 4.1.4. �
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Following Mbodj [92], we say that the pair (u, p) falls under the index 2 case
if u is odd and ordu(p) = ϕ(u)/2. Note that u can have at most two distinct
prime divisors in this case. The corresponding codes C(p,m, u) will be called
index 2 codes. Index 2 codes are promising candidates for two-weight codes
because of the following.

Proposition 4.3.3 The number of different nonzero weights of a code C(p,m, u)
is at most the number of orbits of x �→ xp on Z∗

u.

Proof The weight of a codeword c(y) only depends on the coset 〈ω〉y. This
implies the assertion since the Frobenius automorphism y → yp of Fpm is
trace-preserving. �

In particular, an index 2 code with u prime has at most three different nonzero
weights. Note that eight of the eleven exceptional two-weight codes listed in
Section 4.2.2 are index 2 codes. Thus it is desirable to verify Conjecture 4.2.4
for index 2 codes.

Theorem 4.3.4 Conditionally on GRH, Conjecture 4.2.4 is true for all in-
dex 2 codes.

Proof Let C = C(p,m, u) be a two-weight index 2 code. If C is a semiprimi-
tive code, then there is nothing to show. Thus assume that p is not semiprim-
itive modulo u. First suppose 3 divides u and p ≡ 1 (mod 3). If u = 3asb,
for a prime s > 3, then Theorem 4.3.2 a implies

3a−1(s− 1)sb−1 ≤ 3 log((u+ 1)/4)
log p

.

Hence,
u log 7

12
≤ log

u+ 1
4

,

a contradiction. The case u is a power of 3 is similar and once again there
are no admissible values of u by Theorem 4.3.2 a.
Next suppose that (u, 3) = 1. We claim that

π
√
u log p

3e log u
≤ log

u+ 1
4

. (4.12)

We carry out the proof of (4.12) only for the case where u has two distinct
prime divisors s, r. The case where u is a prime power is similar. Write
u = rasb where a, b ≥ 1. As ordu(p) = ϕ(u)/2, (4.8) or (4.10) holds for the
pair (u, p). If (4.8) holds, then

ra−1sb−1(s− 1)
2

≤ 3e log r log (u+ 1)/4
2π

√
r log p
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by Theorem 4.3.2. If (4.10) holds, then

ra−1sb−1

2
≤ 3e log rs log (u+ 1)/4

2π
√
rs log p

by Theorem 4.3.2. Each of these implies (4.12).
Note that (4.12) implies u < 86, 909 if p > 2. Since the table in Section 4.3
contains all exceptional codes with u ≤ 100, 000, this shows that Theorem
4.3.4 is true for p > 2. If p = 2, then (4.12) implies u < 125, 383. A computer
search shows that there are no exceptional codes with p = 2 in this range. �

4.4 Two-intersection sets and sub-difference sets

We now discuss the consequences of Theorem 4.1.4 for two-intersection sets
in finite projective spaces and sub-difference sets of Singer difference sets.
For the connections between these three types of objects, see Section 1.2.6.

4.4.1 Two-intersection sets in PG(m − 1, q)

Proposition 1.2.17 shows that two-weight irreducible cyclic codes are equiva-
lent to subgroups of Singer cycles which are projective two-intersection sets.
Thus Theorem 4.1.4 gives a necessary and sufficient condition for a of a sub-
group of the Singer group of PG(m− 1, q) to be a two-intersection set. This
furnishes a proof for the two-intersection property of examples recently found
by Dover and Batten [7] in PG(2, 53) and PG(2, 73). Those two examples
appear on our list of exceptional solutions as u = 19 and u = 37, respectively.
The problem of finding two-intersection sets in projective planes has received
special attention. Until recently, all known examples of sets of type (h1, h2) in
a projective planes (except those with hi = 1 or hi = q+1) had the property
that (h1 −h2)2 = q, the order of the plane. In particular, these planes all had
square order. The examples of Batten and Dover are interesting in that they
do not share this property. In fact, none of the exceptional two-intersection
sets has the property that the square of the difference of the intersection
numbers equals the order of the underlying geometry.

4.4.2 Sub-difference sets of Singer difference sets

Proposition 1.2.19 shows that two-weight irreducible cyclic codes and sub-
difference sets of Singer difference sets are equivalent objects. In this section,
we indentify all sub-difference sets corresponding to the known two-weight
irreducible cyclic codes among the known difference sets. We find it remark-
able that not less than five different types of difference sets correspond to the
eleven exceptional codes, see the table below.
From the proof of Theorem 4.1.4, we have that E is a (u, k, λ)-difference set in
F∗

pm/F∗
p, where k is from (4.2). It follows immediately that the sub-difference
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sets corresponding to the semi-primitive codes are trivial. Similarly, it is
straightforward to check that the sub-difference sets corresponding to the
one-weight irreducible cyclic codes are again Singer difference sets.
The following table lists the sub-difference sets corresponding to the known
exceptional codes. Each of the difference sets on the above list except the
(43, 21, 10) Hall difference set is determined up to equivalence by its param-
eters (u, k, λ) and the condition that it admits p as a multiplier.

u k λ name p

11 5 2 QR 3
19 9 4 QR 5
35 17 8 Twin 3
37 9 2 4th 7
43 21 10 Hall 11
67 33 16 QR 17

107 53 26 QR 3
133 33 8 Hall Sp. 5
163 81 40 QR 41
323 161 80 Twin 3
499 249 124 QR 5

Here QR stands for the quadratic residue difference set modulo u, and Twin
denotes the twin-prime power difference sets due to Stanton and Sprott [123].
Moreover, 4th denotes the set of fourth powers modulo u. Finally, Hall Sp.
is the (133, 33, 8) sporadic example found by M. Hall [53].
There are two inequivalent (43, 21, 10) difference sets in Z/43Z admitting the
multiplier 11, the quadratic residues and the so-called Hall difference set.
Note that 19 is a primitive element and 196 ≡ 11 (mod 43). Let

Ci = {19i+6j | j = 0, . . . , 6},

for i = 0, . . . , 5. The quadradic residues are QR = C0 ∪C2 ∪C4 and the Hall
difference set is H = C0∪C1∪C3. Pick y ∈ C4. Consider σy ∈ Gal(Q(ξ43)/Q)
defined by σy : ξ43 �→ ξy

43. Let L = F4311 and let χ be a character of L∗ of
order 43. Let D be the Singer difference set of PG(6, 11) and let E be its
sub-difference set in Z/43Z. By a result from [132], we have χ(D) = 11G(χ)
where G(χ) is the Gauss sum over L corresponding to χ. From Lemma 1.3.7
we get

G(χ) = 113χ(E).

Furthermore, using Result 1.4.9 one checks that

(G(χ))σy �= (G(χ)).

It follows that the E cannot be equivalent to QR and therefore is equivalent
to the Hall difference set.
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The following is equivalent to Conjecture 4.2.4.

Conjecture 4.4.1 Any nontrivial sub-difference set of a Singer difference
set is equivalent either to a Singer difference set or to one of the eleven
examples in the above table.
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