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Preface

The papers contained in this publication were prepared for presentation in GEESD IV, the
4™ decennial Geotechnical Earthquake Engineering and Soil Dynamics Conference
organized by the EESD Committee of the ASCE Geo-Institute. GEESD IV follows the
highly successful GEESD conferences in Seattle, Washington (1998); Park City, Utah
(1988); and Pasadena, California (1978). The conference covers a broad field of topics in
soil dynamics and geotechnical earthquake engineering, including engineering seismology,
dynamic material properties, geophysical methods, SASW benchmarking, site response,
liquefaction, ground improvement, embankment dams, tailings dams, landfills, levees,
lifelines and networks, mapping and zoning, NEESR research, numerical modeling, piers
and wharves, retaining structures, foundation dynamics, soil-structure interaction, stability
of natural slopes, and surface fault rupture.

The organizing committee invited nine outstanding keynote speakers and ten theme
lecturers to present papers on developments in important areas of geotechnical earthquake
engineering. The committee reviewed over 400 abstracts and 260 papers. The papers
received undergo a peer review before being accepted. The standards for the peer review
followed those required for ASCE Geotechnical Special Publications. Each paper must
receive two positive reviews to be accepted and must be revised to conform to the
mandatory revisions of the reviewers. Due to a tight schedule, there was not enough time
for more than one cycle of review and revision. In the end, 234 papers were accepted for
publication. All the papers are eligible for discussion in the ASCE Journal of Geotechnical
and Geoenvironmental Engineering and for ASCE awards.

The paper review would have been impossible without the help of a group of lead
reviewers, who, on behalf of the Proceedings and Publications Committee, organized and
in some cases conducted the review of a group of papers. The editors would like to
acknowledge the invaluable contribution of the following lead reviewers:

Pedro Arduino Dominic Assimaki Ariyaputhirar Balakrishnan
Scott Brandenberg Mandar Dewoolkar Ali Eliadorani
William Frasier Russell Green Yousef Hashash

Laureano Hoyos
Amir Kaynia

Tom Holzer
Mike Kalinski

Boris Jeremic
James N. Lee

Xiang-Song Li Jeen-Sheng Lin Hoe I. Ling
Gopal Madabhushi N. Matasovic Jorge Meneses
George Mylonakis Soheil Nazarian Ronald Pak
Adrian Rodriguez-Marek Ellen Rathje Kyle Rollins
Brent Rosenblad Raj Siddharthan Mike Sharp
Usama. El Shamy Mingjian Tao Thusyanthan
Joseph Wartman Yu-Hsing Wang Jerry Wu
Liping Yan Bill Yu Mourad Zeghal

E. Zhai
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ABSTRACT: One-dimensional seismic ground response analyses are often performed
using equivalent-linear procedures, which require few, generally well-known
parameters. Nonlinear analyses have the potential to more accurately simulate soil
behavior, but their implementation in practice has been limited because of poorly
documented and unclear parameter selection and code usage protocols as well as
inadequate documentation of the benefits of nonlinear modeling relative to equivalent
linear modeling. Regarding code usage/parameter selection protocols, the following are
described: (1) when input motions are from ground surface recordings, we show that the
full outcropping motion should be used without converting to a “within” condition; (2)
Rayleigh damping should be specified using at least two matching frequencies with a
target level equal to the small strain soil damping; (3) the “target” soil backbone curves
used in analysis can be parameterized to capture either the soil’s dynamic shear strength
when large-strain soil response is expected (strains approaching 1%), relatively
small-strain response (i.e., y < 0.3%) as inferred from cyclic laboratory tests, or a hybrid
of the two; (4) models used in nonlinear codes inevitably represent a compromise
between the optimal fitting of the shapes of backbone and hysteretic damping curves,
and we present two alternatives for model parameterization. The parameter selection
and code usage protocols are tested by comparing predictions to data from vertical
arrays. We find site amplification to be generally underpredicted at high frequencies
and overpredicted at the elastic site period, where a strong local resonance occurs that is
not seen in the data. We speculate that this bias results from over-damping.

INTRODUCTION

Nonlinear ground response analysis is seldom used in practice by non-expert users
because parameter selection and code usage protocols are poorly documented and
understood, the effect of parametric variability on the analysis results is generally
unknown, and the benefits of nonlinear analysis relative to the widely-used
equivalent-linear analysis are generally unquantified and unclear. We report results of a
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benchmarking project for nonlinear ground response analysis codes organized through
the Pacific Earthquake Engineering Research (PEER) center Lifelines program (Stewart
et al. 2007). The objective of the project was to “de-mystify” nonlinear ground response
analysis routines for practicing engineers by providing clear and well documented code
usage protocols, to verify the codes as implemented with the usage protocols against
vertical array data, and to investigate the differences between predictions provided by
nonlinear and equivalent-linear analyses.

This paper provides an overview of the principal results of benchmarking project. The
topics covered include the following:

1. Suppose that ground response analyses are to be performed using a given control
motion accelerogram. We address whether that motion should be used
as-recorded of if it should be modified to a “within” condition.

2. Most nonlinear codes utilize Rayleigh damping so that a finite level of damping
is present regardless of the backbone curve. We address the manner by which
Rayleigh damping should be specified.

3. Material behavior is described by a nonlinear backbone curve along with rules
for constructing unloading and reloading rules (e.g. Masing’s rules). We review
the parameters describing the backbone curve and provide guidelines for
evaluating those parameters given the information typically available from
geotechnical site investigations. Issues related to the simultaneous matching of
modulus reduction and damping curves are also discussed.

4. Using available vertical array data, nonlinear codes are applied using recorded
downhole motions along with the code usage protocols from (1)-(3). We
evaluate residuals between recorded and calculated ground surface motions to
assess the codes’ performance.

5. The results from (4), along with additional simulations run at stronger levels of
shaking, are compared to similar results from equivalent-linear analysis to
investigate differences between results provided by the two methods of analysis.

Issues (1)-(2) are presented in detail by Kwok et al. (2007) and hence are discussed here
only briefly.

NONLINEAR TIME DOMAIN METHODS OF ANALYSIS

Equivalent-linear methods of analysis, which operate in the frequency domain, use for
each layer of the site time-invariant soil properties (shear modulus G and soil hysteretic
damping f). Time-domain analysis methods allow soil properties within a given layer
to change with time as the strains in that layer change. Modified frequency-domain
methods have also been developed (Kausel and Assimaki, 2002; Assimaki and Kausel,
2002) in which soil properties in individual layers are adjusted on a
frequency-to-frequency basis to account for the strong variation of shear strain
amplitude with frequency. Since the frequencies present in a ground motion record vary
with time, this can provide a reasonable approximation of the results that would be
obtained from a truly nonlinear, time-stepping procedure. Nonetheless, the present
focus is on true, time-stepping procedures.
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The method of analysis employed (a) (b) o—0
in time-stepping procedures can in
some respects be compared to the
analysis of a structural response to
o—0

input ground motion (Clough and
Penzien, 1993; Chopra, 2000). As
shown in Figure 1, the layered soil
column is idealized either as a
multiple degree of freedom lumped
mass system or a continuum
discretized into finite elements with
distributed mass. Whereas
frequency-domain  methods  are
derived from the solution of the wave
equation with specified boundary
conditions, time domain methods
solve a system of coupled equations

that are assembled from the equation
of motion. Table 1 summarizes the i+
manner in which mass is distributed

and nonlinear behavior is simulated FIG. 1. (a) lumped mass system;
for the five nonlinear codes (b) distributed mass system
considered here.

The system of coupled equations is discretized temporally and a time-stepping
scheme such as the Newmark 3 method is employed to solve the system of equations
and to obtain the response at each time step. TESS utilizes an explicit finite difference
solution of the wave propagation problem that is the same as the solution scheme used
in FLAC developed by HCltasca. Unlike in frequency-domain analysis where the
control motion could be specified anywhere within the soil column, in time domain
analysis the control motion must be specified at the bottom of the system of lumped
masses or finite elements.

I

____cl)____
S

=

i [ Jﬁjﬁﬂ

Table 1. Mass representation and constitutive models used in nonlinear codes

Nonlinear Code | Mass Representation Constitutive Model
D-MOD_2 Lumped Mass MKZ (Matasovic and Vucetic , 1993)
DEEPSOIL Lumped Mass Extended MKZ (Hashash and Park, 2001)
OpenSees Distributed Mass Multi-yield surface plasticity (Ragheb, 1994;
Parra, 1996; Yang, 2000)
SUMDES Distributed Mass Bounding surface plasticity (Wang, 1990) and
other models
TESS Distributed Mass HDCP (EPRI, 1993)
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NONLINEAR CODE USAGE AND PARAMETER SELECTION PROTOCOLS

Specification of Input Motion

Input motions are specified at the bottom of the 1D site profile in nonlinear analyses.
There has been confusion regarding whether the motions specified at the base of the
profile should represent an outcropping condition (i.e., equivalent free-surface motions
that are twice the amplitude of the incident wave due to full reflection) or a within
condition (i.e., the sum of the incident waves and downward propagating waves
reflected from overlying layer interfaces). A closely related question is whether the base
condition (representing the material below the site column) should be elastic or rigid.
For some of the codes used in this research, past practice had been to calculate within
motions at the profile base using equivalent-linear analyses, and specify those motions
as the input for nonlinear analysis along with an elastic base. For other codes, full
outcropping motions were used with an elastic base.

SHAKEO4

—&— Nonlinear Code (Outcropping Motion as Input + Elastic Base)
Nonlinear Code (Within Motion as Input + Elastic Base)

— + — Nonlinear Code (Within Motion as Input + Rigid Base)

---------- Nonlinear Code (Outcropping Motion as Input + Rigid Base)
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FIG. 2. Acceleration histories for the one-layer problem (Kwok et al. 2007)

To clarify this issue, we exercised nonlinear codes for cases with known elastic
solutions. An illustrative example of those calculations is a single soil layer (thickness =
30 m; V=300 m/s) overlying an elastic half-space with V=600 m/s. All soil properties
were taken as elastic, and viscous damping was set to zero (i.e., the nonlinear codes
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were used with linear backbone curves). A sinusoidal acceleration history matching the
site frequency of 2.5 Hz was specified at the top of the halfspace for time domain
analyses. The same motion was specified as outcropping for linear frequency domain
analyses (SHAKEO4, Youngs, 2004).

Figure 2 (bottom frame) shows the input acceleration history, while the middle frame
shows the resulting within motion at the layer interface from frequency-domain
analyses. Since the 2.5 Hz motion has a node (i.e., zero amplitude at all times) at the
interface depth, the within motion decays to null upon achieving a steady state
condition. As shown in Figure 2 (top frame), surface acceleration histories obtained
from both frequency and time domain analyses match well. These and other similar
results suggest that input motions should be specified for an outcropping condition in
time domain analyses, and used with an elastic base. Other work has similarly shown
that within motions can be used with a rigid base, which would be appropriate practice
for applying recorded downhole motions in time domain analyses (Kwok et al., 2007).

Specification of Viscous Damping

In most nonlinear codes, some form of viscous damping is used to provide for
damping in the analysis at very small strains where the hysteretic damping from the
non-linear soil models is nearly zero (an exception is TESS, which does not require
viscous damping). There are a number of options for modeling viscous damping. As
illustrated in Figure 3, there are three principal issues: (1) the form of the damping
formulation (simplified versus full or extended Rayleigh damping; Park and Hashash,
2004); (2) the target viscous damping ratio (labeled C;,, in Figure 3) that is matched at
specified target frequencies; and (3) the matching frequencies (one, two, and four for
simplified, full, and extended Rayleigh damping, respectively). The current versions of
all the aforementioned codes except TESS allow use of simplified and full Rayleigh
damping. Extended Rayleigh damping is available in DEEPSOIL. TESS does not use
Rayleigh damping, instead utilizing unload-reload rules that provide hysteretic damping
even at small strains.

— Simplified Rayleigh Damping
- -+ Full Rayleigh Damping

Extended Rayleigh
Damping

Cvtar

Viscous Dam ping Ratio

fq fo f3 faq
Frequency

FIG. 3. llustration of viscous damping models (after Park and Hashash, 2004)
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Few protocols are available for guiding users in the selection of the model-type and
parameters described above. One set of guidelines has been presented by Park and
Hashash (2004) in which the model parameters are selected through an iterative process
in which frequency and time domain elastic solutions are matched over a frequency
range of interest (because frequency domain analyses using equivalent viscous damping
provide a “correct” response against which the viscous damping formulation for the
time domain can be calibrated). The procedure is implemented through a user interface.

Kwok et al. (2007) compared results of linear time domain analyses for three site
profiles to solutions from linear frequency domain analyses with a specified amount of
equivalent viscous damping (fixed at 5%). The three selected sites represent a broad
range of site conditions: shallow stiff soil over rock, soft clay overlying stiffer
sediments and rock, and very deep soils typical of the Los Angeles basin. A
representative example of these results is shown in Figure 4 for a deep soil site (La
Cienega). In Figure 4, the red spectrum (equivalent linear) represents the “correct”
result to which the time domain results are compared. Equivalent-linear analyses are
exact in this case because the analyses are linear visco-elastic.

l .2 T T T T TTTT T T T T TTTT | T T T T TTT I|
r — Input Outcropping
1 Surface (SHAKEO04)
- — — — Surface (DEEPSOIL, Simplified, f;, {,=5%)
08 I~ Surface (DEEPSOIL, Simplified, f,, £, =5%)
o i —— Surface (DEEPSOIL, Full, f+9*,, {,,=5%)
crg 06 Surface (DEEPSOIL, Full, f+9*f, {,,=0.5%)
04 i
= /\‘
02 E——rcy
O 1 1 L1 1111 I 1 L1 1111 I
0.01 0.1 1 10

Period (sec)
FIG. 4. Comparison of response spectra for La Cienega. Results are shown for
DEEPSOIL, but similar results were obtained for D-MOD_2 and OPENSEES.

The principal results of these simulations, most of which are illustrated in Figure 4,
are as follows:

e Full Rayleigh damping is preferred to simplified. Figure 4 shows examples of
significant misfit in the simplified Rayleigh damping results — a low matching
frequency (f;=site frequency) produces overdamping while a high matching
frequency (f,=predominant frequency of input motion) produces underdamping.
The point is that a good match over a wide frequency range is generally not
possible with a simplified Rayleigh damping model. The full Rayleigh damping
result in Figure 4 (blue line) is based on matching frequencies iterated on to
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optimize the fit per the Park and Hashash (2004) procedure; it is seen that the
second matching frequency is able to significantly improve the fit.

e The target damping level should match the small-strain soil damping (5% in
Figure 4). The use of a much smaller damping value has been advocated by
some users. As shown in Figure 4 (result for 0.5%, pink spectrum) produces
underdamping.

e For applications where a non-iterative procedure is desired for specification of
full Rayleigh damping target frequencies, the site frequency and five times the
site frequency will usually suffice (not illustrated in Figure 4).

Parameterization of Nonlinear Material Behavior
Backbone Curve

Figure 5 shows a typical nonlinear backbone
curve for a soil element, which has a hyperbolic
shape defined by initial small strain secant shear G
modulus (Gna) and shear strength (7). The T
classical definition of reference strain is the ratio T 1
Vref = T /Gmax (Hardin and Drnevich, 1972). The Lo z
parametric description of the nonlinear backbone 1+ ﬂ[ﬂJ
curve in the past has generally required the
specification of this reference strain along with a
number of curve fitting parameters. A practical
problem with this approach is that the shear Y
strength at ra.lpld. strain rate, nee.:ded to define FIG. 5. Schematic illustration
reference strain, is often not available. Another

i of backbone curve used for
problem is that the shape of the backbone curve at .

. ) . : nonlinear ground response
small strains may be inconsistent with laboratory
test data.

At least for problems involving low to moderate strain levels, a “pseudo-reference
strain” (5) can be used in lieu of the strength-based reference strain. The term
pseudo-reference strain is used to avoid confusion with reference strain as defined by
Hardin and Drnevich (1972). Pseudo reference strain is defined from a laboratory
modulus reduction curve as the shear strain at which G/G,,,.. = 0.5. This definition arises
from hyperbolic fits of G/G,,,, curves according to

G/G,, :; (1)

1+8(r/7,)

where [ and a are fitting parameters generally taken as 1 and 0.92, respectively
(Darendeli, 2001). The advantages of using pseudo reference strain are that (1) y can be
readily evaluated from material-specific modulus reduction curves evaluated from
laboratory testing and (2) lacking material-specific testing, empirical relationships exist
to predict y as a function of basic parameters such as PI, overburden stress, and
overconsolidation ratio (Darendeli, 2001; Zhang et al., 2005).
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Because pseudo reference strains are determined from modulus reduction curves that
are typically defined for strains less than 1%, a backbone curve described by a
hyperbolic curve fit using 5 would not necessarily be expected to accurately represent
soil behavior at large strain, including the shear strength. We investigate this problem
by examining the degree to which the shear strength implied by the use of Eq. 1
(approximately G, x %) is realistic. This is done using ratios of G, to shear strength,
for which empirical relationships are available from Weiler (1988). The ratios from
Weiler are for soils with OCR=1-5, confining pressures o= 100-500 kPa and PI=15-45.
Weiler’s undrained shear strengths (S,) are based on direct simple shear testing.
Weiler’s G4, / S, ratio is compared to the inverse of Darendeli’s (2001) estimate of
(which is approximately the ratio of G, to the large-strain asymptote of the hyperbolic
curve, taken as shear strength).

As observed from Figure 6, the G,,/effective-strength ratios implied by pseudo
reference strain y, are significantly higher than those from Weiler for an overburden
stress of o =100 kPa. This bias implies that the shear strength implied by y is
underestimated by Darendeli’s relationships at o=100 kPa. This bias disappears at
larger overburden pressures (0=500 kPa). Accordingly, at relatively shallow depths, the
use of backbone curves derived from the pseudo reference strain parameter may
overestimate the soil nonlinearity at large strains.

2000 F R

1500 -

- Weiler (1988)

> 1000 -

Gax ! S

500

"/ PI=3545

500 1000 1500

2000

1 /v, - Darendeli (2001)

FIG. 6. Comparison of G, /S, ratio from Weiler (1988) to inverse of pseudo
reference strain (1/y) from Darendeli (2001). Quantity 1/y is approximately the
ratio of G,,,, to the shear strength implied by the use of pseudo reference strain for
fitting nonlinear backbone curves.

Recommendations for the evaluation of backbone curve parameters are given in a
subsequent section following a discussion of material damping.
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Material Damping

Masing’s rules (Masing, 1926) and extended Masing rules (Vucetic, 1990; Pyke,
1979) are employed in nonlinear analysis in conjunction with the backbone curve to
describe unloading, reloading and cyclic degradation behavior of soil. Material
damping is directly proportional to the area contained within a cyclic stress-strain loop,
and hence is sensitive to the shape of the backbone curve and unload/reload rules. The
damping at large strain that results from the use of Masing or extended Masing rules
tends to be over-estimated relative to laboratory measurements.

There are three schools of thought on managing the over-estimation of damping. One
approach is to select model parameters for the backbone curve (and hence modulus
reduction curves) that optimally fit the target data and accept the resulting
overestimation of damping using Masing’s rules. A second approach is to select model
parameters that optimize the fitting of modulus reduction and damping curves
simultaneously (across the strain range of interest).

The third approach is to introduce an additional parameter that changes the shape of
the unload/reload curves so that both modulus reduction and damping curves can be fit
simultaneously. Lo Presti et al. (2006) allows unloading and reloading curves to have a
shape scaled from that of the backbone curve by a factor of n (for the original Masing
criteria, n = 2). Lo Presti et al. provide recommendations for estimating » as a function
of soil type, strain level and number of cycles for the motion. Wang et al. (1980) suggest
an approach in which a damping correction factor is applied to the Masing rule
damping. These unload/reload rules are not yet implemented in the nonlinear codes
listed in Table 1, and hence this approach is not discussed further.

Parameter Selection for Backbone Curves and Damping

There are two basic elements to the specification of parameters describing the
nonlinear backbone curve and damping. The first element is to select the target shape of
the backbone curve (equivalently, the modulus reduction curve) and the damping curve.
The second element is to select model parameters that describe the target relationships
within a reasonable degree of approximation for the problem at hand.

Element (1) — Target Curves: The ideal characterization would involve material-
specific cyclic testing across the strain range of interest. This testing would include
characterization of the material’s dynamic shear strength for large-strain problems.
However, material specific testing is usually not available, requiring the nonlinear
behavior to be described using published correlations relating soil index properties,
stress state, and stress history to parameters describing modulus reduction and damping
curves (e.g., Darendeli, 2001; Zhang et al., 2005). Those relationships are usually well
defined to shear strains of approximately 0.3-0.7%. This is illustrated in Figure 7, which
shows the modulus reduction-strain values in the database used by Darendeli (2001). As
described previously, those relationships do not typically provide an adequate
representation of the shear strength. Guidelines for undrained shear strength evaluation
and estimation are given in Ladd (1991); those estimates should be adjusted in
consideration of rate effects, as described for example by Sheahan et al. (1996).
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FIG. 7. Modulus-reduction-strain values in the database used by Darendeli (2001)

For problems involving large strain soil response, traditional practice has been to use a
hyperbolic stress-strain curve (Eq. 1) with the strength-based reference strain. However,
as shown in Figure 8, because of the misfit of reference strain and pseudo reference
strain, this approach provides a poor match to small-strain modulus reduction behavior
from laboratory tests. Accordingly, we recommend an alternative approach illustrated
in Figure 8 and explained in the following: (1) use cyclic test results or correlation
relationships to define the shape of the backbone curve to strain level y; (typically taken
as 0.1-0.3%); (2) estimate the material shear strength (z) for simple shear conditions
with appropriate adjustment for rate effects; (3) estimate modulus reduction ordinates
between strain y; and the shear strength with the following hyperbolic relationship:

G/G, = ! (applies for y> y; only) 2)

n 1+G, (y =)/,
where G,;=secant shear modulus from Step (1) at y=y;. An example application of this
procedure is given by Chiu et al. (2008). At present, only OpenSees allows the input of
the G/G,,., curve ordinates so that this formulation could be directly applied.

1 T \\HHH‘ \\HHH‘ \\HHH‘ T T TTTTIT 40 \\HHH‘ \\HHH‘ \\HHH‘ \.\HHH‘ T T TTTTIT
- 13 L Ps. Ref. Strain
L _] n, : 7
0.8 i 1 & 30 R_ef. Stralln ~
N 0 | with /o, =0.28/ e _
S 06 — 0 .
= — — — Adjusted
g | s |
04 — — wn |
(@) I | % B
02 - - g or ]
B 1 B Y1
O \\HHH‘ \\HHH‘ \\HHH' \\HHH‘ L LI 0 IL_I.}‘H.Hlu H\H‘ \\HHHl \\HHH‘ L L L LLLL
0.00010.001 0.01 01 1 10 0.00010.001 0.01 01 1 10
ShearStram & ) ShearStram & )

FIG. 8. Modulus reduction and stress-strain curves implied by pseudo reference
strain from Darendeli (2001), reference strain model, and proposed procedure
(PI=20, OCR=1, o,’= 100 kPa, V=135 m/s)
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Element (2) — Approximation of Target Curves: As noted above, an exact match of
target curves is not possible when Masing rules or extended Masing rules are used to
describe the unload-reload relationship. Until nonlinear codes implement the capability
to simultaneously match both modulus reduction and damping curves, mis-match of one
or both of these curves is unavoidable. As mentioned previously, one approach is to
match the target modulus reduction curve as accurately as possible and accept the misfit
of damping. Another is to optimize the fit of both simultaneously.

We have worked with Hashash and Phillips (pers. comm., 2006) to devise a scheme to
search for model parameters to achieve the aforementioned fitting approaches (in
addition, the scheme allows optimization of the fitting of the damping curve only,
although this approach is usually not considered). The scheme requires the specification
of target material curves at (user-) predetermined strain levels. The fitting error is
considered up to a maximum strain level (usually between 0.1 and 1%). The best
combination of model parameters would be the one that gives the least error between the
target curves and model curves. This error is quantified as:

— 2 — \2
&= (W16, XEgs5, )} +(Wy %)) (3)

where &;,, and &, represent the mean error for the fitting of modulus reduction and

damping curves respectively. Error term &,  1s calculated as:

.. = \/z(‘gc/c.w (7,4))2

gG / Gmnx N

“)

The numerator in Eq. 4 is the summation of fitting error from the lowest specified strain
level to the maximum strain level. N is the number of strain levels included in the
summation. Error term &, is calculated in a similar way as for &;,, . Terms wg,,;

max

and w, in Eq. 3 are weight factors whose values depend on the choice of fitting

approach. Table 2 summarizes the values of weight factors under different fitting
approaches. Figure 9 shows the difference in the fitted modulus reduction and damping
curves (relative to target data) when different fitting approaches are employed.

Table 2. Weight criterion for different fitting approaches

Fitting Approach | Weight Criterion
MR Werg, =1 wy =0
MRD Wea )+ (wﬂ)2 =1
1, B > 25%
w, _
_GlGm _ 1+M’ 10%<p,.. <25%
Wy 0.15
2, B <10%
D Wese. =05 w, =1
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FIG. 9. Different approaches in fitting modulus reduction and damping curves in
nonlinear analysis

To illustrate how different fitting approaches may influence ground motion
predictions, nonlinear ground response analyses are performed for two strong motion
sites with different fitting of target curves. The two sites are Apeel 2 in Redwood City,
which is a soft clay site consisting of Bay Mud, and Sepulveda VA hospital in Los
Angeles, which is a relatively stiff soil site. The calculations were performed using the
DEEPSOIL code. The target nonlinear modulus reduction and damping curves were
taken as Seed and Idriss (1970) upper bound for modulus reduction and lower bound for
damping in shallow sand layers, EPRI (1993) deep curves (251-500 ft) for deep sand
(depth > 60 m), Sun et al. (1988) for Bay Mud at Apeel 2, and Vucetic and Dobry (1991)
for other clayey soils. Scaled versions of an outcropping broadband synthetic motion
(Silva, pers. comm., 2004) are used as input. Figure 10 shows predicted ground surface
motions for Apeel 2 and Sepulveda, respectively. It is observed that when the input
motion is relatively low-amplitude (about 0.2 g), predictions for all three fitting
approaches are similar. When the shaking is relatively strong (about 0.7 g), predictions
for the “MR? fitting approach are smaller than those from the other approaches, which
is due to the larger high-strain damping ratio associated with the “MR” fitting approach.
Another observation is that the soft site is more sensitive to the different fitting
approaches than the stiff site. This occurs because the softer site has larger strains for a
given input motion amplitude.
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FIG. 10. Prediction results for soft clay site (Apeel 2) and stiff soil site (Sepulveda)
with model curves obtained from different approaches to fitting modulus
reduction and damping curves in nonlinear analysis

VALIDATION OF CODE PREDICTIONS AGAINST VERTICAL ARRAY
DATA

Having developed the parameter selection protocols, it is necessary to test the
effectiveness of those protocols by comparing code predictions to data. It is also
important to study the uncertainties in predictions due to various sources of variability
(material properties and modeling schemes). We utilize data from vertical array sites for
this purpose. Four vertical array sites have been considered to date: Turkey Flat,
California; La Cienega, California; KGWHO2, Japan (Kiknet site); and Lotung, Taiwan.
Analyses are preformed using an equivalent-linear procedure (SHAKEO4) and the
nonlinear codes listed in Table 1.

We describe the results for the La Cienega site in some detail. Brief overviews of the
principal findings from the other sites are then provided.

La Cienega Site

Site Model and Strong Motion Data

We define “baseline” dynamic properties for the site along with a representation of
material property variability. The baseline shear wave velocity (V) profile was
developed from site-specific SASW and suspension logging data. Baseline modulus
reduction and damping curves are derived from material-specific testing for 13 depth
intervals. Log-normal, depth-dependent standard deviations on V are taken from an
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empirical model (Toro, 1997). Log-normal standard deviations on modulus reduction
and damping curves are taken as the standard deviations of the Darendeli (2001) model
residuals. Additional details on the selected soil properties are given in Stewart et al.
(2007). Strong motion data are taken from a M=4.2 event that occurred 2.7 km from
the site on 09/09/2001.

Comparison of Model Predictions to Data

Figure 11 shows 5% damped acceleration response spectra of the horizontal recorded
surface motions and prediction results obtained using the baseline geotechnical model
while Figure 12 compares the predicted acceleration histories with the recordings
(DEEPSOIL predictions only). Residuals are calculated as:

R(T)=1n(S,(T)),,, —In(S,(T)) . (5)

where ln(Sa (T)) is the natural log of the recording’s spectral acceleration at period

data

T and In (Sa (T))m is the natural log of the predicted spectral acceleration.
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FIG. 11. Acceleration response spectra for data and simulation results compared
through direct spectral ordinates and prediction residuals for ground surface.
Results shown for two horizontal directions. Results shown to a maximum period
of 1/(1.25°fup), where fyp = high pass corner frequency.

As shown in Figure 12, the general comparison of the acceleration histories to data is
quite favorable, although there is some bias towards over-prediction of the largest
pulses in the record in the EW direction and under-prediction in the NS direction. The
error appears to be related to the shape of the pulses near their tips.

Those errors in the acceleration histories translate into errors in spectra as well. For the
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EW component at the ground surface, predictions from codes DEEPSOIL and
D-MOD_2 are similar to each other and are generally close to the data, although they
are underpredicting at periods between 0.07 and 0.12 sec. Predictions from codes
OpenSees and TESS have similar trends and are also close to the data, except for
overprediction near the period of 0.15 sec. SUMDES is underpredicting at periods
below 0.5 sec which is probably due to the use of a simplified Rayleigh damping
formulation in the version of this code that was used. Close examination of the spectra
and residuals reveals that predictions from all codes have bumps near 7=2 sec, which
corresponds to the elastic period of the site from the base recording to the ground
surface. For the NS component at the ground surface, all nonlinear codes are
underpredicting at periods below 0.5 sec. Although not shown here for brevity, similar
misfits of predictions relative to data occur at depths of 18.3 m and 100.6 m.
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FIG. 12. Acceleration histories for data and simulation results from DEEPSOIL
for ground surface

)

[

Acc.

Contributions to the uncertainty in simulation results from model-to-model variability
and material variability are considered. To evaluate model-to-model variability, we first

take the median estimate ln(§a (T)) from the five nonlinear model predictions using

baseline properties. Model variability, o;,, is then calculated from the variance as
follows:
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Z[ln(Sa 1)), ~In(8, (T))T
pre N-1

o.(T)=Var(S,(T)) (0)

where N = number of predictions (five) and ln(Sa (T)) = natural log of predicted

pre,

spectral acceleration from code i. Figure 13 shows the variation of o, with period.
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FIG. 13. Standard deviation terms associated with geometric mean acceleration
response spectral ordinates for ground surface. 7 = elastic site period.
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Variability in predictions from uncertain shear wave velocity and uncertain modulus
reduction and damping curves is considered using only the DEEPSOIL code. To
calculate the standard deviation due to velocity variability, ground motions are
predicted based on two non-baseline velocity profiles (mean + /3 standard deviation
velocities). The standard deviation of the ground motions due to the variability in

velocity (denoted o) is estimated according to the first-order second moment (FOSM)
method (Baker and Cornell, 2003; Melchers, 1999) as follows:

3 -
o, =Y w,(n(S,(T), - In(S,(T))* (7)
i=1

where
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Sa (T)l = Sa (T)Vsz,u
Sa (T)2 = Sll (T)VX:;H\BO'V,

ST =S.D),, 5, 8)

3

In(S,(T)) =Y w,In(S,(T),)
i=1

w=2/3 w,=w,=1/6

The standard deviation due to the variability in material curves (denoted og) is
estimated similarly to o;,. Figure 13 shows the estimated standard deviation in
prediction due to different sources of variability. For T < 0.4 sec, the model and material
curve variability dominate while for 7> 0.4 sec velocity variability is strongest.

To study site response at different levels of input motion, site amplification factors are
compiled from ground motions recorded at La Cienega from 1999-2005. Predicted
amplification factors of geometric mean response spectral accelerations are derived at
specified periods using the baseline geotechnical model for all codes. To estimate
amplification factors for different amplitudes of input motions, the recording shown in
Figure 12 is scaled down to various degrees. Figure 14 shows that the predicted
amplification factors demonstrate a similar trend with respect to base motion peak
acceleration (PGA") as those observed from data. This suggests that nonlinearity is
modeled well by nonlinear codes over this range of input motions. The level of
predicted amplification is biased at multiple periods. For example, at the elastic site
period (2 sec), the predicted amplification is larger than suggested by data.
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FIG. 14. Theoretical and observed amplification factors at the La Cienega site.
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Other Sites

Three other vertical array sites were analyzed in a manner similar to La Cienega —
Turkey Flat, KGWHO02 (Kiknet), and Lotung. Results for all sites are given in Stewart et
al. (2007). Results for the Turkey Flat site, which were originally provided as part of a
blind prediction exercise, are also given in Kwok et al. (2008 — in press).

For all sites except Turkey Flat, residuals for very low periods (reflecting PGA) are
positive, indicating that the models are underpredicting high frequency components of
ground motion. Near the elastic site period (75), the models produce a local “bump” in
the spectrum that results in overprediction. At periods significantly greater than Tj,
residuals disappear due to the lack of a significant site effect.

The above misfits can have many sources. In general, there are two possible sources of
misfit — error in the input data (velocity profiles or nonlinear curves) or error in the
models and their parameter selection protocols. Errors in velocity profile were checked
by comparing observed (small amplitude) shear wave travel time to the time implied the
model. With the exception of the Kiknet site, these checks confirm the velocity profile
used in the analysis. For Kiknet, observed travel times are less than model travel time,
which may be due to waves entering from the side of the relatively narrow basin in
which the site is located. Apart from velocity, other possible sources of error include
incorrect modeling of material curves (modulus reduction and damping) or the presence
of site response physics that cannot be captured by a 1D model. Because modulus
reduction effects are likely relatively modest given the low strain levels excited by the
subject earthquakes, error in the modeling in modulus reduction is not likely the source
of the misfit.

Given that site amplification is under-predicted for all three sites considered across a
broad frequency range, a likely source of bias is overdamping in the models. This
overdamping could reflect bias in the material damping curves or excessive Rayleigh
damping. Further research is needed to resolve these possible sources of bias.

We next discuss trends in the period-dependence of the standard deviation terms. In
Figure 15, uncertainties in predictions due to different sources of variability are plotted
as a function of period (left frame) and period ratio (right frame; period ratio = 7/T,
where T, = elastic site period). Variability of predictions due to material curve
uncertainty seems to be most pronounced at periods less than 0.5 sec and has no clear
association with the site period. Moreover, material curve uncertainty only produces
significant response variability for relatively thick site profiles — it is not a significant
issue for Turkey Flat, which is a shallow soil site.

The effect of velocity variability can have a strong influence on the predictions near
the elastic site period. However, this strong influence is only observed for sites with
large impedance contrast (Turkey Flat and KGWHO02), which dominates the site
response in those cases. This is shown in Figure 15 by a peak in the o, term near 7/T, =
1.0. Such a peak does not occur for the Lotung or La Cienega sites, which have a
gradual variation of velocity with depth and no pronounced impedance contrast.

Model-to-model variability is most pronounced at low periods, where the differences
result principally from different damping formulations. Given the modest ground
motions at the investigated sites, it is expected that variations in the viscous damping
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formulations are principally driving this variability. As noted previously, predictions
from SUMDES, which had only the simplified Rayleigh damping formulation at the
time these predictions were made, are much lower than the predictions from codes with
full Rayleigh damping formulation. This is a major contributor to the model-to-model
variability at low periods.
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FIG. 15. Comparison of variabilities across four vertical array sites
COMPARISON OF EQUIVALENT LINEAR AND NONLINEAR RESULTS
The predictions of ground motions at vertical array sites described in the previous

section were made using both equivalent-linear and nonlinear codes. The
aforementioned comparisons of model predictions to data showed similar trends for
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both methods of analysis, although the positive residuals at short periods were generally
smaller for equivalent-linear.

More meaningful insight into the differences between equivalent-linear and nonlinear
ground motion predictions can be made when the codes are exercised at relatively
strong shaking levels that induce large strains. Representative results are shown in
Figure 16, which shows for the La Cienega site geometric mean horizontal component
predicted spectra, amplification factors (=surface/input outcropping spectral
accelerations), and spectral shapes (S,/PGA) for a low-strain condition (left side, which
corresponds to observed motions during 2001 event) and a large-strain condition
produced through the use of a large amplitude synthetic input motion (right side). The
results shown in Figure 16 apply for the baseline geotechnical model described
previously. Also shown for reference purposes are predictions of empirical models for
amplification (middle frames; Choi and Stewart, 2005) and spectral shape (bottom
frames; Campbell and Bozorgnia, 2007). The empirical amplification model is
exercised for the site’s Vi3 (260 m/s) and corresponding input PGA. The empirical
spectrum from which spectral shape is evaluated is calculated using M,,=7.5, site-source
distance=10 km, and strike-slip focal mechanism (for synthetic).
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FIG. 16. Comparison of computed spectra, amplification factors, and spectral
shapes of predicted motions at La Cienga site

As shown in the bottom frames of Figure 16, the spectral shapes from equivalent-linear

and nonlinear models are similar to each other for the 2001 input motion that induces
relatively low strain but are significantly different for the large amplitude synthetic
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motion. For the large-strain simulation, the spectral shapes at low periods (< ~0.2 sec)
from equivalent linear analyses are flatter and have less period-to-period fluctuations
than those from nonlinear analyses or empirical models. This aspect of equivalent-linear
results is believed to be non-physical and can be overcome with nonlinear analysis. As
shown in the middle frames, the flatness of the equivalent linear spectrum is associated
with a dip in the amplification factors between periods of approximately 0.03 and 0.3
sec. That dip is less pronounced in the nonlinear codes, which produce amplification
factor shapes more compatible with the empirical model.

RECOMMENDATIONS AND CONCLUSIONS

In this article, we present the principal findings of a large, multi-investigatory project
directed towards establishing consensus guidelines for the use of nonlinear ground
response analyses in engineering practice. Our intent is to make nonlinear analyses
more accessible to engineering practitioners and enhance their usage for situations
where it is justified. We recognize that the nonlinear codes considered here are
one-dimensional, which has its own set of limitations for situations where the site
response may be influenced by relatively complex basin geometry or topography.

Nonlinear analyses may provide an improved estimate of ground motion relative to
equivalent-linear when ground strains become “large.” This can be judged for a given
application by examining response spectra and amplification factors from
equivalent-linear analysis — caution should be exercised if they exhibit a flat spectrum
or a “hole” in the amplification factors at short periods. We speculate that this is caused
by overdamping of high-frequency components of ground motion, which occurs
principally early in the record (p-waves) when the amplitude of shaking (and material
damping) are low. This certainly occurs when shear strains approach 1%, although in
deep soil sites it has been observed to occur for peak strains as low as 0.2-0.3%.

When nonlinear analyses are performed, the following guidelines are recommended
for code usage and parameter selection:

1. Input motions should be wused as-recorded (without modification).
Outcropping recorded motions should be applied at the base of a site model
with an elastic base. Downhole recorded motions should be applied with a
rigid base.

2. For codes that require it, viscous damping should be specified using a full
Rayleigh damping formulation with the target damping level {,,=small
strain soil hysteretic damping. The first matching frequency should be the
site frequency. The second frequency should be selected so as to optimize
the match of elastic frequency- and time-domain analysis for the site. A
reasonable approximation for many applications is to take the second
frequency as approximately five times the site frequency.

3. The target backbone curve for a site is best determined through material
specific cyclic testing along with dynamic strength testing. If this is not
available, the shape of the backbone curve at small- to modest-strains (up to
approximately 0.1-0.3%) can be estimated using empirical relationships that
take index properties, confining pressure, and stress history as input.
Procedures to estimate wundrained shear strength through stress
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normalization are well established (Ladd, 1991), but require modification
for rate effects (e.g., Sheahan et al., 1996).

4. For problems involving small-strain response, target backbone curves can be
defined using modulus reduction relationships without consideration of
shear strength. For problems involving moderate to large strain response, a
hybrid representation that accounts for the shape of the modulus reduction
curve at small strains and shear strength at large strain is recommended (see
Eq. 2 and Figure 8).

5. Ultimately it is hoped that procedures for simultaneously matching target
modulus reduction and material damping curves will be implemented in
nonlinear codes, but this is not currently available. At present, users can
choose to match the modulus reduction curve only (MR fitting) or modulus
reduction and damping curves simultaneously (MRD fitting). We
recommend the use of both approaches for large strain problems to bound
the solution.

When applied to vertical array sites, these protocols generally produce reasonable
results, although there is some indication of possible overdamping at high frequencies
and overestimation of site amplification at the resonant frequency of the site model.
Additional work to validate and further refine these procedures is ongoing by the project
team.
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ABSTRACT

As non-linear response history analyses are becoming more prevalent in practice,
there is a need to better understand how the selection and modification (e.g.,
amplitude scaling or spectrum matching) of records will influence the resulting
structural response predictions. There are currently many methods of ground motion
selection and modification available, but little guidance is available to engineers on
which methods are appropriate for their specific application. The Ground Motion
Selection and Modification Program was formed within the Pacific Earthquake
Engineering Research (PEER) Center to address this issue. This paper presents the
current methodology developed by the Program as well as sample results from the
first pilot study completed in 2006. Preliminary results show that for a first-mode-
dominated structure, one can improve the prediction of its response by taking into
account record properties that are important to the non-linear response of the building
when selecting and scaling ground motion records.

INTRODUCTION

There are currently many methods of ground motion selection and modification
(GMSM) available for use in dynamic analyses. Unfortunately, there is no consensus
as to the accuracy and precision of these methods in predicting the structural
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response, thus the choice of which method to use remains largely subjective. This has
a significant impact on the engineering community since non-linear response is
sensitive to the selection and modification of input ground motions.

The Ground Motion Selection and Modification (GMSM) Program was formed to
confront these issues (http://peer.berkeley.edu/gmsm/). One of the main objectives of
the GMSM Program is to systematically review different GMSM procedures, and
evaluate their respective accuracy and precision in predicting nonlinear dynamic
structural responses. As a central part of this effort, the GMSM Program is currently
collaborating with over 20 researchers and practitioners in the fields of Earthquake
Engineering and Seismology. The list of collaborators includes several who are
contributing to the development of new performance-based design criteria as part of
the PEER Tall Buildings Initiative (http://peer.berkeley.edu/tbi/). The program
intends for its results to become an important resource for engineers using non-linear
dynamic analyses in their projects.

GMSM METHODS

The first task of the GMSM Program was to compile a list of existing GMSM
methods. To date a list of over 40 different methods and variants has been developed.

In order to compare the methods in a consistent manner, they were first grouped
according to their objective. Some methods aim to estimate the average (or median)
structural response for a given earthquake scenario, whereas others also attempt to
estimate the corresponding variability in structural response. For some methods, the
earthquake scenario is defined by only its magnitude and distance to the location of
the structure (as well as other characteristics of the rupture and site in some cases),
whereas for others the ground motion amplitude (e.g., spectral acceleration at the
fundamental period of the structure) at the location is additionally specified. Each of
these cases are being considered in this overall effort, but this paper focuses on
methods for which the objective is prediction of the median structural response for a
given earthquake magnitude, source-to-site distance and a ground motion amplitude
parameter.

In order to organize the comparison of results, these methods have also been grouped
into the following general categories:

e Methods based on scaling to a Uniform Hazard Spectrum (UHS) associated
with the target spectral acceleration of the first-mode of the structure, Sa(7;).
These methods include the approach prevalent in current building codes (e.g.,
ASCE Standard 7-05, 2005).

e Methods that take into account the record properties that tangibly affect the
non-linear response of the structure. These methods include those based on
spectral shape, and those that account for the non-linear response through
record properties other than spectral acceleration.
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To date, the only GMSM methods studied in detail are those that directly scale
existing records. Spectrum-compatible motions and synthetic motions will be
addressed in later studies.

METHODOLOGY OVERVIEW

The GMSM Program is working toward systematically assessing many different
GMSM methods for multiple earthquake scenarios and a large variety of non-linear
structures, including buildings, bridges, earth dams, nuclear power-plants, etc. To this
end, the GMSM Program is currently working on a set of pilot studies, each with the
same basic methodology. This section explains the assessment methodology used in
the Program, as applied to the first pilot study, which was initiated in 2006. In this
study, the non-linear response of a code-conforming four-story reinforced concrete
frame building was analyzed for a deterministic seismic event. The structural model
used in the initial analysis was developed at Stanford University for the collaborative
“PEER Benchmark Project” with researchers at the University of California at Los
Angeles and the California Institute of Technology (Goulet et al. 2007). For the
second phase of studies, initiated in 2007, three additional structural models were
introduced and the methodology was applied in the same manner. The goal of these
studies is to determine which GMSM methods produce unbiased estimates of
structural response parameters with low standard error, and to understand what
elements of these methods contribute to a better prediction. Once this is determined,
predicting the full distribution of response will then be addressed by the Program.

Earthquake Scenarios

The choice of earthquake scenarios was dictated by an interest in the practical
relevance of the findings of this study. The first event considered is a strike-slip fault
rupture, magnitude 7 earthquake, 10 km from a site with a V3y of 400 m/s (average
shear wave velocity of the upper 30 meters of the soil column). A second similar
scenario event of magnitude 7.5 was also defined for the same site conditions and
style of faulting. In California, a magnitude 7 or 7.5 event within 20 km is often a
hazard-controlling source and the site condition represents an average stiffness for
alluvial deposits in urban areas. In an effort to push the structural response well into
the non-linear range, the target ground motion level for the M7 event has been
defined as the 98" percentile prediction, which is equivalent to the median plus two
standard deviations, or an epsilon (g) value of 2. Another reason to use € =2 is that the
relatively large epsilon leads to a more significant difference between those methods
that take epsilon (or another indicator of spectral shape) into account and those that
do not. Epsilon values around 2 are also not uncommon for seismic hazard in
California at or beyond the 2% in 50 year exceedance code requirement. For the
second M7.5 scenario, the g4th percentile is used (equivalent to & =1), which is
consistent with the deterministic ground motions currently used for design near many
major faults. Results for both scenarios (M=7, ¢ =2 and M=7.5, ¢ =1) will be
compared for a selected structure in an effort to generalize the results.
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Structural Models

Table A shows the structural models developed for these systematic studies. The four
building models considered so far are all reinforced-concrete structures. Buildings A,
B and C are modeled in OpenSees (OpenSees, 2007) and building D is modeled in
Drain-2DX (Prakash et. al. 1993). Additional information regarding the models can
be found in Haselton (2006) and Zareian (2006). While selecting structures, there was
a desire to cover a range of height and number of stories (and first-mode period (7)),
and varying expected levels of non-linearity in the structure. All the structures were
analyzed for the M7, & =2 scenario. Structure C was also analyzed for the M7.5, ¢ =1
scenario. The shear-wall structure (D) was chosen to be 12 stories tall for comparison
with the 12-story frame (B). Although there are differences in the modeling details
between the OpenSees and the Drain models, it is interesting to compare the two
general structural types. For reasons of brevity, this paper shows only the results for
building A with the M7, € =2 scenario.

Table A. Summary of structural models

Building | Stories Type Compliance T, (s)

A 4 Modern special 2003 IBC, ASCE7-02, 0.97
moment frame ACI 318-02

B 12 Modern special 2003 IBC, ASCE7-02, 2.01
moment frame ACI 318-02

C 20 Modern special 2003 IBC, ASCE7-02, 2.63
moment frame ACI 318-02

D 12 Modern (ductile) None specifically, but 1.20

planar shear wall consistent with modern
planar wall design

" First-mode natural period.

GMSM Suite Solicitation

Ground motion records were solicited from GMSM method developers and users.
The contributors were asked to provide suites of seven ground motions selected and
scaled to predict median structural response given the magnitude 7 earthquake at a
distance of 10 km from the site defined earlier and 98" percentile spectral
acceleration at the fundamental period of the structure. The initial choice of
requesting seven records was based on building code requirements (ASCE 2005). For
the first round (building A), 112 time series, comprising 16 suites of ground motion
records were submitted.

For the second study, the request was for four independent sets of seven time series
for each structure and earthquake scenario. Each set of seven records is used to
predict the median structural response, and the difference in prediction between sets
is noted. In addition, the combined set of 28 records will be used to estimate both the
median and standard deviation of response conditioned on the given event. This will
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allow the group to address the question of the minimum number of ground motions
that should be used to efficiently and sufficiently predict the response.

The Point of Comparison

A point of comparison for the median structural response conditioned on 98th
percentile ground motion (spectral acceleration) at the fundamental period of the
structure for the specified earthquake is calculated using a large suite of earthquake
records corresponding to the desired earthquake scenario. An extensive set of
structural simulations is performed for this suite of records consistent with the
specified earthquake scaled by factors of 1, 2, 4 and 8. A regression is then
performed, which takes into account spectral shape and removes the effects of scaling
bias. This regression is used to obtain a probability distribution for the Engineering
Demand Parameter (EDP) of interest. The point of comparison analysis takes into
account differences in spectral shape, magnitude, distance and other record
properties. Additional information regarding this procedure can be found in Watson-
Lamprey (2007). Figure 1 shows the predicted probability density function for the
maximum inter-story drift ratio (MIDR) of Building A. The MIDR is the EDP of
interest in this paper, and the median prediction below is used as a point of
comparison for the predictions of all the GMSM methods being considered.

0.09
0.08 7™\

/ \ Median = 0,027
0.07

0:06 / \
0.05 /
/ \
0.03 / \
/ \

0.01 AN

N

Maximum Inter-story Drift Ratio

0

1 10

— pdf | M,R,Sa(T1)

FIG. 1. Probability density function for maximum inter-story drift ratio of
building A for the M7 deterministic earthquake scenario.

SAMPLE RESULTS

The following results are for building A for the M=7, ¢ =2 scenario. The maximum
inter-story drift ratios (MIDR) for each of the ground motion records submitted for
building A are shown on Figure 2. The median of the seven MIDR values is shown as
a long dash for each method, while the red line represents the point of comparison
value of 0.027. There is large scatter in the MIDR values predicted for each ground
motion of a single ground motion suite, and there is also large variability in the
median predicted values from each suite.
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Methods 1 through 10 all fall in the first group of methods: those based on scaling to
a UHS, such as in code-based methods. The results from suites 1 through 10 exhibit a
large scatter. They also tend to overestimate the median response. All these suites
matched, on average, the 98"-percentile random horizontal ground motion elastic
response spectrum, but recall that the median MIDR of interest is conditioned on only
the spectral value at the first mode.
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FIG. 2. Summary of results for ground motions submitted, building A. The
horizontal red line represents the point of comparison.

Since the structure is non-linear, the effective first mode period increases as it yields.
The spectral shape beyond the original fundamental period is therefore important
when predicting MIDR. The expected response spectrum for a given set of
magnitude, distance and € or Sa(7) values is called the conditional mean spectrum
(CMS). Computation of the condition mean spectrum requires knowledge of a mean
and standard deviation of logarithmic spectral acceleration at all periods, as given by
a ground motion prediction (attenuation) model, and a target magnitude, distance and
“g” value from either a target scenario or a probabilistic seismic hazard analysis
disaggregation. In addition, the knowledge of correlations between Sa values at two
periods is required, which is available in the form of an analytical predictive equation
obtained from empirical studies (Baker and Cornell 2006). The CMS for structure A
is shown on Figure 3. The spectral shape beyond the fundamental period conditioned
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on the 98th percentile values is lower than the 98th percentile spectrum, as indicated
by the CMS. In effect, these suites (1 through 10) were attempting to predict the
response from a more extreme realization of earthquake ground motions. The CMS
was identified as an important part of many GMSM methods and was thus included in
the second-phase solicitation sent out in 2007.

Spectral acceleration (g)

= = =M =7 Uniform Hazard Spectrum

=M = 7Conditional Mean Spectrum
T

0.03 L L

0.01 0.1 1 10
Period (s)

FIG. 3. Conditional mean and uniform hazard spectra for M7, ¢ =2 scenario,
building A.

Methods 11 through 16, on the other hand, incorporate record properties that tangibly
affect the non-linear response of the structure. Some by either tracking the expected
spectral shape or selecting/scaling based on the expected values of other record
properties that are important for non-linear response. These suites exhibit much
smaller dispersion and appear to provide estimates of the median maximum inter-
story drift ratio with a greater degree of accuracy.

Examples of Spectra Obtained from Two Methods

The different scaled spectra for method 9 are shown in Figure 4 as a representative
example of the first group of methods. This method over-predicted the MIDR by
about 30% relative to the point of comparison. There is a large scatter in the spectra,
but they match on average the target 98"-percentile ground motion from short periods
up to a period of approximately three seconds.

Figure 5 shows the scaled spectra for method 15. This suite predicted the median
maximum inter-story drift ratio within 1% of the point of comparison. The spectra for
method 15 only match the 98"-percentile predicted ground motion at the fundamental
period. There is a smaller scatter in the spectra beyond the fundamental period
compared to method 9 (Figure 4) and, on average, the spectra fall lower on the graph.
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FIG. 4. Example of scaled spectra for method 9.
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FIG. 5. Example of scaled spectra for method 15.

GSP 181 © 2008 ASCE

It is interesting to note that although these differences in spectral shape might be
considered rather small, they do have an important consequence on the median MIDR
predictions (overestimation by 30% in one case and within 1% in the other).
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CONCLUSIONS AND FUTURE EFFORTS

The paper presented an overview of the current GMSM Program methodology for
evaluating ground motion selection and modification methods for non-linear
structural dynamic analyses. Sample results from the first pilot study have also been
presented. These preliminary results show that GMSM methods that consider ground
motion properties that tangibly affect the non-linear response of the structure tend to
offer a better prediction of the maximum inter-story drift ratio. These methods
provide a better median prediction, relative to the point of comparison, with a smaller
dispersion.

Evaluating predictions of median structural response parameters for buildings is an
important first step towards identifying appropriate ground motion record selection
and modification methods, but MIDR is not the only response quantity of interest, nor
are buildings the only application for non-linear dynamic analysis. The GMSM
Program plans to generalize these findings and provide the engineering community
with GMSM recommendations. This will involve future work in performing similar
evaluations for prediction of variability in structural response, looking at additional
response quantities such as peak floor accelerations and peak base shear, and
performing comparisons for other types of systems for which non-linear dynamic
analysis is performed (e.g. bridges, dams, nuclear power-plants, etc.).

The GMSM Program is currently evaluating GMSM methods for the three newly-
added structures (buildings B, C and D). The results from this wider range of
structural types will expand and generalize the findings of this paper, and ensure that
the conclusions drawn from the overall study will be valid under more general
conditions. Future efforts will continue widening the range of structures analyzed,
and extend the methodology for study of spectrum-matched and simulated ground
motions.
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ABSTRACT: Pulse-like near-fault ground motions resulting from directivity effects
are a special class of ground motions that are challenging to characterize for seismic
performance assessment. These motions contain a pulse in the velocity time history of
the motion, often occurring in the direction perpendicular to the fault rupture at
locations near the fault where the earthquake rupture has propagated towards the site.
A recently proposed wavelet-based signal processing approach is used on a large
ground motion library to empirically identify these pulses in ground motions. Example
results are presented to demonstrate that the identified motions are often observed at
sites where directivity effects are expected (although no claim is made that all
observed pulses are due to directivity). The response spectra of these records are then
studied using this approach, and it is seen that their spectra can be described using an
existing ground motion prediction (attenuation) model coupled with a narrow-band
amplification function in the region of the pulse period. The modified prediction can
be incorporated in probabilistic seismic hazard analysis, providing a direct and
transparent method of accounting for directivity effects.

INTRODUCTION

Pulse-like near-fault ground motions resulting from directivity effects are a special
class of ground motions that are particularly challenging to characterize for seismic
performance assessment. These motions contain a ‘pulse’ in the velocity time history
of the motion, ideally in the direction perpendicular to the fault rupture, and generally
occurring at locations near the fault where the earthquake rupture has propagated
towards the site (see examples in Figure 1). Despite our growing understanding of
these ground motions, it is still difficult to identify this effect and account for it in
ground motion prediction (attenuation) models.

The author recently proposed a ground motion processing that allows for automated
detection of directivity pulses (Baker 2007). That detection scheme is here used on a
large ground motion library to empirically identify those records containing pulses.
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Those records are then analyzed to determine the effect of the pulses on resulting
response spectra. This analysis is needed to for so-called narrow-band predictions of
response spectra from near-fault ground motions, which can then be incorporated into
a generalization of probabilistic seismic hazard analysis that accounts for directivity
effects (Tothong et al. 2007). Taken with other parallel developments, this work helps
point the way towards a comprehensive framework to understand and account for
directivity effects in engineering design. The benefits of such an approach are
improved understanding of the impact that directivity has on seismic hazard, a more
transparent method of accounting for these effects, and a potential reduction in
conservatism associated with using “worst case” directivity scenarios for design.
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Figure 1: Four example pulse-like near-fault ground motions.

PULSE IDENTIFICATION AND EXTRACTION

The pulse extraction procedure used here relies on wavelet analysis to identify large
pulses in the velocity time history of a ground motion (e.g., Mallat 1999). The wavelet
transform is analogous to a Fourier transform, except that non-stationary functions are
used for the decomposition instead of continuous sine functions in the case of the
Fourier transform. A variety of “mother wavelets” can be used for the analysis; this
mother wavelet is scaled (dilated) and translated to represent various components of
the signal. A wavelet basis function is thus defined as

@, (1) :%cb(t—‘lj (1)

where ®(-) is the mother wavelet function, s is the scale parameter that dilates the
wavelet, and / is the location parameter that that translates the wavelet in time. The
ground motion of interest is then transformed into coefficients for these wavelet

Page 2



Geotechnical Earthquake Engineering and Soil Dynamics IV GSP 181 © 2008 ASCE

functions with varying scale and location. There are two types of wavelet transforms
available to analysts. Loosely speaking, the discrete wavelet transform computes only
coefficients for the minimum number of wavelet basis functions needed to reconstruct
a signal, while the continuous wavelet transform computes coefficients for every
possible scale and location. Here the continuous transform is used, as it will precisely
identify the scale and location of large velocity pulses of interest.

The utility of this signal processing procedure is that if the wavelet basis function is
similar in shape to velocity pulses caused by directivity, then the velocity pulse will
show up in the wavelet transform as a large coefficient for the wavelet having a scale
and location associated with the pulse. That wavelet coefficient can be used to both
detect the presence of a pulse, as well as to extract the pulse from the ground motion.
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Figure 2: lllustration of the decomposition procedure used to extract the pulse
portion of the 1979 Imperial Valley El Centro Array #5 recording.

Results from this algorithm are shown in Figure 2. The continuous wavelet
transform is performed on the original ground motion, and the largest wavelet
coefficient is identified. That wavelet, which represents the largest velocity pulse in
the signal, is then refined by adding up to nine additional wavelets having the same
dominant frequency and located in the region of the original wavelet. The refined
pulse is then subtracted from the original ground motion, leaving a residual ground
motion that contains all information not included in the pulse. Pulses are identified by
comparing the peak ground velocity and energy of the residual ground motion relative
to the original ground motion. This wavelet-based extraction procedure is the most
important part of the pulse-identification approach, but two additional criteria were
proposed as potentially useful supplemental tests. First, ground motions with a peak
ground velocity of less than 30 cm/s were excluded from consideration, as the low
peak velocity would suggest that even if a pulse-like feature is present in a given
ground motion, the low ground motion amplitude suggests that the feature may not be
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caused by directivity. Second, a criterion was applied to ensure that the velocity pulse
appears early in the strong ground shaking, where a directivity pulse is expected to
occur. Complete details of this algorithm, which has been described only
schematically here, are given by Baker (2007).

OBSERVATIONS FROM PAST EARTHQUAKES

One benefit of this analysis procedure is that large numbers of ground motions can be
processed. The algorithm requires only a few seconds on a desktop computer to
analyze a typical ground motion (consisting of several thousand discrete velocity
values), so the approximately 3500 fault-normal ground motions from the Next
Generation Attenuation (NGA) project were analyzed, and 91 pulse-like ground
motions were detected. It should be noted that not all of these pulses are necessarily
caused by directivity effects, although individual study of the records suggests that at
least a majority are. (In particular, long-period record processing can make a static
displacement due to fling effects look like a directivity pulse.) Because this procedure
is at present the only way to automatically classify large numbers of ground motions,
it has been implemented in the Pacific Earthquake Engineering Research (PEER)
center’s Design Ground Motion Library (DGML).

Having this large set of classified ground motions allows for several new ways to
study pulses. Figure 3 shows maps of locations with ground motion recordings in past
earthquakes, with the style of the points indicating the classification of that particular
recording. It can be seen that pulses are generally observed at locations close to the
fault where the rupture propagated towards the site. It is also interesting to note that at
some sites very close to the faults, no pulse is observed, indicating that even at
locations where directivity effects are likely, they are not certain to occur. lervolino
and Cornell (2007) have used regression analysis on this dataset to develop predicted
probabilities of occurrence of pulses, as a function of several predictor variables
relating to source/site geometry.

The period of an extracted velocity pulse can be defined as the period for which the
Fourier spectrum of the pulse’s wavelet is maximized. Many authors have noted a
dependence of pulse period on the magnitude of the causal earthquake, and that trend
was also confirmed using this dataset (e.g., Bray and Rodriguez-Marek 2004;
Mavroeidis and Papageorgiou 2003; Somerville 2003). Baker (2007) obtained the
following predictive relationship for pulse period

E[InT, |=-5.78+1.02M (2)

where T, 1s the period of the pulse (as determined using wavelet analysis), E[ ] denotes
an expected (mean) value, and M is the earthquake’s moment magnitude. The standard
deviation of observed In7}, values about this mean prediction is 0.55.

RESPONSE SPECTRA OF PULSE-LIKE MOTIONS

The effect of near-fault directivity on observed response spectra was first studied
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systematically by Somerville et al. (1997), who predicted a broad-band modification to
amplify all spectral values monotonically as a function of source/site geometry
parameters that suggest directivity effects might be present. But a more accurate
model would amplify spectral accelerations only in a narrow band around the pulse
period. (Alavi and Krawinkler 2001; Fu and Menun 2004; Somerville 2003; Tothong

and Cornell 2007).
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Figure 3: Maps of rupture projection and observed ground motions from four
example earthquakes: (a) 1979 Imperial Valley, (b) 1987 Superstition Hills, (c)
1994 Northridge, (d) 1992 Landers.

The wavelet decomposition described above greatly facilitates quantification of the
effect of the pulse on the response spectrum. In Figure 4, (pseudo) acceleration spectra
of four pulse-like motions are shown, along with spectra of the motions after the
pulses have been extracted. Median predicted spectra (Boore and Atkinson 2007) are
also shown, as well as marks indicating the motions’ pulse periods. It is apparent that
the pulses cause amplification of the records’ spectra, in the region of the pulse period.
These amplification regions are shaded in Figure 4 for emphasis.

To more systematically quantify this amplification effect, the response spectra of
all 91 pulse-like motions were studied. Two normalizations were performed to
facilitate comparison of the records. Rather than study the response spectra directly,
deviations from predicted spectra were computed. These deviations are quantified by
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the parameter & which measures the number of standard deviations by which an
observed spectral acceleration (Sa) differs from a its predicted Sa at the given period

In Sa(T') - Hinsacr

e(T)= (3)

O lnSu(T)

where finsq(r and sy are the mean and standard deviation of a ground motion’s log
Sa value from a ground motion prediction model (e.g., Boore and Atkinson 2007), and
Sa(T) is the observed spectral acceleration value. The observation in Figure 4 that
Sa’s are higher than predicted in the region of the pulse period means that we expect
positive &’s near 7,.
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Figure 4: Response spectra of pulse-like ground motions before and after pulse
extraction, and the Boore and Atkinson (2007) median prediction for each
ground motion. (a) Imperial Valley, EI Centro Array #5. (b) N. Palm Springs, N.
Palm Springs. (c) Landers, Lucerne. (d) Northridge, Jensen Filter Plant
Generator.

To allow comparison of records having differing pulse periods, we plot these &£’s
versus 1/T, (where T, is the period of the pulse), as shown in Figure 5a. It is clear
from this figure that the response spectrum is systematically higher than predicted at T’
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= T,, with 90 of the 91 records having positive ¢ values, and the remaining record
being only slightly negative. Next, in Figure 5b, we see the ¢ values of the residual
ground motions (i.e., the ground motions with the pulses removed). The mean ¢ values
of these ground motions are very close to zero at all periods. This suggests that the
residual ground motions have spectra that are on average equal to the predictive
model, indicating that removal of the pulse did not overcompensate and make the
residual records weaker than ground motion models would predict.
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Figure 5: Epsilons and response spectra from pulse-like ground motions. (a)
Epsilons from original ground motions. (b) Epsilons from residual ground
motions. (c) Difference in g between the original and residual ground motions. (d)
Ratio of original spectral accelerations to residual spectral accelerations.

These results indicate that a practical approach to predict spectral accelerations of
these records is to predict the spectra of the residual ground motions using existing
ground motion models for “ordinary” motions, and then add an amplification factor
around the pulse period to account for the contribution of the pulse. In Figure 5c, the
difference in ¢ values between the original and residual ground motions is plotted. To
make this result more conveniently usable in the form of a ground motion model, we
return to spectral acceleration values in Figure 5d, where the ratios of the original
record’s spectral acceleration value to the residual record’s spectral acceleration
values are plotted. It is seen that addition of the pulse multiplies the spectral
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acceleration by an average of 2.7 at 7, and 1.5 when 7/7,=2 or 0.5. The mean value
of this ratio is approximated by the following Gaussian (bell-curve) function around 7,

In I:Sao"igi"al (T) / Saresidual (T)] = e*Zln(T/Tp) (4)

This appears to closely fit the trend seen in Figure 5d, but future work will derive
response spectra of the wavelet function used for pulse extraction, and may result in a
more theoretically justified amplification function. This simple model, in which the
amplification is only a function of pulse period, may also be refined after further
study. It should be noted that Tothong (personal communication 2005, Tothong et al.
2007) was the first to develop and use a plot like Figure 5a, and the only new
development here is to use wavelet processing to decouple Sa’s from the pulse and
residual, so that they can be studied separately.

Given that the mean InSa of the residual ground motions is well-predicted by
standard ground motion models (as seen in Figure 5b), and that the mean of the pulse
amplification is well-predicted by equation (4), a simple ground motion model for
pulse-like motions is given by:

—2In(T/T;
'ulnsam-iginaz (T’ TP) = Hin N— (T) te ) (5)

where tnsaeiaa(T) 18 the mean logarithmic spectral acceleration value predicted by a
standard ground motion model, and insaorieina( 7, T) 1s the new prediction of the pulse-
like ground motion. The standard deviation of normalized residuals from this
prediction is approximately one, which indicates that the standard deviation of the
original ground motion model need not be modified. Note that this prediction assumes
the existence of a pulse, and also assumes knowledge of 7, (because the amplification
function is dependent upon 7},). Because this model amplifies a narrow region around
T, rather than amplifying the response spectra in a more general way, it is classified as
a “narrow-band” directivity model (Somerville 2003; Tothong et al. 2007).

IMPLICATIONS FOR SEISMIC HAZARD ANALYSIS

This model of the previous section can easily produce predicted response spectra
for pulse-like motions with a given period, but not all near-fault records contain
pulses, and pulses will also have varying periods. Probabilistic seismic hazard analysis
accounts for unknown future magnitudes and distances when computing seismic
hazard, and can be generalized to also account for unknown directivity effects in
future ground motions. Tothong has described how these generalizations can be
implemented, and presented the needed mathematics (Tothong et al. 2007). In addition
to the response spectrum prediction presented here, and the prediction of pulse periods
from equation (2), that procedure also requires a prediction of the probability that a
pulse will occur at a given site susceptible to directivity; one such prediction is
available from Iervolino and Cornell (2007). Calculations of this type, which explicitly
account for directivity, can accurately amplify seismic hazard curves to account for
pulses, and hazard deaggregation can also be used to identify the probability that a
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given ground motion intensity level is caused by a pulse-like ground motion. Further
work is planned to more completely describe the orientation of velocity pulses, and
that concept could also be adopted into a PSHA framework.

The focus of this work is on the impact of directivity pulses on response spectra,
but the resulting structural responses may or may not be fully accounted for by the
increased Sa values predicted here. Several researchers have concluded that Sa at the
first-mode period of the structure is not sufficient to predict the effect of directivity
pulses on nonlinear multi-degree-of-freedom structures (e.g., Alavi and Krawinkler
2001; Luco and Cornell 2007; Tothong and Cornell 2007 are recent examples among
others). The Sa predictions presented here could also be incorporated into vector-
valued PSHA, which Baker and Cornell found may account for directivity effects by
measuring response spectra at multiple periods (2007). Further work is needed on this
topic.

CONCLUSIONS

An algorithm for identifying strong velocity pulses in recorded ground motions has
been briefly summarized and applied to a set of approximately 3500 fault-normal
ground motions. The calculations identified 91 pulse-like ground motions and
computed their associated pulse periods. Maps of these pulses suggest that many of
them occured at source-to-site geometries likely to have experienced directivity
effects. The acceleration spectra of these 91 motions were then studied in more detail.

It was observed that the spectra of these records are systematically larger than
predicted at periods near the velocity-pulse period. When the pulses were extracted
from these records, the residual ground motions were well-described by existing
ground motion prediction models, indicating that a simple narrow-band amplification
could be applied around the pulse period to substantially account for the additional
effect of the pulse. The 91 ground motions were used to estimate this amplification
factor. The resulting prediction requires knowledge of the period of the pulse, which
will not be known a priori for future ground motions. This can be addressed within
probabilistic seismic hazard analysis, however, using the same approach by which
uncertain future magnitudes and distances are currently addressed (Tothong et al.
2007). The resulting ground motion hazard curves should provide a more rigorous and
justifiable accounting for the effects of directivity, and may provide tools to calibrate
the near-fault design factors specified by building codes.

The large quantity of data used here is not easily reported in a written publication.
A dedicated website has been created at http://stanford.edu/~bakerjw/pulse-
classification.html, as a repository for algorithms, as well as a collection of figures
showing time histories, response spectra and maps of this data. The website more
completely documents the approach used here, and should be a useful resource for
others interested in performing this type of analysis.
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ABSTRACT: A model for horizontal peak ground strain (PGS) is developed in
consideration of three fundamental contributions to spatially variable ground motion
(SVGM): (1) spatial incoherence effects, which contribute to phase variability in a
stochastic sense; (2) wave passage effects, which contribute to phase variability in a
deterministic sense; and (3) amplitude variability. Previous models for each of these
effects are reviewed and compared to array data from Borrego Valley, California.
Published empirical models for coherency and amplitude variability are found to
represent reasonably well the Borrego data. We extend previous work by considering
correlations of amplitude and phase variability (generally found to be small) and
characterizing the coherency-dependent probabilistic distribution of phase variability.
Using the aforementioned amplitude and phase variability models, a procedure is
developed to generate simulated acceleration records from a seed record. The
procedure is applied to a suite of Northridge earthquake recordings to predict ground
strains, which are found to be strongly dependent on the peak ground velocity (PGV)
of the seed motion and the separation distance between the seed and simulated
motions. The dependence of PGS on PGV saturates for large PGV (> 50 cm/sec).

INTRODUCTION

A number of approaches have been described in the literature for characterizing
ground strain from strong ground motion. One prevailing approach examines strains
along a particular alignment (e.g., a pipeline or tunnel) due to wave passage (e.g.,
Newmark, 1967). In this approach, peak ground strain (PGS) is represented as some
fraction of the ratio of peak ground velocity (PGV) to shear wave velocity (V). The
main drawback for this approach is that it does not capture additional sources of
spatially variable ground motions (SVGM) including incoherent waves and spatially
variable site response. Accordingly, it is often preferred for strains to be inferred from
recordings of dense field arrays, in which many SVGM effects are implicitly included.
There are two general categories of approaches for doing this. The first approach uses
a geodetic technique to infer strains directly from differences in ground displacement
histories at adjacent stations O’Rourke et al. (1984), Bodin et al. (1997), Paolucci and
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Smerzini (2007), Paolucci and Pitilakis (2007). The second approach, used by this
study, uses SVGM models of Fourier amplitude and phase variation in a forward
modeling sense to generate a simulated motion from a seed recording. Similar
approaches have been used previously by Zerva and Zervas (2002) and Abrahamson
(1992b). The simulation of SVGM through analysis of amplitude and phase variability
recognizes three fundamental sources of ground motion spatial variability:
1. Variability of phase from wave passage.
2. Random (or stochastic) variability of phase, which is often expressed
mathematically by a coherency function.
3. Variability of amplitude, which can be expressed by a standard deviation term.
This paper describes the development of a model to predict PGS in consideration of
the above sources of SVGM. We evaluate phase and amplitude variability relative to
existing models using previously unanalyzed array data from Borrego Valley,
California. We then describe the development of new procedures for evaluating
simulated ground motions from a seed record. Those procedures are then used to
estimate ground strains, and predictive equations for PGS are developed and compared
to previous work. This paper is a brief synopsis of this work, which is described in
more detail by Stewart et al. (2007).

DATA SUMMARY

The Borrego Valley
Differential Array
(BVDA) is located in the
San Jacinto Mountains,
40 km west of the Salton
Sea in southern California
(Kato et al, 1998). It is
situated in the northern
portion of the Borrego
Valley which is an
alluvial flood plain which

NS
N

GEOLOGIC LEGEND

. Station E X ] Q: Alluvium deposi
widens to the south. The LR : Qi Allavium deposit
. . I 77 gr-m: Granitic and
BVDA consists of **® wain B B e e rocks

@  Microtremors and
strong motion site

iaiiniiniiniinininiiniiniialininie 2%

multiple  surface  and
downhole arrays,

however only the main FIG. 1. Plan view of Borrego Valley showing

linear array recordings are location of BVDA (Kato et al. 1998).
used. The  array

configuration is shown on Figure 1.

The data was selected from stations O (main) and A through E, which are located
10, 20, 40, 60, 80, 160 meters from the main station. The underlying soils consist of
medium to very dense coarse to medium grained sands with S-wave velocities of 400
to 600 m/s. The soil overlies a granitic basement located approximately 230 m below
the surface with S-wave velocity of greater than 2500 m/s (Kato et al, 1998). From
the nearly 200 events recorded, 16 were selected based on a high signal to noise ratio
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and minimum 1 sec window length for shear waves to optimize bandwidth. These
criteria limit the selected earthquakes to events with M > 2.5, typically with epicentral
distances < 80 km.

The array data was pre-processed before application to estimate the coherency and
amplitude variability. The S-wave window was identified and used in the analyses.
This was done because prior work has shown shear waves to produce larger strains
than p-waves or surface waves (e.g., Gupta, 2004). To model the deterministic and
stochastic variation separately, the S-wave windows were aligned in time with
reference station 0 to remove wave passage effects. After extraction the aligned S-
wave signals were tapered in the time domain to minimize errors/bias in subsequent
frequency domain analysis.

COHERENCY

Coherency is used to quantify phase variation between two signals. To quantify the
random phase variation, we use lagged coherency defined as follows (Abrahamson
1992a):

50|
[5,(@)S, (0)]

where S and S, are the power spectral density functions of stations j and k, S, is the

7 (@)|= (1)

cross power spectral density function, and @ is the circular frequency (radians/sec).
The statistical distribution of lagged coherency data is approximately normal when
transformed using a tanh™! function (Abrahamson 1992a).

Values of lagged coherency are sensitive to the smoothing method that is used (e.g.,
lagged coherency of unsmoothed records is unity). We smooth the data using an 11-
point (M=5) Hamming lag window (Brillinger, 1981; Abrahamson, 1992a), which is a
frequency-domain smoothing procedure applied to power spectra. The application of
smoothing produces a trade-off between resolution and data scatter — as the level of
smoothing increases the scatter of the coherency decreases but the mean value also
decreases. Additional justification for the smoothing procedure adopted here is given
by Abrahamson (1992a) and Stewart et al. (2007).

Abrahamson (1992a) developed an empirical model for lagged coherency using
recordings from the LSST (Large Scale Seismic Test) array in Taiwan. The model
takes as input frequency (f) and separation distance (¢&). For large frequencies, the

model converges asymptotically to a value of |7| =0.35, which corresponds to the

lagged coherency of white noise for the selected level of smoothing.

The lagged coherency of the BVDA data is plotted against the Abrahamson (1992a)
model in Figure 2. The model generally fits the BVDA data well, although there is
bias for frequencies below 10 Hz (under-prediction for £&=10 m; over-prediction for
E>10 m).

BVDA data were also used to investigate the distribution of the random phase
variation and the correlation between random phase components. This information is
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FIG. 2. Transformed lagged coherency data from BVDA plotted again model of
Abrahamson (1992a). y=median; o=standard deviation.

important for the generation of simulated motions, as described subsequently.
Histograms of wrapped phase differences between station pairs are plotted for various
frequency bins in Figure 3. The standard deviation terms, oy, reported in Figure 3
are those of the data with their shown distribution, which appears to be a hybrid of a
normal distribution and a uniform distribution (the latter dominating at higher
frequencies). However, Stewart et al. (2007) showed that the distributions in Figure 3
are for all practical purposes normal distributions (standard deviation = oy of
unwrapped phase differences — in other words, the warping of the tails of the
distribution occurs because of wrapping. Because of the effects of wrapping, o5 >
U@wr)'

As described further in Stewart et al. (2007), correlation coefficients of phase
variations from frequency-to-frequency average approximately zero, indicating that
variability of wrapped phase angle is essentially random.

%2000 IIIIIIIIIIIIIIIIIII 2500|IIIIIIIIIIIIIIIIIII

2 1 i £=2550 Hz5,,, = 0.57n

o 1600 2000

=]

8 1200 1500

@)

‘s 800 1000

@

o]

g 400 500

=z 0 0
-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1
Phase Difference (Fraction of r) Phase Difference (Fraction of =)

FIG. 3. Histogram of wrapped differences between Fourier Phases from all
BVDA station pairs for separate frequency bins as noted.
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AMPLITUDE VARIATION

The amplitude variation between two stations is taken as the difference of the natural
logs of the Fourier amplitudes and is denoted 4A(f,&). If a series of values of 4A are
collected, the distribution should have zero mean. The standard deviation of the

distribution is denoted ou4(f,&). Standard deviation term o,, is calculated using
unsmoothed Fourier amplitude spectra so as to be compatible with the procedure for
generating simulated ground motions described below.

An empirical function for o,4(f,&) has been developed by Abrahamson (2007,
personal communication) as follows:

o (f.8)=A(1-e"") 2)

where A-C are regression parameters with values A=0.93, B=-0.163, and C=-0.0019.
This regression was performed using the maximum likelihood method by selecting the
best fit line for many different arrays from soil sites (Chiba, Hollister, Imperial Valley
Differential Array, LSST).

The model represented by Eq. 2 was compared to BVDA data. Figure 4 shows the

model for o,, plotted against data for all of the BVDA selected events. Each blue dot
in Figure 4 represents a standard deviation (o,,) calculated on all data within the

specified separation distance range for a fixed frequency. The results show that
amplitude variability is more strongly dependent on frequency than on separation
distance and that o,, reaches a limiting value of 0.929 at high frequencies (regardless

of separation distance). The fit to the data is generally satisfactory.
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FIG. 4. Plot of o,, from BVDA data compared to model

As described further in Stewart et al. (2007), correlation coefficients of amplitude
variability from frequency-to-frequency range from about 0.3 for frequency steps of
approximately 0.2 Hz to nearly zero for frequency steps approaching 10 Hz.
Correlations between differences of natural logarithms of amplitude and unmodified
phase differences at a common frequency were also investigated and found to be
nearly zero. Based on these result, we assume amplitude residuals to be uncorrelated

| with each other and with phase.
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GENERATION OF SPATIALLY VARIABLE GROUND MOTIONS

In this section, we describe the process adopted for the generation of a pair of
spatially variable ground motions (SVGM). One of the motions is referred to as the
“seed” motion and consists simply of an individual recording. The second motion is
different from the first as a result of a modification of the phase and amplitude; that
motion is referred to as the “simulated” motion. For the development of the strain
model herein we assume the new location is oriented in the direction of the wave ray
path as we use the full apparent wave velocity with a slowness of $=0.4 sec/km.

Consider a seed motion with phase ¢. The phase of the simulated motion ¢ is
evaluated by adding a stochastic component gy along with the phase shift from wave
passage:

¢, (f)=0.(f.&)+e,(f)+2nfEs 3)

A separate random number &
is used for each frequency — Simulated Mean |YZ|
except the zero frequency | e Fit Line, EM: e(*‘)-s%)
component (f=0) because of

the lack of correlation of 1
random phase variations _ i
across frequencies. Each 08
random number is generated

according to a normal 0.6
distribution with =0 and
standard deviation=0y4 (i.e., 04
standard deviation of

unwrapped phase angles). 0.2
Term oy is related to lagged

coherency -- as |;/| drops oy o J R R sl 1
increases. Stewart et al. 0 04 0.8 1.2 1.6

(2007) derive the relationship Standard Deviation of Phase, o, (Fraction of )
between |7/| and oy, which is

>0.33

Elv

FIG. 5. Relationship between sigma and lagged

found to follow the
coherency

relationship shown in Figure
5. The minimum value of 0.33 corresponds to the limiting value of lagged coherency
obtained from BVDA data for the selected method of smoothing. After generating a
realization of &y and adding the phase shift from wave passage per Eq. 3, the modified
phase is then wrapped to be within the limits of [-w, 7t].

As with the phase variation, the Fourier amplitude of the seed motion is modified by
adding a stochastic component &y as shown below:

4 (1) =esp [ 4, (1)]-5, (1) o (1) @
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The random numbers for amplitude are generated according to a normal distribution
with £=0 and standard deviation=0,,, where o,, is in turn calculated using Eq. 2.

Independent random numbers are used for each frequency except the DC-component,
which is not modified. The random numbers used for amplitude are independent of
those used for phase due to the lack of correlation.

PREDICTION MODEL FOR STRAINS

In this section we develop a predictive model for Peak Ground Strain (PGS). A
suite of N; seed motions is selected from Northridge earthquake recordings with a
range of amplitudes. For seed motion 7, a simulated motion is generated using the
procedure given in the above section for a given separation distance & The seed and
simulated acceleration are integrated twice to displacement histories. A strain history
is calculated as the difference between the seed and simulated displacement histories
normalized by & The peak value of strain from the strain history is taken as PGS.
The simulation procedure is repeated approximately 30 times to generate a suite of
PGS values for seed motion i and separation distance & This is repeated for all N
seed motions and for a suite of separation distances. Using those results, a prediction
equation was developed to estimate PGS as a function of separation distance & and
peak ground velocity (PGYV).

The seed motions utilized in this work are from stations with NEHERP C and D
site categories. One component of motion was arbitrarily selected for each site. All
data was taken from the PEER database (http://peer.berkeley.edu/nga/). The selected
stations are listed by Stewart et al. (2007).

A baseline correction procedure was developed to minimize the effect of long period
noise on PGS estimates. The full baseline correction procedure is given by Stewart et
al. (2007), but the most important aspect of the procedure is that baseline correction
was applied to the differential displacement between the seed and simulated
displacements. This avoids the potential for errors associated with inconsistent
baseline correction of the two records. We used a baseline correction consisting of a
high-order polynomial without constant or slope terms fit to the acceleration-time
data. A 10" order polynomial was used; however it was found that the order of the
polynomial used was relatively inconsequential to the PGS estimates.

Individual estimates of PGS from the Northridge accelerograms are given in Figure
6. Each “column” of points corresponds to the 30 PGS estimates for a given record.
For a given separation distance (&), PGS is seen to increase with PGV initially, but
then to saturate for large PGV. This behavior can be captured with a hyperbolic
function, as shown by the fit curves in Figure 6. A preliminary model for PGS
conditional on PGV and ¢is given by the following expression:

PGV
(a,&-a,&*)+(b&~b,E")- PGV -R

where a;-a, and b;-b, represent regression coefficients given in Figure 6. The log-
normal standard deviation of the residuals opgs=0.72.

PGS = )
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FIG. 6. Plot of model fit to PGS data for £= 6 m and 40 m

Figure 7 compares strain
estimates developed in this study
to those from Abrahamson
(2003) and Paolucci and
Smerzini (2007). Those previous
studies parameterized PGS in
terms of peak displacement
(PGD). To facilitate a side-by-
side comparison, regression
analyses were performed as
described above using PGD as
the intensity measure in lieu of
PGV. Note that the effect of
separation distance was not
considered in the previous work.
For low PGD, the published
models pass near the lower
bound of our curves, generally
being consistent with &=24-40
m.

To provide insight that assists
in interpreting the trends in the
PGV-PGS relationship, we
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FIG. 7. Comparison of model predictions
from present studv (colored lines) to

identify the frequency range that controls strains. This is done for the Northridge
records by exercising the simulated motion generation routine by modifying the
coherency and amplitude over a frequency range of zero to a cutoff frequency f..
Limiting frequency f, was taken as 0.2%, 1.0%, 2.0%, 10%, 20%, 40%, 60%, 80%,
and 100% of the Nyquist frequency (fy,q). The original procedure takes f. = fy,4. By
successively dropping f. below fu,,, we investigate the influence of the different
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frequency ranges on ground strains. The results are shown in Figure 8 and indicate that
the randomization of frequencies beyond ~4-5 Hz does not appreciably affect strain
estimates. Peak strains drop as f, is dropped across the range of ~0.3 to 4 Hz. These
results indicate that components of ground motion in that approximate frequency
range control ground strains.
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FIG. 8. Variation of PGS with frequency f implied by PGS model in Eq. 5.
SUMMARY AND LIMITATIONS

We develop a preliminary model relating peak transient ground strain to peak
velocity and separation distance. The model accounts for known sources of spatially
variable ground motion including wave passage, incoherent waves, and differential
site response, at least to the extent that those effects are captured in the underlying
models for coherency and amplitude variability. Those underlying models were
developed from relatively weak motion data (PGV < 30 m/s) and an inherent
assumption associated with the procedure used here is that the coherency and
amplitude variability models apply for larger shaking amplitudes as well. Validation
of the computed strains against strains directly inferred from array data is being
completed at present.

Our preliminary model is considered applicable to stiff soils sites, separation
distances of £=6-85 m, and PGV <120 cm/sec. The PGS model is developed using
ground motion recordings from only one event, hence possible effects of magnitude
have not yet been investigated. Major new features of this model relative to previous
work are the saturation of strain at high PGV and the dependence on &.
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ABSTRACT: When earthquake engineering is concerned with both the amplitude
and durational aspects of ground motion, it commonly uses seismic loading in the
form of a time history. The translation of traditional probabilistic seismic hazard
analysis (PSHA), i.e., based on peak acceleration/response, into a time history can be
complicated by deaggregation sensitivity to choice of motion parameter. The
complication is exacerbated when peak motion only partially addresses damage
potential. Energy-based parameters, such as Arias Intensity, address both amplitude
and durational aspects of seismic shaking. To the extent that energy content correlates
with damage potential, PSHA using Al (or some other energy measure) yields hazard
curves that facilitate the translation of probabilistic load into a time series and,
through deaggregation, facilitates the development of design earthquake scenarios
and time histories. Potential applications range from assessing the conservatism of a
time history's loading, to developing a suite of time histories with specific
probabilistic loads for damage sensitivity analysis. Examples of Al-based and peak
acceleration-based PSHA for exceedance return periods suggested for dams
(thousands of years) show that Al-based deaggregation focuses on larger earthquakes
where peak acceleration-based deaggregation indicates competing scenarios.

INTRODUCTION

Physics distinguishes between the concepts of force, energy, and work. Where
force represents the potential to move an object, work represents the object’s
displacement as force is applied. Work is done by transferring energy, the capacity to
do work, to an object or material.

A measure of the energy of earthquake shaking can be an important predictor of
both structural performance and geotechnical behavior. Dynamic geotechnical
analyses are commonly concerned with the potential work (strain, deformation,
sliding displacement, etc) that an earthquake is capable of doing, so it follows that
their results depend on the energy content represented by the applied seismic load.
Ground motion energy content is controlled by both its amplitude and durational
aspects, which include the number of significant strong motion cycles present.
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Simplified analyses for embankment deformation (Makdisi and Seed 1978) and
liquefaction (e.g., Seed et al. 1983) use seismic loading in the form of peak
acceleration and a proxy for durational aspects, such as earthquake magnitude.
Rigorous analyses commonly use design earthquake motion in the form of a time
series (time history).

A design earthquake time history is typically developed from a “seed” record that is
adjusted to meet frequency and amplitude characteristics defined by a target
acceleration response spectrum. Because a time history represents motion generated
by a unique earthquake scenario, the target usually represents a specific magnitude,
source-to-site geometry, and site condition. The seed record selection can be critical
because the target spectrum does not constrain durational aspects of shaking, and
should be consistent with the design earthquake scenario. Factors controlling
durational aspects include magnitude, site condition, source-site geometry, and
rupture direction (directivity). Arias Intensity (Al), a measure closely related to the
energy content of strong motion, accounts for amplitude and durational aspects of
strong motion. For that reason, the California Division of Safety of Dams (DSOD) is
considering Al targets to help develop and/or assess the conservatism of design
earthquakes. Deterministic Al targets are yielded by recent empirical attenuation
formulas for Al (Travasarou et al. 2003; Watson-Lamprey and Abrahamson 2006),
which also can be used in probabilistic seismic hazard analysis (PSHA).

DSOD presently uses maximum earthquake scenarios to evaluate more than 1200
dams under its jurisdiction. Though deterministic, the resulting seismic hazard
analyses have probabilistic considerations. The target motion's fractile level (50" to
84™ percentile) is guided by a Consequence-Hazard matrix that considers the
consequence of dam failure and the likelihood of the event, and the analysis includes
a probabilistic assessment of the conservatism of the resulting peak acceleration
(Fraser and Howard 2002). Fraser and Burns (2004) reviewed the probabilities
attained by peak accelerations used by DSOD for dam analysis. Potentially,
probabilistic use of an energy based parameter such as Al represents a more rigorous
and practical measure of the conservatism of design ground motions.

Integrating traditional probabilistic seismic hazard analysis (PSHA) with analyses
using a time series introduces complexities. Traditional PSHA uses a probability
function for peak motion, typically peak ground acceleration (PGA) and/or spectral
acceleration (SA) response, given the occurrence of some earthquake magnitude, M,
at a distance, R, from the site. The aggregate probability of exceeding various levels
of PGA or SA at some response period is computed for all possible M-R scenarios on
each source around the site, yielding a hazard curve that shows amplitude of peak
motion vs. annual exceedance probability (or its inverse, return period). One can
select PGA and SA values for an exceedance probability of interest, and construct an
entire response spectrum with uniform probability, i.e., a uniform hazard spectrum
(UHS). Regardless, such PSHA output does not represent motion from a unique
earthquake scenario, which complicates its translation into a time history. PSHA has
seen widespread use in structural engineering in part because seismic loading has
been commonly used in the form of response spectra (e.g., Chopra 2005), thus
allowing UHS to be used directly. With knowledge of a structure’s vibration modes,
the engineer would use a response spectrum to assess peak earthquake stresses and
whether design limits are exceeded.



Geotechnical Earthquake Engineering and Soil Dynamics IV GSP 181 © 2008 ASCE

PSHA deaggregation can be used to develop a design earthquake that represents a
probabilistic load. Deaggregation shows the earthquake scenario(s) contributing most
to the PSHA. Typically, modal deaggregation (giving most-likely combinations of M-
R-¢ ') is done because it indicates realistic earthquake scenarios. Such results can be
sensitive to response period, probability level, and computational details of the
analysis, and there are important considerations regarding how deaggregation
scenario motions should be scaled to probabilistic levels (Abrahamson 2006). If a
structure is sensitive to a range of vibration periods, multiple deaggregations
addressing that SA range are needed, and any (modal) deaggregation may indicate
several scenarios with comparable (or significant) likelihood, which can result in a
number of design earthquake scenarios for engineering consideration. The engineer
may omit some based on perceived damage potential, but when the analysis is non-
linear or otherwise sensitive to durational aspects, it may be difficult or even
inappropriate to relate damage potential to any given peak motion parameter. These
uncertainties and complexities are multiplied to the extent that other probabilistic
loading levels are of interest, e.g., for assessing sensitivity of performance.

USE AND PREDICTION OF ARIAS INTENSITY

Arias (1970) developed an intensity measure of seismic shaking obtained by
integrating the square of the acceleration over the duration of a time history:

i 2
I, =¥£[a(t)] di (1)

where a(t) is in units of g and I, has units of velocity (m/sec). Arias related this
measure to the cumulative energy per unit weight absorbed by a continuous spectrum
of undamped simple oscillators responding to the time series.

An advantage of Al is that it accounts for durational aspects of shaking. Studies
have correlated Al (or similar measures of strong motion energy content) with
liquefaction triggering potential (Kayen and Mitchell 1997; Kramer and Mitchell
2006), landslide triggering (Wilson and Keefer 1985; Harp and Wilson 1995); and
Newmark displacement (Travasarou et al. 2003) as seen in Figure 1. Yule et al.
(2004) concluded that Al represents damage potential to embankment dams on
liquefiable foundations better than peak acceleration or peak velocity.

Engineering use of a strong motion parameter also requires a reliable predictive
relation for it. Early empirical relations for Al by Wilson and Keefer (1985) and
Wilson (1993) were poorly constrained. Recently, Travasarou et al. (2003) and
Watson-Lamprey and Abrahamson (2006) used records representative of California’s
shallow crustal tectonics to develop empirical attenuation relations for average Al of
the horizontal motion components based on magnitude, distance, site condition, and
other factors controlling strong motion character (explicitly or implicitly). The
Travasarou relation is readily used in PSHA because its functional form parallels
those of existing peak motion relations. Indeed, Kramer and Mitchell (2006, p.430)

" Epsilon (g) represents the number of standard deviations needed in an attenuation formula using M
and R to reproduce the probabilistic value.
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FIG. 1. Newmark displacement for K, = 0.05, 0.10, and 0.15 vs. PGA (top) and
Al (bottom) for 2137 records from events > M6 (after Jibson and Jibson, 2003).
Note displacement ranges for comparable motion intensities.

give an example of probabilistic use of this relation. The Watson-Lamprey and
Abrahamson’s (2006) relation is based partly on ground motion estimates (PGA,
SArT=15), which complicates its use probabilistically, and it was not used in our study.

PSHA: ARIAS INTENSITY VS. PEAK MOTION

A custom version of EZ-FRISK that incorporates Al attenuation was developed by
RISK Engineering at the authors’ request. Presented below are comparisons of PSHA
using Al (PSHA/AI) and PSHA using PGA (PSHA/PGA) for four California sites.
The relation of Travasarou et al. (2003) was used for Al, and three “NGA”
attenuation formulas were used for PGA: Boore and Atkinson (2007), Chiou and
Youngs (2006), and Campbell and Bozorgnia (2007). All the analyses used USGS
(2002) fault and background source models. Site condition was represented by V3
for NGA relations and “BRM” site class (Rodriguez-Marek et al. 2001) for the
Travasarou et al. relation. Probabilistic comparisons were made for exceedance
return periods (ERP) of thousands of years, in keeping with 3,000 to 10,000-yr
criteria suggested for large dams (USCOLD 1999). Directivity was not included.

Figure 2 shows PSHA hazard curves and modal magnitude-distance deaggregation
at 2500-yr ERP for a decomposed granite site in the San Bernardino Mountains,
which was modeled with Vg = 500 m/s for PSHA/PGA and BRM class C for
PSHA/AL The site is close to the Cleghorn and North Frontal faults and within 8 km
of the San Andreas fault. PGA deaggregation indicates the most likely scenario is a
M6.5 @ 2.5 km (Cleghorn), but Al deaggregation focuses on a M7.7 event on the San
Andreas fault. The Al hazard curve indicates 50™ and 84™ percentile predictions (3.0
and 8.5 m/s) for that scenario have ERPs of 200 and 850 years, respectively.
Likewise, the 2500-yr AI (15 m/s) represents a 95™ percentile estimate for a M7.7.
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FIG. 2. PSHA hazard curves and magnitude-distance deaggregation for PGA
and Al for a weathered rock site in the San Bernardino Mountains.

Figure 3 gives results for a deep soil site southeast of Bakersfield about 20 km from
the White Wolf fault, the source of the 1952 M7.3 Kern County earthquake, but
closer to several M5+ aftershocks. Other active faults nearby include the Plieto
Thrust, San Andreas, and Garlock faults. The site condition was modeled using V3o
= 300 m/s and BRM class D. Significantly different most-likely scenarios are
indicated by magnitude-distance deaggregation based on PGA (M6.1 at 7.5km) and
Al (M7.3 at 22.5 km) for 3000-yr ERP motions. The AI hazard curves show the
White Wolf fault overshadowing background seismicity at longer return periods, and
the total hazard yields ERPs of ~700 and 3500 years for 50™ and 84" percentile Al
predictions (1.3 and 3.2 m/s) for the M7.3 scenario.

Figure 4 represents a soft rock site (Vg0 = 500 m/s, BRM class C) in western Santa
Clara Valley, 8.5 km from the San Andreas fault. PGA hazard is influenced by
several sources, and becomes controlled by events on the Monte Vista-Shannon fault,
2.5 km away, at ERP above 5000 years. Al hazard is dominated by events on the San
Andreas for ERPs above 200 years. At 5000-yr levels, PGA deaggregation shows
modes at both M6.7 at 2.5 km and M7.9 at 8.5 km, whereas Al deaggregation focuses
only on the latter scenario. The AI hazard curve shows that 50™ and 84™ percentile
Al estimates for a M7.9 at 8.5 km (2.9 and 8.2 m/s) have 350- and 1700-yr ERPs.

Figure 5 shows results at ERPs of about 10,000-yrs for a rock site (Vg0 = 800 m/s,
BRM class B) east of Sacramento in an area of low seismic activity. Modal
magnitude-distances are M6.1 at 7.5 km (background seismicity) for PGA deaggrega-

5
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FIG. 3. PSHA hazard curves and magnitude-distance deaggregation using PGA
(top) and AI (bottom) for a soil site southeast of Bakersfield, California.

tion, M7.9 at 160 km (San Andreas event) for SAt—;s, and M6.5 at 78 km (western
Great Valley blind thrust event) for AL, The ERP of 84" percentile Al estimates for
these scenarios ranges from less than 500 years to 5000 years (for M6.1 @ 7.5 km).

DISCUSSION

As discussed in Abrahamson (2006), traditional PSHA can be sensitive to the
lower-bound magnitude (LBM) used in source modeling. The LBM, which represents
the minimum event size expected to cause damage, is used because small earthquakes
can produce large peak motions. Thus, the LBM is a concession to the limitations of
peak motion to indicate damage potential. Inasmuch as Al scales strongly with
magnitude, LBM selection loses significance with PSHA based on Al.

The examples presented mainly compare probabilistic Al and PGA. Baker (2007)
found that Al correlates well with PGA and short-period SA through T =1 s, which
supports Travasarou et al. (2003) findings that Al may be more suited to analysis of
relatively stiff structures. These conclusions also suggest that deaggregation results
for PSHA/AI and PSHA/PGA would be similar, yet this was not demonstrated in our
study. That the correlation does not maintain through the PSHA apparently owes to
Al's stronger dependence on earthquake magnitude.
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FIG. 4. PSHA hazard curves and magnitude-distance deaggregation using PGA
(top) and AI (bottom) for a soft rock site west of Santa Clara Valley, California.

Other examples show that Al deaggregation results can converge with those based
on peak motion at sites dominated by a single source, which can occur close to major
active faults. However, differences still can arise when the source's seismic activity is
characterized by a range of magnitudes and recurrence rates.

Conceptually, PSHA based on the energy content of ground motion is intriguing.
We chose Al for our study because it has precedent for use in geotechnical analysis,
and robust AI predictive relations exist with functional forms that facilitate
probabilistic application. Regardless, Al may not be the ideal parameter for
predicting engineering performance; its suitability depends on its correlation with
engineering damage potential. Although Al may correlate better than peak motion
parameters in geotechnical applications, Kramer and Mitchell (2006) found that a
similar energy-based parameter employing an intensity threshold (CAVs) was
superior to Al for liquefaction triggering analysis. Their predictive relation for
CAVs, which is similar to the Travasarou formula for Al, can also be incorporated in
PSHA readily, and its use merits further study for other geotechnical applications.

Lastly, probabilistic use of Al does not necessarily suggest fewer seed records
should be considered for any given design earthquake scenario. Figure 1 shows
performance variations do occur with records of equal Al

GSP 181 © 2008 ASCE
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FIG. 5. PSHA hazard curves and magnitude-distance deaggregation using (top
to bottom) PGA, SA1_1.0s, and Al for a rock site east of Sacramento.

CONCLUSIONS

An energy-based probabilistically-derived ground motion parameter represents an
attractive concept for earthquake engineering. Probabilistic use of Al, which is
closely related to the energy content of strong motion, should be considered for
analyses that use seismic loading in the form of a time history. Such analyses
commonly address structures and situations sensitive to both the amplitude and
durational aspects of seismic shaking. The empirical predictive relationship for Al
developed by Travasarou et al (2003) is readily usable for this purpose.
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Probabilistic use of ground motion energy content potentially facilitates and/or
improves the application of PSHA to geotechnical analysis requiring earthquake
loading in the form of a time history. To the extent that energy content correlates
with geotechnical performance, an Al hazard curve suggests a more direct means for
relating exceedance probability to the loading represented in a time history, and
together with deaggregation of PSHA/AI can directly guide the development of
design earthquake scenarios. Examples show that PSHA based on Al vs. PGA or
SArT - |5 can focus on significantly different modal deaggregation scenarios. Our
results indicate that, relative to PGA, deaggregation of probabilistic Al generally
focuses on larger magnitude scenarios that generally have more energy content.

While no single ground motion measure may fully capture all aspects important to
engineering performance, probabilistic use of energy measures such as Arias Intensity
potentially fills a gap and enhances existing practice. Probabilistic Al could be used
to efficiently develop suites of time histories representing various probabilities for
engineering fragility/sensitivity analyses, or simply to judge the conservatism of a
proposed design earthquake motion.
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ABSTRACT: Ground motions are derived for application to Project-specific design
criteria. Both probabilistic and deterministic seismic design ground motions are
developed satisfying design requirements, and using seismic source and ground
motion attenuation models similar to those employed for earlier extensions to the
BART system. Specifically, the Silicon Valley Rapid Transit Project (SVRT)
alignment seismic design criteria for permanent structures require determination of
the greater of ground motions from a site-specific 10% in 50 years [approximately,
500-year return period] probabilistic analysis or the median deterministic ground
motions from the maximum magnitude events on the major active faults in the
immediate vicinity: the San Andreas, Hayward, and Calaveras faults. For
convenience, the continuum of design ground motion response spectra within this
range were segregated into smooth enveloping horizontal and vertical surface outcrop
spectra over the frequency range of 100 to 0.1 Hz and for National Earthquake
Hazards Reduction Program (NEHRP) Site Class D for “North,” “Central,” and
“South” reaches of the alignment. Based on these analyses this report defines seismic
design ground motion response spectra for permanent and temporary structures for
these three reaches.

INTRODUCTION

All design development for SVRT is performed to comply with BART Facilities
Standards except as specifically modified or supplemented for the SVRT, as well as
to meet federal, state and local requirements [see Litehiser et al. 2003, SVRT 2005].

Although the BART criteria considered a deterministic contribution only from the
San Andreas fault, for the SVRT alignment the seismic design team considered the
San Andreas, Hayward-Rodgers Creek and Calaveras faults. These three are the most
significant faults near the SVRT project. As discussed below the probabilistic ground
motions generally dominate the criteria ground motions, except for some long period
deterministic ground motions from the Hayward-Rodgers Creek fault toward the
north end of the alignment.

In addition, with advice from the seismic design team and Seismic Advisory Board,
and based on the regional subsurface conditions, SVRT established that reference
ground motions of the seismic design criteria are to consider soil conditions
consistent with NEHRP Site Class D. Finally, design ground motions of 10%
probability in 10 years with a minimum of 0.2g are also proposed for temporary
excavation support structures, based on Caltrans criteria for temporary bridges and
modification in consideration of Bay Area seismicity.
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SEISMIC DESIGN CRITERIA

The proposed seismic design criteria from the SVRT-adapted BART Facility
Standards that are the basis for this ground motions study are, in most relevant part:
5.1 Design Ground Motions

The higher ground motions from a site-specific 10% in 50-year
probabilistic analysis ground motion or the median deterministic ground
motions from the San Andreas, Hayward and Calaveras faults maximum
magnitude events shall be used in the design of bridges and revenue
structures.

The maximum magnitude events shall be as follows:

San Andreas - magnitude 8.0

Hayward - magnitude 7.25

Calaveras - magnitude 7.0
Revenue structures are structures whose structural integrity is necessary for
continued operation of trains, and include aerial guideways, passenger
stations, tunnels, cut-and-cover subway structures, ventilation structures, and
earth retaining structures along the track alignments. For the Tunnel
Segment of the SVRT project, the revenue structures include the bored
tunnels, tunnel portals, crossover structure, and ventilation structures.

Two horizontal (fault normal and fault parallel) and vertical response
spectra shall be developed.. . . .

Assuming NEHRP soil type D based on regional subsurface conditions for
SVRT project-wide use, baseline probabilistic and deterministic ground
motion estimates shall be made for the free-field ground surface.
Modifications of this baseline estimate may be made as appropriate either to
account for detailed knowledge of site-specific foundation conditions
indicating departure from NEHRP soil-type D conditions at the ground
surface or to account for differences between surface motions and the depth
of subsurface facilities.

The design of the temporary excavation support structures of the SVRT
Tunnel Segment, erected for the construction of permanent structures, shall
use a reduced design ground motion level based on the 10% in 10 year
probabilistic ground motion with peak horizontal ground acceleration not
less than 0.2g.

SEISMIC DESIGN GROUND MOTION APPROACH

The general approach for determining the seismic design ground motions is similar
to that followed in the BART Seismic Retrofit program (Litehiser et al., 2003).
Basically, analyses are performed at a number of points along the alignment to
determine two ground motion components of the criteria: 1) ground motions
corresponding to a 500-year return period, or 10% probability of exceedance in 50
years; and 2) the median ground motion from the maximum magnitude events on the
San Andreas, Hayward, or Calaveras faults. For both the probabilistic and
deterministic components the same ground motion attenuation relations are used to
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calculate multiple (11) spectral ordinates: PGA and for periods of 0.075, 0.1, 0.2, 0.3,
0.5, 1.0, 1.5, 2.0, 3.0, and 4.0 seconds. At each analysis point and for each spectral
ordinate the greater of the probabilistic and deterministic ground motions is taken,
defining the “design spectrum” at that point and for that measure of ground motion.
It was intended to evaluate the ground motion spectra from the various analysis sites
in expectation that two or three representative spectra could be used to define the
reference ground motion for the entire SVRT alignment.

While the basic ground motion spectra — as represented by response spectra for 5%
critical damping — are intended to be for average horizontal ground motions
corresponding to the required reference Site Class D, additional characteristics of
observed earthquake ground motions were considered, including:

o Directivity effects
o Vertical earthquake motions
o Basin and deep soil effects

The effects determined to be significant are implemented as appropriate scaling
factors to the basic horizontal ground motion spectra resulting in design spectra.
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Figure 1. Map of the proposed SVRT alignment (light red line) and 17 sites
considered for the seismic ground motion analysis: Blue line indicates the
existing BART alignment, currently ending at Fremont.

Figure 1 indicates the 17 sites at which seismic ground motion analysis was
performed. Up to eight BART station locations were proposed — from the South
Calaveras station at the northern end of the alignment to the Santa Clara station at the
southwest end. Additional points for seismic analysis were identified near the
intersection of Santa Clara and 17" and the intersection of Schiele and Stockton
Streets. Because the South Calaveras station is some distance south of the actual
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northern end of SVRT alignment, an additional analysis site was selected midway
between South Calaveras and the proposed Warm Springs station, which is part of a
separate BART extension project from Fremont to Warm Springs. Originally, the
SVRT alignment was divided into five segments. The six joint locations delineating
the beginning and ending of the five segments were also used as analysis sites. At the
time of the study segments 1 and 2 are referred to as the Line Segment, segments 3
and 4 are referred to as the Tunnel Segment, and segment 5 refers to the Yard and
Shops part of the alignment.

SEISMIC SOURCE MODEL

The seismic source model developed for the ground motion hazard analysis for the
SVRT project includes characterization for all seismogenic sources that could cause
strong ground shaking at SVRT project facilities. The seismic source model, based
on the fault model of the Working Group on California Earthquake Probabilities
[WGCEP] in 2003 [referred to as WG02]) is used in its entirety for the probabilistic
elements of the design criteria. However, only the San Andreas, Hayward, and
Calaveras faults are considered for the deterministic element of the design criteria.
The source model includes characterization of known fault sources as well as
possibly unknown fault sources. The known fault sources include major strike-slip
faults such as the San Gregorio, San Andreas, Hayward, Calaveras, Rodgers Creek,
Concord-Green Valley, and Greenville faults, as well as other reverse and strike-slip
faults that lie between the major strike-slip faults. The model also incorporates
possibility for earthquakes to occur on un-mapped faults, by incorporating areal zones
bounded by the major strike-slip faults. Each seismogenic source is characterized by
a geometry, maximum magnitude distribution, and rate of earthquake occurrence.
For the probabilistic seismic hazard analysis, the range of possible source parameters
(alternative values and alternative models) is incorporated in the analysis through the
use of logic trees. For the deterministic analysis of the San Andreas, Hayward, and
Calaveras faults, the expected maximum magnitude is assessed.

A detailed description of this seismic source model is beyond the scope of this
paper, but may be found in Silicon Valley Rapid Transit Project (2005).

GROUND MOTION ATTENUATION

Four equally weighted empirical relations were used in both probabilistic and
deterministic horizontal ground motion analyses to represent the epistemic
uncertainty in ground motion for this study: Abrahamson and Silva (1997), Boore et
al. (1997), Sadigh et al. (1997), and Campbell and Bozorgnia (2003). The site
category flag or shear-wave velocity was set to be consistent with the midrange for
NEHRP soil type “D.”

Two of the four the relations also modeled vertical ground motions and were used
to develop ratios of vertical-to-horizontal ground motions [ V/H].

In 2002 the Next Generation Attenuation Project of the Pacific Earthquake
Engineering Research [PEER] Lifelines Program [http://peer.berkeley.edu/
products/nga_project.html] was begun to develop updated attenuation relationships
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for shallow crustal earthquakes in the western United States. The NGA ground
motion models were not available until the latter part of 2007.

An analysis of ground motion residuals (i.e., observed ground motions minus
ground motions predicted by the above four attenuation relationships) was performed
using both the limited strong ground motion data recordings in the area from the 1989
Loma Prieta earthquake and more global strong ground motion data recorded on deep
soil sites. It was concluded that the use of these four attenuation models did not
introduce a significant bias in the ground motion study.

PROBABILISTIC GROUND MOTIONS

The procedure for performing a Probabilistic Seismic Hazard Analysis (PSHA) was
described first by Cornell (1968) and has undergone substantial development since
that time. The PSHA methodology is now used by the United States Geological
Survey (USGS) to map ground shaking hazard in the United States. The current
procedures for PSHAs are described in several publications (National Research
Council, 1988; Earthquake Engineering Research Institute, 1989; Coppersmith, 1991;
and U.S. Army Corps of Engineers [USACE], 1998). Site-specific ground motions
using PSHA for the SVRT sites were developed using the procedures described in
these publications.

For the purpose of design of permanent structures, 500-year (approximately the
same as the 10% probability of exceedance in 50-yr, or the 475-yr) horizontal equal
hazard spectra, 5% critical damping, were calculated for each of the 17 analysis sites.
Similarly, for the purpose of design of temporary structures, 100-year (approximately
the same as the 10% probability of exceedance in 10 years, or the 95-yr) horizontal
equal hazard spectra, 5% critical damping, were also calculated for each of the 17
analysis sites. These analyses showed that probabilistic spectra decrease in high
frequency amplitude from the north end of the alignment to the south and southwest
end of the alignment. Similar, though less pronounced trend is apparent in the long
periods, as well. Further, these spectra indicated a gap between the Montague and
Berryessa spectra, which is likely due to the increased distance from the south end of
the Hayward fault.

DETERMINISTIC GROUND MOTIONS

For the purpose of developing seismic design ground motion spectra for the
permanent structures, the log-average median horizontal soil response spectra, 5%
critical damping, were calculated using the same set of four attenuation relations used
in the probabilistic analysis for each of the 17 analysis sites and considering each of
the San Andreas, Hayward, and Calaveras faults. The maximum magnitude used for
each fault is 8.0, 7.25, and 7.0, respectively. The magnitude 7.25 for the Hayward
fault is based on the assumption of co-rupture of the Hayward and Rodgers Creek
fault as considered by WGO2. In this context this fault is referred to as the Hayward-
Rodgers Creek fault. These maximum magnitudes were taken as values near the high
end of the magnitude distributions presented by the 2002 Working Group (WGCEDP,
2003).
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As was the case for the probabilistic spectra, the deterministic spectra decrease in
high frequency amplitude from the north end of the alignment to the south and
southwest end of the alignment. For the long periods, the amplitudes also tend to
decrease from the north end of the alignment southward, as distance from the
Hayward-Rodgers Creek increases. This trend reverses at about Segment Joint 2/3 or
the Alum Rock station, where the distance to the San Andreas fault is decreasing
along the alignment from north to south and southwest, resulting in the San Andreas-
derived long period spectral values overtaking the amplitudes from the closer, smaller
magnitude Hayward-Rodgers Creek fault, resulting in increasing response spectral
values in the long periods from Alum Rock to the southwest end of the alignment.

Similar to what was observed for the probabilistic spectra, though more
prominently, there is a notable gap between the Montague and Berryessa
deterministic response spectra, which is due to the increased distance to the south end
of the Hayward-Rodgers Creek fault, or about 4 and 8 km, respectively.

DEVELOPMENT OF HORIZONTAL GROUND MOTION RESPONSE
SPECTRA FOR PERMANENT AND TEMPORARY STRUCTURES

Table 1 indicates the greater of the probabilistic (500-year) and deterministic
(median) response spectra, for each location and period.

Table 1. Dominant Source for Horizontal Ground Motion Response Spectra for
Permanent Structures

RESPONSE SPECTRA: 5% CRITICAL DAMPING
Frequency (Hz)
LOCATIONS |33 | 133 ]10] 5 ]333] 2 | 1 Jo0667] 05 | 033 ] 025
Period (s)

0.03 [ 0.075]0.1 | 0.2 0.3 0.5 1 1.5 2 3 4
Sgmt Joint 0/1 P P P P P P D:HR | D:HR P D:HR | D:HR
[Midpoint ) ) ) ) )
W.S/S.C] P P P P P P D:HR | D:HR | D:HR | D:HR | D:HR
So Calaveras P P P P P P D:HR | D:HR | D:HR | D:HR | D:HR
Montague P P P P P P P D:HR P P P
Sgmt Joint 1/2 P P P P P P P P P P P
Semtloints- | P | P | P| P | P | P | P | P | P | P | P
Notes: D:HR: Deterministic, Hayward-Rodgers Creek P: Probabilistic

Probabilistic motions are dominant for all frequencies for all locations from Segment Joint 1/2 [near
Montague] to Segment Joint 5/- at the end of the alignment [near Santa Clara station (see Figure 1).

No directivity is included in these results. Examination of specific spectral
acceleration values for the 17 sites analyzed suggests that design ground motion
response spectra for the SVRT alignment can be satisfied by three representative
ground motion spectra denoted the “North ,” “Central,” and “South” Ground Motion
Response Spectra. These spectra are based, respectively, on the Segment Joint 0/1
analysis site, the Montague station analysis site, and the envelope of response spectral
values from all analysis sites from the south end of the alignment to the Berryessa
station, inclusive.
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For the temporary structures only the 100-year probabilistic ground motions are
considered. The suite of 100-year spectra may be grouped into North, Central, and
South spectra, facilitating the same distinction of three representative response
spectra.

DIRECTIVITY EFFECTS

Most ground motion attenuation relations, including those used here, average out
the theoretical effects that have begun to be observed that relate to specific fault
rupture direction — e.g., toward or away from a given site location — and the
horizontal orientation of site ground motion relative to the causative fault — e.g., fault
normal or fault parallel. The combined effects of rupture directivity and fault-
orientation (“fault-normal” or “fault-parallel”) are generally referred to as “directivity
effects”. The amplification (or de-amplification) effects of rupture directivity and
fault-relative orientation have been modeled by Somerville et al. (1997) and modified
for PSHA application by Abrahamson (2000). Average directivity scaling factors
were determined from the PSHA and applied to the horizontal design spectra
discussed above. For the SVRT alignment these effects range from about 0% to 33%
increase in spectral accelerations for periods between 1 and 4 or greater seconds for
the fault-normal component and up to a 9% decrease in fault-parallel motions.

SMOOTHED HORIZONTAL DESIGN GROUND MOTION RESPONSE
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Figure 2. Discrete spectral acceleration points and smoothed horizontal design
ground motion response spectra including average plus fault-normal
directivity.
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Figure 2 shows the horizontal design response spectra, for both permanent and
temporary structures, developed for the more conservative fault-normal case.

DEVELOPMENT OF VERTICAL DESIGN GROUND MOTION RESPONSE
SPECTRA FOR PERMANENT AND TEMPORARY STRUCTURES

Average ratios of vertical-to-horizontal spectral response (V/H) were developed
using both probabilistic and deterministic results for all 17 analysis sites. Values of
this ratio for permanent structures ranged from 1.6 for high frequencies for the North
and Central alignment segments to 0.3 for lower frequencies for all three segments.
For temporary structures the range was 1.4 to 0.3 over the same locations and
frequencies. The V/H ratios were applied to the horizontal spectra to obtain North,
Central, and South vertical response spectra for both permanent and temporary
seismic design criteria.

BASIN AND DEEP SOIL EFFECTS

The SVRT alignment extends from just south of the Warm Springs terminus of the
BART system into the northeastern Santa Clara Valley. Based on inversion of
gravity data (Brocher et. al., 1997) the Santa Clara Valley is underlain by two
sedimentary basins embedded between the San Andreas and Hayward and Calaveras
faults, which form its west and east boundaries, respectively. The two basins occur
on the eastern and western sides of the Valley with a saddle between them. The
southern part of the Line Segment and the eastern part of the Tunnel Segment lie just
within the Evergreen Basin on the eastern side of the Santa Clara Valley. The
balance of the Tunnel Segment and the Yard and Shops Segment are over the saddle
between the basins.

Preliminary investigations of basin and deep soil effects were examined and it was
concluded that the soil ground motion attenuation relations used already to develop
the design ground motions encompass, possibly conservatively, amplification that
may be expected from basin and/or deep soil given the project alignment location
geologic setting. The SVRT Project seismic design ground motions response spectra
do not incorporate these effects explicitly but do adequately incorporate them
implicitly by the use of generic attenuation relationships that represent both the
empirical data and its scatter.

CONCLUSIONS

Application of criteria developed for the BART extensions and modified for the
SVRT project to incorporate additional faults in the deterministic component of the
analysis lead to seismic design ground motions broadly applicable to three separate
segments of the SVRT alignment (North, Central, and South) and two levels of
design (for permanent and temporary structures). The criteria incorporate recent
seismic source parameters for the Bay Area, theoretical advances describing strong
ground motion near an active fault, and are robust and self-consistent. These criteria
provide a sound basis for seismic design of SVRT structures.
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ABSTRACT

The evaluation of the seismic hazard for a particular site involves the estimation of
ground motions associated with potentially damaging earthquakes. Typically the
seismic hazard is first computed at the bedrock level. To obtain the seismic hazard at
the soil surface, the mean rock hazard is usually multiplied either by a mean
amplification function or by a set of average site amplification factors. In this type of
approach the variability in the site response is often lost or is not coupled
appropriately with the variability associated with the rock hazard. Recent studies
have proposed methods to account for the site response in probabilistic seismic
hazard analyses using a probabilistic approach. Although these more refined
procedures take into account the uncertainty in the entire earthquake process, the
most accurate approach to develop site-specific ground motions is the use of site-
specific soil attenuation relationships in the probabilistic seismic hazard calculations.
Ground motion attenuation relationships were developed for soil sites in the Upper
Mississippi Embayment that incorporate uncertainties in the earthquake source, path,
and site processes. These attenuation relationships have been used for deterministic
and probabilistic seismic hazard analyses for the region. Suites of probabilistic
ground motions have been generated for selected cities within the Upper Mississippi
Embayment.

INTRODUCTION

The evaluation of the seismic hazard for a particular site involves the estimation of
ground motions associated with potentially damaging earthquakes. The seismic
hazard may be evaluated by deterministic and probabilistic procedures. In a
deterministic analysis a particular earthquake scenario is assumed by specifying an
earthquake size and location. A probabilistic analysis explicitly considers the
uncertainties in earthquake size, location, and time of occurrence, and along with the
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use of attenuation relationships it provides estimates of the likelihood of earthquake
ground motion at a given site. Typically the seismic hazard is first computed at the
bedrock level either by performing a site-specific seismic hazard analysis or by using
regional seismic hazard maps (e.g., Frankel et al., 2002).

To obtain the seismic hazard at the soil surface, the mean rock hazard at the
bedrock level is usually multiplied either by a mean amplification function or by a set
of average site amplification factors. In the first approach the amplification function
is determined by driving through the soil column a suite of acceleration time histories
compatible with the rock hazard level using an equivalent linear or fully nonlinear
site response analysis. An average of the response spectral ratios of ground surface to
rock motions is used to obtain the soil response spectrum. Typically, the local site
conditions are characterized by using the best estimates of the dynamic soil properties
and shear-wave velocity profile. In the second approach average site coefficients are
used to adjust the rock hazard to account for site effects. These methodologies
produce soil ground motion levels with unknown exceedance rates when combined
with probabilistic seismic hazard analysis (PSHA) at the rock level (Bazzurro and
Cornell, 2004; Goulet et al., 2007). Moreover the characterization of variability in
dynamic soil properties is often lost in this type of approach.

Recent studies have proposed methods to account for site response in probabilistic
seismic hazard analyses using a probabilistic approach (Baturay and Stewart, 2003;
Bazzurro and Cornell, 2004; Cramer, 2003; Goulet et al., 2007). Although these
more refined procedures take into account the variability in the entire earthquake
process, the most accurate approach to develop site-specific ground motions is by
using site-specific soil attenuation relationships in the probabilistic seismic hazard
calculations, assuming that appropriate epistemic and aleatory uncertainties are
incorporated in the development of the attenuation relationship (Bazzurro and
Cornell, 2004; Goulet and Stewart, 2007; Goulet et al., 2007; Silva and Costantino,
2002). Soil attenuation relationships already account for correlations among the
processes of earthquake generation, and therefore avoid the process of coupling the
variability in rock motions and in site response. Thus, the attenuation relationships
developed by Fernandez and Rix (2006) for soil sites in the Upper Mississippi
Embayment have been used for deterministic and probabilistic seismic hazard
analyses for the region. The seismic hazard estimation incorporates the epistemic
variability accommodated in the attenuation relationships with the use of three source
models and three stress drop values. Typical geological units of the region,
Embayment depth, and non-linear soil behavior have been considered by the use of
site-specific soil attenuation relationships.

SEISMIC HAZARD ANALYSES

Deterministic and probabilistic seismic hazard analyses were performed for seven
selected cities within the Upper Mississippi Embayment including Memphis, TN;
Jonesboro, AR; Jackson, TN; Blytheville, AR; Paducah, KY; Cape Girardeau, MO;
and Little Rock, AR. Figure 1 shows a map of the Embayment along with the
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location of the selected cities. Both Lowlands and Uplands soil profiles were
considered for the city of Memphis, TN, because portions of the city are in each soil
type. The probabilistic hazard analyses were performed using EZ-FRISK™, a
computer program for earthquake ground motion estimation developed by Risk
Engineering, Inc.

The characterization of seismic sources implemented in the PSHA is the same
characterization that the U.S. Geological Survey used to develop the Seismic Hazard
Maps 2002 for the CEUS region (Frankel et al., 2002) including the New Madrid and
Charleston, SC seismic sources and background seismicity of the CEUS. Figure 2
shows the geographical location of the seismic sources considered in the analyses
excluding background seismicity along with the extent of the Upper Mississippi
Embayment.

Attenuation relationships and their inherent uncertainty must be specified to
estimate ground motions at the site as a function of earthquake magnitude and
distance to the seismic source. The soil attenuation relationships developed by
Fernandez and Rix (2006) for the Upper Mississippi Embayment were selected to
perform the seismic hazard analyses. The attenuation relationships incorporate the
effects of the entire earthquake process generation including source, path, and site
effects, and the non-linear behavior of the deep soil profile in the Embayment. The
soil attenuation relationships were developed for the two typical soil profiles in the
Embayment — Lowlands and Uplands — and seven Embayment depth bins ranging
from 6 m to 1220 m. The attenuation relationships used in the PSHA for each city

D Uplands
Lowlands

FIG. 1. Upper Mississippi Embayment and selected cities.
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were selected based upon the type of soil profile and depth to the bedrock in each
city.

The epistemic variability on attenuation relationship is incorporated by using three
source models — Atkinson and Boore (1995), Frankel et al. (1996), and Silva et al.
(2003), and three values of the stress drop parameter, AG — median case, 100% higher
(high case), and 50% lower (low case). The Atkinson and Boore (1995) source model
is insensitive to the stress drop and therefore only one case is implemented for this
model. The weights assigned to each hypothesis in the analyses are 2/3, 1/6, and 1/6
for the median, high and low stress drop values as suggested by Silva et al. (2003),
and 1/3, 1/3, and 1/3 for the three source models because the lack of evidence that a
particular model fits observed data better than the other two models. It is important to
note that the selection of weights has an impact on the results; however the end-user
can select other weights to combine the seven hypotheses if desired.

The combination of source models and stress drop values results in seven
independent hazard curves for each city. Figure 3 compares the seven different soil
hazard curves for PGA in Memphis, TN. The figure shows the scatter due to the
epistemic variability in source model and stress drop value. The seven hazard curves
for a particular city were combined into a single mean hazard curve (McGuire, 2004;
McGuire et al., 2005; Musson, 2005). The mean hazard curve is computed as the
weighted average of the seven individual hazard curves using the weights defined
above. Hazard curves were obtained for 50 spectral periods distributed between 0.01
and 5 seconds.

Charleston, SC

_/ Broad Selsmlc Zone
i _— —

\
{} Charl ton, sSC
f Narrow selsmlc Zone

e

ONS . .
950" w > et = e : g 775 W
925 w 90.0° W 87.5" W 850 W 825 W 800 W

FIG. 2. Upper Mississippi Embayment and geographical location of seismic sources.
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The hazard deaggregation was performed for each individual attenuation equation
and then the probability density functions were combined using the same weights
assigned to each attenuation equation to calculate the hazard deaggregation of the
mean hazard curve. Figure 4 shows the mean hazard deaggregation for PGA and
return period of 2475 years in Memphis, TN. In this study the width of the
magnitude, distance, and epsilon bins was 0.1, 2.5, and 0.2 respectively. The New
Madrid seismic zone with ground motions associated with the mean + 1 standard
deviation and M 7.7 dominate the seismic hazard in the Upper Mississippi
Embayment. The Charleston, SC seismic sources do not contribute to the seismic
hazard in the region.

Hazard curves were used to calculate response spectra of constant probability or
uniform hazard spectra (UHS). If multiple hypotheses are considered in the seismic
hazard analysis, a PSHA results in multiple hazard curves and uniform hazard
spectra. The weighted mean UHS is calculated as the weighted average of the hazard
curves (G. Toro, personal communication). The mean hazard curves were used to
calculate soil uniform hazard spectra for three return periods — 475, 975 and 2475
years — corresponding to a 10%, 5%, and 2% of probability of exceedance in 50
years, respectively. Figure 5 shows the mean UHS and its associated variability for a
return period of 2475 years in Memphis, TN. The resonant peaks of the UHS reflect
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FIG. 3. PGA hazard curves for Memphis, TN.
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the Embayment depth at this city. The standard deviation represents the scatter
observed in the hazard curves due to the different attenuation models and not in the
individual UHS.

REGIONAL SEISMIC HAZARD MAPS

The soil attenuation relationships were also used to perform probabilistic seismic
hazard analyses for the entire region. The seismic sources characterization used in
the PSHA for the selected cities was also implemented in the regional seismic hazard
analyses.

The soil attenuation relationships were developed for two soil profiles — Lowlands
and Uplands — and seven Embayment depth bins. Thus, to perform the regional
seismic hazard analyses the entire Upper Mississippi Embayment was subdivided in
14 areas. Appropriate soil attenuation relationships were selected for the PSHA
calculations in each area.

The regional probabilistic seismic hazard analyses were computed on a 0.1-degree
square grid. Epistemic variability was incorporated in the analyses by using seven
attenuation relationships corresponding to the source models and stress drop values
described above. The seismic hazard analyses incorporate the non-linear soil
behavior implemented in the soil attenuation relationships.
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FIG. 4. Mean hazard deaggregation for Memphis, TN.
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The regional analyses were used to generate seismic hazard maps for the Upper
Mississippi Embayment. The seven hazard values obtained on each grid point were
combined using the same weights defined above to generate seismic hazard maps for
three ground motion amplitudes, mean and +/- 1 standard deviation. Following the
same procedure used in analysis of the selected cities, the hazard values from the
different models were combined in the frequency of exceedence space and then
transformed into uniform hazard spectra. The seismic hazard maps were generated
for three return periods — 475, 975 and 2475 years, and for 50 spectral periods
distributed between 0.01 and 5 seconds. Figure 6 shows a sample of the hazard maps
generated.

PROBABILISTIC GROUND MOTIONS

The soil UHS calculated in this study were used to generate suites of spectrum-
compatible ground motions for each selected city. The time histories are probabilistic
ground motions compatible with three hazard levels corresponding to return periods
of 475, 975, and 2475 years.

In order to provide time histories with similar characteristics of observed records,
the smooth UHS was modified by adding spectral ordinates variations in such a way
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FIG. 5. Soil UHS for Memphis, TN (Lowlands).
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that the general spectral shape was preserved but it resembled more a real earthquake
response spectrum. Spectral variations were introduced by adding the frequency-to-
frequency variability observed in real earthquakes to the mean UHS. This variability
was derived from the correlation function developed by Baker and Cornell (2006).

The unconditional LU method (Davis, 1987) was used to simulate 10 response
spectra for each hazard level to obtain time histories compatible with the UHS via
spectral matching. The spectral matching process was performed in EZFRISK™
using a time domain approach based on the RSMP99 code of the computer program
SpectralMatch developed by Norman Abrahamson (Risk Engineering Inc., 2005).
The initial ground motions were selected from the time history database developed by
McGuire et al. (2001). The selection of the initial time histories was performed using
records having similar magnitudes, epicentral distances, and site conditions to the
earthquakes that dominate the hazard in each city as given by the hazard
deaggregation. Baseline correction was applied to the acceleration time histories
resulting from the spectral matching process.  Velocity and displacement time
histories were computed by numerical integration of the corrected acceleration time
history.
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FIG. 6. Example of seismic hazard map.
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Ten acceleration, velocity, and displacement time histories were generated for each
hazard level, for a total of 30 ground motions for each city. The suites of ground
motions are intended to represent the epistemic and aleatory variability characterized
in the soil attenuation relationships developed for the region. The ground motions
account for site-specific conditions and non-linear soil behavior, and provide a set of
time histories for direct use in engineering design applications in the region. The
ground motions are available at http://geosystems.ce.gatech.edu/soil dynamics.

CONCLUSIONS

Seismic hazard analyses have been performed in the Upper Mississippi Embayment
using soil attenuation relationships developed for the region. The hazard curves and
uniform hazard spectra generated herein incorporates the epistemic variability
accommodated in the attenuation relationships by the use of three source models and
three stress drop values. Typical geological units of the region, Embayment depth,
and non-linear soil behavior have been considered by the use of site-specific soil
attenuation relationships. A major advantage of using soil attenuation equations in
PSHA is that no coupling is necessary between probabilistic hazard analyses for rock
conditions and site response. These soil attenuation relationships already account for
correlation among all the processes of the earthquake generation and propagation and
therefore provide a direct approach for developing hazard consistent soil motions.

The seismic hazard analyses performed in this study have been incorporated into
MAEVviz (http://mae.ce.uiuc.edu/software_and tools/maeviz.html) to estimate ground
motions in the Upper Mississippi Embayment. MAEviz is a seismic risk assessment
software developed by the Mid-America Earthquake (MAE) Center and the National
Center for Supercomputing Applications (NCSA).
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A simplified constitutive model to simultaneously match modulus reduction and
damping soil curves for nonlinear site response analysis

Camilo Phillips* and Youssef M. A. Hashash?

ABSTRACT: A persistent problem with the more widely used non-linear soil models
employed in site response analysis is their inability to match measured modulus reduction
and damping curves simultaneously. One possible approach for selecting a model’s
material properties is to match the modulus reduction curve obtained from soil tests while
disregarding the mismatch with the damping curve. Although, this approach might work
well when the soil is subjected to small strains, for large strains the damping is generally
overestimated. Alternatively model parameters can be selected to approximately match
both modulus reduction and damping curves over a desired strain range.

Various authors proposed possible solutions to this mismatch. One approach uses a
reduction factor for the hysteretic damping to better match the damping ratio at larger
strains. Other approaches use advanced material constitutive models.

This paper presents a new damping reduction factor, which modifies the hysteresis
loops from the extended Masing rules, and a fitting procedure for both modulus reduction
and damping curves. The damping reduction factor is implemented in conjunction with
the hyperbolic model in the site response analysis program DEEPSOIL. Two examples of
1-D site response analyses are presented to illustrate the performance of the new
formulation.

INTRODUCTION

Numerous seismic events, such as the 1985 Michoacan earthquake, the 1989 Loma
Prieta earthquake, the 1994 Northridge earthquake, the 1995 Kobe earthquake, and the
1999 Armenia Earthquake have demonstrated the relevance of local geologic and
geomorphologic conditions on the seismic ground response. The changes in the intensity
and the frequency content of the motion due to the propagation of the seismic waves on
soil deposits and the presence of topographic features, commonly referred to as site
effects, have a direct impact on the response of the structures located at the site during an
earthquake event. One dimensional site response analysis methods are widely used to
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2 Associate Professor, Department of Civil and Environmental Engineering, University of Illinois at Urbana
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quantify the effect of soil deposits on propagated ground motion. These methods can be
divided in two main categories: (1) frequency domain analyses, including the equivalent
linear analysis and (2) time domain analyses including nonlinear analysis.

Frequency domain methods are the most widely used to estimate site effects due to
their simplicity, flexibility and low computational requirements,. However, there are
some cases (e.g. high seismic intensities at rock base and/or high strain levels in the soil
layers) in which an equivalent soil stiffness and damping for each layer cannot represent
the behavior of the soil column over the entire duration of a seismic event. In these cases,
a non-linear time domain solution is used to represent the variation of the shear modulus
(G) and the damping ratio (&) during shaking. In nonlinear models & is primarily
represented in the form of hysteretic damping resulting from unload-reload stress-strain
loops. Additional velocity proportional viscous damping is added to represent damping at
small strains (Park and Hashash, 2004 and Kwok et. al, 2007). The discussion in this
paper focuses on hysteretic damping. Even though the non-linear model implemented in
site response analysis should be able to match both G & & variation with cyclic shear
strain, the most widely used non-linear stress-strain relationships (e.g. DESRA, DMOD,
DEEPSOIL) which employ the extended Masing unloading-reloading rules (Masing,
1926 and Kramer, 1996) are not able to provide the required match (Stokoe et al., 2004
and Kwok et. al, 2007)

One common solution to the problem is to match only the modulus reduction curve
(G/Gyp) obtained from soil tests. This solution provides a good match for the damping at
small strains; however, for larger shear strains (y > 10°) the resulting damping is usually
greater than the measured value. This difference usually leads to an underestimation of
shear strains and/or surface intensities at the ground surface. In theory, better model
performance would be expected if the parameters of the non-linear model are calibrated
using both curves at the same time, however, for simple non-linear models such as the
hyperbolic model this approach introduces differences in stiffness of the modeled
behavior compared with the target curves for low to medium strains. Approaches that
provide a better match for both curves (modulus reduction and damping) simultaneously
were proposed by Stokoe et al. (2004) and Gerolymos and Gazetas (2005).

Using nearly 200 dynamic test results, Stokoe et al. (2004) developed an empirically
based modified hyperbolic model to predict the linear and nonlinear dynamic response of
different soil types. The developed model implemented a reduction factor shown in Egs.
(1) and (2) which effectively alters the extended Masing rules. The model reduces the
hysteretic damping by 40% for small strains (y < 10™) and by 70% for large strains (y >
10°), obtaining damping values close to the ones measured in laboratory test. However,
this results in a decrease in damping for strains greater than 10 which is in contrast to
curves obtained from laboratory tests:

é’hysteretic =F (7/m ) ’ é’Masin g (1)

) ?

Gerolymos and Gazetas (2005) developed a phenomenological constitutive model for
the non-linear 1-D ground response analysis of layered sites. The proposed model, a
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special form of Bouc-Wen viscoplastic model, is able to reproduce nonlinear hysteretic
behavior for different types of soils and has the ability to generate simultaneously
realistic modulus and damping curves. The model requires information on anisotropic
behavior of the soil and shape of the unload-reload loop. This information is not available
for most soils, thus it is difficult to quantify required model constants.

A modified hyperbolic model is developed in this paper and implemented in 1-D wave
propagation software DEEPSOIL (Hashash et al. 2005) to perform non-linear site
response analyses. The model includes a reduction factor that modifies the Masing
unloading-reloading rules and provides a better agreement with the damping curves for
larger shear strains, but preserves the simplicity of the solution proposed by Stokoe et al.
(2004).

As indicated earlier, soil damping in nonlinear analysis is the result of the addition of a
viscous damping (also referred as small strain damping) and hysteretic damping. This
paper provides a solution to properly represent the hysteretic damping. Issues related to
viscous damping (e.g. overestimation for high frequencies Park and Hashash, 2004) are
out of the scope of this paper, though the authors are currently working on this topic.

MODIFIED HYPERBOLIC MODEL
The backbone curve for the hyperbolic model can be expressed as:

G 1 3)

G, 1+ﬁ.(yj
Yy

whereby, y: given shear strain, v,: reference shear strain, 3: dimensionless factor and, s:
dimensionless exponent. Hashash and Park (2001), in order to represent the dependence
of modulus on confining pressure, propose the following expression for v;:

}/I‘ = a (O-I/O-I’ef )b (4)
Figure 1a shows a hysteretic loop at a maximum shear strain of 1% using Masing unload-
reload rules, the corresponding secant and the maximum shear moduli. Figure 1b plots
the corresponding G/Gy curve as a function of maximum shear strain levels also known
as the modulus reduction curve.
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The soil damping ratio (§) is composed of two terms; small strain damping (Esmall strain)
and hysteretic damping (Enysteretic). Equation 3 shows the expression used to calculate
Ehysteretic, 1N Which Epysieretic 1S proportional to the ratio of the area enclosed by the
hysteretic loop and the triangular area corresponding to the work develop by an
equivalent linear material (Figure 1a).
é/hysteretic = MLB (5)
A and B correspond to enclosed area by the hysteretic loop and triangular area presented
in Figure 1a respectively.

Several authors (e.g Seed et al., 1986 or Stokoe et al., 2004) reported that &hysteretic
calculated based on Masing rules (&wasing) Yields greater damping values for medium to
large strains compared to the damping values obtained in dynamic tests as illustrated in

Figure 2.
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Figure 2 Overestimation of hysteretic damping using Masing rules. a) Damping
curve. b) Hysteretic loop.

Stokoe et al. (2004) suggested the reduction factor F(ym) as shown in Eq. (1). Since it is
very difficult to implement the reduction factor as the ratio between each empirical
damping value and the corresponding Masing damping ratio (calculated by fitting the
modulus reduction curve and following the Masing rules), Stokoe et al. (2004) proposed
the expression in Eqg. (2). However, the equation results in a decrease in damping for
larger strains. The authors, following a similar approach, propose the use of Eq. (6) that
relates the reduction factor to the maximum shear strain level (ym).

G P3
F(7m)=P— pz[l— Gy(;"j

Whereby, p1, p2 and ps are non-dimensional parameters determined by obtaining the
best possible fit with the target damping curve. G,y is the secant modulus corresponding
to the maximum shear strain level.

The expression for F(yy,) is based on evaluation of more than 40 modulus reduction and
damping curves obtained from laboratory tests and calculated from hyperbolic model
with Masing rules. In the most widely used laboratory procedures to determine the

(6)
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modulus reduction and the damping curve (e.g. Resonant Column, Cyclic Triaxial, etc.)
the level of shear strain increases during the test, therefore, yn, is equal to the reported
cyclic shear strain at a given loading stage. The modulus reducing and damping curves
fitting procedures consist of the following three steps:
1) Determine the best backbone curve parameters of the modified hyperbolic model
to fit the modulus reduction curve
2) Calculate the corresponding damping curve using the back-bone curve
(determined in the previous step) and Masing rules.
3) Estimate the reduction factor parameters (p1, p2 and ps) that provide the best fit
for the damping curve.

A comparison between three available procedures to fit a hyperbolic model to modulus
reduction and damping curves are presented: (a) modulus reduction and damping fitting
using the reduction factor (MRDF), (b) modulus reduction and damping curve matching
with the unmodified hyperbolic model —without the use of any reduction factor that
modifies the Masing rule- (MRD), and (c) modulus reduction matching method (MR)
with the unmodified hyperbolic model.

Figure 3 presents the results obtained using the three fitting procedures (MRDF, MRD,
and MR) for the curves proposed by Vucetic and Dobry (1991) for Pl equal to 100%. For
the three procedures the strain range to fit the curve was between y = {10 and 10}. A
very good agreement with empirical curves (modulus reduction and damping curve) is
obtained using the proposed model (MRDF).

(a) (b)
20

\ ——Vucetic & Dobry
0.8 16 Pl = 100%

0.6 1 12 —< MRDF

0.4 § 81 / —-—MRD
0.2 4

/ - MR
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0.0001 0.001 0.01 0.1 1 0.0001 0.001 0.01 0.1 1
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Figure 3 Comparison between the a) modulus reduction curves and b) damping
curves for different fitting procedures. Target Model Vucetic and Dobry (1991) PI =
100

& [%]

G/Go

IMPLEMENTATION OF THE PROPOSED MODEL IN DEEPSOIL SITE
RESPONSE ANALYSIS

The proposed model is implemented in the 1-D site response analysis DEEPSOIL by
including the reduction factor to modify the unloading-reloading equations. The stress-
strain model implemented by Hashash and Park in DEEPSOIL is an extension of the
model developed by Clough and Duncan (1971) that has been used extensively in static
and dynamic analyses of geotechnical structures. Eq. (7) and Eqg. (8) are used to represent
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the loading and the unloading or reloading conditions respectively to calculate the stress
corresponding to a given strain.

__ Gy 7)
=0
Ve
i Go'(y_yrev] | (8)
r= F(]/m) 2 _ GO(y_yrev) + Go(y_j/rev) +7

S S S rev
1_ﬂ.£7_7/reVJ 1_15.(7"1J 1_13.(7/”1j
i 2y, 7 ) ] 7
Whereby, y: given shear strain, vy, reference shear strain, B: dimensionless factor, s:
dimensionless exponent, y,: reversal shear strain, t.,: reversal stress, yn: maximum
shear strain, F(ym) : reduction factor and Gq: initial shear modulus. The following two
examples illustrate the performance of the proposed model in time domain non-linear

analyses. The corresponding predictions using the frequency domain equivalent-linear
procedure are also included.

Example 1
In this example a 30 m thick high plasticity cohesive deposit is subjected to a sinusoidal

excitation at the base (amax = 0.04 g and f = 1 Hz). The deposit has a constant shear wave
velocity (Vs = 150 m/s), uniform unit weight (17 kN/m®) and the modulus reduction and
damping curves as recommended by Vucetic and Dobry (1991) (Figure 4).

- Vs =150 m/s

-y =17 kN/m3

30m - Soil behavior Dynamic Curves

Pl = 100% Vucetic and Dobry (1991)

0.03
0.00
-0.03

Acceleration [g]

-0.06

0 1 2 3 4 5 6 7 8 9 10
Time [sec]

Figure 4 General characteristic of the soil profile modeled in example No 1

The resulting surface ground motions, the maximum strain profile and surface response
spectra are presented in Figure 5 and Figure 6 respectively. These figures include results
using MRDF, MRD, and MR fitting procedures for time domain non-linear analyses and
the corresponding frequency domain (FD) analysis developed using the equivalent-linear
analysis procedure implemented in DEEPSOIL by Hashash et al. (2005).
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The results show that the decrease of damping generated by the use of the damping
reduction factor (MRDF) produces an increase in computed maximum shear strain values
and spectral accelerations (more than 35% of difference between MRDF and MR results
for a structural period of 1.0 sec) for periods close to the deposit’s fundamental period.
For the present example frequency domain equivalent-linear analysis (FD) provides
results very similar to the ones obtained using the MRDF procedure when response
spectra are compared, however, the maximum shear strain profiles are quite different.

Accelerat

Time [sec]
— MRDF — MRD — MR —FD

Figure 5 Example 1 Computed acceleration time histories at ground surface.
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Figure 6 Example 1 computed a) Maximum shear strain profile and b) 5% damped
surface response spectra comparison

Example 2
This example models the Treasure Island soil profile (Figure 7). The input motion

corresponds to the 1971 San Fernando earthquake motion recorded at Pasadena Seismo
Laboratory station (obtained from PEER 2000). The input motion has amax = 0.2 g.
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Figure 7 Soil profile modeled in Example 2

The analysis results are presented in Figure 8 and Figure 9. The results show trends
similar to those obtained in Example 1; differences greater than 35% for periods close to
the soil column fundamental period. However, in this example due to the complex
relationship between strain, stress and propagated acceleration a decrease in spectral
accelerations (when MRDF and MR results are compared) for periods lower than 0.4 sec
is observed. Lower spectral values for low periods when MRDF model is employed are
the result of the softening of the upper layers of the soils profile induced by greater shear
strains (when MRDF and MR results are compared). When the stiffness of the soil profile
decreases the soil column behaves as a high frequency filter reducing the high frequency
content of the motion at surface. The use of equivalent-linear method (FD) results in
underestimation of the ground motion at short periods and overestimation of the ground
motion intensities for periods close to the fundamental period of the soil column.
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Figure 8 Computed ground surface acceleration time histories
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Figure 9 Treasure Island Soil profile a) Maximum shear strain profile and b)
surface response spectra comparison

DISCUSSION AND CONCLUSIONS

A simplified constitutive model to simultaneously match modulus reduction and
damping soil curves for nonlinear site response analysis is introduced. The proposed
model uses the widely used modified hyperbolic model to represent the modulus
reduction backbone curve. A damping reduction factor, that modifies the Masing rule, is
introduced such that hysteretic damping matches more closely measured strain dependent
damping

The model is implemented in DEEPSOIL to assess the model’s impact on site response
analysis results. Two idealized site response analyses show important amplification in
spectral accelerations for periods close to the fundamental period of the soil columns; this
conclusion is in good agreement with the results obtained by Gerolymos and Gazetas
(2005) in the seismic response analysis of Port Island.

The use of more realistic hysteretic damping values in site response analysis, as
expected, results in a decrease in the dissipated energy compared to conventional models,
and therefore, an increase in computed stresses and strains inside the soil profile. The
increase in shear strains induces softening of the soil profile that alters the response of the
soil column and the amplitude and frequency content of the motion at surface.

The parameters for the proposed model can be readily determined from widely
available modulus reduction and damping curves and can be used in engineering practice.
The work presented in this paper is part of an ongoing effort by the authors which
includes additional developments related to small strain damping and comparisons with
measurements from vertical arrays.
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ABSTRACT

Site effects play a very important role in characterizing earthquake ground surface
motions. At the edges of sedimentary basins, the large velocity contrast between soil
and rock generates basin-induced surface waves that propagate in the horizontal
direction inside the basin resulting in ground motions with long duration and high
low-frequency energy. The 2-D non-linear seismic response of the Upper Mississippi
Embayment has been computed to evaluate these basin effects in the region. The
analyses have been performed using an indirect boundary integral — discrete wave
number method. The non-linear soil behavior has been incorporated by using an
equivalent linear approach. For the range of periods implemented in the analyses, 2
to 10 seconds, no significant difference was observed between the soil amplification
of 1-D and 2-D models of the Upper Mississippi Embayment, except for sites located
in a narrow region along the basin edge and periods longer than 4 seconds, where
higher ground amplification was observed due to basin-edge effects. Possible
differences in ground motion duration due to basin effects are not included in these
analyses and must be accounted for separately if necessary.

INTRODUCTION

Many earthquakes have provided evidence of the important influence of local site
conditions on earthquake ground motions. Several wave propagation methods have
been developed to quantify site effects and determine the characteristics of surface
ground motions. Usually the influence of soil conditions on strong ground motions is
evaluated by using a 1-D wave propagation formulation where the site geometry is
modeled by horizontal layers over a half-space. In general this simple model is
capable of representing the basic characteristics of the site amplification. However
there are ground response problems where more complex analyses are required.
Examples of these cases are locations where the soil layers are confined by the
surrounding rock to form sedimentary basins. The assumptions of the 1-D model are
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not valid for this type of geometry and a 2-D or 3-D model is needed to evaluate the
seismic response of these structures. At the edges of the basin, strong diffraction
takes place due to the large velocity contrast between soil and rock. Such diffraction
creates basin-induced surface waves that propagate in the horizontal direction inside
the basin. These basin effects result in ground motions with longer duration and more
low-frequency energy than predicted by the 1-D model (Kawase, 2003).

Extensive evidence of these basin-induced long period waves in real earthquakes
can be found in the literature. Hanks (1975) found that surface waves contributed
significantly to the long-period motions in the 1971 San Fernando, California,
earthquake. Boore (1999) showed that a sea-floor recording of the 1990 Upland,
California, earthquake was dominated by long-period, late-arriving surface waves
generated at the edge of the Los Angeles basin. Graves and Wald (2004)
demonstrated that the longer duration and amplification of motion observed in the
San Bernardino, California, area during the 1999 Hector Mine earthquake were
caused by the generation of surface waves in the San Bernardino basin.

The Mississippi Embayment is a wedge-shaped syncline structure that extends from
southern Illinois to the Gulf of Mexico and is centered along the Mississippi River.
The Upper Mississippi Embayment consists of soft sediments with thickness varying
from a few meters to a maximum of about 1200 meters south of Memphis, TN.
Figure 1 shows sediment thickness contours of the Upper Mississippi Embayment.
The geometry of the Embayment may potentially generate basin-induced surface
waves that might affect earthquake ground motions in the region. During the 1991 M
4.6 Risco, MO, earthquake, Dorman and Smalley (1994) observed long duration
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FIG. 1. Sediment thickness contours of the Upper Mississippi Embayment.
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(approx. 3 minutes) ground motions with Love waves having periods of 3 to 5
seconds in seismograms recorded in Memphis, TN. Dorman and Smalley (1994)
noted that the direct path carried most of the energy and multi-path arrivals and
reflection and refraction of surface waves were not important. Bodin and Horton
(1999) and Bodin et al. (2001) used microtremor observations to evaluate resonant
periods of the Mississippi Embayment using the horizontal-to-vertical (H/V) spectral
ratios. They found that the resonant periods correlate well with the depth of the
Embayment, and estimated a resonant period 4.6 seconds for Memphis, TN.

Previous studies have also accounted for basin effects in numerical simulations of
ground motions in the Embayment. Atkinson and Beresnev (2002) simulated ground
motions for the city of Memphis, TN using the finite-fault stochastic method and
incorporated the possible basin effects by modifying the simulated response spectra
with the empirical amplification factors developed by Joyner (2000) from earthquakes
recorded in the Los Angeles basin. More recently Saikia et al. (2006) evaluated the
effects of the Mississippi Embayment on the amplification of seismic waves by using
2-D and 3-D finite-differences simulations. Saikia et al. (2006) concluded that a 1-D
model estimates ground motions adequate for engineering purposes at sites located in
the central part of the Embayment for earthquakes generated in the New Madrid
seismic zone. However due to the large size of the Embayment, the analyses
implemented a minimum grid spacing of 500 m and a single layer with a minimum
shear wave velocity of 600 m/sec was used to represent the sediments. A more
detailed model is needed to assess Embayment effects at sites located near the edges
of the basin where the potential of basin edge effects is high (Saikia et al., 2006).

Numerical analyses using a 3-D model of the entire Upper Mississippi Embayment
along with a detailed profile of the sediments incorporating non-linear soil behavior
are needed to evaluate basin effects in the region and thus confirm the conclusions of
Saikia et al. (2006). However this would require significant computational resources
due to the vast size of the Embayment. Due to this limitation, a 2-D model has been
selected to evaluate the non-linear seismic response of the Upper Mississippi
Embayment. Numerical analyses via domain approaches (i.e. finite-differences or
finite-elements) would still require large computational resources because a detailed
profile of the soil layers is needed to incorporate their non-linear behavior. The
boundary element method is considered more suitable for the analysis of the
Embayment because it requires only the discretization of the boundaries of the
domains. In this study a combination of the boundary element methods proposed by
Bravo et al. (1988) and Zheng and Dravinski (1998) to evaluate the linear response of
sedimentary basins under incident SH plane waves is implemented to evaluate the 2-
D seismic response of the Embayment.

DESCRIPTION OF THE METHOD
The Bravo et al. (1988) procedure combines the indirect boundary element method

(IBEM) to analyze the seismic wave field in the half-space with the discrete
wavenumber representation of propagator matrices to study the seismic wave field in
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the sediments inside the basin. Zheng and Dravinski (1998) proposed a similar
method to investigate the scattering of SH waves by a sedimentary basin of arbitrary
shape using the IBEM to treat both the half-space and the basin. In this study the
formulation of Zheng and Dravinski (1998) is used to solve the wave field in the half-
space because it is more computationally efficient, and the discrete wavenumber
representation of propagator matrices proposed by Bravo et al. (1988) is used to solve
the wave field inside the basin. In this way only the discretization of the boundary
between the basin and the half-space is needed, and the propagator matrices provide a
high resolution characterization of the sediments profile to incorporate the non-linear
soil behavior. A detailed description of the methods can be found in the literature
(Bravo et al., 1988; Gil-Zepeda et al., 2003; Zheng and Dravinski, 1998).

The non-linear soil behavior is implemented in the analysis by using an equivalent
linear approach based on random vibration theory, RVT (Silva et al., 1991). RVT is
used to estimate peak time domain values of shear strains based on the shear strain
power spectrum. The procedure is similar to the estimation of peak shear strains
values in the time domain used by the program SHAKE (Schnabel et al., 1972).
However the frequency domain approach eliminates the need of a suite of time

domain control motions to obtain a statistically stable estimate of site response (Silva
etal., 1991).

The effective shear strain in each layer used in the equivalent linear approach is
determined as the 65% of the peak shear strain. Due to the 2-D nature of the
problem, the value of the shear strain in a given layer varies horizontally across the
layer. To calculate the effective shear strain in each layer, the representative peak
shear strain is estimated as the maximum of the peak shear strains computed at
different points horizontally distributed along the layer. This homogenization of
shear strains across each soil layer is an approximation of the real 2-D response, and
it was incorporated in the analysis to be consistent with the propagator matrices
approach. Future analyses are required to evaluate the significance of this assumption
on the results calculated by proposed method.

ASSESSMENT OF THE METHOD

The performance of the method has been evaluated by comparing the linear
response of a homogeneous semi-circular basin (Fig. 2) to an incident plane SH wave
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FIG. 2. Model of semi-circular basin.
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FIG. 3. Surface displacement response of a semi-circular basin.

calculated by the presented method with the closed-form solution provided by
Trifunac (1971). Figure 3 compares the surface displacement amplitudes for different
angles of incidence due to an incident wave of unit amplitude and wavelength equal
to the diameter of the basin. In order to evaluate the performance of the propagator
matrices, the sediments inside the basin were subdivided in three layers with the same
material properties. The agreement of the surface basin response calculated by both
methods is excellent. It is important to note the dependence of the basin response on
the incident angle.

UPPER MISSISSIPPI EMBAYMENT

The 2-D non-linear seismic response of the Upper Mississippi Embayment has been
evaluated at an East-West cross-section passing through Memphis, TN as shown in
Figure 4. Generic modulus reduction and damping ratio curves developed by EPRI
(1993) were used to characterize the dynamic soil properties. The sediments of the
Upper Mississippi Embayment can be classified in two different categories: the
Lowlands profile representing Holocene deposits typically found on the alluvial
plains in the Mississippi River flood plain, and the Uplands profile consisting of
Pleistocene deposits located on terraces overlooking the Mississippi River. Figure 5
shows the soil shear-wave velocity profiles for the Lowlands and Uplands used by
Fernandez and Rix (2006) to develop soil attenuation relationships for the region.
Fernandez (2007) showed that both soil profiles induce similar one-dimensional
ground motion amplification in the low-frequency range, which is where basin effects
are expected to occur. For these reason, only the Lowlands shear-wave velocity

g 0 Memphis, TN

< 1)

= 1+ T T - T - -
E—ZOO —-150 -100 =50 0 50 100 150 200

Horizontal Distance [km]

FIG. 4. East-West cross-section of the Upper Mississippi Embayment passing through
Memphis, TN (vertical-to-horizontal scale ratio = 10:1).
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profile was implemented in the analysis. The shear-wave velocity of the half-space
corresponds to the value at a depth of 1 km of the crustal velocity model developed
by Catchings (1999) for the city of Memphis, TN. This shear-wave velocity value is
3520 m/sec. The mass density profile was taken from Romero (2001). The initial
value of small-strain damping ratio profile is based on the damping curves developed
by EPRI (1993).

The soil amplification factors developed for the region by Toro and Silva (2001)
using a 1-D analysis were used to compare the results of the 2-D response computed
herein. To evaluate the effects of the non-linear soil behavior in site response, Toro
and Silva (2001) used seven rock input motions corresponding to PGA’s ranging
from 0.05g to 0.75g. The rock ground motion corresponding to a PGA of 0.40g was
used as the input motion in this study; however similar results were obtained for other
values of PGA. The analysis was performed for five angles of incidence including
0°, 30°, -30°, 60° and -60°, and for periods longer than 2 seconds due to
computational resources limitation. However basin effects are expected to occur in
the long-period range.
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FIG. 3. Near-surface shear-wave velocity profiles.
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Figure 6 compares the 1-D and 2-D soil amplification relative to the bedrock
ground motion amplitude for the seven Embayment depth categories used in Toro and
Silva (2001). The 2-D amplification corresponds to the average of the response due
to the five incident angles. For the central part of the Embayment (i.e. sediments
depth from 30 to 1220 m) no difference is observed between the 1-D and 2-D models.
However, for Embayment depths less than 30 m (i.e. the edges of the basin) and
periods longer than 4 seconds, there is a significant difference between the 1-D and 2-
D response. In these cases, the 2-D model predicts higher amplification and displays
the characteristics of basin edge effects as defined by Kawase (1996; 2003), where
constructive interference occurs between basin-induced surface waves and direct
body waves propagating from the bottom of the basin. This observation is consistent
with the results of Saikia et al. (2006), where basin effects were observed only in a
narrow area along the basin edge. Saikia et al. (2006) attributed these effects to the
very strong velocity contrast between the rock and the upper sediments.
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FIG. 4. Comparison of 1D and 2D soil amplification.
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The good agreement between the seismic response of the 1-D and 2-D models,
particularly in the central part of the basin, is due to the geometry of the Embayment.
The longest spectral period considered in the analyses is 10 seconds, which
corresponds to an incident wavelength of 35.2 km. This wavelength is approximately
10% of the total width of the model of the basin (~325 km) as shown in Figure 4.
The longest wavelength is small compared to the dimension of the irregularity, and
therefore the incident motion is not affected by the 2-D geometry of the basin.
Longer wavelengths (T > 10 sec.) comparable to the dimensions of the Embayment
are needed to excite the 2-D response of the basin; however these wavelengths (or
periods) are not important for engineering purposes.

Kawase (2003) stated that for sedimentary basins with large width to depth ratios
(i.e. shape ratio), as in the case of the Upper Mississippi Embayment with a shape
ratio of approximately 300, body waves vertically propagating from the bottom of the
structure arrive earlier to a surface station located on the central part of the basin than
surface waves generated at the edges, and therefore no 2-D effects are observed. The
long resonant periods of 4 to 5 seconds observed in Memphis, TN, as shown in Figure
6 for depths 610-1220 m, can be predicted by a 1-D wave propagation model, as has
been demonstrated by Fernandez and Rix (2006) and Fernandez (2007), and supports
the conclusions by Bodin and Horton (1999), Bodin et al. (2001), and Fernandez
(2007) that Embayment depth is one of the most important factors that controls
ground motion amplitude in the region.

It is important to note that comparisons between 1-D and 2-D models described
above pertain only to the amplitude of the ground motions. Basin effects may also
cause significant changes to the duration of the ground motion as observed by
Dorman and Smalley (1994). Evaluating these effects requires analyses in the time
domain, which is beyond the scope of the present study.

CONCLUSIONS

The 2-D non-linear seismic response of the Upper Mississippi Embayment has been
evaluated by using a procedure that combines the indirect boundary element method
and the discrete wavenumber representation of propagator matrices. Non-linear soil
behavior was incorporated in the analysis by using an equivalent linear approach
based on random vibration theory. For the range of periods implemented in the
analysis, no significant difference was observed between the soil amplification of the
1-D and 2-D models of the Upper Mississippi Embayment, except for sites located in
a narrow region along the basin edge and periods longer than 4 seconds, where higher
ground motion amplification was observed due to basin-edge effects. Thus, basin
effects are important for long-period structures located near the edges of the
Embayment. If desired, the soil attenuation relationship developed by Fernandez and
Rix (2006) can be corrected to account for higher amplification in the long-period
range (T = 4 sec.) at shallow depths (< 30 m). Possible differences in the duration of
ground motion due to basin effects must be accounted for separately.
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ABSTRACT: The prediction of soil response at a site is an important aspect of
estimating ground motion from future earthquakes. The soil response at the Turkey
Flat Site Effects Test Area from the 2004 Parkfield M6.0 earthquake (0.3g) is
compared via spectral ratios to the response from the 1995 weak-motion based
predictions of Cramer (1995) and from 0.1g and less strong-motion recordings from
seven M3-5 Parkfield and the M6.5 San Simeon earthquakes. At Turkey Flat four
recording sites are spaced across the two-kilometer wide, shallow, stiff-soil valley:
Rock South, Valley Center, Valley North, and Rock North. Rock South is located 5
km from the San Andreas Fault and the 2004 Parkfield rupture. Near-field and
azimuthal effects in the 0-5 Hz frequency band are present in the 2004 Rock South
records, but not in the records at the other sites 6-7 km from the San Andreas Fault.
Thus the 2004 Rock North mainshock record provides better predictions of the 2004
strong ground motions at both valley sites. Comparisons of the mainshock spectral
ratios to both sets of weaker-motion mean spectral ratios suggests nonlinear soil
behavior in the shallow soils at the Valley Center site and linear soil behavior
elsewhere.

INTRODUCTION

On September 28, 2004, a M6.0 earthquake occurred in Parkfield, California,
generating up to one third g ground motions at the Turkey Flat Site Effects Test Area
(Figure 1) five kilometers from the rupture. The test area was established in 1987
(Real et al., 2006) and is the site of an international site effects experiment endorsed
by the International Associations of Physics of the Earth’s Interior (IASPEI) and
Earthquake Engineers (IAEE). Turkey Flat is a shallow (25 m) stiff-soil valley over
soft California rock. The axis of the two-kilometer wide valley trends NW-SE and is
roughly parallel to the San Andreas Fault, the source of the 2004 event. Strong
ground motion predictions (with uncertainties) based on spectral ratios derived from
weak-motion recordings were published by Cramer (1995). These predictions are for
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site effects only and not source or path effects, which are important in the 2004
Parkfield earthquake data.

—San Andreag Fault 5 km

A [E—
K\ 4 Parkfield

S

Ta

FIG. 1. Location map for Turkey Flat Site Effects Test Area. Inset shows the
location of the test area in central California and relative to San Francisco (SF)
and Los Angeles (LA). The main map shows the location relative to Parkfield
and the San Andreas Fault. Qal (dashed stippling) represent Quaternary alluvial
deposits and Qt (dotted stippling) represents Quaternary terrace deposits.

A Turkey Flat strong ground-motion blind prediction test was completed in
February 2006 (Real et al., 2006). The complete set of 2004 strong motion
recordings at Turkey Flat were not released until September, 2006 after the
completion of the blind prediction test, except for a valley-edge rock record in the
first phase of the test (March through September 2005) and a sub-valley bedrock
record in the second phase of the test (October 2005 through February 2006).
Additionally, seven sets (for all Turkey Flat sites) of less than 0.1 g recordings of
M3-5 Parkfield and the M6.5 San Simeon earthquakes (Table 1) became available in
August 2007. These form a second group of weaker-motion recordings available for
analysis and comparison to the 2004 M6.0 Parkfield mainshock strong-motion
records, which was not included in this second group of recordings.

Table 1. Earthquakes providing Turkey Flat Strong-Motion Sensor Recordings

Earthquake Mag. Location Comment

1993/04/03 21:21 4.2 35.942N, 120.493W Parkfield

2003/12/22 11:15 6.5 35.710N, 121.100W San Simeon

2004/09/28 10:15 6.0 35.810N, 120.370W Mainshock

2004/09/28 10:19 4.2,37 | 35.844N, 120.402W 2 Aftershocks, 17s apart
2004/09/28 10:24 4.7 35.810N, 120.350W Aftershock

2004/09/28 10:33 3.7 35.815N, 120.363W Aftershock

2004/09/28 12:31 4.0 35.840N, 120.390W Aftershock

2004/09/29 10:10 5.0 35.954N, 120.502W Aftershock
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In this paper I compare both sets of weaker-motion spectral ratios with the 2004
strong-motion observations at four sites (Figure 2): two rock sites (South and North)
on each side of the valley and two valley sites (Center and North). The Rock South
and Valley Center sites have downhole sensors in bedrock 24 m below the surface.
Additionally, the Valley Center site has a sensor 10 m below the surface within the
valley sediments. All four sites have surface sensors. All sensors have three
components that are recorded.

R /Qoa
WelIQ/r //é\
1655° b
i
33 ii

It VALLEY
CENTER

FIG. 2. A map of the Turkey Flat Site Effects Test Area showing locations of the
four ground-motion recording sites, and three lines of profiles corresponding to
geophysical surveys.

METHOD

The spectral ratio method is used in the analysis of both the weak- and strong-
motion recordings at Turkey Flat. Fourier spectral ratios are used, as soil response
analysis is based on the physics of vertical wave propagation. Equivalent linear
methods, such as SHAKE, involve a frequency-domain approach of applying transfer
functions to Fourier spectra (Idriss and Sun, 1992; Kramer, 1996). One of the goals
of the Cramer (1995) study was to use Fourier spectral ratios as transfer functions to
predict strong ground motions at each site given a record at the reference site. Also,
Fourier spectral ratios are used in this study for comparison with the spectral ratios in
Cramer (1995).

Most simply, a Fourier spectral ratio R between two sites as a function of frequency
is the ratio of the amplitude portion of the Fourier transform of the waveform at each
site. That is, R(f) = S;(f)/S,(f), where S; is the Fourier amplitude spectrum at site 1
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and S, is the Fourier amplitude spectrum at site 2. At a given site the spectrum S is
composed of a combination of earthquake source (E), propagation path (P), and site
effects (K) [S = E(f)*P(f,R)*K(f), where R is distance from the source to the site].
Usually, a site on rock (without soil) is used as the second or reference site so as to
isolate soil response to site 1 and simplify interpretation. For close station spacing
such as at Turkey Flat (< 2 km), spectral ratios remove the effects of earthquake
source and propagation path to the site, leaving the effects of geologic conditions at
the sites [R = S1/S; = (E*P*K,)/(E*P,*K,) = K/K,, when P; and P, are nearly
identical]. At close distances to the rupture, such as in 2004, the canceling out of
source and path effects via spectral ratios is less effective, allowing rupture (near-
field) and possibly path effects to appear in the spectral ratios.

Prior to forming spectral ratios, all Fourier spectra were smoothed using a 1 Hz
running mean filter. For the 1988 very weak motion data recorded on weak-motion
sensors, mean spectral ratios and their standard deviations were calculated from 33
earthquakes to the north and northeast ranging in distance from 15 to 254 km from
Turkey Flat. Full details of the application of the spectral ratio method to the weak-
motion data are provided in Cramer (1995). For the second set of 8 weaker-motion
records (0.001-0.1 g) recorded on the strong-motion sensors, earthquake to site
distances ranged from 5-16 km for the Parkfield events and 69-71 km for the San
Simeon earthquake, all to the south, west, and northwest of Turkey Flat.

The modeling of observed spectral ratios in this paper is the same as the transfer
function modeling approach used in Cramer (1995). Transfer functions (spectral
ratios) are modeled using the available geotechnical data (see Cramer, 1995).
Modeling of site response is a non-unique process, so assumptions must be made to
simplify the modeling task and to model the form of the site response observed. The
modeling has been simplified by assuming that S waves are vertically propagating
and that the site response to S waves is one-dimensional (1D), linear, and viscoelastic.
The medium is also assumed to be isotropic and plane layered. Further, because
spectral ratios are relative site response observations, it is assumed that they can be
modeled by the relative site amplification function in the computer program SHAKE
(1975 version) (Schnabel et al., 1972), which does not use modulus and damping
curves.

Model fitting to observed spectral ratios is accomplished by adjusting shear-wave
velocities (Vs) and damping ratios for each layer to match frequency peaks and
amplitudes of the spectral ratios, respectively. Uncertainty in the fits to the observed
ratios are within 5% and 0.02 for Vs and damping ratio, respectively (Cramer, 1995).

RESULTS
Spectral Ratios

The availability of two sets of weaker-motion spectral ratios at Turkey Flat, one
from the 1988 (Cramer, 1995) and one from 1993-2004 (excluding the 2004
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mainshock), provides a unique opportunity to evaluate the stability of the spectral
ratio approach over time. Figure 3 shows the Rock South downhole versus surface
mean and plus/minus one standard deviation spectral ratios for both weaker-motion
datasets along with the mainshock north component spectral ratio (only horizontal
component available on the Rock South downhole sensor for the mainshock). For the
2004 recordings, the west horizontal downhole component at Rock South was not
recording. So the mean spectral ratios involving the Rock South downhole sensor are
for north component only. The remaining weaker-motion spectral ratios are for the
geometric mean of both horizontal components. In Figure 3 we see the general
agreement and stability among the two weaker-motion datasets and the mainshock
spectral ratio, which is expected for a rock site.

Rock South Downhole

/ Rock

South

Surface

Spectral Ratio

Frequency (Hz)

FIG. 3. Strong- and weak-motion spectral ratios for Rock South downhole vs.
surface recordings. Two sets of mean and plus/minus one standard deviation
(sd) spectral ratios are shown [solid (mean) and dotted (sd) set from Cramer,
1995; dot-dashed (mean) and double-dot-dashed (sd) set from strong-motion
sensors 1993-2004 excluding the 2004 mainshock]. The 2004 mainshock north
component spectral ratio is also shown (dashed line). The solid horizontal line
indicates a spectral ratio of 1.

The Rock South mainshock records (surface and downhole) have near-field effects
(Shakal et al., 2006a) that are not present in the other mainshock recordings at Turkey
Flat. This makes the Rock South records poor predictors (over predictors) of
mainshock ground motions at other sites (Shakal et al., 2006b). Thus Rock North has
been used as the reference site for most of the spectral ratios presented in this paper.
The exception is the bottom-hole vs. surface spectral ratios for Rock South (Figure 3).
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Figure 4 presents spectral ratios from both sets of weaker-motion recordings [1988
from Cramer (1995) and 1993-2004] along with 2004 mainshock spectral ratios for
the north, west, and geometric mean horizontal components. In the 0-5 Hz band on
the Rock South surface and downhole spectral ratios with respect to Rock North
(Figure 4a-b), the 2004 mainshock ratios are much higher than the 1988 spectral
ratios (at the 95% confidence level) suggesting that this difference could be due to the
near-field effects on the Rock South records cited above. However, the mainshock
ratios show much less of a difference (at only the 70% confidence level or less) with
the 1993-2004 weaker-motion ratios. This difference between the 1988 and the 1993-
2004 spectral ratios in the 0-5 Hz band at Rock South may arise from an azimuthal
dependence (northeast vs. southwest) in the site response at Rock South. Thus,
because the mainshock rupture is to the south and west of Turkey Flat, an azimuthal-
dependent site-response as well as near-field effects may have contributed to
differences in response between Rock South and other Turkey Flat sites during the
2004 Parkfield mainshock.

A . Rock South Surface / Rock North C 1 Valley North / Rock North
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FIG. 4. Spectral ratios with respect to Rock North for the 2004 Parkfield strong-
motion recordings (two short and a long dashed line — geometric mean, short
dashed line — north component, long dashed line — west component) compared
with 1988 and 1993-2004 weak-motion mean spectral ratios and their standard
deviations (sd): a) Rock South surface, b) Rock South downhole, c¢) Valley North,
and d) Valley Center surface. Weak-motion means and sd are represented using
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the same line types as in Figure 3. The solid horizontal line indicates a spectral
ratio of 1.

Rock North is not a perfect candidate for the reference site. For the 2004
mainshock, there is a resonance peak between 8 and 10 Hz at Rock North as seen in
Figure 4 as a valley (decreased ratio) in that frequency band, particularly on the
Valley Center and Rock South 2004 mainshock ratios and less so on the Valley North
2004 mainshock ratios. However, the 1988 and 1993-2004 weak-motion mean
spectral ratios generally agree with each other at the 95% confidence level of the
estimate of the mean (roughly represented by the sample plus/minus one standard
deviations shown), although not always as already pointed out for the 0-5 Hz band at
Rock South.

Linear behavior for the 2004 mainshock at the rock sites and Valley North is
confirmed by the mainshock spectral ratio comparisons in Figures 3 and 4. At Valley
North the agreement among datasets is very good (Figure 4c), although the
uncertainty (scatter) increases above 14 Hz. Hence, linear soil behavior up to 0.25 g
is indicated at the Valley North site. Any changes confined to a thin soil layer less
than 1 m in thickness at Valley North cannot be resolved due to the increased
uncertainty above 14 Hz.

The spectral ratios for the Valley Center surface 2004 mainshock relative to Rock
North show possible nonlinear soil behavior during the 2004 mainshock (Figure 4d).
There is a shift to lower frequencies in the 2004 mainshock spectral ratios with
respect to both sets of weaker-motion ratios. This shift is mainly for the highest peak,
which moves from 14-16 Hz for the weaker-motion ratios to 12-13 Hz for the
mainshock ratios.

Figure 5 presents the horizontal-geometric-mean spectral ratios for each of the
1993-2004 earthquakes at the Valley Center surface site relative to the Rock North
site, including the 2004 mainshock. The 1993-2004 earthquakes were all recorded
using the strong-motion sensors. The mainshock ratio (solid line without symbols) is
distinct from the aftershock ratios (dotted lines), San Simeon earthquake ratio (long
dashed line), and the 1993 Parkfield M4.2 earthquake ratio (short dashed line). [Solid
lines with symbols are the results of modeling spectral ratios for the mainshock
(octogon) and other 2004 earthquakes (triangle), which are discussed below.] The
shifting of the main spectral ratio peak from 14-16 Hz to 12-13 Hz is a phenomenon
only associated with the mainshock that does not affect the San Simeon ratio or any
aftershock ratios, which are from four minutes to a day after the mainshock. This
strongly suggests nonlinear soil behavior at Valley Center during the 2004 Parkfield
mainshock. [The 1993 Parkfield spectral ratio, along with the 1988 weak-motion
spectral ratios, shows a downward shift with time of the main peak frequency from
16-17 Hz to 14-15 Hz, which is likely due to long-term soil property changes at
Valley Center due to seasonal changes (climate) and aging after site-disturbance
during installation. ]
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Transfer function modeling using SHAKE (symbols on solid lines in Figure 5)
indicates that the lowering of Vs is 5% to 25% in the upper 7 m of the soil column
(Table 2). Modeling uncertainties are +0.02 in damping ratio and + 5% in velocity
(Cramer, 1995). The 2004 weak-motion model in Table 2 is based on the Valley
Center in situ measurements of Cramer (1995, Table 2) with damping ratio adjusted
to 0.03 to better match 2004 weak-motion spectral ratio amplitudes (triangle solid line
vs. dotted and long dashed lines in Figure 5). The 2004 strong-motion model shows
the adjustments to better match the mainshock spectral ratio amplitudes and the
change in frequency of the largest peak (octagon solid line vs. solid line without
symbols). While the modeling is not perfect, it does show significant changes
(decrease of 25%) in Vs in the top layer during the mainshock for a surface PGA of
0.3 g. Changes in damping ratio are harder to resolve given the uncertainty.

TABLE 2. Weak- and Strong-Motion Modeling Results at Valley Center

Layer Thickness | 2004 Weak-Motion 2004 Strong-Motion
No. (m) Damping Vs (m/s) Damping Vs (m/s)
Ratio Ratio
1 1.8 0.03 130 0.05 97
2 4.9 0.03 354 0.07 336
3 14. 0.03 622 0.07 622
4 -- 0.01 1317 0.01 1317
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2005 Strong Motion Predictions

I participated in the 2005 Turkey Flat strong-motion blind prediction tests first
using the Rock South surface R1 record to predict all other mainshock recordings and
then using the Valley Center bottom-hole D3 record to predict the mid-hole (D2) and
surface (V1) mainshock recordings at Valley Center. Two prediction methods were
used, the 1988 weak-motion spectral ratios of Cramer (1995) and SHAKEO91 (Idriss
and Sun, 1992) using the preferred geotechnical models of Cramer (1995) with a 10%
randomization in parameters. Similar results were obtained using SHAKE91 without
geotechnical parameter randomization. Standard modulus and damping curves for
Turkey Flat were used in the SHAKE9I1 calculations.

As indicated above, near-field and possibly azimuthal effects in the Rock South
mainshock recording caused overestimates in the mainshock ground motion
predictions at Rock North, Valley North, and Valley Center using the R1 record. But
the predictions of the Rock South downhole D1 record (only N-S horizontal
component recorded the mainshock) are very good. Peak ground acceleration (PGA)
predictions for the N-component were 0.15 g using 1988 spectral ratios and 0.16 g
using SHAKEO91, while the actual mainshock D1 recording had a PGA of 0.16 g.

2005 strong-motion predictions at Valley Center D2 and V1 sensor locations based
on the D3 record where mixed in their effectiveness due to potential nonlinear soil
effects represented in the velocity model differences presented in Table 2. For the D2
predictions, the 1988 weak-motion spectral ratios gave N and W component PGAs of
0.10 and 0.12 g, while SHAKE91 gave PGAs of 0.09 and 0.12 g respectively. The
actual mainshock PGAs are 0.12 and 0.13 g, so the predictions were close but slight
underestimates. For the V1 predictions, the 1988 spectral ratio approach gave N and
W component PGAs of 0.16 and 0.14 g and SHAKEO91 gave values of 0.25 g for both
horizontal components. The 10% velocity randomization used in the SHAKE91
predictions tended to increase ground motion estimates at stronger levels of ground
shaking as seen in the V1 predictions. Actual PGAs recorded at V1 are 0.29 g on
both horizontal components. Confirmed changes in shallow soil Vs during the 2004
mainshock (possible nonlinear soil effect) can explain the under prediction of ground
motions and the poorer performance of strong-motion predictions at the Valley
Center site, especially at V1.

SUMMARY

A comparison between strong-motion spectral ratios from recordings at the Turkey
Flat Site Effects Test Area for the 2004 M6.0 Parkfield earthquake and two sets of
weak-motion spectral ratios (1988 and 1993-2004) confirm a ~25% decrease in shear-
wave velocity (Vs) in the shallow soils at the Valley Center recording site during the
M6.0 mainshock. This suggests possible nonlinear soil behavior at the Valley Center
Site due to strong ground motion with a peak ground acceleration (PGA) of 0.3 g at
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the surface. Linear soil and rock response is suggested for the remaining three sites at
PGAsup to 0.25 g.
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ABSTRACT: Surface wave tests are based on the solution of an inverse problem for
soil profile identification from the experimentally measured dispersion curve. Most
criticism for this testing methodology arises from the non-uniqueness of the solution,
1.e. several sets of model parameters can give very similar dispersion curves. In this
paper some implications of solution non-uniqueness in seismic response studies are
investigated using both synthetic numerical simulations and experimental data.
Adopting a Monte Carlo approach for the inverse problem, possible solutions of the
inversion process are selected such that they can be considered equally good with
respect to the experimental data. This set of soil profiles is subsequently used to
evaluate the seismic response of the site. It is shown that equivalent profiles with
respect to surface wave testing are equivalent also with respect to site amplification
and Vg 30 determination.

INTRODUCTION

The small strain shear modulus, which is a fundamental parameter for seismic site
response analysis, is strongly affected by disturbance induced by sampling and
reconsolidation in laboratory.

It is therefore necessary to use in situ seismic methods to obtain a reasonable
estimate of this parameter (Stokoe and Santamarina, 2000). Non invasive seismic
testing techniques have become more and more popular in this respect because they
are cost and time effective options for testing large areas and provide global
information of the behavior of the soil deposit. Among them, surface wave tests are
widely used, also because they do not suffer from theoretical and practical limitations
that affect body wave techniques (e.g. SH refraction surveys).

Since surface wave tests are based on the solution of an inverse problem, the major
criticism in their respect is related to the non-uniqueness of the solution and to the
equivalence problem. Indeed several different profiles can be associated to numerical
dispersion curves of Rayleigh waves showing an equally good agreement with the
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experimental one. It is possible therefore to identify equivalent solutions, i.e. their
associated misfit is small if compared to the uncertainty in the measurement and
estimation of the experimental dispersion curve. This causes a certain level of
uncertainty in the final profile adopted for the soil.

Nevertheless it is worthwhile to consider that since the dispersion curve is associated
to the global dynamic behavior of the site and a soil model similar to the one adopted
for the interpretation of surface wave data (a stack of homogeneous isotropic layers) is
used for several engineering applications, the equivalence problem is likely to have no
severe consequences. If several soil profiles are equivalent in terms of surface wave
propagation they are likely to be equivalent also in terms of the seismic site response if
it is evaluated using a 1D model.

This aspect is systematically explored in the present work by the use of a Monte
Carlo approach for the inversion process. The inversion problem is solved exploring
the space of the model parameters and selecting a set of profiles which, in statistical
terms, are equivalent with respect to the experimental dispersion curve and its
uncertainty. Equivalent profiles are subsequently used for numerical simulations of
seismic site response to assess the influence of uncertainty and non-uniqueness of the
inversion solution. A synthetic example and a real case history are reported.

SURFACE WAVE TESTS

Surface wave tests are based on the property of geometrical dispersion which makes
the velocity of propagation of Rayleigh waves frequency dependent in vertically
heterogeneous media. The experimental dispersion curve can be evaluated using a
variety of processing techniques (e.g. Foti, 2005; Socco and Strobbia, 2004) and it is
then used for the solution of the inverse problem aimed at the identification of the
parameters of the soil model. In particular the soil deposit is usually modeled as a
stack of homogeneous linear elastic layers and the parameters to be identified are the
layer thicknesses and shear wave velocities. Poisson ratios and density variations are
usually neglected because of the small sensitivity of the Rayleigh wave dispersion
curve to these parameters (Nazarian, 1984).

In general it is possible to distinguish between active surface wave tests, in which
the waves are on-purpose generated using a seismic source, and passive surface wave
tests, which are based on the analysis of microtremors. The main difference in terms
of results between active and passive surface wave tests is related to the different
frequency range in which the information can be retrieved. Indeed while in active tests
is usually very easy to generate and detect high frequency components, microtremors
are typically rich of energy in the low frequency band. Combined use of passive and
active methods has been suggested to improve both resolution and depth of
investigation (Tokimatsu, 1995; Rix et al., 2002; Foti et al., 2007).

Once the experimental dispersion curve has been estimated several strategies can be
adopted to identify model parameters. However the resulting inverse problem is ill-
posed from the mathematical point of view and it is not possible to demonstrate the
uniqueness of its solution (Tarantola, 2005). This aspect becomes particularly critical
when a deterministic approach (local search method) is adopted for the inversion,
since the final result become very sensitive to the initial model and the inversion
process can easily be biased by wrong choices in term of model parameterization that
lead the solution into local minima.
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MONTE CARLO INVERSION

In the present study a global search method based on a Monte Carlo (MC) procedure
(Boiero et al., 2006) has been used for the inversion, to obtain a number of profiles
which can be considered statistically equivalent with respect to the experimental data.
A population of 10° synthetic models has been randomly generated after defining the
number of layers and the starting upper and lower boundary for each model parameter.
For each model, the fundamental mode curve is computed using the Transfer Matrix
approach (Thomson, 1950; Haskell, 1953). The algorithm has been designed to be
particularly efficient thanks to the introduction of scale properties of the dispersion
curve (Socco and Strobbia, 2004).

The misfit function between experimental and numerical dispersion curve is then
evaluated for each random profile, accounting for the data uncertainty and the
statistical number of degrees of freedom. The misfit function considered in the present
study is:

2V, -v.) o

L T m— @)1 M

where V, and V, are respectively the theoretical and experimental phase velocities, o,
contains the data uncertainties, m is the number of points in the dispersion curve and n
is the number of layers above the half-space in the model.

The misfit is evaluated for each profile and it is then normalized with respect to the
lowest misfit for the whole population. A Fisher test (Sachs, 1984) on the ¥* ratio is
eventually used to select a set of models which can be considered statistically
equivalent for a fixed level of confidence. The result of the inversion is therefore a
group of profiles having a misfit on the dispersion curve lower than a certain variable
threshold.

SYNTHETIC CASE

A synthetic dataset has been generated to assess the consequences of non-uniqueness
comparing the results of MC inversion with the “true” solution of the inverse problem.
The numerical dispersion curve has been generated for a given “real” soil profile; it
has been then perturbed with Gaussian (4 to 7 %) noise to simulate a synthetic
“experimental” curve to be used in the inversion process with the aforementioned MC
algorithm. The result of the inversion is a set of 6 shear wave velocity profiles (Figure
1-a), whose correspondent numerical dispersion curves show a similar fitting with
respect to the synthetic “experimental” one (Figure 1-b). It is noteworthy that the
differences between the resulting profiles are significant especially in the position of
the second interface and in the value of Vg for the halfspace, whereas the differences
in the top portion of the models are reduced. This result is consistent with the higher
resolution of surface wave test close to the ground surface.
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FIG. 1. Synthetic case: a) Shear wave velocity profiles from the MC inversion
compared to ‘“‘real” profile (thick red line); the outer profiles in black are the
boundaries for the random generation of the population of profiles; b) dispersion
curves associated to the solutions of the MC inversion compared to synthetic
experimental dispersion curve (black points);

In Figure 1 a relative misfit representation is adopted, for both soil profiles and
corresponding dispersion curves, on the basis of the absolute difference between each
profile misfit and the lowest misfit, so that the darkest color corresponds to the profile
having the lowest misfit and better approximation to the “experimental” dispersion
curve. The same representation will be used consistently in the remaining part of the
paper by associating the results of the simulations from a given soil profile with its
relative misfit value.

The best fitting profile is very close to the “real” profile; nevertheless also the other
solutions are associated to dispersion curves sufficiently close to the “experimental”
one, so that each of them could be selected by the inversion process as equivalently
good. In particular a deterministic inversion, on the same data, with a local search
algorithm could give any of the selected profile as final result.

In order to investigate the consequences of this uncertainty in shear wave velocity
profile, the seismic site response has been then assessed using the code Shake91
(Idriss and Sun, 1992). The shear wave velocity profiles obtained from the MC
inversion have been used for independent runs of the numerical analysis.

Initially a linear elastic analysis has been performed in order to assess the problem of
non-uniqueness avoiding the interference on the results derived from the choice of
stress-strain relationships and seismic input. In Figure 2-a the amplification functions
of the equivalent profiles are presented in comparison to the one obtained from the
“real” profile while in Figure 2-b a similar comparison is reported in terms of response
spectra for a real accelerogram (a record from the Umbria Earthquake of 1997).

These results clearly show that equivalent profiles in terms of surface wave inversion
are equivalent also in terms of seismic site response. In particular the first resonance
peak of the amplification function is very well identified by all the equivalent profiles,

Page 4



Geotechnical Earthquake Engineering and Soil Dynamics IV GSP 181 © 2008 ASCE

both in terms of frequency and amplification value. The amplification functions are
practically coincident for the frequency band below 10 Hz, which is relevant for most
earthquakes. Indeed the difference in terms of response spectra (Figure 2-b) are
negligible, so that it is possible to state that any one of the profiles obtained with
surface wave inversion is equally good from the point of view of site response.
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FIG. 2. Synthetic study — Elastic Analysis: comparison of results obtained with
the equivalent profiles and the “real” profile (thick red line): a) Amplification
functions; b) Response Spectra (record from the 1997 Umbria Earthquake).

In order to confirm the above findings with more realistic analysis, the evaluation of
site response has been repeated with a linear equivalent approach. The stiffness and
damping ratio decaying curves have been selected from available standard curves from
the literature. In particular the two top layers have been assigned decaying curves for
sands (Seed et al., 1986), whereas typical decaying curves for rocks have been
selected for the halfspace below.
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FIG. 3. Synthetic study — Equivalent Linear Viscoelastic Analysis: comparison of
response spectra from the equivalent profiles and the ‘“‘real” one (thick red line)
for the Umbria 1997 Earthquake record scaled for different values of outcrop
PGA: a) Zone 1: 0.35g b) Zone 2: 0.25g c) Zone 3: 0.15g.

Since in this case the final result is strongly dependent on the input motion assigned
at the outcrop, the analyses have been performed by scaling the same record from the
Umbria 1997 Earthquake for peak ground acceleration on rock outcrop equal to 0.15g,
0.25g and 0.35g, which are the design values for the seismic Zones in Italy. The
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response spectra on the ground surface for the different profiles are reported in Figure
3 and confirm the conclusions drawn from the linear elastic analysis, i.e. the shear
wave velocity profiles from surface wave inversion produce a final result of the site
response analysis equivalent to the one obtained using the “true” profile.

The scaling of the same accelerogram for different values of PGA is however not
fully realistic because the frequency content and many other motion parameters are
quite different for strong and weak ground motions. Hence it has been decided to
complement the study on the synthetic example, repeating the site response analysis
with a more consistent set of input motions. In particular two different sets of real
earthquake records have been selected as the input motion (Dall’Ara et al., 2006).
Each set is composed of 7 accelerograms which are compatible with the design
spectrum of Eurocode 8 (CEN, 2004), meaning that the average of their response
spectra is close to the design response spectrum, according to the criteria described in
Eurocode 8. The two set of accelerograms selected are associated to a PGA on rock
outcrop equal respectively to 0.35g and 0.25g, which are the values adopted for the
Zone 1 and 2 of the Italian seismic zonation. For each profile, the response spectra for
the spectrum-compatible accelerograms have been evaluated and then averaged.
Figure 4 reports the comparison between the average spectrum for each of the profiles
from surface wave inversion compared to the results obtained for the “true” profile.
Again the results show only minor differences, whereas the shape and absolute values
of the response spectra are very similar.
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FIG. 4. Synthetic study — Mean Response Spectra of the two sets of spectrum-
compatible accelerograms from the equivalent profiles compared to the synthetic
one (thick red line) for: a) Zone 1 b) Zone 2.

CASE HISTORY

The case history herein presented is related to a site located in La Salle (Valle
d’Aosta) on a wide fluvial fan, mainly composed by gravels and sands with some silt
content. A borehole logged up to 50 m from the ground surface for the execution of a
Down-Hole test reports layers of gravelly sands and silty sands with gravel.
Undisturbed sampling was not feasible at this site because of the nature of the
sediments; the decaying curves which will be used for site response analysis have
hence been taken from the literature (Seed et al., 1986).
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FIG. 5. Active and Passive Surface Wave test results: a) Shear wave velocity
profiles from the MC inversion; b) dispersion curves associated to the solutions of
the MC inversion compared to the experimental dispersion curve (black points).
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FIG. 6. Passive Surface Wave test results: a) Shear wave velocity profiles from
the MC inversion; b) dispersion curves associated to the solutions of the MC
inversion compared to the experimental dispersion curve (black points).

Surface wave tests have been performed at this site using both active and passive
methods (Foti et al., 2007). The active data have been collected using a multistation
setup with 48, 4.5 Hz geophones aligned along a straight line starting from the source
with a 1.5 m spacing. The acquisition of microtremors has been carried out using a 75
m circular array with 12, 2 Hz geophones along the circumference. The following
procedure has been adopted to obtain the best estimate of experimental dispersion
curve and its uncertainty: separate dispersion curves have been evaluated for each
active shot or passive acquisition; they have been subsequently used to get average
values and standard deviations at the different sampling frequencies (Foti et al., 2007).
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The experimental data have been analysed twice: once combining the information of
active and passive tests and a second time using only the result derived by
microtremors. This double analysis has the scope of assessing the consequences of
lack of information in the high frequency range, which is the case when only passive
data are collected, on the final results.

Figures 5 and 6 report the result of the MC inversion process for the two datasets.
Clearly the combination of active and passive experimental data leads to a much
higher resolution for shallow layers, thanks to the availability of high frequency data.
Moreover the number of selected profiles for the same level of confidence is much
lower than for the case in which only passive data are used. This is partly due to the
fact that the misfit function is influenced also by the standard deviation of the
experimental data and this is much lower for active tests (see Figure 5-b). In general
it is possible to state that the experimental test in which only passive data are used
leads to a much higher uncertainty. In any case for both analyses the range of variation
of each model parameter is quite high. In order to assess the consequences of such
uncertainty, seismic response studies using a linear equivalent approach have been
performed for each of the selected profiles.

The reference ground motion has been selected on the basis of probabilistic seismic
hazard studies (Naso et al., 2005) and to the simplified de-aggregation procedure
proposed by Bommer et al. (2000). From the above procedure, the reference
earthquake for La Salle site is given by a Magnitude 5.5 event at epicentral distance 18
km, associated to a normal fault rupture. Using this parameters, real accelerograms
recorded on rock sites have been selected from the European Strong Motion Database
(Ambraseys et al., 2002). These records have been scaled to the PGA for the site,
which is equal to 0.11 g for a return period of 475 years.
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FIG. 7. Response Spectra of equivalent profiles: a) Combined Active and Passive
tests; b) Passive tests.

The results obtained in terms of response spectra for the same reference ground
motion are presented in Figure 7 for the two testing conditions considered. It can be
noticed how for both datasets the shape of the response spectra is quite consistent for
the different profiles, nevertheless the range of variability of the response spectra
associated to the analysis of passive data alone is quite high whereas the results for the
combined active-passive data are very satisfactory.
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SOME COMMENTS ON Vg 3

The weighted average of shear wave velocities in the shallowest 30m is often used as
a parameter to discriminate soil classes with respect to seismic design (e.g. Eurocode
8, CEN, 2004)). In Figure 8 the results in terms of Vg3o for the set of profiles of
Figure 5-a and 6-a respectively are reported. Clearly surface wave tests can be
considered a reliable and consistent method for the determination of this parameter.
Indeed both the distributions have a mean value around 490 m/s with maximum
deviations of the order of 5% in the case of purely passive tests (Figure 8-b) and of
3% for combined active and passive tests (Figure 8-a). Moreover it can be noticed how
for seismic classification the use of only passive tests does not imply relevant
consequences on the determination of Vg 3.
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FIG. 8. Vs3p determined from surface wave equivalent profiles: a) Combined
Active and Passive tests (Fig. 5a); b) Passive tests (Fig. 6a).

CONCLUSIONS

Non-uniqueness of the solution and the associated uncertainty, are often considered
the great pitfall of surface wave tests. This study on synthetic and real experimental
data shows how the consequences of such uncertainties are very limited for seismic
site response studies, at least where a 1D approach is deemed to be reasonable. Indeed
shear wave velocity profiles which can be considered equivalent with respect to
Rayleigh wave dispersion are also equivalent with respect to site response. This
feature, which can be considered somewhat expected a priori on the basis of the
similitude of the underlying soil models, confirms the effectiveness of surface wave
tests in site characterization for seismic response studies.
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ABSTRACT: This paper presents a practical approach to develop a site-specific
design acceleration response spectral (ARS) curve for a soil profile Type F site due to
liquefaction. A site development consisted of four main structures up to 12-stories
high over a two- to three-level parking structure in Marina Del Ray, California. Based
on the 2001 California Building Code (CBC) Table 16-J, the site was classified as
Type F, requiring a site-specific evaluation. A site-specific probabilistic seismic
hazard analysis (PSHA) was performed to develop the target uniform hazard spectra
(UHS). An equivalent-linear one-dimensional seismic response analysis using the
computer program SHAKE91 (Idriss and Sun, 1992) was performed and compared
with the nonlinear effective-stress seismic response analyses using the computer code
FLAC (Itasca, 2006) and D-MOD2000 (GeoMotions, LLC, 2007). Differences and
deficiencies of the response spectra between using the equivalent-linear and nonlinear
effective-stress seismic response analyses are discussed and the recommendations for
structures having a different fundamental period of vibration are made.

INTRODUCTION

A marine site development consists of approximately four main structures up to 12-
stories high over a two- to three-level parking structure, which will encompass
approximately 6.5-acre area bounded by two channels in Marina Del Ray, California.
The site location map is presented in Figure 1. The subsurface soils encountered
during our field exploration consisted of 10 to 15 feet of fill underlain by 15 to 25 feet
of very soft to medium stiff clay. Below the clay layer was about 20 to 30 feet of loose
to medium dense silty sand to sand susceptible to liquefaction subjected to the Design
Basis Earthquake (DBE) having 10% probability of exceedance in 50 years. Dense to
very dense sand to gravelly sand layer was present below the liquefiable sand layer.
Design groundwater level was 10 feet below grade. Based on the 2001 CBC Table 16-
J, the site was classified as Type F, requiring a site-specific evaluation.

Present adjacent to the site are several active faults including the Santa Monica fault,
Newport-Inglewood (L.A. Basin) fault, Palos Verdes fault, Malibu Coast fault and
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Hollywood fault which are within 15 km
to the site. We performed a PSHA for
the DBE. This resulted in a peak ground
acceleration (PGA) of about 0.5g
associated with a moment magnitude of
6.7. Since to depth of the bedrock was
unknown and anticipated to be too deep
for a site response model, we developed
the target UHS corresponding to a firm-
ground condition. To provide the site-
specific response spectra for the design,
we developed three sets of ground
motions which are compatible with the
target UHS which considered the near
source  rupture directivity effects
(Somerville et al, 1997 and Abrahamson,
2000). Three sets of time histories were
selected from the COSMOS/PEER
database based on the closest similarity
of the seismological and geological
s s features, and then spectrally-matched to
Figure 1 Site Location Map the target UHS.
The free-field, site-specific horizontal
ARS curves for the fault-normal (FN)
and the fault-parallel (FP) directions were developed using the equivalent-linear one-
dimensional seismic response software SHAKE91 (Idriss and Sun, 1992). Strain-
compatible material curves for the liquefiable sand layer was represented by the
curves for clay based on an undrained shear strength equal to the residual strength
(Seed and Harder, 1990). The equivalent-linear analysis used the averaged linear-
elastic properties (i.e. secant modulus) and assumed the post-liquefaction softened
properties for the liquefiable sand from the beginning of shaking. A nonlinear
effective-stress analysis was performed using the commonly-used linear elastic/plastic
(Mohr-Coulomb) model armed with a practical-oriented excess pore-pressure model
(Dawson et al., 2001) programmed in FLAC, and the results compared with those
obtained with the equivalent-linear analysis. The differences and deficiencies of the
results from both the equivalent-linear and the simplified linear elastic/plastic models
are discussed and the recommendations made.

PRABABILISTIC SEISMIC HAZARD ANALYSIS

The DBE for the project was based on the 2001 CBC, corresponding to a 10%
probability of exceedance in 50 years. Our probabilistic seismic source model is based
on the seismic source model used in developing the 2002 Probabilistic Seismic Hazard
Maps by California Geological Survey (CGS) for the State of California (Cao et al.,
2003) which were included in the commercial computer program EZ-FRISK V7.2
(Risk Engineering, Inc., 2006) that was used for this analysis. The attenuation
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relationships selected in our analysis were the same as used by CGS for the 2002
Southern California Hazard Map. Since the site is situated in a region likely affected
by near-source ground motions, we have included the rupture directivity and near-
source effects using Somerville et al. (1997) and Abrahamson (2000). The results
were obtained by taking an average of the hazard results from these attenuations
relationships.

The peak ground horizontal acceleration (in units of gravity) for the firm ground
condition was computed to be 0.42g. The results of our deaggregation analysis to
estimate the controlling earthquake magnitude and distance associated with the DBE
event are Mw 6.7 and 8.5 km, respectively.

Due to an unknown depth to bedrock, a seismic response model including the
bedrock was not considered feasible. Therefore, a UHS for a firm-ground condition
was developed which is corresponding to the dense to very dense sand to gravelly
sand presented approximately 80 to 100 feet below grade. UHS values for two
orthogonal horizontal directions, FN and FP were computed for a damping ratio of 5
percent of critical. Figure 2 presents the target UHS for and the spectral matching
results which will be described in the following section.

EQUIVALENT-LINEAR SEISMIC RESPONSE ANALYSIS USING SHAKE
Input Motions

Three times histories were selected from the COSMOS/PEER database and used as
references based on the closest similarity of seismological and geological features.
The first reference time history was the
record from Capitola Fire Station 1000
(Record No. CPT-000) from the 1989
Loma Prieta earthquake. The second
one was recorded at EL Centro Array
#9 (Record No. EC9-180) from the
1940 EL Centro earthquake. The third ig \
one was recorded at Sherman Oaks gl
Station (Record No. SOK-000) during
the 1994 Northridge earthquake.

The above selected motions were
spectrally matched to the target UHS
for the firm-ground condition. The
spectral matching procedure began — Start of Rou
with the reference acceleration time- — Matched
history whose characteristics
reasonably represent the firm ground
motions expected for the site. This
reference time-history has individual 001 ‘
spectral peaks and valleys that deviate 0.001 0010 Per?;”(‘;ec) 1.000 10000
from the smooth uniform hazard

spectra.  The matching procedure Figure 2 Target UHS and Spectral Matching
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Table 1. Soil Properties

GSP 181 © 2008 ASCE

Depth Total Shear Sh DStralc;l- t
ota ear ependen
No.of  (ft) USCS : Strength” Shear P
Soil Soil UMt Wave  odulus  Ohear
Weight . Angle of Velocity Modulus /
Layer Cohension _ ° . (psf) .
From To (pcf) Friction  (ft/s) Damping
(psf)
(deg) Curve
1 0 10  Fill 120 100 30 550  1.13E+06 EMLOto 10 m
2 10 30 Clay 120 500 0 400  5.97E+05 FMHOto 10 m
3 30 50 Liq'sand 120 200 30 600 1.34E+06 FMH 10 to 20 m
4 50 70 Silt 120 300 32 700 1.83E+06 FML 10 to 20 m
5 70 85  Sand 120 100 35 1000 3.73E+06 PCA 20 to 40 m
6 85 100  Silt 120 500 28 850  2.70E+06 EFML 20 to 40 m
7 Below 100 Sand 130 100 38 1000 4.04E+06 Base

Notes: 1) Used only in FLAC analysis
2) Roblee and Chiou (2004); PCA 10 to 20 m was used for Layer 3 in FLAC & D-MOD
3) FLAC Hyst. damping and D-MOD2000 Parameters were curve-fitted based on the above curves

reduced these deviations in the period range important to the structure while

preserving the non-stationary characteristics.

We used the computer code

RSPMATCH (Abrahamson, 1992) to perform the spectral matching. The spectrally
matched results for CPT-000 in FN direction are presented in Figure 2 and the results
of the times histories are presented in Figure 3.
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Site Seismic Response Analysis

The site-specific soil profile based on our field and laboratory investigations are
summarized in Table 1. A liquefaction analysis was performed prior to the site seismic
response analysis. The strain-compatible shear modulus and damping ratio curves for
the liquefiable sand layers were represented by the curves for clay corresponding to an
undrained shear strength equal to the residual strength (Seed and Harder, 1990). The
outcropping accelerations time histories as shown in Figure 3 were used as input
motions at the base. The computed surface ARS curves for FN and FP are plotted in
Figure 4.

The results indicate that the computed ARS curves are much lower in the periods
smaller than approximately 0.5 second, and much higher in the periods greater than
approximately 1.0 second than the target UHS.

NONLINEAR EFFECTIVE-STRESS SEISMIC RESPONSE ANALYSES
Analysis Approach and Model Makeup for FLAC Analyses

We used the commonly-used Mohr-Coulomb (linear elastic/perfectly plastic) soil
model coupled with a practice-oriented pore-pressure generation model which was
programmed into the commercial computer code FLAC using programming language
FISH that is embedded within FLAC. Pore-pressures are generated in response to
shear stress cycles, which follow the industrial standard cyclic-stress approach
developed by Seed and coworkers (Seed et al., 1976; Seed et al., 1979). However,
unlike the equivalent-linear approach where liquefaction potential is assessed as a
post-processing step, pore-pressure generation in FLAC is incremental and fully
integrated with the nonlinear dynamic analysis. The simultaneous coupling of pore-
pressure generation with nonlinear, plasticity based, stress analysis is believed to
produce a more realistic dynamic response than can be achieved with equivalent-linear
method.

The soil column profile presented in Table 1 was modeled as a single column in
FLAC. Additional soil parameters needed include shear strength, cyclic-strength
curve-a relation between the cyclic-stress ratio and the number of cycles required to
reach liquefaction, and soil damping ratios. The shear strength parameters include
friction angle and cohesion which were determined based on the in-situ and laboratory
testing results. The cyclic strength curve was derived from the equivalent SPT blow
counts (Nj)g0cs for clean sand using empirical relationship by Youd et al. (2001). The
cyclic resistance ratio (CRR) corresponding to an Mw 7%2 was 0.21 based on the
(N1)socs value of 19. The magnitude scaling factor (Youd et al., 2001) was used to
convert the CRR values corresponding to the deaggregated controlling magnitude of
Mw 6.7. Hysteretic damping for each layer was obtained by curve-fitting the strain-
compatible shear modulus/damping curves as listed in Table 1 wusing the
Hardin/Drnevich model (Itasca, 2006).

In the initial static analysis to compute the in-situ stresses, the base boundary was
fixed both horizontally and vertically and the side boundaries were only fixed
horizontally. For dynamic analyses, the based boundary was set as the compliant base

Page 5



Geotechnical Earthquake Engineering and Soil Dynamics IV GSP 181 © 2008 ASCE

allowing a transmitting boundary condition and side boundaries were replaced with
free-field boundaries to provide a compatible 1-dimensional model similar to the
SHAKE model. The outcropping velocity time histories as shown in Figure 3 were
converted into stress waves using a firm-ground shear wave velocity of 1,000 ft/sec
(see Table 1) and the upward propagating motion was used as input motions at the
base.

Analysis Approach and Model Parameters for D-MOD2000 Analyses

D-MOD2000 uses the MKZ constitutive model (Matasovic and Vucetic 1993, 1995)
to define the initial backbone curve. The dynamic equation of motion is solved in the
time domain using the dynamic response scheme developed by Lee and Finn (1978).
The soil behavior is modeled by a nonlinear backbone curve with the MKZ model
parameters [3 and s being curve-fitted to match shear modulus reduction curve as listed
in Table 1. The stiffness and damping of soil are represented with nonlinear hysteretic
springs connected to lumped masses. Additional viscous damping is included through
the use of viscous dashpots. The input full Rayleigh damping parameters Og and Pr
were estimated using a target damping ratio of 0.5%, a site frequency of about 0.59
second (based on average shear wave velocity) and n=5. Other input parameters used
were selected based on recommendations provided in D-MOD2000 user’s manual
(GeoMotions, LLC, 2007). Viscous base boundary was used based on the firm-ground
base properties as listed in Table 1. The outcropping accelerations time histories as
shown in Figure 3 were used as input motions at the base.

Analysis Results

The ARS computed with FLAC and D-MOD2000 utilizing the nonlinear, effective-
stress approaches described above, are plotted in Figure 5. Only the results from the
CPTOOOFN input motion were plotted. The results from the other input motions are
similar. It can be seen that the computed surface response spectra from FLAC and D-
MOD2000 are in good agreement. It is interesting to note that the time histories of
excess pore pressure ratios from FLAC and D-MOD2000 are very similar.

In contrast to the ARS from the equivalent-linear runs, the nonlinear, effective-stress
runs generated PGA values (corresponding to zero period) of approximately 0.2g,
which is about one-half of that generated from the SHAKE analyses. In view that the
input motions were the same, the difference in PGA values from the equivalent-linear
and nonlinear effective-stress analyses are significant. The less PGA values from the
effective-stress analyses were due to liquefaction at Layer 3 which started pore
pressure buildup at about 3 seconds and reached about 100 percent of excess pore
pressure ratio at about 13 seconds, as shown in Figure 6. Because the equivalent-linear
analysis uses the averaged linear-elastic properties (i.e. secant modulus) and assumed
post-shaking softened properties for the liquefiable layer at the beginning of shaking,
the computed dynamic response tends to be too low in the beginning and too high
towards the end of shaking. The difference between these two approaches is much
more significant between 0.5 and 1.5 seconds. The ARS values between 0.5 and 1.5
seconds computed with the nonlinear, effective-stress analysis are much lower than
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Surface Response Spectra
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Figure 5 Surface Response Spectra

those obtained with the equivalent-linear analysis. On the other hand, the ARS values
at the longer periods (after 1.5 seconds) are similar. It needs to be noted that the
maximum shear strain in Layer 3 when liquefaction is reached is more than 1% in
FLAC and D-MOD2000. On the contrary, it only reached 0.2% in the last iteration of
SHAKE runs. This less cyclic degradation in stiffness tends to significantly over-
predict the response.

Response spectrum based on the 2001 California Building Code assuming
liquefaction does not occur (corresponding to a soil profile Type E due to 20 feet of
soft clay above the liquefiable sand layer) was plotted in Figure 5. Also plotted in
Figure 5 is the recommended design response spectrum which will be discussed in the
following section.
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CONCLUSIONS AND Excess Pore Pressure Ratio
RECOMMENDATIONS
1.0
Site-specific seismic response analyses 0.9 1
were performed and presented in this 8 08
paper for a Type F marine site due to | &
liquefaction. Three sets of acceleration | & 7 [/’
time histories were selected from the é 06
COSMOS/PEER database based on the 5 0.5 X
closest similarity of seismological and | o 0.4
geological features, and then spectrally- | % 0.3
matched to the target UHS. There is a 5 0.2
significant  difference between the 0.1 —FRAC ||
equivalent-linear ~ total-stress ~ and 0.0 ‘ ‘ E——
nonlinear  effective-stress  analyses. 0 10 20 30 40
Since Layer-3 liquefies subject to the Tine Gec)

DBE, it would behave as a base isolator.
The equivalent-linear analysis resulted  Figure 6 Excess Pore Pressure Ratio Buildup
in much lower shear strain in the

liquefiable layer and much higher PGA values and spectral accelerations between
approximately 0.5 and 1.5 seconds. Due to large shear strain caused by liquefaction in
Layer 3, the equivalent-linear approach analysis is deemed not appropriate to model
the site response. The nonlinear effective-stress analyses from both FLAC and
D-MOD2000 provided similar results and validated each other. It is believed the
FLAC and D-MOD2000 results are more reasonable for the site because the FLAC
and D-MOD2000 models can simulate liquefaction effect (see Figure 6). The slight
difference between the FLAC and D-MOD2000 results are expected as they use
different pore pressure generation models. However, from a design standpoint, these
results should be used with the following recommended modifications due to
uncertainties in earthquake shaking level (a shorter return-period earthquake may
generate high response due to less liquefaction potential, i.e., less base-isolation
effect), and structural foundation effect (usually stiffen the site), etc.

A recommended design response spectrum has to meet the code minimum
requirements even though a site-specific response analysis is performed. Based on
ASCE 7-05 (2006), it is recommended that the design spectral acceleration value at
any period shall not be less than 80 percent of the spectral acceleration value
determined for soil profile Type E. The design spectral acceleration value at a period
of 0.2 second should be taken from the site-specific (nonlinear effective-stress)
response spectrum at a period of 0.2 second, except that it should not be taken less
than 90 percent of the peak spectral acceleration value at any period larger than 0.2
second. The design spectral acceleration value at a period of 1 second should be taken
as the greater of the site-specific (nonlinear effective-stress) response spectrum at a
period of 1 second or 2 times the spectral acceleration value at a period of 2 seconds.
Furthermore, the project site Local Coastal Plan requires that new development over
three stories in height shall be designed with a PGA value no less than 0.5g. The
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project consisted of four main structures up to 12-stories high over a two- to three-
level parking structure, therefore, a PGA value of 0.5g is recommended. The
recommended design spectral curve is plotted in Figure 5.
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ABSTRACT: This paper presents a micro-mechanical study of the response of
unsaturated non-collapsible and collapsible soil deposits when subjected to a dynamic
base excitation. The discrete element method was employed to idealize the soil
skeleton. The effects of interparticle water bridges in a pendular state were modeled
using suction forces. Periodic boundaries in the two lateral directions (El Shamy,
2004) and a high gravitational field were used to reduce the number of particles,
required to achieve a realistic simulation of a soil deposit, to a computationally
manageable value. Numerical simulations were conducted to assess the impact of
moisture content on the dynamically induced settlements of unsaturated non-
collapsible and collapsible soil deposits. The outcome of these simulations provided a
valuable insight on the associated response mechanisms.

INTRODUCTION

The dynamic response of cohesionless soil deposits during earthquakes and other
dynamic excitations is frequently associated with settlements of the ground surface.
Such settlements often lead to differential movements and damage to foundations,
embankments and other civil systems, as observed during major earthquakes such as
San Fernando 1971; Northridge 1994; Kobe, 1995 (Slosson, 1975; Stewart et al.,
2004). At the micro level, these settlements are linked to a denser packing of the soil
particles. The presence of water bridges at particle interfaces of an unsaturated
granular soil deposit leads to intricate response patterns associated with the
densification process.

Unsaturated soils are three-phase mixtures consisting of a skeleton of mineral
particles, pore liquid (generally water), and pore gas (generally air). The response of
these soils is strongly affected by the solid-particle and pore-water interaction.
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Depending on the moisture content, this water may exist in pendular, funicular or
capillary state (Newitt & Conway-Jones, 1958). At low levels, moisture consists only
of isolated pendular water bridges. These isolated bridges are stable and generate
suction forces that hold neighboring soil particles together, increasing shear strength
and stiffening soil response. These forces are associated with surface tension of water
and difference between the pore-water and pore-air hydrostatic pressures across the
water bridge. These suction forces enable the development of loose collapsible
arrangements of particles. The water bridges break when these deposits are subjected
to large seismically induced shear deformations. The increase in soil strength
mentioned above is lost leading to a large non-reversible volumetric collapse of the
soil structure along with significant densification and settlements.

Analysis and modeling of the response of unsaturated soils have been addressed
using the mixture-theory within a context of continuum formulations (e.g., Li &
Zienkiewicz, 1992; Schrefler & Zhan, 1993). Constitutive models based on a critical
state framework that involve two independent stress state variables (e.g., Alonso et al.,
1990; Wheeler & Sivakumar, 1995), as well as on the fundamental principles of
thermodynamics (e.g., Hutter et al., 1999; Borja, 2004) were used to describe the
response of these soils. However, there is still a current need for a better understanding
of the response of unsaturated soils, especially from a micro-scale perspective. In this
regard, the discrete element method has recently been used to investigate the
micromechanical response of these soils (e.g., Gili & Alonso 2002; Liu & Sun 2002).

A realistic modeling of pendular state unsaturated granular soils was achieved in this
study by using a discrete formulation. The discrete element method (DEM) was used
to idealize soil particles and interparticle suction and viscous forces were employed to
model the effect of pendular water bridges. Numerical simulations were conducted to
asses the impact of moisture content on the dynamic response and settlement of level-
sites of non-collapsible and collapsible unsaturated soil deposits when subjected to a
dynamic excitation.

DISCRETE MODEL FOR UNSATURATED PENDULAR GRANULAR SOILS

A discrete idealization is used to study the dynamic response of unsaturated granular
soils in a pendular state (Medina, 2007). As mentioned above, the discrete element
method (Cundall & Strack, 1979) is used to simulate these soils as an assemblage of
interacting spherical particles. For unsaturated soils in a pendular state, the particles
are subjected to gravity forces and interparticle (repulsion) contact forces, along with
(attraction) forces exerted by pendular water bridges. A complete description of the
motion of the soil is provided by solving the equations of linear and angular
momentum for each particle (i.e., Newton’s second law). For a particle p these
equations are given by:

mpvp :mpg+zfc' +sz 1)
c b

I,0,=>rxf, 2

c
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where v, and ®, are translational and rotational velocity vectors (a superposed dot
indicates a time derivative), m, and I, are particle mass and moment of inertia, g is
gravity vector, f. refers to the interparticle contact force at contact ¢ (c = 1, 2,...), r. is
vector connecting the center of particle p to the location of contact ¢, and f;, is force
exerted by the pendular water bridge b (b = 1, 2,...). The bridge force includes suction
and viscous components f; and f, (i.e., f, = f; + f,). The suction component
corresponds to an attractive force that arises from the water surface tension and the
reduced hydrostatic pressure (difference between the pore-water and pore-air
hydrostatic pressure). The viscous component arises from the flow of water within the
bridge. The bridge force is assumed to be radial and does not generate a moment.
When two particles become in contact, the interparticle contact force f. and the bridge
force f, (due to the generation of a water bridge) are taken into account. Only the
bridge force, f;, intervenes when two particles, formerly in contact, are moving away
from each other, until the critical rupture distance of the pendular water bridge is
reached (Lian et al., 1993).

A contact law provided the interparticle forces as a function of the relative
movement of the particles. The normal interparticle contact forces were modeled using
a nonlinear Hertz spring (Mindlin & Deresiewicz, 1953) in parallel with a dashpot.
The shear interparticle contact forces were idealized using a Kelvin model (elastic
spring in parallel with a dashpot) in series with a frictional slider. The shear and
normal interparticle contact forces are related by a slip Coulomb relationship (Itasca,
2003).

The suction component f; develops when a pendular water bridge forms between
two particles. For a pendular state and small particles (diameters less than about
Imm), the effects of gravity are negligible and this component accounts for the
reduced hydrostatic pressure, AP within the water bridge and the force caused by the
water surface tension, T at the water-air-particle interface. The suction component is
then given by (Hotta et al., 1974):

f, = (tR2AP+27T,R, ) n 3)

where I is the outward unit vector at the location of the water bridge b, and AP is the
reduced hydrostatic pressure given by the Laplace-Young equation (Fisher, 1926):

AP=T (i—ij (4)
‘ Rl R2

in which R; and R, are radii of the principal curvature of the pendular bridge.
Assuming a toroidal approximation of the liquid bridge (Fisher, 1926), R; and R, may
be related geometrically to the volume of the bridge (Figure 1). This procedure gives
an implicit relationship between the suction force and the water bridge geometrical
parameters. An alternative explicit relationship (somewhat similar to those published
by others, e.g., Weigert & Ripperger, 1999; Soulié, et al., 2006) was developed
(Medina, 2007) using regression and optimization techniques. This explicit
relationship is appropriate for discrete element implementations. Figure 1 shows the
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suction force obtained using the developed explicit relationship along with that
provided by the implicit equations described above. This force is presented in a
normalized form f;* = £/(2nTR;,;) as a function of normalized interparticle separation
distance 6 = d/Ry (Fig. 1) for monosize particles, different size particles and a particle
and a wall. Details of the computation of f; as a function of water content and particle
separation distance are given by Medina (2007).

In a dynamic problem, the bridge force includes a viscous component that arises
when the involved two particles move with respect to each other leading to a water
flow in the bridge. This component is significant when the pore liquid viscosity is high
or particles are approaching each other at high relative velocities (Adams & Perchard,
1985). The viscous force also results from the dynamic formation and breakage of
liquid bridges. Based on the lubrication theory, the normal component of this force
may be expressed by the following equation (Adams & Perchard, 1985) for the case of
significantly stiff particles:

*
fv":67r,uR*VnR7 ®)

where u is viscosity of the bridge fluid, v, is relative normal velocity between the two
involved particles, d is interparticle separation distance and R* is reduced particle
radius expressed in terms of the radii of the two spherical particles, 1/R*=1/Ry1+1/ Ry,
where R, and Ry, are radii of particles 1 and 2. There is no rigorous analytical
solution for the component of the viscous force in the tangential direction (Goldman et
al., 1967). Nevertheless, published computational research (e.g., Lian & Thornton,
1993; Lian et al., 1998) strongly suggests that the effect of this component is
negligible for granular materials.

2

Normalized suction force f *

OO 0.05 0.1 0.15 0.2

Normalized interparticle separation distance &

FIG. 1. Explicit (solid lines) and implicit (discrete points) functions of the
variation of the normalized suction force component f* = f/Q2nTR;) as
function of the normalized interparticle separation distance 8 = d/R; (for equal
size particle, p = R;»/R;,; = 1, different size particle, p > 1, and the limiting case of a
particle and a wall, p ~ ).

Page 4



Geotechnical Earthquake Engineering and Soil Dynamics IV GSP 181 © 2008 ASCE

NUMERICAL SIMULATIONS

Numerical simulations were conducted to analyze the effect of moisture content on
the dynamic response and settlement of level-sites of non-collapsible and collapsible
unsaturated soil deposits when subjected to a dynamic excitation (Fig. 2). These
simulations employed the PFC3D software (Itasca 2003) along with the water bridge
model described above. The developed explicit model for the bridge suction and
viscous forces was coded and linked to PFC3D computing environment (Medina
2007). Soil particles where pluviated within a parallelepiped domain having periodic
boundaries in the lateral directions to simulate a semi-infinite deposit (Figure 2a). The
periodic deposit was subjected to a high gravity (g) field in order to achieve a realistic
deposit height. Specifically, the employed model consisted of a 614 mm high deposit
that was subjected to a 50 g gravitational field (Fig. 2a). The employed high g-level
mimics the conditions of centrifuge testing of small-scale geotechnical models. Thus,
the employed model represented a 3.05 m high prototype deposit (Taylor, 1995). In
this regard, the surface tension of the pore water was scaled up to account for the
employed high gravitational field (Table 1). The deposit grains were idealized using
spherical particles with a uniform size distribution (with diameters ranging from 0.55
mm to 0.85 mm, Table 1). Three level-site deposits were generated by sedimenting
particles in: (1) dry condition, (2) dry condition and then wetting them, and (3) wet
condition. The employed moisture content was about 2%. From a macro-scale point of
view, the water was distributed uniformly among all locations. At the microlevel,
water was spread among the pendular water bridges proportionally to the average
number of water bridges per particle and the volume of involved particles, as
suggested by the experimental investigations conducted by Kohonen et al. (2004).

The two deposits sedimented in dry conditions (one dry and the other dry and then
wetted) were marked by a significantly dense configuration and stable condition
(hereafter referred to as non-collapsible deposits), as expected (Figure 2b, this figure
exhibits only the particles that intersect the central vertical plane of the deposit). The
associated dry-unit-weight (average value of about 15 kN/m®) was basically uniform
with depth. The associated relative density was about 50%. Adding water (in the form
of pendular bridges at particle contacts) had only negligible impact on the deposit
configuration. In contrast, sedimentation of moist particles led to a deposit that
exhibited a significantly loose and collapsible configuration (referred to as collapsible
deposit), as shown in Figure 2b. The collapsible deposit was associated with large pore
volumes and a negative relative density enabled by the suction forces provided by the
pendular water bridges. This was especially the case near the free surface where the
deposit had a noticeable bulking effect (Fig. 2b).

Average values of the deposit parameters and variables were monitored during the
course of the simulation using spherical control volumes along the vertical central axis
of the deposit. These parameters and variables are presented in this paper in prototype
units (Taylor, 1995) exclusively. The deposits were subjected to a dynamic base
excitation consisting mostly of a sinusoidal acceleration of 2 Hz with maximum
amplitude of 0.4 g.
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FIG. 2. Analyzed non-collapsible and collapsible soil deposit. (a) Three-
dimensional view of the periodic granular deposit, and (b) Particle configuration
along the non-collapsible and collapsible unsaturated deposits central vertical
plane before dynamic excitation.

Table 1. Granular deposit simulation data (model unit).

Particles
Diameter 0.55 mm to 0.85 mm
Shear modulus 3.0x10% N/m?
Poisson’s ratio 0.22
Friction coefficient 0.5
Mass density 2,500 kg/m3
Initial height of deposit 61 mm
Fluid
Water content 0% and 2 %
Surface tension 50 x 0.072 N/m
Computation parameters
g-level 50
Input acceleration 04¢g
Time step for DEM 1.0x107 s
Approx. number of particles 70,000

The analyzed three level-site unsaturated deposits (non-collapsible-dry, non-
collapsible-with moisture content of 2%, and collapsible-with moisture content of 2%)
exhibited accelerations that were remarkably similar at all levels, in spite of the
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difference in porosity, particle arrangement and moist content between the deposits
(Figure 3). The associated velocities of shear wave propagation were slightly higher
for the non-collapsible deposit with a water content of 2%, due to a higher shear
stiffness provided by the suction forces developed at the pendular water bridges. A
minor deamplification in the last 3 cycles may be appreciated for the case the
collapsible deposit with water content of 2%.

Collapsible Soil, ©=2%
= 0.45m
=
.S
§ -0.4 1.50 m 1.50 m 1.50 m
<
0
-0.4 2.70 m 2.70 m 2.70 m
o0 0.4
éﬂ) 0.4
e Input Input Input
O 3 6 9 1215 0 3 6 9 1215 0 3 6 9 12 15 18

Time [s] Time [s] Time [s]

FIG. 3. Acceleration time histories of analyzed non-collapsible and collapsible
unsaturated deposits at selected depth locations.

The shear stress-strain histories of the analyzed non-collapsible and collapsible
unsaturated deposits are shown in Fig. 4. The response of the non-collapsible dry
deposit was characterized by large shear strains, especially near the free surface (as
large as 4.0% at 0.5 m depth and 1% at 2.7 m depth). These large strains were
associated with significant hysteretic energy dissipation as indicated by the large areas
of the stress strain cycles. As the shaking progressed, the non-collapsible dry deposit
densified and experienced a decrease in shear strain amplitudes as well as level of
hysteretic energy dissipation. In contrast, the stress-strain history of the non-
collapsible deposit with a water content of 2% was characterized by significantly
smaller shear strains than the dry one (Fig. 4). These small strains were associated
with considerably low hysteretic energy dissipation reflecting a more elastic and stable
deposit enabled by the suction forces developed at the pendular water bridges.
Alternatively, the collapsible deposit with a water content of 2% showed larger shear
strain than the non-collapsible deposit with 2% of water content and comparable to the
dry non-collapsible deposit at medium and deep locations. At shallow depth, shear
strain amplitudes were considerably smaller, in spite of the high porosity and loose
particle arrangement.
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FIG. 4. Shear stress-strain time histories of analyzed non-collapsible and
collapsible unsaturated deposits at selected locations.

The densification processes induced by the dynamic excitation led to a surface
settlement of the dry non-collapsible deposit of about 20 cm, which is comparable to
the collapsible deposit, settlement of about 17 cm (Fig. 5). On the contrary, the non-
collapsible deposit with 2% of water content had a surface settlement of about 2 cm.
Figure 5 shows that the densification of the studied deposits decreased somewhat
exponentially with the number of shaking cycles. The first few cycles were associated
with the largest densification rate in the three cases.

CONCLUSIONS

A discrete element model was used to study the dynamic response of unsaturated
non-collapsible and collapsible soil deposits. The effects associated with pendular
water bridges were considered using suction forces. The dynamic response of level-
sites of unsaturated soils was found to be strongly affected by the solid-particle and
pore-water interaction. Suction forces of the water bridges increased shear strength
and stiffened soil response. The employed model provided a tool to shed light on the
dynamic response mechanisms of unsaturated soils in a pendular state.
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FIG. 5. Surface settlement time histories of analyzed non-collapsible and
collapsible unsaturated deposits (prototype units).

ACKNOWLEDGEMENTS

The code for periodic boundaries of the DEM analyses was the outcome of a
collaboration of Dr. U. El Shamy of Southern Methodist University and Dr. M.
Zeghal.

REFERENCES

Adams, M.J., and Perchard, A. (1985) "The cohesive forces between particles with
interstitial liquid," In Proc. IChemE Symposium Series, No. 91, 147-160.

Alonso, E.E., Josa, A. and Gens, A. (1990) "A constitutive model for partially
saturated soils," Géotechnique, 40(3), 405-430.

Borja, R.I. (2004) "Cam-Clay plasticity. Part V: A mathematical framework for three
phase deformation and strain localization analyses of partially saturated porous
media," Computer Methods in Applied Mechanics and Engineering, 193, 5301—
5338.

Cundall, P.A. and Strack, O.D.L. (1979) "A discrete numerical model for granular
assemblies," Géotechnique, 29(1), 47-65.

El Shamy, U. (2004) "A coupled continuum-discrete fluid—particle hydromechanical
model for granular soil liquefaction," Ph.D. Thesis, Rensselaer Polytechnic
Institute, Troy, NY.

Fisher, R.A. (1926) "On the capillary forces in an ideal soil; corrections of formulae
given by W. B. Haines," Journal of Agricultural Science, 16, 492-505.

Gili, JLA. and Alonso, E.E. (2002) "Microstructural deformation mechanisms of
unsaturated granular soils," International Journal for Numerical and Analytical
Methods in Geomechanics, 26, 433-468.

Goldman, A.J., Cox, R.G. and Brenner, H. (1967) “Slow viscous motion of a sphere
parallel to a plane wall - 1. Motion through a quiescent fluid.” Chemical
Engineering Science, 22, 637-651.

Page 9



Geotechnical Earthquake Engineering and Soil Dynamics IV GSP 181 © 2008 ASCE

Hotta, K., Takeda, K. and Iinoya, K. (1974) "The capillary binding force of a liquid
bridge," Powder Technology, 10, 231-242.

Hutter, K., Laloui, L. and Vulliet, L. (1999) "Thermodynamically based mixture
models of saturated and unsaturated soils," Mechanics of Cohesive-frictional
Materials, 4(4), 295-338.

Itasca (2003) Particle Flow Code, PFC3D, release 3.0. Itasca Consulting Group, Inc.,
Minneapolis, Minnesota.

Li, X and Zienkiewicz, O.C. (1992) "Multiphase flow in deforming porous media and
finite element solutions," Computer and Structures, 45(2), 211-227.

Lian, G., Adams, M.J. and Thornton, C. (1998) “Discrete particle simulation of
agglomerate impact coalescence.” Chemical Engineering Science, 53, 3381-3391.

Lian, G. and Thornton, C. (1993) “Effect of liquid bridge forces on agglomerate
collisions.” In Powders and Grains 93. Rotterdam, Netherlands. Balkema
Publishers. Pages 59-64.

Lian, G., Thornton, C. and Adams, M.J. (1993) "A theoretical study of the liquid
bridge force between two rigid spherical bodies," Journal of Colloid and Interface
Science, 161, 138-147.

Liu, S.H. and Sun, D.A. (2002) "Simulating the collapse of unsaturated soil by DEM,"
International Journal for Numerical and Analytical Methods in Geomechanics, 26,
633-646.

Medina, C. (2007) "A micro-mechanical study of the response of unsaturated pendular
state granular soils," Ph.D. Thesis, Rensselaer Polytechnic Institute, Troy, NY.

Mindlin, R. and Deresiewicz, H. (1953) "Elastic spheres in contact under varying
oblique forces," Journal of Applied Mechanics, ASME, 20, 327-344.

Newitt, D.M. and Conway-Jones, J.M. (1958) "A contribution to the theory and
practice of granulation," Transactions of the Institution of Chemical Engineers, 36,
422-442.

Schrefler, B.A. and Zhan, X. (1993) "A fully coupled model for water flow and
airflow in deformable porous media," Water Resources Research, 29, 155-167.

Soulie, F., Cherblanc, F., El Youssoufi, M.S. and Saix C. (2006) "Influence of liquid
bridges on the mechanical behaviour of polydisperse granular materials,"
International Journal for Numerical and Analytical Methods in Geomechanics, 30,
213-228.

Stewart, J.P., Smith, P.M., Whang, D.H. and Bray, J.D. (2004) "Seismic compression
of two compacted earth fills shaken by the 1994 Northridge earthquake," Journal of
Geotechnical and Geoenvironmental Engineering, 130(5), 461-476.

Slosson, J.E. (1975) "Effects of the earthquake on residential areas. San Fernando,
California, earthquake of 9 february, 1971," Technical Report Bulletin No. 196,
Chapter 19, California Division of Mines and Geology, Sacramento, California.

Taylor, R.N. (ed.) (1995). Geotechnical Centrifuge Technology. Chapman and Hall,
London, UK.

Weigert ,T. and Ripperge,r S. (1999) "Calculation of the liquid bridge volume and
bulk saturation from the half-filling angle," Particle and Particle Systems
Characterization, 16, 238-242.

Wheeler, S.J. and Sivakumar, V. (1995) "An elasto-plastic critical state framework for
unsaturated soils," Géotechnique, 45(1), 35-53.

Page 10



Geotechnical Earthquake Engineering and Soil Dynamics IV GSP 181 © 2008 ASCE

Evaluation of Site Response
For Deepwater Field

Fabrizio Ardoino®, Chiara M. Traverso? and Eric J. Parker®, M. ASCE, P.E.

!Geotechnical Engineer, D’ Appolonia S.p.A., Via San Nazaro 19, 16145 Genoa, Italy;
fabrizio.ardoino@dappolonia.it

’Geohazard Unit Manager, D’ Appolonia S.p.A., Via San Nazaro 19, 16145 Genoa, Italy;
chiara.traverso@dappolonia.it

30Offshore Division Manager, D’ Appolonia S.p.A., Via San Nazaro 19, 16145 Genoa, Italy;
eric.parker@dappolonia.it

ABSTRACT: The move of the offshore industry into ever greater water depths presents
significant challenges for geotechnical and seismic engineering. Soil conditions at
deepwater sites are well outside the range of typical onshore experience. Given the very
low strength soils, earthquake loads often control foundation design. In these conditions
the evaluation of seismic design criteria is critical to project success. This paper
discusses the site response analysis for a field in 650 m water depth offshore the Nile
Delta. Soil amplification predicted using the SHAKE type equivalent linear analyses is
compared to a non-linear approach. The equivalent linear approach is seen to predict
significantly larger spectral acceleration than the non-linear analysis for these soil
conditions. Implications for seismic design criteria are discussed.

INTRODUCTION

Deepwater sites present a number of challenges for the geotechnical earthquake
engineer. The seabed soils are typically very soft, normally consolidated clays, with
shear strengths much lower than those encountered onshore. In these low strength soils
earthquake conditions can control foundation design. For many large projects the design
earthquake ground motion is based on a site specific probabilistic seismic hazard
assessment (PSHA). As attenuation laws are not available for very soft soil conditions,
the ground motion is computed for “stiff soil” or “rock” site conditions. A site response
analysis is then used to transfer the PSHA results to the mudline. This paper presents an
example amplification analysis for a deepwater site, and discusses some of the pitfalls of
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conventional site response analysis in deepwater soil conditions.
SITE CONDITIONS

The site in question is located in 650 m water depth offshore the North African coast.
Soil conditions are representative of many deepwater sites both in the Mediterranean and
other areas. The soils comprise a thick sequence of high plasticity normally
consolidated clays. Figure 1 summarizes the Atterberg limits, water contents and total
unit weight of soil samples collected in the offshore block. The soils are high plasticity
clays generally classified as CH in the USCS system. The horizontal lines on the left
graph show the plastic and liquid limit measured on samples from piston cores and deep
boreholes at the site. The PI is variable and scattered in the upper 10 m of the profile,
ranging from about 55 to 100. Below this depth, the PI is of the order of 40 or 50. For
design, a constant P1 of 50 was considered.

The total unit weight also increases with depth, and the design profile was taken as
13.1 kN/m? at the mudline increasing to 16.9 kN/m® at 100 m penetration. The liquidity
index and measured shear strength of the soils suggests light overconsolidation in the
first few meters, followed by an essentially normally consolidated profile.
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FIG. 1. Index Soil Properties.
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The geophysical surveys indicated a significant unconformity in the offshore block at
depth between 80 and 120 m. While the nature of the unconformity was not confirmed
by boreholes, this horizon represents a change in soil density and/or stiffness. For the
amplification study this contact was taken as stiff soil level, using a design value of 100
m. This choice is supported by the numerical work of Ni et al. (1997) who found that
amplification response of soil deposits deeper than about 100 m are very similar.

The shear wave velocity (Vs) was measured in-situ using the seismic CPT. The Vs
measurements were performed down to 70 m penetration. Figure 2 shows the measured
values of shear wave velocity from the geotechnical investigation. The measured data
are compared to predictions using the Hardin (1978) correlation. A design profile for
this analysis was chosen to give a best match to the field data and theoretical predictions.
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FIG. 2. Shear Wave Velocity Profile.
Non-linear soil behavior under cyclic loading is simulated considering the reduction of

shear modulus with increasing strain level. As no site specific test data were available,
the degradation curves were based on the Vucetic and Dobry (1991) correlations with
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soil plasticity index. Figure 3 shows the assumed curves of shear modulus reduction and
increase of damping ratio with shear strain for the soils at the site. The calculated
damping ratio shown in the figure refers to hysteretic damping evaluated with the Iwan
and Mréz non-linear soil model discussed later.
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FIG. 3. G/Gmax and Soil Damping.

TIME HISTORIES

The seismic input for considered are the stiff soil hazard curves and a set of 18
selected earthquake time histories considered representative of the seismic ground
motion expected at the site. Competent stiff soil was defined as having shear wave
velocity of 360 to 750 m/s.
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FIG. 4. Recorded Stiff Soil Earthquake Time Histories.
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A suite of 18 earthquake strong motion time histories was selected for the site response
analysis. The earthquake records were chosen to match the dominant magnitude and
distance from the PSHA hazard deaggregation. In general in this area hazard is
controlled by a small frequent earthquake occurring near the location. For PGA the
bivariate mode was an earthquake with magnitude 5.1 and distance 13 km. To capture
the majority of the hazard contribution, and to provide a better record set, the range of
M, R considered was magnitude 5.1 to 7.4, distance 2 to 46 km. All of the time histories
were recorded on stiff soil sites. One horizontal component was randomly chosen from
each earthquake of the selected set for the response analysis. Figure 4 shows the 5%
damped response spectra for the selected time histories.

METHODOLOGY FOR SITE RESPONSE ANALYSIS

Two approaches were considered to evaluate site response, an equivalent linear
analysis and a non-linear model. The equivalent linear analysis was performed using the
EERA software (Bardet et al., 2000). The program utilizes the same algorithm as the
well-known SHAKE software (Schnabel et al., 1972; Idriss and Sun, 1991). The ground
response analysis is performed in the frequency domain. The soil profile is represented
as a series of infinite horizontal layers overlying elastic bedrock. Standard wave
mechanics is applied to develop transfer functions relating displacement, velocity and
acceleration of the individual layers. The input ground motion is assumed to be
composed entirely of vertically propagating horizontal shear waves. An iterative
technique is used to select Gs and y as a function of computed ground strain.

The non-linear analysis used the NERA software (Bardet and Tobita, 2001). This
approach considers the site response in the time domain, and allows for soil yielding
under high strain levels. The soil model is based on Ilwan (1967) and Mr6z (1967). The
model generates piecewise a stress strain relationship to match the G/Gmax backbone
curve. Damping is considered as the work performed during a single loop of the load-
unload cycle. NERA performs the site response analysis in the time domain. The soil
profile is represented by a series of uniform, infinite horizontal layers overlying elastic
bedrock. Propagation of bedrock motion through the soil profile is computed using a
finite difference scheme based on the Newmark central difference algorithm.

COMPARISION OF EQUIVALENT LINEAR AND NON-LINEAR RESULTS

The scope of this paper is to compare the linear equivalent model to results of a non-
linear analysis. The analysis consisted in propagating the 18 earthquake time histories
shown in Figure 4 through a 100 m soil column and computing the resulting Spectral
Amplification Ratio (SAR). SAR is defined as the frequency dependent ratio of
computed spectral acceleration at the mudline to stiff soil outcrop spectral acceleration.
The earthquake records were scaled to PGA of 0.05 g, 0.10 g, 0.15 g, 0.20 g and 0.25 g
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to evaluate the effects of different levels of ground shaking. This range was intended to
be representative of the expected ground motion at the site. The main findings of the
comparison between equivalent linear and non-linear analysis are discussed in the
following.

Comparison of Computed Strain Profiles

Figure 5 shows profiles of effective shear strain in the soil profile for input PGA of
0.001 and 0.20 g. The lower value of input motion is intended to capture the elastic soil
response, while the higher level is typical of a design earthquake. For low seismic input
the equivalent linear and non-linear analyses give similar results. For the 0.20 g PGA
the equivalent linear model predicts a strong strain discontinuity at about 8 m. This is
seen as nearly a soil failure in the model. The non-linear analysis gives a gradually
increasing strain from about 25 m depth, which is considered a more reasonable
response for a uniform soft clay profile.
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FIG. 5. Effective Shear Strain Profiles.
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Effects of Input PGA on Amplification

Figure 6 shows SAR as a function of peak ground acceleration on stiff soil for
frequencies of 33 Hz (PGA) and 2 Hz. The figures show SAR computed using the
equivalent linear EERA and non-linear NERA analyses. The points on the graph
represent the computed spectral amplification for specific earthquake time histories.
The following general observations may be made regarding the results:

e The mean SAR computed from both EERA and NERA analyses show a
monotonic decreasing trend. For increasing input PGA there is comparatively
less amplification. The decrease in amplification is stronger for the non-linear
analysis;

e The EERA analysis predicts amplification of PGA for all levels of input motion.
The non-linear analysis suggests that there is deamplification of PGA above
about 0.1g;

o Both EERA and NERA predict amplification at 2 Hz over the full range of input
motion. The equivalent linear analysis, however, predicts greater amplification
at high input acceleration;

e The SAR calculated by NERA are lower than the corresponding values from
EERA for each individual case study. For stiff soil PGA greater than 0.10 g the
non-linear analysis shows deamplification of PGA at mudline. There is no
deamplification for 2 Hz.
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FIG. 6. Spectral Amplification Ratio as function of PGA.
Effects of Frequency on Amplification

Figure 7 shows spectral amplification as a function of frequency. The time histories
were scaled to a specified PGA and SAR was computed as a function of frequency. The
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figure shows the mean and mean + one standard deviation (c) SAR considering input of
PGA 0.001 g and 0.2 g. The overall shapes of the SAR curves are reasonable. For the
elastic response (0.001 g) the amplification factor is between 2 and 4. For the 0.20 g
input PGA the amplification is less than 3 for low frequencies, and reduces or
deamplifies above 1 Hz. For the elastic response the + o bands for the two approaches
overlap, subjecting that the results are not statistically significant at 68% level. For the
stronger ground motion input, however, the confidence bands do not overlap above 1

Hz.
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FIG. 7. Spectral Amplification Ratio as function of frequency.

As expected, there are differences in the predictions of the equivalent linear and non-
linear analyses for the strong input. At high frequencies the amplification predicted by
NERA is about 50 to 60% of that computed using the equivalent linear model. Note that
this is consistent with similar analyses presented by Biscontin and Pestana (2006) for
submarine slopes in soft clay. For frequencies below about 1 Hz the results of the two
analyses are similar. NERA shows a tendency for the amplification peak to shift to
lower frequencies for stronger ground shaking, and in fact for some frequencies predicts
higher amplification than NERA. The peak shift reflects the softening of the soil
column and lowering of the fundamental frequency.

Saturation of PGA

A critical issue for design is the amplification or deamplification of PGA for long
return period events. Specifically, the question is if there is a tendency for PGA to reach
a limiting “saturated” value for high levels of input shaking. To investigate the
saturation issue a series of additional analysis of PGA at grade were performed using the
NERA software. The input records were scaled to PGA values from 0.05 to 0.35 g.
Figure 8 shows the results of the analysis. Each point on the graph represents the
computed PGA for a single time history, while the line represents the average surface
PGA.

Page 8



Geotechnical Earthquake Engineering and Soil Dynamics [V GSP 181 © 2008 ASCE

0.4
03| ®NERA -
5 NERA Mean ¢
< . . ;
o *
> 0.2 : —
<
= . *
e
= L% ¢ ¢ 3
0.1 « ¢ °
.
0.0 : : :
0.0 01 0.2 03 0.4
stiff Soil PGA (g)

FIG. 8. Saturation of PGA in Non-linear analysis.

The site behavior is clearly non-linear, with slight amplification of surface PGA for
input of less than about 0.1 g, and deamplification above about 0.12 g. The mean
response does show saturation, although the PGA of the individual time histories shows
more scatter. For input PGA of 0.20 g (not an unusual value for design in the area) the
average NERA response is 0.14 g, and the surface PGA only exceeds 0.20 g for one time
history.

CONCLUSIONS

The conclusions of the study are that special attention is needed for site response
analysis for deepwater locations. The soil profiles at deepwater sites are usually very
soft, normally consolidated clays. There is little direct engineering experience with the
behavior of these materials under earthquake loading, and standard engineering practice
may not be adequate. Several observations can be made from this study:

e Site response of deepwater sites is expected to be strongly non-linear. The
equivalent linear approach in amplification studies may not reflect this behavior;

e While non-linear behavior can reduce amplification of PGA at the mudline, it
may also lead to greater amplification at lower frequencies. This concept is
important for long period structures;

e There is considerable variability in the amplification predicted between different
earthquake time histories. The significance of this variability should be
considered, particularly in terms of probabilistic design.
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ABSTRACT: Both of equivalent linear and non-linear site response analyses utilize
soil dynamic properties expressed by strain amplitude dependent modulus reduction
and damping ratio relations. Most of the non-linear site response methods use Masing
rule to define the unloading and re-loading paths that results in overestimated
hysteretic damping at large shear strain amplitude. In this paper, site response
analyses of a soft clay site under very strong input motions at the rock base are
performed using the equivalent linear approach (SHAKE analysis) and a non-linear
approach (i.e. program FLAC with a user-defined soil model). A ‘generalized Masing
rule’ was implemented in the user defined soil model to correct the hysteretic
damping for the unloading and re-loading stress-strain loops to be consistent with the
experimental damping. The non-linear site response analyses, we performed, indicate
that, with the hysteretic damping correction, the computed surface acceleration and
peak shear stress along the depth do not change significantly compared with those
without hysteretic damping correction. But the induced peak shear strains in the soft
layers are noticeably different between the case with hysteretic damping correction
through the generalized Masing rule and that using the original Masing rule.

INTRODUCTION

Site response analyses are a significant component in the seismic safety design of
critical structures. Equivalent linear approach is still the main analytical tool, while
the non-linear analysis techniques are being rapidly developed. Both methods require
soil dynamic properties, i.e. strain amplitude dependent modulus reduction and
damping ratio curves, and both methods are facing the same challenge of modeling
site responses of very strong input motions in very soft soil deposits. In a recent
publication (Stewart et al, 2006), selected non-linear site response programs were
reviewed. It is pointed out that non-linear models often use Masing (1926) rule as
shown in Eq. (1)
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i g (1)
n n

i.e., the Masing rule requires scaling the skeleton curve by a factor of n = 2 to define
the unloading and reloading stress-strain loops. At large strain levels, the hysteretic
damping resulted from the Masing rule is overestimated compared with laboratory
test results. Although this problem was noticed decades ago, but the influence of the
high hysteretic damping on the computed site response is still unclear to-date.

It has been realized that Masing rule should be revised in order to closely simulate
soil behavior under cyclic and irregular loadings. There are a number of propositions
to modify the Masing rule in the literature. Cundall-Pyke hypothesis (Pyke, 1979)
assumes that the scale factor, n in Eq. (1), for the skeleton curve, varies with stress
level and is less than 2. But, such modified Masing rule still generates high hysteretic
damping at large strain levels (Stewart et al, 2006). A ‘generalized’ Masing curve
(Wang et el., 1980) was proposed that adjusts the area of stress-strain loops, at
different reversal stress levels, to fit a given soil damping curve. This approach does
not need any analytical function form for the backbone (skeleton) curve, and the
selected modulus reduction and damping ratio curves are directly input to a site
response analysis program. The correction factors are calculated by the program to fit
the damping ratio curve. Ishihara et al. (1985) used a ‘fictitious’ skeleton curve for
the unloading and re-loading so that the damping curve can be approximated at
different strain levels. From a number of site response analyses, they found out that
the computed peak acceleration and maximum shear stresses were similar between
the cases with and without damping fit. They explained that ‘the acceleration at the
surface is much affected by the shear strength of the layer which will experience large
strains. Hence, it is important to model the skeleton curve of the weakest layer with
care.’

Later on, a modified second Masing criterion (Tatsuoka et al., 1993) was developed
that allows the scale factor, n, to assume virtually any value. Presti et al. (2006)
adopted this method for site response analyses at Borgo (Fabriano, Italy), it was
found that using n = 5, the damping curve is closer to the given soil damping ratio
curve than that using n = 2 (i.e., original Masing rule) and the peak accelerations are
higher using n = 5 than using n = 2. However, the computed shear strains were all less
than 0.1%, i.e. not in the high damping range. Another generalized Masing rule using
variable scale factor n was formulated by Archuleta et al. (1999) and used in site
response analyses. At the time of this paper preparation, research work to investigate
the influence of hysteretic damping on computed seismic response is ongoing
(Bonilla et al. 2003).

In the present paper, the equivalent linear technique implemented in the computer
program SHAKE and the non-linear approach using the bounding surface hypo-
plasticity model (Wang, 1990, Wang et al., 1990) implemented in the computer
program FLAC, were used to compute the response of a soft clay site subjected to
strong input motions. Non-linear analyses were performed for two approaches to
treating unloading and re-loading stress-strain paths (i.e., hysteretic damping) using
(1) the Masing rule and (2) the generalized Mashing rule to compare the results of the
site response analyses. The model parameters of the soil model for the nonlinear
approaches were calibrated against the shear modulus reduction curves used in
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SHAKE analyses.

MODEL SIMULATIONS FOR MODULUS REDUCTION AND DAMPING
CURVES

A skeleton curve of the stress-strain relationship can be derived from the
incremental equations of the model (based on Wang, 1990), i.e.

2t 1 T
VG =7 ——L[—+1In(l - —)] )
h. 7, 7,
in which 7is shear stress, yis shear strain, 7z is shear stress at failure, G, 1s initial
shear modulus and /4, is a model parameter selected to fit a given modulus reduction

curve described as follows:
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Fig. 1. Model Simulation for Young Bay Mud (YBM)
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As an example, the model simulation for soft clay layers of the selected soil profile
is presented on Figures 1 using the calibrated model parameter, /#,. As shown on
Figure 1, the soil model simulations are in a good agreement with the modulus
reduction curves. The model hysteretic damping curves derived from the Masing rule
governing the unloading-reloading are also shown on Figure 1. However the data
show that the Masing damping is higher than the prescribed curves especially at
strains higher than 0.5 %.

HYSTERETIC DAMPING CORRECTION IN NON-LINEAR ANALYSES

In non-linear analyses, for a skeleton or backbone curve with shear strength as an
upper limit (or an asymptotic line), the model damping based on the Masing rule, for
simulating unloading and re-loading, approaches 2/n (or 63%) as a limit when soil
approaches to failure at very large strains. That means it is impossible to fit the given
damping ratio that normally is about 25 to 30 percent at high strain levels. There are
two possible ways to fit the damping curve. The first way is to define a backbone
curve that does not use the strength limit (e.g., the Martin-Davidenkov model
implemented in a modified DESRA program- MARDES (Chang et al., 1990). In such
a model, three parameters are used to reasonably fit both shear modulus reduction and
damping curves. But, the drawback is that there is no strength limit, such that for
high acceleration input motions or in weak soil layers, it may compute shear stresses
much higher than the soil strength, as often encountered in equivalent linear models
(e.g., SHAKE).

The favorable way is to modify the Masing rule that is used to simulate the stress-
strain curve during unloading and re-loading phase. The Masing rule is simply a
doubled backbone (or skeleton) curve for unloading (i.e., in Eq. (1), n=2). A
generalized Masing rule was proposed by Wang et al. (1980). That model fits both
modulus reduction and damping curves by adjusting the area in a stress-strain cycle, as
shown on Figure 2. The generalized Masing rule is described as follows:

Skeleton (or backbone) curve: = f(y) @)
Generalized Masing curve with damping correction:
t-1, =k S =G =1+ G 7)) 5)

in which k(%) is the damping correction factor that is the ratio of the damping
prescribed by the desired damping curve based on laboratory data and the model
damping computed from the given modulus reduction curve, f(7)/%/Gmax, using the
original Masing curve at reversal stress level 7.
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Fig. 2. Generalized Masing Curve

IMPLEMENTATION OF DAMPING CORRECTION PROCEDURE

The bounding surface plasticity model (Wang, 1990) was incorporated with
program FLAC and applied to a number of seismic deformation projects (Wang et al.,
2006). Recently, we have implemented the above generalized Masing rule into the
FISH code of the soil model for the FLAC program so that the revised model is
capable to fit a given damping curve for stress-strain loops in the cyclic unloading-
reloading phase. The basic content of the implementation is as follows:

(1) Differentiate Eq. (5) to obtain the tangential shear modulus of the
generalized Masing curve and apply it to the plastic tangential modulus in
the unloading and re-loading phase of the original model (Wang, 1990).

(2) A hypothesis is made that assumes the damping correction factor k() only
depends on the current reversal stress level and is independent of prior
loading history.

(3) As used in the original model, a maximum prior-stress bounding surface is
used to distinguish a virgin loading phase (where the skeleton curve is
applicable) and a reverse loading phase (where the generalized Masing rule
is acting). If the stress level exceeds the maximum prior-stress level, the
virgin loading phase resumes.

(4) For simplicity, the damping correction factor k() is assumed to relate to the
modulus reduction curve as follows:

k(7,)=(G(7,)/ Gy ) (6)

Note that, from Eqgs. (2) and (3), the k() in Eq.(6) is a function of reversal
stress 7. The new model parameter # can be determined by comparing the
model damping based on the Masing rule with the prescribed damping at a
desirable shear strain level (say, at 1% strain level) such that the desired
damping can be obtained by the value of the damping correction factor, k()
calculated in accordance with Eq. (6), multiplied by the value of the
damping based on the Masing rule of Eq. (1) (n=2).

To illustrate the performance of the modified model code using the generalized
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Masing rule, the corrected hysteretic damping curves are also presented on Figure 1.
Figure 1 shows that the damping curves between the prescribed curves (short dashed
curves) and those derived based on the Masing rule and the generalized Masing rule.
The shear modulus reduction curve is derived from the backbone curve for virgin
loading phase. The model damping curves are derived from either the Masing rule or
the generalized Masing rule which is the product of the damping from Masing rule
and damping correction factors based on Eq. (6), for each stress reversal on
unloading/re-loading paths. The Masing rule gives substantially high damping at
shear strains greater than 0.5 %. The generalized Masing rule results in a reasonably
good fit to the damping curve at shear strains higher than 0.5 %.

Figure 3a shows stress-strain loops for four cycles with increasing stress amplitude
using the Masing rule (no damping correction) and the generalized Masing rule (with
damping correction). Note that the skeleton curve is derived based on a given
modulus reduction curve, i.e., Eq. (2). It can be seen that the loops derived using the
generalized Masing rule for an unloading and reloading phase are narrower than those
using the Masing rule for higher reversal stress levels. Figure 3b shows the four
cycles with decreasing stress amplitude following the first four cycles of increasing
stress amplitudes. As the reversal stress level decreases, the differences in the stress-
strain loops based on the Masing rule and the generalized Masing rule become
smaller, and it is not affected by the prior loading histories as expected from the
hypothesis we made. This is a significant hypothesis that affects the computed results.

a) amplitude increases b)amplitude decreases
Without Damping Correction, Masing Rule
------------------- With Damping Correction, Generalized Masing Rule

1.6 — 1.6 —
1.2 — 1.2 —
:u;) 0.8 — 0.8 —
°© O o
D .04 0.4 —
8 -08 08
< P L e
P42 12
-1.6 — -1.6 —
) I T R o1 Lo oy by
-0.02 -0.01 0 0.01 0.02-0.02 -0.01 0 0.01 0.02

Shear Strain Shear Strain

Fig. 3. Stress Strain Loops with and without Hysteretic Damping Fitting
EQUIVALENT AND NONLINEAR SITE RESPONSE EXAMPLES

For a soft clay site in Bay Area, California, the dynamic soil properties of Young
Bay Mud (YBM) and Old Bay clay are based on recently obtained test data.
Geophysical measurement of wave velocities was performed at nearby boring
locations. Soil strength data were also evaluated from in-situ vane shear tests and
laboratory triaxial tests. Site response analyses were first performed using the
computer program SHAKE to compute the mud line motions at this soft clay site due
to strong input motions. The bounding surface hypo-plasticity model (Wang, 1990,
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Wang et al., 1990) and the computer program FLAC, were used for the non-linear
analyses with the generalized Masing rule and the commonly used Masing rule. The
model parameters, h, (in Eq. (1)) and B (in Eq. (6)), used to simulate the given
modulus and damping curves for each of the soil layers in the soil profile and to
perform the non-linear analysis, are presented in Table 1. Note that for the non-linear
analysis without hysteretic damping correction, parameter 3 = 0 (i.e. k(y,)=1.0) was

used.

Computed surface accelerations from the FLAC and SHAKE analyses are

compared on Figure 4.

These comparisons indicate that the non-linear FLAC

analysis produced reasonable motions when compared with those of SHAKE. Note
that in the YBM layers, the SHAKE computed shear strains exceeding 1% as shown
on Figure 1 by diamond symbols. In the SHAKE analysis, the high frequency
contents of the input motion are filtered out. The Masing damping simulated in the
non-linear FLAC analysis is higher than the specified damping ratio (at high strains),
but did not filtered out the high frequency content of the input motion as shown on

Figure 4.
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Fig. 4. Comparison of Computed Surface Acceleration Time Histories

Table 1 Model Parameters Used to Simulate Modulus and Damping Curves

Soil Type Layer h;in Bin Curves used in equivalent
Number | Eq. (1) | Eq. (6) Linear Analysis (SHAKE)
Fill 35to 43 0.34 0.21 YBM Site-Specific Curves
YBM 22to 34 0.36 0.21 YBM Site-Specific Curves
Silty Fine Sand 19 to 21 0.20 0.09 Mid-range Sand, Seed & Idriss, 1970
Dense Silty Sand 16to 18 0.60 0.32 Upper G/Gmax, Seed & Idriss, 1970;
Damping, Idriss, 1990
OBC 8to 15 0.80 0.40 OBC Site-Specific Curves
Fine Sand 6to7 0.28 0.20 Upper G/Gmax, Seed & Idriss, 1970;
Damping, Idriss, 1990
Gravel 3to5 0.34 0.20 Upper G/Gmax, Seed & Idriss, 1970;
Damping, Idriss, 1990
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For the FLAC analyses, Figure 4 shows that differences in the computed ground
surface motions, using the Masing rule versus using the generalized Masing rule, are
small. The computed peak values of shear stress level, shear strain, and acceleration
with depth are compared on Figure 5. It is noticed that the computed peak strains in
the soft YMB layers are different between the cases with and without hysteretic
damping corrections. But the computed failure ratios (i.e. peak shear stresses divided
by the shear strength) are close for the two cases, because the shear stresses in the
weak soil layers approach to the same shear strength while the developed shear
strains are different. The computed peak accelerations are also similar in the two
cases (with and without hysteretic damping corrections), except in the soft YBM
layers. The above observations are consistent with the site response results (with and
without damping corrections) presented by Ishihara et al. (1985).
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Hollow Symbols -without Hysteretic Damping Correction
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Fig.5. Computed Site Response, with and without Damping Corrections

In order to verify the above observations, another input motion (Kobe), developed

to match the same design spectrum as the first motion (Joshua Tree), was also used to
repeat the non-linear analyses at the same soft clay site. Again, the computed surface
motions are not significantly affected by the hysteretic damping correction. The
computed spectral accelerations from the two input motions, with and without
hysteretic damping corrections, are presented on Figure 6. It is shown that the two
input motions generate somewhat different spectral accelerations of the surface
motions. However, the differences between cases with or without hysteretic damping
corrections, for the same input motion, are relatively small.
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CONCLUSION

In site response analyses using non-linear models, damping fitting is an issue
existing for decades. This is because most of the non-linear model used the Masing
rule for unloading and re-loading stress-strain loops. The equivalent hysteretic
damping from stress-strain loops at high strains are generally higher than that of
normally used damping ratio curves for equivalent linear analyses. The effect of
damping misfit in non-linear site response analyses is not clear. Little research works
on this topic were reported in the literature. The study reported here uses a
generalized Masing rule for the unloading and reloading stress-strain loops, and the
damping ratio curves can be fit reasonably well. The approach was implemented in a
non-linear soil model to perform the site response analyses.

The effect of hysteretic damping correction on the surface response under strong
earthquake input motion is examined for a soft soil site. The limited results show that
only minor differences are computed between the surface responses from analyses
with (using the generalized Masing rule) and without (using the Masing rule)
damping correction, except the noticeable differences in the computed peak shear
strains and peak accelerations in the soft soil layers for which the induced shear stress
approaches failure. This is not a general conclusion for different soil sites, and the
analyses we performed are total stress analyses without considering the effect from
excess pore water pressure. Our opinion is that more research efforts are warranted to
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clarify the effect of overestimated hysteretic damping.
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ABSTRACT

Laboratory test results indicate that cyclic cohesive soil behavior is influenced by the
rate of loading. However, such behavior is most often ignored in the site response
analysis. This paper develops three models of rate-dependent dynamic soil behavior
based on available laboratory data and implemented in a one-dimensional equivalent
linear site response analysis program. The site response analysis results show that
rate-dependent shear modulus and damping can have a pronounced influence on
propagated weak ground motion, but a secondary influence on propagated strong
motion. Rate-dependence of damping ratio has a greater impact on the computed
response than rate-dependence of the shear modulus.

1. INTRODUCTION

One-dimensional site response analysis is widely performed to characterize
the seismic site effects during a seismic event (Idriss 1990; Kramer 1996; Hashash
and Park 2001). Analysis techniques include equivalent linear frequency domain
approach (Schnabel 1972), and nonlinear time domain approach (Borja et al. 2002;
Hashash and Park 2002; Matasovic 1993).

Most of these approaches assume that dynamic soil behavior is rate-independent,
even though laboratory tests show that the shear modulus and soil damping of
cohesive soil are influenced by the rate of loading (Richardson and Whitman 1963;
Rix and Meng 2005; Whitman 1957). Meng (2006) uses a linear visco-elastic model
to represent the response of a single soil layer subjected to shaking to study rate-
dependent soil behavior influence on site response amplification. The study is limited
by the simplifying assumptions employed about the soil profile and linear soil
response and is only applicable to weak ground motions.

This paper develops and implements a set of rate dependent shear modulus and
damping models in a modified equivalent linear analysis site response analysis
procedure to approximate the rate-dependent soil behavior. The proposed models
account for the frequencies at which the shear wave velocity profile and the dynamic
soil curves (modulus reduction and damping curves) are obtained.
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The models are used to conduct a study that investigates the influence of a) rate
dependence of the maximum shear modulus and modulus reduction curves, and b)
rate dependence of damping.

2. RATE-DEPENDENT MODELS FOR DYNAMIC SOIL BEHAVIOR

The standard normalized shear modulus reduction and damping curves are only
dependent on shear strain amplitude and additional functions are needed to
characterize the rate-dependency of shear modulus and damping ratio. This paper
develops two separate models for rate dependent shear modulus and damping. Both
models can estimate the dynamic property for a given rate of loading. Another
important issue that is accounted for in the proposed models is the frequency at
which the dynamic properties are measured at. The rate of loading effect is already
embedded in the standard shear modulus reduction curves, damping curves, and
shear wave velocity measured from a geophysical test. In the following, it is
demonstrated how such embedded effect is accounted for in the proposed models.
Note that the models are developed based on the undrained laboratory test results.
Since the generated pore water pressure data are not available, it is not possible to
determine whether the amount of excess pore pressure development is influenced by
the rate of loading and the resulting rate dependency of the soil behavior is due to
water, or whether it is an intrinsic attribute of cohesive soils. More study is needed to
clarify the relationship between soil-water vs. rate of loading. This study uses the
laboratory test results directly in developing the models.

2.1 Rate-Dependent Shear Modulus

The shear modulus is determined by multiplying the maximum shear modulus at
very small strains to the normalized shear modulus reduction curve. The maximum
shear modulus is commonly calculated from the shear wave velocity profile obtained
from a geophysical test, while the shear modulus reduction curve is developed from a
laboratory test. The shear wave velocity and the shear modulus reduction curve are
often obtained at different loading frequencies.

The rate-dependency of the shear modulus is determined in three steps, as
illustrated in Fig. 1.

(1) Determining the maximum shear modulus at the reference frequency, Gmax, Ref.
freq.» from the shear modulus back-calculated from the measured shear wave velocity,
Gmax, fvs)- f(Vs) is the frequency at which the shear wave velocity is measured.

For step 1, a function that relates the loading frequency with the shear modulus is
needed. This paper uses the laboratory test results by Kim et al. (1991), developed at
strain amplitudes between 0.001 and 0.01%, as shown in Fig. 1a. The function relates
the shear modulus to the rate of loading (expressed as the loading frequency). Note
that the function is normalized to the shear modulus obtained at a loading frequency
of 0.5 Hz and is termed “G/G(0.5 Hz)” in the following.

Fig. 1a shows that normalized shear modulus increases with increase in the
loading frequency. Since the effect of the shear strain amplitude on the rate-
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dependency of the shear modulus is not yet clearly defined, it is assumed that the
normalized relationship is not only applicable between shear strain amplitudes
between 0.001 and 0.01%, but to all strain levels. Using Fig. 1a, Guax, Ref. freq. can be
calculated as follows:

G/G(0.5H .
[ ( Z)]Rettrqu G (1)

G x Ref freq. = ax £ (Vs
max,Ref .freq. [G/G(OSHZ)] max,f(Vs)

f(Vs)

and [G/G(0.5Hz)]. , ~are normalized shear moduli at

f(Vs)

where [G/G(O.SHZ)]

frequencies Ref. freq. and f(Vs), respectively.

(2) Calculate the shear modulus reduction curve at a given loading frequency
based on the reference curve obtained at the reference frequency. The reference shear
modulus reduction curve represents the ratio of Gy obtained at the reference
frequency (Ggef. freq.) t0 the Gpax also measured at the reference frequency (Gax, Ref.
freq.)- BY using the normalized rate-dependent function (Fig. 1a), the shear modulus
(Gy) at a given loading frequency (f) can be calculated from the Ggef, freq- Using the
following equation:

Ref .freq.

Gf (7/) _ [G/G(OSHZ)]f GReﬂfreq‘ (7/) (2)
GmaX’Ref.freq. [G/G(O.SHZ)]Ref.freq. GmaX’Ref.freq.
1.2 L LA I R
(a)
N | Model G1
Sept 2| T, _lcesw),,
6 max,Ref .freq. [G/G(O SHZ)]f max,f(Vs)
a : (Vs)
0.8 vl o Kimpetal,
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| ™ H(g‘)l .|
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FIG. 1. Schematic drawing showing the proposed rate-dependent shear
modulus.
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Note that Ggef. freq.())/Gmax, Ref. freq. 15 the shear strain dependent reference shear
modulus reduction curve (Fig. 1b).

The resulting shear modulus reduction curve at loading frequency f
normalized to the maximum shear modulus obtained at reference frequency is shown
in Fig. 1c.

(3) Multiply Gmax, Rret. freq. alculated in step 1 by the normalized shear modulus
reduction curve obtained in step 2, resulting in the following equation:

( ) = [G/G(OSHZ)]f GReﬂfreq‘ (7/)
eV [G/G(O.SHZ)L(VS) G max, £ (Vs)

max, Ref.freq.

3)

Eq. (3) shows that the rate-dependent shear modulus is not influenced by the
reference frequency. Its effect cancels out when multiplying Eq. (1) and (2) because
the frequency dependent relationship in Fig. 1a is independent of the amplitude of
the shear strain. The rate-dependent shear modulus is only influenced by the
frequency at which the shear wave velocity is obtained, f(Vs), and the loading
frequency of the input ground motion.

2.2 Rate-Dependent Damping

The damping ratio curve is composed of small strain damping defined at strain
level below linear threshold and hysteretic damping induced by nonlinear hysteretic
behavior. Due to the limited test results on rate dependency of the small strain
damping at high strains, only the small strain damping is assumed to be rate

dependent.
3 T \\\HH‘ T \\\HH‘ T T TTTTIT T T T
Model D1
< mmm==Model D2
T Model D3 i
S g
a
\:1 =5 e e —
E
a
O 1 \\\HH‘ 1 \\\HH‘ 1 \\\HH‘ L1
0.01 0.1 1 10

Loading frequency (Hz)

FIG. 2. The proposed rate-dependency of the small strain damping ratio model.

The rate-dependency of the small strain damping is defined using a normalized
function that relates the loading frequency to the small strain damping ratio. The
rate-dependent damping ratio is calculated by adding the rate-dependent small strain
damping to the rate-independent hysteretic damping.
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Three types of normalized functions are used to represent the range of
laboratory test results, as shown in Fig. 2. Note that the small strain damping is
normalized to the small strain damping obtained at a loading frequency of 0.5 Hz.

Model D1 is based on the data of Rix and Meng (2005). Model D2 is based on
Kim et al. (1991), using only the curve defined at the shear strain of 0.001%. Model
D3 is based on the data of Darendeli (2001). A cutoff is used such that the
normalized damping does not decrease below the value at 0.5 Hz to be consistent
with the observed behavior. For all models, the small strain damping increases with
increase in loading frequency at frequencies higher than 0.5 Hz.

3. RATE-DEPENDENT BEHAVIOR IN EQUIVALENT LINEAR ANALYSIS

A simplified equivalent linear analysis procedure that approximates the rate-
dependent soil behavior is developed. The new procedure is built upon the currently
available one-dimensional site response code DEEPSOIL (www.uiuc.edu/~deepsoil)
(Hashash and Park 2001; Hashash and Park 2002; Park and Hashash 2004).
DEEPSOIL can be used to perform both non-linear and equivalent linear site
response analysis. The equivalent linear analysis feature is similar to SHAKE 91
(Schnabel et al. 1972), with no limitation on the number of layers and material
properties. In addition, various types of complex shear moduli can be selected (Park
2004).

In a frequency domain solution, applying the boundary condition results in
the following recursive formula between the motions of two subsequent layers m and
m+1 as follows:

A

m+1

| : “4)
B

m+1

1 # ik, 1 —ik"mh
:—A l_a 4+ — B 1-‘1-0! m)e m
5 i ( 1 )e 3 . )

Ape1W), By (w) = upward downward components of the ground motion of

layer m+1, o', = ,0,,,[ Gm/pm] [1+i,] and k', = @
o NGa ] e [Jae ] ivie] "

= density, £ = damping ratio.
The proposed procedure uses simulates the rate dependent shear modulus and
damping by redefining @, and k,” of Eq. (4) as follows:

Pl NG, (@) p, | [1+i, (@)]

Pt [ G,.(@ ( /pm J [1 + l§m+1 )]

o, (o)= 5)


www.uiuc.edu/~deepsoil
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4]

k()= [JG.(0)/p, | [1+i,(0)]

G(w) and &(w) are selected from the rate-dependent shear modulus and
damping models described in the previous section, which are capable of accounting
for the frequency at which the soil curves and the shear wave profile is obtained.

(6)

4. INFLUENCE OF RATE-DEPENDENT SOIL BEHAVIOR ON SITE
RESPONSE ANALYSIS

A series of equivalent linear analyses are performed to evaluate the effect of
the rate-dependent soil behavior on propagated ground motion. The profile used in
the analyses is the 32 m thick profile in Pusan, located in the southern coast of Korea.
The shear wave velocity of the bedrock is 760 m/sec. The profile is composed of
thick, uniform soft clay called Pusan Clay. The profile will be termed “Profile 1” in
the following.
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FIG. 3. Soil profiles and dynamic properties used in the study.

Two ground motions are used:

a. The recorded motion at Big Tujunga station during Hector Mine earthquake
(amax = 0.007g, M=7.0, U.S.A., 1999).

b. The recorded at Ofunato during Miyagi-Oki earthquake (amax = 0.226g, M=7.4,
Japan, 1978).

The number of iterations used in the analyses is ten to ensure convergence. The
ratio of the effective to the maximum shear strain is 0.65.
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In the following, two reference frequencies are used, which are 0.5 and 25 Hz.
The 0.5 Hz is representative of the loading frequency of a TS device and shear wave
velocity measurement, while the 25 Hz is representative of a RC test. The analyses
will demonstrate how the frequency at which the dynamic curves will influence the
calculated response relative to the standard rate independent analyses.

4.1 Effect of Rate-Dependent Shear Modulus

In the following analyses, the small strain damping is assumed to be rate-
independent to only investigate the influence of the rate dependent shear modulus.

As shown in Eq. (3), the shear modulus is not dependent on the reference
frequency, but only on the frequency at which the shear wave velocity is measured.
Two f(Vs) are used, which are 1 and 10 Hz, to cover the range of frequencies
encountered in geophysical tests (Bang 2006).

The computed 5% damped surface response spectra are shown in Fig. 4. The
results show that the reference frequency at which the shear wave velocity profiles
are obtained has a minor influence on the computed response because the difference
in the shear modulus between 1 and 10 Hz is not pronounced. In the following
analyses, it is assumed at the shear wave velocity profile is obtained at a frequency of
1 Hz.
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5 0.04 0.1 1 % 1 10 25
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5 L1l , G10.5Hz),D-RI _| § A
o : £ |
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FIG. 4. Effect of rate-dependency of the shear modulus.

4.2 Effect of Rate-Dependent Damping

Identical set of analyses are performed to evaluate the influence of rate-
dependent small strain damping and the computed response spectra and transfer
functions are shown in Fig. 5. Three small strain damping models, D1 to D3,

GSP 181 © 2008 ASCE
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described in the previous section and shown in Fig. 2, are used. The shear modulus in

the analysis is assumed to be rate-independent.
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FIG. 5. Effect of the rate-dependency of the small strain damping.

The rate-dependent small strain damping does not result in shifting of the

transfer function, but either elevates or lowers the function, as shown in Fig. 5b, d, e,
f. When assuming that the reference frequency is 0.5 Hz, the rate-dependent small
strain damping becomes larger than the rate-independent model. Therefore, the
computed response spectrum and transfer function are lower, as shown in Fig. 5a - d.
If the reference frequency is 25 Hz, the estimated small strain damping is smaller
than the rate-independent model. For such case, the computed response spectrum and
transfer function are larger than the rate-independent analysis, as shown in Fig. Se - f.
The rate-dependency of the small strain damping models has a more pronounced
influence on the propagated ground motion compared to the shear modulus, as can be
inferred by comparing Fig. 4 and Fig. 5. Among three small strain damping models,
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D3 results in the strongest influence on the ground motion when the reference
frequency is 0.5 Hz. The reason can be easily explained by Fig. 2, which shows that
the rate-dependency of model D3 is the highest. The results of D1 and D2 are very
similar, both resulting in lower influence compared to model D3. The difference
between the models is very small when the reference frequency = 25 Hz.

S. LIMITATIONS OF THE PROPOSED MODEL

It should be noted that the proposed procedure is an approximate solution and all
the limitations of the equivalent linear procedure are applicable to the model. Most
importantly, the rate dependence of the shear modulus and damping is defined at a
representative strain. In reality, the rate dependence of the shear modulus and
damping depend not only on the loading frequency, but also on the strain level.

The proposed model will therefore underestimate the rate-dependency for high
frequency components of the ground motions, for which small shear strains are
expected, and overestimate this dependency at strains higher than the effective shear
strain. A new nonlinear model or a modified equivalent linear model needs to be
developed to improve the solution accuracy.

6. CONCLUSIONS

Laboratory tests show that the rate of loading alters the behavior of cohesive soils,
both shear modulus and damping ratio increasing with increase in rate of loading. A
series of modified equivalent linear analyses are performed to characterize the effect
of the rate- dependent soil behavior on site response analysis. Results indicate that
while the rate- dependent nature of the shear modulus has limited influence on
propagation of the seismic waves, the rate-dependent damping ratio has a more
pronounced influence, filtering out high frequency components due to the higher
damping ratio at high rate of loading. The effect becomes relevant when propagating
a motion rich in high frequency content and low in amplitude. The influence is also
influenced by the frequency at which the dynamic soil curves are obtained.
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ABSTRACT: We investigate the variability in ground motion predictions that results
from the methodology selected for the realization of strong motion site response
analyses of typical soil profiles in the Los Angeles (LA) Basin. For this purpose, site-
specific regional velocity and attenuation structures are compiled using geotechnical
data at three downhole arrays, low-strain velocity and attenuation profiles obtained via
waveform inversion of weak motion records, and crustal velocity structures as de-
scribed by the Southern California Earthquake Centre Community Velocity Model
(SCEC CVM 1V). Successively, broadband ground motions are simulated by means of
a finite source model for rupture scenaria of weak, medium and large magnitude
events (M=3.5-7.5) at stations located on a regular 2D grid within distances 5-75km
from the fault. Observed estimates of site response at the stations of interest are first
compared to simulated small magnitude rupture scenaria. Parametric studies are next
conducted for each fixed magnitude (fault geometry) scenario by varying the source-
to-site distance and source parameters for the ensemble of site conditions. Elastic,
equivalent linear and nonlinear simulations are implemented for the base-model veloc-
ity and attenuation structures and nonlinear soil properties, to examine the variability
in ground motion predictions as a function of ground motion amplitude and frequency
content, and nonlinear site response methodology. Results of this study are currently
being used to develop supplementary criteria for the NEHRP site classification system
to describe the nonlinearity susceptibility of soft sediments, and thus establish a cost-
effective and computationally-efficient framework for site parameterization and re-
sponse simulation defined as a function of source-path-site-effects and design sophis-
tication level. The reflection of nonlinear site response modeling uncertainty is finally
depicted in the estimation of synthetic ground motion amplification factors, which are
compared to the currently employed NEHRP factors.
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INTRODUCTION

There exists nowadays general agreement between the earthquake engineering and
seismological community that nonlinear site effects should be accounted for in strong
ground motion predictions. Nonetheless, there still exists large degree of uncertainty
concerning: (1) the site classification scheme that should be used to quantify the sus-
ceptibility of soil profiles to nonlinearity, (ii) the methodology to be employed for the
efficient prediction of nonlinear effects, and (iii) the associated cost-effective site in-
vestigation program. Towards reducing these uncertainties, seismic observations of
site response -and downhole instrumentation in particular- can provide critical con-
straints on interpretation methods for surface observations, as well as information on
the real material behavior under the in-situ state of stress subjected to a wide range of
loading conditions. Focusing on the regional site characteristics of Southern Califor-
nia, we here investigate the modeling uncertainty introduced in broadband ground mo-
tion simulations by the nonlinear site response methodology selection at three down-
hole arrays in the Los Angeles Basin. For this purpose, site-specific regional velocity
and attenuation structures are initially compiled, and broadband ground motions are
simulated for rupture scenaria of weak, medium and large magnitude events (M=3.5-
7.5). Parametric studies are next conducted for each fixed magnitude (fault geometry)
scenario by varying the source-to-site distance and source parameters for the ensemble
of site conditions. Elastic, equivalent linear and nonlinear simulations are initially
validated for a limited number of observations, and successively implemented in con-
junction with the broadband synthetics to examine the variability in ground motion
predictions as a function of ground motion amplitude and frequency content and site
response methodology. The modeling uncertainty thus introduced in broadband
ground motion predictions is assessed by means of the coefficient of variance of the
alternative models. A frequency index is developed to describe the frequency content
of incident ground motion, which, in conjunction with the rock-outcrop acceleration
level, is used to identify the site and ground motion conditions where incremental
nonlinear analyses should be employed in lieu of approximate methodologies. Finally,
site amplification factors based on synthetic ground motions are computed and com-
pared to currently employed factors in engineering practice.

SITE CONDITIONS AT THREE DOWNHOLE ARRAYS IN THE LA BASIN

The soil profiles at three instrumented geotechnical downhole arrays in Southern
California (La Cienega, Meloland and Obregon Park) are investigated in this study.
Their coordinates in the basin may be found at http://www.cosmos-eq.org/index.html.
Geotechnical data available at these stations comprise downhole and suspension log-
ging shear wave velocity profiles (Vs), as well as scarce laboratory resonant column
modulus degradation and damping curves. Weak motion seismic waveform inversion
(Assimaki et al, 2006) was employed for the estimation of the local attenuation and
density profiles. The idealized 1D shear wave velocity (V;), attenuation (Q) and den-
sity profiles are illustrated in Fig. 1a, along with the available on-site geotechnical in-
vestigation data of velocity distribution at the corresponding sites. Note that V, pro-
files were also evaluated by means of the inversion, and were shown to compare very
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well with the suspension logging data. The attenuation (Q) profiles estimated via in-
version of multiple seismograms in the near-surface, however, show a relatively wide
statistical distribution due to the simplified approximation of the soil profile in the
forward model operator. In particular, the inversion algorithm assumes a horizontally
stratified medium with homogeneous layers subjected to vertically propagating anti-
plane shear waves, which cannot account for the strong scattering of high frequency
components due to the small-scale heterogeneities in the near-surface soil layers.
Crustal compressional velocity (V,), shear velocity (Vi) and density models (p)
were also extracted at the locations of the three arrays from the Southern California
Community Velocity Model IV (SCEC CVM 1V: http://www.data.scec.org/3Dvelo-
city/). These one-dimensional crustal models were refined in the near surface by in-
corporating the local geotechnical information from suspension logging tests and
downhole array seismogram inversion results, and were successively used in simula-

tions of broadband ground motion synthetics.
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FIG. 1. (a) Vi, Q and p profiles evaluated by seismogram inversion at the three
stations: (top) La Cienega, (middle) Meloland and (bottom) Obregon Park; (b)
Fitted dynamic soil properties to laboratory data from samples at 7.5m depth at
La Cienega for the nonlinear models investigated; and (c) Predicted stress-strain
hysteresis loops for the material in (b) with initial shear modulus Gmax=10" kPa,
subjected to a series of cyclic strain time histories with increasing amplitude.
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BROADBAND GROUND MOTION SIMULATIONS

Due to the scarcity of recordings at the three stations, strong ground motion synthet-
ics were computed for multiple rupture scenaria over a wide range of epicentral dis-
tances, to develop a statistically significant number of observations justifying the
soundness of the target uncertainty analysis. Broadband ground motion time-histories
were here simulated for multiple strike-slip fault rupture scenaria over a 100x100km’
square grid. The calculation of broadband time histories of ground motion was evalu-
ated by means of the hybrid low- /high-frequency approach with correlated source pa-
rameters (Liu et al, 2007). In this approach, low frequency synthetics (<1 Hz) are
computed in a 3D velocity structure using a finite-difference method, while broadband
synthetics are computed in a 1D velocity model using a frequency-wavenumber
method. Successively, the broadband ground motion synthetics were corrected for lo-
cal site and nonlinear soil effects by the alternative strong motion site response meth-
odologies investigated in this study by deconvolution of the linear elastic synthetics to
the incident waveforms at the base of the profiles and successive equivalent linear and
nonlinear wave propagation. The statistics of strong motion site response uncertainty
were successively based on the ensemble of synthetic ground motion scenaria. For
more information, the reader is referred to Assimaki et al (2007).

STRONG MOTION SITE RESPONSE NUMERICAL SIMULATIONS

In current engineering practice, site response calculations accommodate the strain
dependencies of dynamic soil properties via two alternative approaches referred to as
equivalent-linear and nonlinear analyses, and briefly described in the ensuing. This
study attempts to quantify the relative advantages of increased accuracy of the com-
plex formulations compared to the computationally efficient, approximate results of
simplified models.

The equivalent-linear approach (Seed and Idriss, 1970) is an iterative linear viscoe-
lastic site response algorithm, in which soil nonlinearity is represented by linear,
strain-compatible soil properties estimated for characteristic strain levels. These strain
levels are estimated as a fraction of the peak strain computed at the center of each soil
layer of the profile, strain-compatible soil parameters are selected using moduli degra-
dation and damping curves, the linear response calculation is repeated, and iterations
are performed until convergence. This stepwise analysis procedure has been formal-
ized into a 1D site response analysis code termed SHAKE (Schnabel et al., 1972),
which currently is the most widely used analysis package for this category of problems
in practice. The linear stress-strain material behavior and total stress approach associ-
ated with equivalent linear models, however, entirely prohibits their use for problems
that involve large levels of strain and soft/very soft sedimentary sites. On the other
hand, in the nonlinear formulations of soil behavior, the wave equation is directly in-
tegrated in the time-domain and the material properties are adjusted to the instantane-
ous levels of strain and loading path. Nonlinear constitutive models can simulate soil
behavioral features such as updated stress-strain relationships and/or cyclic modulus
degradation, which are critical for the prediction of large strain problems at soft sedi-
mentary sites.
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The alternative nonlinear constitutive models investigated are listed below with in-
creasing degree of complexity in terms of the input parameters required; they include
the multi-linear, the hyperbolic (Ishihara, 1996), the Ramberg-Osgood (R-O) (Faccioli
et al, 1973), the modified hyperbolic (Matasovic & Vucetic, 1995) and the generalized
hyperbolic (Hayashi et al, 1992) idealized monotonic stress-strain relationships. An
example of the fitted modulus reduction and damping vs. shear strain curves for the
ensemble of idealized nonlinear stress-strain behaviors investigated in this study is
shown in Fig. 1b, along with the predicted stress-strain hysteresis loops for a material
with the illustrated nonlinear response and initial shear modulus Gmax=104 kPa, sub-
jected to a series of cyclic strain time histories with increasing amplitude (Fig. Ic).
The modulus degradation and damping curves illustrated correspond to the nonlinear
material properties at the La Cienega SMGA, as estimated from laboratory experi-
ments conducted on samples extracted at depth 7.5m (http://geoinfo.usc.edu/rosrine/).
Nonlinear dynamic soil properties for all three SMGA that are available at this data-
base were implemented for the simulations conducted in this study. For more informa-
tion, the reader is referred to Assimaki et al (2007).

The low-strain material damping was incorporated into the time-domain simulations
by the memory-variable technique originally described by Day and Minster (1984), by
means of which this frequency independent soil property may be accurately modeled
over a wide frequency range via a linear combination of multiple relaxation mecha-
nisms. This approach is described in detail by Liu and Archuleta (2006). Hysteresis
behavior was implemented by means of the original Masing (Masing, 1926) and ex-
tended Masing formulation (Pyke, 1979). Note that the extended Masing rules are con-
sistent with a series of mechanical models described by Iwan (1967), according to
which the shear strain may be easily decomposed into elastic and plastic components
as required by the formulation of incremental elasto-plasticity. This model was here
implemented for the incremental solution of the wave equation in nonlinear media,
and comprises a group of elastic-perfectly plastic elements in parallel (i.e. a linear
elastic spring and a rigid slip element connected in series).

STRONG MOTION SITE RESPONSE PREDICTIONS VS OBSERVATIONS

The approximate and incremental nonlinear models described above were initially
validated for weak seismic motion recorded at the three stations. Successively, the ef-
fectiveness of nonlinear predictions was investigated for the limited number of strong
motion recordings. A typical example of a medium intensity event (M4.2, PGA=
0.22g) recorded at the La Cienega SMGA is shown in Fig. 2, where the predictions by
the ensemble of models are compared against the response spectrum of the recorded
motion on ground surface. While the intensity of ground motion is not adequate to il-
lustrate the advantages of implementation of an elaborate nonlinear model in lieu of
the approximate equivalent linear method, the average spectrum predicted by the in-
cremental nonlinear analyses is shown to be in better agreement with the observed re-
sponse and was used in the ensuing as proxy for the true strong motion site response
(Fig. 2). Similar results were obtained for the ensemble of ground motion recordings at
all three SMGA in the LA Basin. Fig. 2 also shows the variation of the averaged error
between predicted and observed ground motions as a function of the observed PGA on
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ground surface. Assuming that the latter may describe the ground motion intensity, it
can be readily seen that the error estimated from the average response of nonlinear
predictions is esa<20% for the entire spectrum of ground motion intensities, while, as
expected, the error of the response predicted by means of the linear elastic operator is
shown to be proportional to the amplitude of PGA. The ensemble of weak and strong
motion recordings used for benchmarking and error estimation purposes were obtained
from the Engineering Strong Motion Data Center of the California Integrated Seismic
Network (http://www.cisn.org/).
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FIG. 2. Comparison between observations and predictions of strong ground mo-
tion, using the ensemble of approximate and nonlinear site response models: (left)
La Cienega SMGA (09/09/2001 M4.2 event) and (right) cumulative error.

MODELING UNCERTAINTY IN NONLINEAR SITE RESPONSE ANALYSES

The ensemble of site response models are successively used to for the assessment of
the relative modeling uncertainty of site response predictions in strong ground motion
broadband simulations. The site response modeling uncertainty was first evaluated by
means of the coefficient of variance (COV) in predictions of site-to-rock outcrop spec-
tral amplification as a function of the station distance from the ground surface projec-
tion of the fault (R) and the magnitude (M) of the simulated rupture scenario. Results
indicated that the M-R description of ground motion may not be used effectively as a
proxy to describe the nonlinearity susceptibility of a given soil profile. Note that the
nonlinearity susceptibility of a site is a function both of the site conditions and the in-
cident ground motion intensity and frequency content, and while the former describes
the strength of the material, the latter represents the amplitude of wavelengths of the
same order of magnitude as the soft layers of the profile that may potentially be driven
to the nonlinear range. Therefore, a description based on the M-R of the station and
the site conditions is not adequate to describe the ground motion frequency content,
which in turn defines the susceptibility of the site to nonlinear effects.

Based on this interpretation, an alternative index was developed to describe the
variability in predicted ground motion intensity measures (IM’s) introduced by the site
response model implemented in broadband ground motion simulations. Referred to as
the normalized central ground motion frequency (fy), this index corresponds to the
ratio of the central frequency of the linear elastic transfer function of the profile under
investigation (f; s), to the central rock-outcrop ground motion frequency (f. ro) (here
evaluated as the linear elastic response of a B-C boundary site). The central frequency

Page 6


http://www.cisn.org/

Geotechnical Earthquake Engineering and Soil Dynamics IV GSP 181 © 2008 ASCE

is defined as the ratio of the second to the first order spectral moments of the corre-
sponding amplitude spectrum. Fig. 3a depicts the variation of the COV averaged
across the ground surface response spectrum (SA) for the period range T=0-1.0s as a
function of fy and PGAgo, the latter used as a proxy for the intensity of incident
ground motion. It should be noted herein that by describing the nonlinearity suscepti-
bility as a function of the normalized frequency content of seismic motion and the
PGARo, both components (fault-normal and -parallel) of the horizontal ground motion
may be simultaneously accounted. Used in conjunction with PGAgg that describes the
intensity of incident ground motion in absence of the soil column nonlinear effects, the
normalized frequency index is a measure of the frequency content similarity between
incident ground motion and soil transfer function, and thus indicates the amplification
potential of the site conditions under investigation for the seismic event of interest.

As can be readily seen in Fig. 3, the COV in predicted ground surface spectral ac-
celeration of the alternative approximate and elaborate nonlinear site response meth-
odologies increases with increasing ground motion intensity (here represented by the
increasing PGAgo) and is shown to attain maximum values for normalized central fre-
quencies fy on the order of [0.4-0.6]. The latter is attributed to the fact that as the mo-
tion intensity increases, the nonlinear soil response in the near-surface becomes more
pronounced, which is manifesting through reduction of the shear wave velocity. In
turn, this instantaneous (strain-compatible) softening of the material results in reduc-
tion of the central frequency of the surface-to-rock outcrop transfer function at the site
of interest, namely the numerator of the normalized central frequency index (fx). The
intensity-frequency content regions that correspond to large values of COV imply
large incompatibilities among the alternative site response methodologies in estimat-
ing the ground surface spectral acceleration, and the sensitivity of the predicted ground
motion to the selected model indicates that incremental nonlinear analyses should be
conducted to ensure credibility of the predictions. For more information, the reader is
referred to Assimaki et al (2007).

SITE AMPLIFICATION FACTORS IN ATTENUATION RELATIONS

In this section, we investigate the effects of nonlinear site response modeling uncer-
tainty in the development of amplification factors for implementation in synthetic at-
tenuation relations, by computing the spectral amplification at different periods for the
nonlinear site response predictions averaged across the ensemble of models. The site-
specific amplification factors for the three sites under investigation are compared in
Fig. 3b to the values suggested by the NEHRP (BSSC 2001), and to recently published
amplification factors (Choi & Stewart, 2005) for the corresponding site conditions.

As can be readily seen for Class C (Obregon Park) site conditions, currently em-
ployed amplification factors are in excellent agreement with the synthetic database of
site response analyses developed in this study. Similar results are observed for the
Class D soil profile (La Cienega), with the exception of the divergence depicted be-
tween published relationships and synthetic amplification factors in the low-amplitude
PGARo region of the mid-period (T=1.0s) components. On the other hand, strong de-
viation of the synthetic from the currently employed amplification factors is observed
for the Class E site (i.e. Meloland), especially in the mid-period range (T=1.0s). Both
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the NEHRP and Choi & Stewart (2005) site amplification factors are shown to overes-
timate the amplification anticipated (or underestimate the extent of nonlinearity ex-
erted by the soil profile) by a factor on the order of 1.5, while the effect is more pro-
nounced in the mid-period range of the spectrum (T=1.0s). This indicates that cur-
rently employed amplification factors may be implemented to predict the level of am-
plification for Class C and D site conditions, while site-specific simulations should be
employed for strong ground motion analyses at Class E sites, and for this case in par-
ticular, incremental nonlinear analyses for levels of PGAgo > 0.2g.
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FIG. 3. (top) Contour maps of the average COV of predicted SA for the non-
linear models as a function of the PGAgo and the frequency index (fy) at three
sites representative of Classes C, D and E; (bottom) Comparison of amplification
factors averaged over the ensemble of nonlinear models to currently employed
factors for the site conditions at three SMGA in the Los Angeles Basin.

CONCLUSIONS

In this paper, downhole observations were combined with broadband ground motion
synthetics for characteristic profiles in the LA Basin, to investigate the variability in
ground motion estimation that is introduced by methodology selected for the assess-
ment of site response. The modeling nonlinear site response uncertainty introduced in
the broadband ground motion predictions was reported by means of the COV of site
amplification, defined as the averaged ratio of predicted spectral acceleration (SA) to
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the corresponding intensity measure on the ground surface of a typical NEHRP BC
boundary profile (Vg0=760m/s). A frequency index was developed and implemented
to describe the variability in predicted ground motion intensity measures (IM’s) intro-
duced by the site response model. Referred to as the normalized central ground motion
frequency (fv), this index corresponds to the ratio of the central frequency of the pro-
file linear elastic transfer function under investigation (f; s) to the central rock-outcrop
(BC boundary) ground motion frequency (f: ro). Used in conjunction with the inten-
sity of incident ground motion in absence of ground surface effects (PGAro), the nor-
malized frequency index is a measure of the frequency content similarity between in-
cident ground motion and soil transfer function, and thus indicates the amplification
potential of the site conditions under investigation for the seismic event of interest.

The COV in predicted ground surface spectral acceleration was shown to increase
with increasing ground motion intensity, and to attain maximum values for normalized
central frequencies fx on the order of 0.5. The intensity-frequency content regions cor-
responding to large values of COV were coined to large incompatibilities among the
alternative site response methodologies in estimating the ground surface spectral ac-
celeration, and the ground motion prediction sensitivity to the selected model was
shown to indicate that incremental nonlinear analyses should be conducted to ensure
credibility of the strong motion site response. Finally, currently employed low- and
mid-period site amplification factors for Class C, D and E site conditions were com-
pared to the best estimates of nonlinear ground surface site response in this study. For
Class C site conditions, currently employed amplification factors were found to be in
excellent agreement with the synthetic factors developed in this study. Similar results
were observed for the Class D soil profile, with the exception of the divergence be-
tween published relationships and synthetic amplification factors in the low-amplitude
PGARo region of the mid-period (T=1.0s) components. Strong deviation of the syn-
thetic from the currently employed amplification factors was observed for the Class E
site, especially in the mid-period range (T=1.0s).

Selection of the appropriate methodology for prediction of soil nonlinearity in
strong ground motion is based on the anticipated strain amplitude, and while EQL
formulations have been shown to produce reasonable results for low strain amplitudes,
nonlinear methods are necessary to capture large, irreversible deformations. The accu-
racy of nonlinear site-response analyses, however, depends on the constitutive model
used, and elaborate constitutive models require numerous parameters which must be
determined through lab tests and/or field tests; in turn, this additional effort involved
to develop the required parameters, often limits their frequency of use. We have
briefly described a comprehensive modeling uncertainty analysis of strong motion site
response at three downhole array sites in the Los Angeles Basin, and introduced a set
of criteria for the identification of combinations of site conditions and ground motion
characteristics where different degree of complexity models should be employed for
the evaluation of credible predictions. Extension of this study to a large sample of site
conditions and regional hazard-consistent ground motion scenaria would lead to the
establishment of guidelines for the assessment of credible, cost-effective and efficient
strong motion site effects in engineering practice and in seismology.
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ABSTRACT: Linear or equivalent linear wave propagation models, such as SHAKE,
assume that the shear wave velocity is constant, hence the wave form is not distorted
during propagation. If the tangent shear modulus is not constant, then perturbations in
stress travel at different speed depending on the tangent modulus at that point and time.
In cyclic loading, the shear stress-strain curve can be concave down, which we call
strain-softening (near failure, for example) or concave up, which we call
strain-stiffening (if there are negative pore pressures being generated due to dilatancy).
In strain stiffening soil, the peak of a stress wave travels faster than the front, the wave
front sharpens, and there is a possibility to form a shock wave. If the soil is strain
softening, the peak travels slower than the front and the wave front elongates to form a
dispersed wave.

In this study, we describe evidence of nonlinear wave propagation including formation
of shock waves that has been observed using a vertical array of accelerometers in
centrifuge model tests and in real earthquake data. Implications of non-linear wave
propagation in strain-stiffening and strain-softening soil are discussed. We also look at
the reflection phenomena of nonlinear waves at rigid and free boundaries. One result is
that for a soil that is undergoing cyclic mobility (negative pore pressure development
during loading, and positive pore pressure development during unloading), the wave
sharpens as it approaches the ground surface and the reflected wave is almost negligible.

INTRODUCTION

Commonly, linear or equivalent linear wave propagation models, such as SHAKE,
are used to predict the wave propagation during earthquakes. These models assume that
the tangent shear modulus is constant. Therefore, the frequency of a wave pulse is
constant and is not distorted during propagation.

Field observations at numerous sites during numerous earthquakes indicate that
large amplitude spikes in the ground surface acceleration have been observed at sites
where liquefaction effects are indicated (e.g., Youd and Holzer 1994, Frankel et al.
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2002, Bonilla et al. 2005); this runs contrary to a common belief that liquefaction
isolates the ground surface from large accelerations. Many researchers have determined
that the spikes are caused by a sudden stiffening of the soil associated with pulses of
negative pore pressure. Negative pore pressure pulses are a feature that is commonly
observed during undrained cyclic loading of dilatant soil.

In cyclic loading, the shear stress-strain curve can be concave down, which we call
strain-softening (near failure, for example) or concave up, which we call
strain-stiffening (associated with increases in effective stress caused by negative pore
pressures). Either in strain-softening or strain-stiffening material, the tangent shear
modulus is not a constant. If the tangent shear modulus is not constant, then
perturbations in stress travel at different speed depending on the tangent modulus at that
point and time.

In strain stiffening soil, the peak of a stress wave travels faster than the front, the
wave front sharpens, and there is a possibility to form a shock wave. If the soil is strain
softening, the peak travels slower than the front and the wave front elongates to form a
dispersed wave.

NONLINEARITY OF SOIL BEHAVIOR
In cyclic loading of soil, it is useful to distinguish two common classes of
nonlinearities which have significant effect on wave propagation phenomena (Kutter
2006).
(1) Strain-softening nonlinearity: tangent shear modulus degrades as strain increases
(e.g., hyperbolic stress-strain law).
(2) Strain-stiffening nonlinearity: tangent shear modulus increases as strain increases
(e.g., effect of dilatancy on saturated sand).

Strain-Softening Nonlinearity

The effects of this type of Shear Stress, ¢
nonlinear soil behavior on ground
motions has been understood
since Seed and Idriss (1970)
published their report “Soil
moduli and damping factors for
dynamic response analysis”. They

in, ¥

presented modulus degradation #o

curves (Figure 1) for site response p=o

analysis that indicate that shear s

modulus monotonically decreases

as the magnitude of shear strain

increases. Hyperbolic FIG.1 Hysteresis loop for one cycle
stress-strain relations also showing G, Gpax, and Damping, D for a

presume “strain-softening strain-softening soil.

nonlinearity”: the initial shear

modulus is the maximum shear modulus, and the modulus degrades as strain increases.
The effects of strain-softening nonlinearity on site response have been the subject of
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investigations by many researchers. Beresnev and Wen (1996), Kausel and Assimaki
(2002), Ni et al. (1997) are just a few relatively recent examples. Strain-softening
nonlinearity tends to result in attenuation of large accelerations, especially those that
mobilize shear stresses that approach the shear strength of the soil. The prevalence of
site response analyses that assume strain-softening nonlinearity may be partly
responsible for the widely held belief that nonlinearity will tend to limit the peak ground
accelerations. The belief turns out to be correct for softening soil, but it is not generally
correct for strain-stiffening soils.

Strain-Stiffening Nonlinearity

It is well known that stress-strain relationships for soils can show both strain
softening and strain-stiffening. The torsional shear test data from Ishihara (1985) in
Figure 2 show this very clearly. The amplitude of cyclic shear-strain increases and the
average shear modulus of the soil decreases with the number of cycles — a
strain-softening phenomenon. But, if you consider one individual cycle, the mean
effective normal stress oscillates and we clearly see a strain-stiffening behavior.
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FIG.2 Undrained torsional shear behavior of Fuji River Sand at a relative
density of 75% (Ishihara 1985).

Shock Wave and Dispersed Wave

In strain stiffening soil, the peak of a stress wave locates at the end of the concave up
curve. The tangent shear modulus at the peak of a stress wave is higher than at the front
of a stress wave. Therefore, the shear wave velocity at the peak is faster than at the front.
When the peak travels faster, the wave front sharpens, and there is a possibility to form
a shock wave. If the soil is strain softening, the peak of a stress wave locates at the end
of the concave down curve. Therefore, the peak travels slower than the front and the
wave front elongates to form a dispersed wave.

FIELD OBSERVATIONS
Recent observations from ground motion instrumentation indicate that although

liquefaction results in a general softening of the soil and an increase in the predominant
period of the motion, but at the same time, high frequency spikes or cusps of
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acceleration have been observed. The magnitude of these spikes can be quite large

(Figures 3-5).
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FIG.3 Ground surface accelerations at a site a few kilometers south of
downtown Settle in the M 6.8 Nisqually, Washington earthquake. Note the
large one-sided spikes between t = 24 - 29 s. (Data from Frankel et al. 2002)
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FIG.4 Spiky horizontal ground accelerations observed at the Wildlife
Refuge during Superstition Hills Earthquake. Spikes are apparent at the
surface (GL-0m) but not at depth (GL-7.5m) (Figure from Bonilla et al.

2005).
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FIG.5 Surface (GL-0 m) and borehole (GL-77 m) acceleration time histories for a
dense sand deposit during the 1993 Kushiro-oki earthquake. One spike
approaches 0.5 g in amplitude and spikes continue well after accelerations subside.
(Figure from Bonilla et al. 2005.)

Youd and Holzer (1994) after analyzing the pore pressure and acceleration data
from the Wildlife Site (accelerations are shown in Figure 4) explained that as the ground
oscillated back and forth, displacement was arrested by dilatancy that caused a sudden
drop of pore pressure accompanied by a sudden deceleration. They explained that the
concurrent dips in acceleration and pore-pressure records indicate that the liquefied soil
was in a state of cyclic mobility. Youd and Holzer (1994) explained that the spikes in
surface acceleration occurred later in the record because ground oscillation actually
increased in amplitude for about 20 s after the primary train of acceleration pulses had
passed through the site. More recently, Holzer and Youd (2007) explained that Love
waves were responsible for the long period motions. The spiky accelerations that
occurred as a result of long period excitation may be approximated as shock waves.

Zeghal et al. (1994), Zeghal and Elgamal (1996), Youd and Holzer (1994), Bonilla
et al. (2005), and Holzer and Youd (2007) analyzed acceleration and pore pressure data
from the Wildlife Site obtained during the Superstition Hills Earthquake and found that
pulses of negative pore water pressure coincided with large shear strains. They also
observed stiffening of the soil at the site associated with the reduction in pore water
pressure and the increase in effective stress. They were able to back-calculate
stress-strain and stress path relationships for the soil at the Wildlife Site and observed
that the patterns (Figure 6) were similar to those observed in laboratory tests (Figure 2).
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Frankel et al. (2002), based on
observations in the M 6.8 Nisqually
earthquake, observed cusped, L
one-sided, acceleration time series !
at three sites for which nearby
liquefaction was observed, and
presented a strong case
demonstrating that nonlinearity can
have significant effects on the
character of the ground surface
motions, and supported the
explanation that the spikes are
associated with the stiffening of the s
soil due to the negative pore i
pressures that develop due to soil
dilatancy. Bonilla et al. (2005)
presented similar evidence of cusps ~ FIG.6 The stress-strain curve (from Holzer
in the 1993 Kushiro-Oki, Japan, and Youd 2007) was obtained by processing
and the 1979 Imperial Valley, accelerometer data at the Wildlife Site
California, 1994 Northridge, and according to the procedures developed by
1995 Kobe earthquakes. They point  Zeghal and Elgamal (1994).
out that the large peak accelerations
(as large as 0.8 g) in surface
motions of liquefiable soils are inconsistent with the common expectation that
amplification factors will reduce due to soil nonlinearity.

Recently, a large earthquake occurred on July 16, 2007 in Chuetsu region, Niigata,
Japan. From the report, liquefaction occurred in this area and horizontal acceleration
spikes were observed in the acceleration time histories (Figure 7). Also, from the
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FIG.7 Ground surface acceleration time histories for the 2007 Niigata, Japan
earthquake. (Figure from Preliminary report of the July 16, 2007 Niigata
Earthquake.)
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acceleration time histories, the horizontal peak accelerations are observed in these
spikes between 25 and 30 seconds.

CENTRIFUGE DATA

Kutter and Wilson (1999) recognized that many aspects of the propagation of
acceleration spikes in centrifuge model tests could be explained as Shock waves. Shock
waves are characterized by an abrupt change (a discontinuity) in the wave moving
through the medium; for the problem at hand, the spikes in acceleration correspond to
discontinuities in shear stress, ground velocity, and pore water pressure. Shock waves
are theoretically possible in material that displays Strain-Stiffening Nonlinearity.

Figure 8 shows data from Kutter et al. (2004) obtained from a dense vertical array in
a layered soil profile. The left side of Figure 8 shows a schematic of the soil layering,
and the accelerometer locations are indicated by arrows. The base layer (with H2 =9 m)
consisted of sand with relative density of 80%, the layer with HI = 4.5 m consisted of
sand with relative density of 50%, and the top layer is an approximately 2 m thick
sloping clay layer. The entire box is sloping to the left so that lateral spreading could be
studied. From these data it was clear to see that pulses travel at a variety of speeds, some
of them disappear, and some of them focus into spikes. The spikes are unsymmetrical
due to the existence of a static shear stress in the direction of the sloping ground. Some
pulses were observed to travel as slow as 11 m/s. Also, wave velocities are obviously
not constant, some small waves coalesce into sharper waves, sometimes forming a sharp
spike and then the spike waves sometimes grow and sometimes die as they propagate
through the soil.

Oy
.’W\Mnm\w\p("\w\/’\wxfm/ \/ il
r\/\\rfw-\_/v:-\_ N«-\p\f.ﬂ»—\hv\rwﬁ SEEEE
-pd\f\;w\/mm\mmm»r-vﬁr *\J\fﬂr —~

/23 mi
- - «/\r‘p\ﬂw"v\rw

AST

—————————— = - WW»*\PJ L\rfk‘r\r \hV

> Ay
Sand 3 oo

3
§ |
o

— L33
{ :
BYE 3]
3% 3
#d & s
2
A of
|
|
1

Elevation from the base (m)

Ave base I "
— II’“VN/U"‘M” Vﬂ '\r\fﬂ“\f‘vj‘ V'r‘l”hl ‘.qlljmﬂ\umu\f- A e _/\\R_/,_, o

I Base

a ] 0 1 12 13 14 15 16 17 18 19 20

Time (sec)

FIG.8 Data from Kutter et al. (2004) showing location of sensors in a centrifuge
model container, and the acceleration records in a large shaking event. Time
and depth have been scaled by a factor of 30 to prototype scale.
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Taboada and Dobry (1998) studied effects of frequency, peak acceleration, and
ground slope on the development of spiky accelerations, when sinusoidal accelerations
were input to the base of a centrifuge model container. The spikes tended to arrest the
lateral spreading
deformations, and

hence tended to be — gig E o) = He(ree-g) ]
unsymmetrical for N —
sloping ground. g Y .“mu" 5 ;
Figure 9 shows an g o AH4 (25 m) mex 9% 4
example plot from 5‘: 48 A e o (Tlm R e 3
their paper also g ;;: 3 1
illustrating the sk E
dependence of the S oxnb ]
spikes on the SN0, VS G RO S S DN S
frequency of the 0 5 10 15 20
ground motion. This TIME (seconds)

result is consistent

with the findings of
Youd and Holzer that  FIG.9 Taboada and Dobry (1998) observed from

the spikes are more centrifuge model tests the effects of ground slope and
likely to be triggered ~ Shaking frequency on spikes in the motion at the

by long period ground surface. Example results here show the effect
motions. of frequency for a slope of 5°

THEORY OF NONLINEAR WAVE PROPAGATION AND NUMERICAL

MODELING t
Kutter and Wil | | =
utter an 1ison =
z (€}
(1999) hypothesize that o Vehook Vo =y 7
| Tso D

the formation of the 7 S
spikes may be described Vso ’7 _ T4
using nonlinear wave J Vsp Ver = ch/p

propagation theory, -+

1 1 —_— Wav
including shock wave Ao Wave

peak

theory. According to location

basic theory of shock T "Ap Wave

waves, the shock waves Y front Go—=

will propagate at a z location ) y

speed corresponding to
the secant stiffness

between the wave front  py 19 Characteristics showing the propagation of the front of

and the peak (Bedford a wave, traveling at V,, meeting the peak of a wave, traveling at
and Drumheller 1994). Vsp, meeting to form a shock wave at the point labeled "'S"'. The
Figure 10 defines the stress strain curve on the right defines the initial, peak and
peak and initial shear secant shear moduli that correspond to Vo, Vgp, and Vinock-
modulus and the secant (A gapted from Kutter and Wilson 1999)
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shear modulus in a strain-stiffening soil, and shows a characteristic diagram for an
upward propagating wave with the peak catching the front at point S, where a
discontinuous wave is formed. According to the secant shear modulus, the shock wave
may travel at quite a low velocity.

CONCLUSIONS

When sand is subjected to undrained cyclic loading, two types of soil nonlinearities
will occur, strain-softening and strain-stiffening nonlinearities. These two nonlinearities
cause the nonlinearity of the tangent shear modulus which results in the nonlinear wave
propagation phenomenon. Therefore, assuming a constant tangent shear modulus
during the wave propagation at particular shear strain point is inappropriate. In
strain-softening nonlinearity, the shear modulus degrades as strain increases (e.g.,
hyperbolic stress-strain law) and there is a possibility to form a dispersed wave. In
Strain-stiffening nonlinearity, shear modulus increases as strain increases (e.g., effect of
dilatancy on saturated sand) and a shock wave may be formed.

Based on the nonlinear wave propagation theory, shock waves should be expected
to occur in strain-stiffening material. Based on laboratory tests, it is well known that
undrained dilantant soil that is approaching liquefaction prominently displays
strain-stiffening behavior .The shock wave velocity depends on the secant shear
modulus between the wave front and the shock front. Therefore, the shock wave will
travel at a quite low velocity.

Formal training of geotechnical earthquake engineers tends to emphasize linear
wave propagation theory, making it difficult to understand basic concepts of wave
propagation in nonlinear media. Understanding wave propagation in “liquefied” soil
requires understanding of nonlinear wave propagation theory.

Ongoing studies are directed to quantify the factors that control the maximum size
of the acceleration spikes (e.g., pulse width and peak acceleration). Relative density,
permeability, grain size effects, and amplitude of ground oscillation are expected to play
arole in the size of the acceleration spikes. Finally, the occurrence of large acceleration
spikes may be alarming since peak acceleration is a common parameter upon which
designs are based. The short duration of the spikes is a mitigating factor, which might
limit the importance of the large spikes. Quantification of the importance of the
amplitude and width of the spikes requires additional study.
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